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Introduction

An analogical proportion is a statement of the form �A is to B as C is to D � (which
will be denoted in the following by A : B :: C : D ) expressing that the relation between
A and B is the same as the relation betweenC and D. For instance, one may say that
�Paris is to France as Rome is to Italy�. Here, the relation between Paris (resp. Rome)
and France (resp. Italy), may be �is capital of�. In a numerical context, an analogical
proportion allows for checking whether two pairs of values(a; b) and (c; d) establish the
same ratio, for instance(b � a = d � c) or (b=a = d=c). This property makes them
successive members of a same arithmetic or geometric serie.

The concept of analogical proportion was born in the context of the classical Greek
philosophy. Its interest is that it allows to establish parallels between two pairs of ob-
jects or situations. One of the precursors of analogical proportions is Aristotle, who
considered it as a way of explaining facts. In fact, it has been used by a great bunch of
philosophers in order to explain or justify their theories.

In the last century, it attracted the attention of cognitive scientists, who recognized
it as a keystone of human reasoning. Indeed, the human ability to �see a particular
object or situation in one context as being the same as another object or situation in
another context� is the main process at work when making analogy, and this ability is
one of the main features of human intelligence [CPR12].

In the context of Arti�cial Intelligence, it has been proposed as a tool for solving
mathematical problems [Pol45], or as a theorem solver [Kli71]. It has also been used
in the Natural Language Processing domain, as an approach to the pronunciation of
written words [FPY95], or to perform automatic translation [LYZ09].

In the last years, a logical view of analogical proportions has been proposed. In
this case, items are described as vectors of Boolean values. An analogical proportion
between four Boolean vectors holds if it holds componentwise [MP09a]. This approach
has allowed to develop analogical classi�cation methods. This logical view of analogical
proportions has also made it possible to solve IQ tests, more precisely the Raven tests
[CPR12]. The results obtained by the analogical approach can be considered as good
as those obtained by human beings.
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4 Introduction

The objective of this thesis is to use the notion of analogical proportions in the
context of relational databases, whose active domains are numerical. The issue we
tackle is to impute missing values in a database by means of analogical proportions.
The second objective is to provide a means to mine the analogical proportions existing
in a database. In the case of a relation including numerical values, they will highlight
pairs of tuples that di�er in the same way (for instance, similar sales trends between two
regions observed at distinct times). Indeed, analogical proportions naturally capture the
notion of parallels between four entities. These parallels are of a major importance as
they model reproducible transformations from one entity to another. We explored the
best ways to represent the analogical proportions existing in a dataset, and the best
way to extract them, by adopting a query language point of view. To our knowledge,
this is the �rst thesis that deals with analogical proportions in the database domain.

Objectives and Contributions

The topics dealt with in this thesis are the following.

Imputing missing values using analogical proportions A method based on ana-
logical proportions for imputing missing values has been de�ned and its accuracy an-
alyzed and compared. We studied the case of Boolean [CJP14b] and numerical values
[CJP14c]. Some formulas allow to determine if an analogical proportion between four
numerical values hold (crisp view). Some others allow to know the degree to which four
numerical values validate an analogical proportion (gradual view). We studied these for-
mulas, introduced some desirable properties an analogical proportion should validate,
and proposed new formulas that meet our goals. A classi�cation algorithm based on
analogical proportions [BMD07a] has been modi�ed in order to impute missing values,
and some experiments have been carried out in order to assess its e�ectiveness.

Study of the behavior of analogical classi�cation We studied how analogical
classi�ers work in order to see if their processing may be simpli�ed. We showed how
some type of analogical proportions are more accurate than the others when performing
classi�cation. We then proposed an algorithm using this information, which allowed
us to considerably reduce the size of the training set used by an analogical classi�ca-
tion algorithm [CBW14]. We also show in which cases some analogical classi�cation
algorithms perform a processing similar to that of thek-nn method.

Mining analogical proportions We exploited the notion of analogical proportion
in the setting of relational databases for mining combinations of four tuples bound
by an analogical relationship. We focused on the problem of discovering parallels and
analogical proportions between pairs of tuples occurring in a relation [BJP15b]. For
doing so, we studied approximate solutions relying on several clustering algorithms,
and we propose some modi�cations to them, in order to make each obtained cluster
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represent a set of analogical proportions. Using the results of the clustering algorithms,
we studied how to e�ciently query the analogical proportions in a database.

Querying analogical proportions We proposed to extend theSQL query language
in order to extract from a database the quadruples of tuples satisfying an analogical
proportion. We proposed di�erent types of analogical queries, depending of the number
of variables given as input. We then tackled the processing of each type of analogical
query using three strategies: i) a naive one, using nested loops; ii) a strategy exploiting
classical indexes on some attributes involved in the analogical proportion targeted; iii)
a strategy exploiting clusters of analogical proportions between pairs of tuples from the
database. We proposed some algorithms for each of these strategies, and compared
their results [BJP15a].

Organisation of this thesis

This thesis is divided in three chapters.

The �rst chapter presents the philosophical roots of analogical proportions, from
the classical Greek philosophy, to the contemporary ages. It introduces the concepts
that led to the �rst de�nitions of analogical proportions, and then it exposes several
de�nitions given to analogical proportions through the ages, as well as their application
for explaining some facts or theories. The end of the �rst chapter contains an overview
of the �rst applications of analogical proportions in the context of Arti�cal Intelligence,
plus its �rst de�nitions from a logical point of view.

The second chapter deals with the issue of imputing missing values in a database
using analogical proportions. The beginning of this chapter exposes a state of the art
of some of the most known methods dealing with missing values in a dataset. Then, we
extend the logical de�nitions of analogical proportions introduced in the �rst chapter
to the numerical case. We also provide an overview of some formulas that allow to
know the degree to which four values are in analogical proportion. Then, we explain
how to modify an analogical classi�cation algorithm in order to impute missing values.
For doing so, we use the introduced formulas that allow to determine the degree of
analogical proportion of four values. We also provide an overview of the formulas aimed
to solve an analogical equation. We then compare the results of the proposed method
with some of the methods from the state-of-the-art about missing values imputation.
Finally, we provide a brief state-of-the art of analogy-based classi�cation methods, and
analyze the behavior of some of them. We show how the processing of some of these
algorithms may be highly similar to that of the k-nearest neighbor method, at least in
some situations.

The third chapter focuses on the problem of querying analogical proportions from
a database. First, we introduce a new interpretation of gradual analogical proportions.
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Then, we propose the use of some clustering methods in order to �nd the most repre-
sentative analogical proportions from a dataset. Finally, we evaluate how to query the
analogical proportions existing in a databse, by means of several strategies.

The conclusion recalls the main contributions of this thesis and outlines perspectives
for future research.



Chapter 1

Philosophical Roots of analogical
Proportions

Introduction

The concept of analogical proportion was introduced by Aristotle, and used and rede-
�ned by others philosophers and intellectuals through the medieval and modern ages,
until our times. It has been used as a tool of argumentation or explanation, and even as
a way of referring to divine names, both in the medieval and modern ages. In our days,
it is used in diverse domains such as legal reasoning or ethnography. In the last decades,
it is mostly the cognitive scientists who have been interested in the concept of analogy,
arguing that it represents an essential mechanism of human reasoning. The Arti�cial
Intelligence community has also paid a particular attention to analogical proportions,
using it for supervised learning or natural language processing purposes.

In this thesis, we are interested in the use of Analogical Proportions in a database
context, which to the best of our knowledge, has never been considered before. We
thus need a good understanding of this concept and of its modelling. In this chapter
we provide a brief history of the concept of Analogy and Analogical proportion. In
Section 1.1, we provide the �rst de�nitions of analogy, given by Euclid and Aristotle.
In Section 1.2, we introduce its de�nitions in the medieval ages, and how it was used to
justify ideas, especially in the �eld of theology. In Section 1.3, we comment how Kant
provided the �rst thoughts about analogical reasoning. We show in Section 1.4 the
thoughts of the contemporaneous philosophers about analogy, more precisely analogical
arguments. In Section 1.5, we expose how the cognitive scientists have made e�orts
to model analogical proportions. In Section 1.6, we brie�y present the works which
have applied analogical proportions in the context of Arti�cial Intelligence, which we
complement with the logical modelling of analogical proportions in Subsection 1.6.1,
the latter being the basis of our work presented in the subsequent chapters. Finally, in
Section 1.7 we discuss the confusion that often exists between the concepts of analogy,
analogical proportion, and metaphor.
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8 chapter 1

1.1 Analogy in Classical Antiquity

1.1.1 Euclid: Ratio and Proportion

The concepts of ratio and proportion were introduced by Euclid (III a.v. J.-C) [Lep98].
These two concepts constitute the basis of the next de�nitions of analogy.

Euclid de�ned ratio as �a sort of relation in respect of size between two magnitudes
of the same kind�. He explicitly claimed that a ratio must be based on quantities (e.g.,
the notion of time or a weight), and that the two quantities to be compared must be
of the same kind, i.e., one cannot compare the length of a line to the area of a square,
since they belong to di�erent kinds. He introduced as well the notion of antecedent and
consequent of a ratio: when one mentions the ratio ofA to B , A is its antecedent and
B its consequent [Lep98].

Proportion is de�ned as a `similarity of ratios', i.e., when the ratio of A to B is
similar to the ratio of C to D . Still according to Euclid, a proportion can be continuous
or discrete: It is continuous when the consequent of the �rst ratio is the antecedent of
the second, as when one says �the ratio ofA to B is similar to the ratio of B to C�;
and it is discrete in the converse case, when none of the quantities are at the same time
an antecedent and a consequent, as when one says �the ratio ofA to B is similar to
the ratio of C to D �. According to Euclid, even if the two quantities to be compared
in the context of a ratio must be of the same kind, in order to form a proportion the
two ratios to be compared are not required to compare objects of the same kind. For
example, one could say that the size of lineA is to the size of lineB as the area of cube
C is to the area of cubeD.

1.1.2 Aristotle: Similarity of Relations

The contribution of Aristotle concerning analogy resides in some de�nitions, its place in
the context of metaphors (a discussion of the similarities and di�erences between anal-
ogy and metaphor is provided later in this chapter), and its use as a tool of reasoning
and proving. See [Lep98] for more information on the latter case.

Apparently, Aristotle gave several de�nitions of analogy, among them two high-
lighted by [Lep98], in which we can already notice a little di�erence with respect to
Euclid; For the former, the analogy is not a similarity but an equality of ratios:

ˆ I understand by �ratio of analogy� every case where the second term is to the �rst
as the fourth is to the third term.

ˆ [:::] the proportion is an equality of ratios and involves at least four terms[:::]
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Let us notice that this last de�nition does not exclude the continuous analogy, in-
troduced by Euclid. As claimed by Aristotle:

�[...] that discrete proportion involves four terms is plain, but so does continuous
proportion, for it uses one term as two and mentions it twice; e.g., as the lineA is to
the line B , so is the lineB to the line C; the line B , then, has been mentioned twice,
so that if the line B is assumed twice, the proportional terms will be four [...]�

We will escape momentarily our chronological order in order to introduce the work
of Mary Hesse, a philosopher of science. She is mostly known for her bookModels and
Analogies in Sciencewhere, in a set of �ve essays, she raised fundamental questions
about the importance of analogies in scienti�c thought [Bar10].

In [Hes59], M. Hesse claims that Aristotle conceived another de�nition of analogy,
even though he never explicitly formulated it. It is the case when not only the ratio
between A and B is the same as the one betweenC and D, but when A and C have
some properties in common.

The argumentation of M. Hesse starts by using a comment by Aristotle inHistoria
Animalium :

� There it is said that animals whose parts are identical in form belong to the
same species; those whose parts are identical except for excess or defect of accidents
(as colour, shape, hardness, number of feathers, etc.) are of the same genus; and others
are the same only in the way of analogy, as for instance, bone is analogous to �sh-bone,
nail to hoof, hand to claw, and scale to feather; for what the feather is in a bird, the
scale is in a �sh' �

M. Hesse remarks that when one says �the �sh's spine is to the �sh as the animal's
bone is to the animal�, there exists a similarity between the relations between the two
pairs of objects, but also one needs the ��sh's spine� to have some properties in common
with the �animal's bone�, being both of an osseous nature. M. Hesse gave other exam-
ples supporting her idea: in another de�nition of analogy, Aristotle uses as an example
�as is a calm in the sea, so is windlessness in the air�. This analogy depends, M. Hesse
says, (i) on the similarities of the relations existing between calm and sea, and between
windlessness and air, and (ii) in the similarity between calm and windlessness, which
are forms of rest.

Finally, although M. Hesse still mentions some examples of analogy based solely on
the similarity of relations, there are not examples based only on the similar properties
between A and C. Anyway, it seems that in most of the examples of analogy given by
Aristotle both senses of analogy exist.

These examples could lead to another de�nition of analogy: �A is to B as C is to D ,
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and A shares some properties withC�.

1.2 Medieval Theories of Analogy: Explain the World

In [Ash11], Ashworth states that the ideas about analogy in medieval ages were focused
along three di�erent axes: (i) the doctrine of equivocal terms; (ii) twelfth-century the-
ology, where the divine language was explored in depth; and (iii) metaphysics. We will
only refer to cases (i) and (ii).

1.2.1 Equivocal Terms

The ideas about analogy in medieval ages owe much to the contribution of Anicius
Manlius Severino Boethius. He was one of the most important intermediaries between
ancient philosophy and the Latin Middle ages [Mar13]. He was indeed the key �gure
for the reception of Aristotle in the Latin world [Fal13].

As we already saw, for Aristotle the analogy was a matter of proportionality, and it
is this vision the one to be recognized as the Greek notion of analogy. In the medieval
ages, the notion of analogy was initially related to the `equivocal' terms, which were the
dual of `univocal' terms, both introduced by the same Aristotle in The Categoriesand
made available in part by the monographs and commentaries of Boethius. Equivocal
terms include homonyms and polysemous words [Ash11]. They refer to things or entities
that although named in the same way, correspond to di�erent de�nitions or contexts.
For example, the head of a man and the head of a document can be considered as
equivocal terms. We can say then that the head of a document is analogical to the head
of a man. On the other hand, two things are considered univocal if they both have the
same name and correspond to the same meaning or context. For example, a horse and
an ox are both univocally named animals.

In the thirteenth century, analogy was separated from itsGreek meaning, and was
identi�ed to deliberate equivocals, being exactly recognized as one term which is said
of two things in a prior and a posterior sense [Fla11]. The classical example was the
word healthy: food is healthy as a cause of a healthy animal (while the dog has health
in the primary sense, its food is healthy only secondarily as contributing to or causing
the health of the dog). The health of an animal was thus considered to be analogous to
healthy food.

In [Hoc10], Joshua Hochschild, a professor of philosophy, exposed a threefold classi�ca-
tion of analogy provided by Cajetan in De Nominum Analogie, which we expose below:

ˆ Analogy of inequality: occurs when things are called by a common name and
concept, but the concept is shared or participated in unequally. This analogy
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of inequality is in fact the same analogy related to equivocal terms, introduced
above.

ˆ Analogy of attribution: occurs when the common name is used with di�erent
relations to some one term. The example used in this case is the word `healthy',
which, depending on whether it is used for an animal, urine or medicine, can
signify subject of, sign of, or cause of health, respectively. According to [Ash11],
it is the one to be identi�ed with the prior and posterior senses seen above.

ˆ Analogy in its Greek sense (see above).

1.2.2 Theology: Justify God

In theology, we highlight the work of Thomas Aquinas whom, contrary to his prede-
cessors in the medieval ages, considered analogical terms to be di�erent from equivocal
terms. He considered the analogical terms as the only option we have to be able to
state facts about God, which cannot be done through the univocal and equivocal terms:
He argued that statements cannot be purely equivocal, for we could not then make
intelligible claims about God. Nor can they be purely univocal, for God's manner of
existence and his relationship to his properties are su�ciently di�erent from ours that
the words must be used in somewhat di�erent senses. Hence, the words we use about
God must be analogical, used in di�erent, but related senses [Ash11]. When one uses
the word wisdomto refer to a creature, it means profound knowledge, while when said
about God, it means something identical to his goodness, existence etc. God is wisdom
and the origin of all wisdom [Hof16].

In [Lan22], Landry provides us with one example of how Aquinas used the analogy
to talk about the existence of God: each phenomenon has a cause, which can at its
time be considered as another phenomenon with its respective cause, which leads us
recursively to the �rst cause, which is God. Aquinas de�nes the relation between a
cause and an e�ect as an analogy, so it is by analogy that we can see through the
existents the existence of God.

1.3 Modern Ages: Origins of Analogical Reasoning

In the modern ages, we can feature the work of Immanuel Kant, who provided some
de�nitions of analogy, criticized it, and used it to talk about theology, among other
things. Most of the references we use about Kant are extracted from [Cal08].

Kant provided a de�nition of analogy in the Prolegomena: �This type of cognition
is cognition according to analogy, which surely does not signify, as the word is usually
taken, an imperfect similarity between two things, but rather a perfect similarity be-
tween two relations in wholly dissimilar things�. In [Cal08], Callanan points out that
in other de�nitions, Kant explicitely stated that the only requirement for analogy was
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the similarity of relations.

Kant also provided a de�nition of inference by analogy, comparing it to the inference
through induction. The inference by analogy is made from many determinations and
properties, in which things of one kind agree, to the remaining ones, insofar as they
belong to the same principle, while the inference through induction infers from many to
all things of a kind. The de�nition of analogy seems more related to �nding the missing
properties of an object, rather than to �nding complete new objects. In [Cal08], John
Callanan provides us with the same idea but expressed in di�erent words: �Induction
extends the empirically given from the particular to the universal in regard to many
objects, while analogy extends the given properties of one thing to several [other prop-
erties] of the same very thing�. For instance, an inductive judgment may be �From
the judgments that the swans so far perceived have been white, one may conclude by
induction that all swans are white�; while an analogical judgment may be �From the
judgment that the properties of the moon so far perceived are the same as properties
of the earth, one may conclude by analogy that all the properties of the moon are the
same as those of the earth�.

Furthermore, Kant decreed that there were two types of analogy: a mathematical
and a philosophical analogy. The mathematical analogy asserts the identity of two re-
lations of magnitude, while the philosophical one concerns qualitative relations.

The mathematical analogy was said to be constitutive, i.e., that one could construct
a missing object from two known objects. Kant asserted as well that a mathematical
analogy is an expression of typea : b :: b : x, where a and b are given andx is the
missing item that can be constructed a priori. Di�erently, the philosophical analogy
involves three known elements and an unknown one, being of typea : b :: c : x.

1.4 Contemporary Philosophy: Analogical Argumentation

In [Bar13], Paul Bartha provides a complete overview of the contemporary thoughts
about analogy. It seems that these thoughts focus mostly on the plausibility of ana-
logical arguments, i.e., when is it that an argument inspired from an analogy can be
considered valid, or with enough grounds to be taken seriously.

For Bartha, in order to be able to express an analogical argument, one needs to
establish an analogical relation between two domains. In order to explain his ideas, let
us assume that a domain is seen as a set of objects described by attributes, and that
these objects are linked by relations. For instance, if we want to represent the solar
system as a domain, we would say that it contains a set of objects, e.g., the planets and
the sun. Each of these objects can be described by attributes such as round, massive,
or hot. The relations linking these objects may be of the type the earth is attracted by
the sun.



Structuralist Models of Analogy: Cognitive Science 13

In [Bar13], Bartha provides us with some guidelines for evaluating analogical argu-
ments. In general, when comparing two domains, the more similar objects they have in
common, the stronger the analogy. Anyway, a similarity of relations is more important
than one based on similarity of objects. Among the similarities of relations, those in-
volving causality are considered to be more important.

For instance, let us say that if one compares two domains, e.g., the solar system
and an atom, there would not be similarities between the objects of each domain (a
planet is not similar to the nucleus or an electron of an atom). However, there may be
a similarity between the relations existing in each domain: the earth is attracted by the
sun, and an electron is attracted by the nucleus of an atom. This similarity of these
relations would already give a certain plausibility to an argument comparing the solar
system and an atom. If one could also count on similar relations involving a causality,
such as `the sun being more massive than the earth CAUSES the earth to be attracted
by the sun', and `the nucleus being more massive than an electron CAUSES the electron
to be attracted by the nucleus', the analogical argument would have more plausibility
than one just based on relations not involving a causality.

Bartha gives us a place to continue with what he calls the cognitive computational
models of analogy. Bartha de�nes them as structuralist, because they propose formal
criteria for evaluating analogies, based on overall structure or syntactical similarity.
Formally, an analogy between two domainsS and T is a one-to-one mapping between
objects, properties, and relations inS and those in T. These models are presented
hereafter.

1.5 Structuralist Models of Analogy: Cognitive Science

According to Gentner et al. [GS12], analogical reasoning, i.e., the ability to perceive
and use relational similarity between two situations of events, is a fundamental aspect
of human cognition. The cognitive models of analogy we present hereafter aim to model
and simulate this mental process.

The most known cognitive models of analogy are the Structure Mapping Theory
(SMT) [Gen83] proposed by Gentner et al.; the ARCS (analog retrieval by constraint
satisfaction) [THNG90] and ACME (Analogical Constraint Mapping Engine) [HT] mod-
els, proposed by Holyoak et al.; and the Copycat model, introduced by Douglas Hof-
stadter [HM+ 94]. The �rst two, similarly to the ideas of Bartha seen above, aim to
establish whether two domains are analogous. The Copycat model is focused on simu-
lating the jumping from one concept to another, recognized by the authors as the `key'
of an analogical processing.

Let us start by explaining the structure mapping theory. Its de�nition of domain is
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similar to the one seen above. The only concept we introduce in order to explain this
theory is the order of a relation. Using again the example of the solar system, a �rst
order relation is one which compares sets of objects. For instance, the relation �more
massive than� is a �rst-order relation because it compares two objects, e.g., �The sun
is more massive than the earth�. A second-order relation is a relation which compares
a set of objects and at least a �rst-order relation. For instance, if � is attracted by�
and �is more massive than' are two �rst order relations, a relation linking them would
be a second order relation, as when one says `the nucleus being more massive than an
electron CAUSES the electron to be attracted by the nucleus�. In general the order of
a relation is equal to the maximal order of the relations it compares plus one.

Usually, when comparing two domains, the structure mapping theory imposes two
constraints in order to consider them analogous. First, the system of relations between
objects of both domains have to be isomorphic; second, they must present a similarity
between high-order relations. See [FFG89] for more details and a computational imple-
mentation of this theory.

Let us now shift to the ARCS and ACME models. These models need to place the
domains they treat in a semantic context. That is the reason why the authors perform
their comparisons over domains de�ned in WordNet, where a concept is represented by
a set of synonyms, and synonyms sets are organized by means of kind, part-whole, and
antonymy relations.

ARCS and ACME use three parallel constraints, namely Semantic Similarity, Iso-
morphism, and Pragmatic centrality, which are not treated as absolute requirements,
but rather as pressures that operate to some degree. They thus propose that retrieval
and mapping of sitations or domains invovled in analogical mapping are determined
by simultaneous satisfaction of these constraints. We provide their de�nitions of these
three constraints:

Semantic Similarity : Two analogs are semantically similar to the extent that the
predicates used in the representations of the two analogs are semantically similar. Two
predicates are semantically similar if they are identical or if they participate in lexical
relations such as synonymy, hyponymy, and meronymy.

Isomorphism : Two structures are isomorphic if there is a one-to-one correspon-
dence between them that preserves structural consistency, where structural consistency
requires that if two propositions are mapped, then their constituent predicates and ar-
guments should also map.

Pragmatic Centrality : implies that mapping should give preference to elements
that are especially important to goal attainment, and should try to maintain correspon-
dences that can be presumed on the basis of prior knowledge.
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Informally, the ARCS algorithm works as follows. Using the predicates of a probe
structure, it looks for those stored structures containing predicates that are in some
degree semantically similar to them. Then, it looks among the selected structures those
satisfying to some degree the constraints of isomorphism and pragmatic centrality.

Let us now move to the third cognitive model of analogy we introduced above, the
Copycat model. Unlike SMT and ARCS, the Copycat model does not aim to establish
the plausibility of an analogical mapping, but to simulate the (mental) process when
one goes from one concept to another analogous to it. For Hofstadter, when we think
all we do is to move �uidly from concept to concept, and these jumpings are what
he calls analogical connections. He gives some examples of this phenomenae, such as
the moment when we observe a picture and some concepts, such as `duck', `Victorian
House', or `President Eisenhower', come to our mind. Another example is when �we
are in the middle of a conversation, and some proverb, such as when the cat's away, the
mice will play pops out from our unconscious, and if we are talking to someone, we will
quote that proverb, and our listener will in all likelihood understand how the proverb
�ts the situation�.

Copycat [HM+ 94] focuses on how we can move from one concept to another `neigh-
boring concept'. The domain in which Copycat works is that of strings. Here is a typical
problem Copycat aims to solve:

Suppose the letter-stringabcwere changed toabd; how would you change the letter
string yk in the same way?

What Copycat aims to do is to perform the change that madeabc convert into
abd, to yk. Copycat may be able to changeyk into yl (replace the rightmost letter by
its alphabetic successor), toyd (replace the rightmost letter by d), or by abd (replace
the whole structure blindly as abd). Copycat can perform this using concepts likesuc-
cessor,same, leftmost, rightmost, alphabetic �rst (which applies only to a), and about
sixty more in total [Bar10]. According to Hofstadter, by doing so, Copycat simulates
the �uidity of concepts humans can perform. See [GF11] for a summary and a brief
description of computational [cognitive] models of analogy.

We have �nished with our overview of analogy in the context of philosophy and
cognitive science. Let us now move to the development of analogical proportions in the
Arti�cial Intelligence domain. We will start with a brief history, and move afterwards
to its logical modelling.

1.6 Analogical Proportions in Arti�cial Intelligence

George Polya is recognized as the pioneer of the application of analogical proportions
in Arti�cial Intelligence. In his book [Pol45], Polya provides a kind of manual on how
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to solve problems, from the mathematical to the real world domain. The prevailing
methodology proposed when solving a new problem, is to look for previously solved
problems, and pro�t from the method or experience one has acquired solving them.
The search for a previously solved problem can be performed via generalization, spe-
cialization, or analogy. When one has chosen a previously solved problem to solve a
new one, one aims to map some characteristics of the old problem into the unknown
parts of the new unsolved problem. It is this kind of methodology in which a heuristic
to solve a problem must be based on. This work can be seen as the inspiration of the
ulterior, more applied approaches on AI based on analogy.

When talking about concrete implementations of analogy, one has to mention the
work of Thomas G. Evans. In [Eva64], Evans proposed an approach aimed to solve
�geometric-analogy� problems as those encountered in intelligence tests. In this kind of
problems, the user is given three �guresA, B , and C, and has to choose a fourth oneD
among a given set of answer �gures such that ��gureA is to �gure B as �gure C is to
�gure D �. His system is capable of recognizing line-drawings, decomposing a �gure into
sub-�gures, or calculating a relation between �gures, among others. These capacities
allow to generate some representations for each �gure. Using these representations, the
system constructs more �abstract� descriptions of each �gure. Then the relation be-
tween a pair of �gures, sayA and B , is represented as a set of transformation rules, i.e.,
the transformations needed to transform �gure A into �gure B . Finally, given a �gure
C, the program looks for the �gure D such that the previously found transformation
rules are valid betweenC and D.

We �nish our overview of the precursors of computational implementations of anal-
ogy with the works of Robert E. Kling and Patrick Winston. The work of Kling con-
sisted of an approach aimed to prove �rst-order resolution logic theorem provers, based
on analogical previously solved theorems [Kli71]. Winston presented a theory of anal-
ogy accompanied by its implementation [Win80]. His system represents situations (like
the water pressure across the length of a pipe) in terms of relations between pairs of
parts (taking part in each situation). The similarity between two situations is measured
in terms of the best possible match according to what is important in the situations
(the important parts of a situation, as well as the relation between pairs of parts of a
situation can be manually introduced). The tasks to be performed can be divided into
analogical learning, and analogical reasoning. Analogical learning refers to mapping the
parts of a situation in a well-understood domain into the parts of another situation in an
ill-understood domain. Analogical reasoning is about de�ning the relations that should
hold in an ill-known situation in order to consider it similar to a well-known situation.

Let us now revise the work of more contemporaneous researchers. In recent times,
there has been a good amount of analogical approaches in the Natural Language Pro-
cessing (NLP) domain, from which we feature the works of François Yvon and Yves
Lepage. There have been other works aimed at proposing logical formalizations of ana-
logical proportions, and performing classi�cation. We highlight in this area the work of
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Henri Prade, Gilles Richard, and Laurent Miclet.

In the context of NLP, we begin by mentioning the approaches to pronunciation of
written words (grapheme-to-phoneme conversion) [FPY95, Yvo99, Yvo97]. The objec-
tive of these contributions is to pronounce an unknown word on the basis of its analogy
to known words whose spelling and pronunciation are already known. We can cite also
an approach aimed to translate medical terms based on analogy [LYZ08]. Other works
looked for analogies between strings of letters, [DM04], or symbols [Lep00]. The lat-
ter approach looks for true analogies between chunks in the Japanese language, where
true analogies between symbols are true only if there is analogy in the form and in the
meaning context. For instance (I walked : to walk :: I laughed : to laugh) is a true
analogy, while (I walk : I walked :: I go : I goed) is not. In [SY05] it is proposed
a general de�nition of formal analogical proportions for algebraic structures commonly
used in NLP: attribute-value vectors, words on �nite alphabets and labeled trees. There
is another approach investigating the analogy between concepts using the Kolgomorov
Information Theory [PR09b]. The Kolmogorov complexity of a string x is a numerical
measure of the descriptive complexity contained inx. This measure is assessed using
the Google search engine. Finally, the analogical proportions in the context of lattices
and formal concept analysis have been investigated as well [MPG11, BMP13].

Let us also mention the works aimed at performing a classi�cation task via analog-
ical proportions [LYZ09, PRY10a, MMPR13, BPR14a, MBD08a], that we will deeply
analyze in the next chapter.

Some works proposed a logical formalization of analogical proportions in a Boolean
[PR10a], and multiple-valued setting [MP09a, PR10b]. Finally, let us mention an ap-
proach aimed at solving Raven's IQ tests using analogical proportions [CPR12].

In the following, we will delve into the logical formalizations of analogical propor-
tions, which we can consider as the basis of our work to be presented in the next
chapters. We will consider both the encoding of analogical proportions in classical logic
and fuzzy logic settings.

1.6.1 Logical View of Analogical Proportions

The �rst researcher who came up with a logical de�nition of analogical proportions is
Sheldon Klein, according to Prade et al. in [PR11]. In [Kle82], Klein introduced a
mathematical operator called ATO (Appositional Transformation Operator), which is
the same as the equivalence operator of mathematical logic

a � b =

(
1 if a = b

0 otherwise
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The repeated use of this operator enables to compute analogical proportions. An ana-
logical proportion in terms of this operator can be expressed as follows:

(a : b :: c : d) = ( a � b) � (c � d) (1.1)

Miclet et al. [MP09a] have shown that this expression can also be written as
(a� b) � (c� d) where � denotesXOR (a; b) = ( a ^ : b) _ (: a ^ b). The cases where
Expression 1.1 is true are shown in Table 1.1.

Table 1.1: Positive cases of(a � b) � (c � d)
a b c d

1 1 1 1 1
2 1 1 0 0
3 1 0 1 0
4 1 0 0 1
5 0 1 1 0
6 0 1 0 1
7 0 0 1 1
8 0 0 0 0

However, as Miclet et al. notice in [MP09a], the cases 4 and 5 ofthe table have
some undesirable properties. Indeed, they are equivalent to say:

(a � b) � (c � d) = ( b � a) � (c � d)

which would amount to saying that `A is to B as C is to D ' is equivalent to `B is to A
as C is to D '. This is due to the fact that the � operator is symmetrical (the relation
`is to' is not). For instance, the relation between a planet and the sun is not the same
as the relation between the sun and a planet.

One thus needs another expression to express an analogical proportion. Prade et
al. propose a de�nition inspired from [Lep03]: Let A, B , C and D be subsets of some
universal setP. A denotes the complementary set ofA in P and A � B = A \ B . A : B
stands for the set operation that transformsA into B by deleting the elements ofA � B
and adding the elements ofB � A. The analogical proportion states the identity of the
operations that transform A into B and C into D . In other words, A di�ers from B as
C di�ers from D. This leads to the following de�nition.

De�nition 1. Let A, B , C, D be subsets of a referentialP
(A : B :: C : D ) , (A � B = C � D) , (B � A = D � C)

Prade et al. claim that this de�nition �ts well the semantics of the is to relation. In
fact, it states that the changes froma to b go in the same direction as those fromc to
d. This de�nition is equivalent to each of the following logical expressions [MP09a]:
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(a : b :: c : d) = (( a � b) � (c � d)) ^ ((a� b) ! (a � c)) (1.2)

where � denotes the XOR relation, and! is the usual logical implication.

(a : b :: c : d) = (( a � b) ^ (c � d)) _ ((a � c) ^ (b � d)) (1.3)

(a : b :: c : d) = (( a ! b) � (c ! d)) ^ ((b ! a) ^ (d ! c)) (1.4)

(a : b :: c : d) = (( a ^ d) � (b^ c)) ^ ((a _ d) � (b_ c)) (1.5)

These expressions appropriately re�ect the equality of relations with respect to a change
or a non-change, and in the former case, the direction of this change. For instance, if
we decompose Equation 1.2, its left part((a � b) � (c � d)) veri�es that the dif-
ference betweena and b is the same as the one betweenc and d, and its right part
((a� b) ! (a � c)) veri�es that both changes go in the same direction. More precisely,
it veri�es that if a is di�erent from b, then a must be equal toc.

The cases where they lead to the valuetrue are exposed in Table 1.2.

Table 1.2: Positive cases
a b c d

1 1 1 1 1
2 1 1 0 0
3 1 0 1 0
4 0 1 0 1
5 0 0 1 1
6 0 0 0 0

1.6.2 Extensions of analogical proportions to fuzzy logic

In [MP09b], Miclet and Prade were interested in representing the cases whereA, B , C
and D may be represented by fuzzy values in the unit interval[0; 1]. In other words,
they switch from Boolean logic to fuzzy logic. These values may represent the degree
to which a property is true for the attribute of a given tuple.

The authors proposed an extension of the logical formula introduced in Equation
1.4 (page 19):

(a : b :: c : d) = (( a ! b) � (c ! d)) ^ ((b ! a) � (d ! c))

First, they choose the fuzzy operators shown below for representing the conjunction
(a; b), the implication (a ! b), and the equivalence (a� b) connectives.
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ˆ a ^ b = min (a; b)

ˆ a ! b = min (1; 1 � a + b) (Šukasiewicz implication)

ˆ a � b = 1 � j a � bj (min conjunction and Šukasiewicz implication)1

With the choices above, Equation 1.4 becomes:

min

(
1 � j min (1; 1 � a + b) � min (1; 1 � c + d)j

1 � j min (1; 1 + a � b) � min (1; 1 + c � d)j
(1.6)

This formula yields 1 i� a � b = c � d. The authors proposed a second formula using
the following choices:

ˆ a ^ b = a � b

ˆ a ! b = max(1; b=a)

ˆ a � b = min (b=a; a=b)(min or product conjunction and Goguen implication)2

Indeed, these choices lead to the following formula

min

 
max(1; b

a )

max(1; d
c )

;
max(1; d

c )

max(1; b
a )

!

� min
�

max(1; a
b)

max(1; c
d)

;
max(1; c

d)
max(1; a

b)

�
(1.7)

This formula yields 1 i� a=b= c=d.

Postulates related to Analogical Proportions

Now that we have seen the logical modelling of analogical proportions, we can examine
their properties. According to Lepage, an analogical proportion must satisfy the follow-
ing properties [Lep03]:

ˆ Re�exivity . (A : B :: A : B )

ˆ Symmetry . (A : B :: C : D ) , (C : D :: A : B )
This property comes from the fact that the relation :: is symmetric.

1((a � b) = min (min (1; 1 � a + b); min (1; 1 � b+ a)) = 1 � j a � bj)
2Where the Goguen implication is a ! b = min (1; b=a) if a > 0, and a ! b = 1 if a = 0
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ˆ Central Permutation . (A : B :: C : D ) , (A : C :: B : D )
Lepage recalls that this property was already pointed out by Euclid, who also
stated that the four objects must be of the same type, and then Aristotle. Let us
recall their de�nitions:

According to Euclid, �Alternate ratio means taking the antecedent in relation to
the antecedent and the consequent in relation to the consequent3 [...] But the
four magnitudes have to be of the same kind�.

According to Aristotle, �proportion is an equality of ratios, and involves at least
four terms [...] As the term A, then, is to B , so will C be to D , and therefore,
alternando, asA is to C, B will be to D �

Lepage also shows how, when one has an expression(A : B :: C : D ), one can obtain
other equivalent �ve combinations of A, B , C, and D, using the properties we just listed
:

B : A :: D : C

D : B :: C : A

D : C :: B : A

B : D :: A : C

C : A :: D : B

1.7 About Analogy, Analogical Proportion, and Metaphor

We end this chapter with a little discussion about the confusion existing between anal-
ogy, analogical proportions, and metaphors. Let us start with the case of analogy and
analogical proportions.

The type of analogy that the cognitive systems we have seen above deal with, e.g.,
�the solar system is like a hydrogen atom�, may seem di�erent from the analogical pro-
portions we have been talking about in the beginning of this chapter. The former is
essentialy a binary relation (A is like B), while the latter is a quaternary relation (A is
to B as C is to D).

Initially, we considered that there was a di�erence between what Gentner calls an
analogy and what we call an analogical proportion, and we went looking for some def-
initions or examples about this dichotomy. However, what we found is that for the

3Remember that according to Euclid, in a relation ` A is to B ', A is called the antecedent, and B
the consequent.
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scholars we have been studying, there is no such di�erence. There does not exist a
binary version of analogy contradictory to its Greek de�nition. They seem to be the
same, but expressed di�erently. For instance, in [Gen83], when giving an example of
analogy, Gentner used its Greek version: �As another example of the selectiveness of
analogical mapping, consider the simple arithmetic analogy3 : 6 :: 2 : 4�.

Furthermore, in [Ste94], Eric Steinhart equates these two kinds of expressions: �Ana-
logical Reasoning is based on comparisons, in particular statements such as :A is like
B , A is analogous toB , or A is to B as C is to D �.

What we understand is that when one uses an expression of the typeA is like B,
one is implicitely referring to an analogical proportion in its Greek version. Using the
notion of Gentner concerning a similarity of relations, when one says a hydrogen atom
is like the solar system, one is also saying:

electron : nucleus :: planet : sun

Stating that there is an equality of the relations between the two couples of objects.
The relation may be A is attracted by B .

The confusion between analogy and metaphor is similar to the one just seen above.
For some people they are the same thing, for others analogy is a kind or metaphor, and
for others metaphor is a kind of analogy.

Among those who consider analogy as a kind of metaphor, we can mention Aristotle
[Lep98] and Gentner [GJ93]. We will only provide the de�nition by Aristotle.

� [...] Metaphor consists in giving the thing a name that belongs to something else;
the transference being either from genus to species, or from species to genus, or from
species to species, on the grounds of analogy [...] �

On the other hand, the Larousse dictionnary de�nes metaphor as a kind of analogy:
�Figure de style qui consiste, par analogie, à donner à un mot un sens qu'on attribute
généralement à un autre�. Cajetan [Ash11] and David Hills [Hil12] also de�ned metaphor
as a kind of analogy.

Hofstadter summarizes well this confusion. He categorized the metaphor-analogy
relation as a di�cult chicken-egg problem. In [Hof01], he even de�ned them as the
same thing: �And yet it has been often said that all communication, all language, is
metaphorical. Since I believe that metaphor and analogy are the same phenomenon, it
would follow that I believe that all communication is via analogy.�

In general, we can say that the concept of analogical proportion has maintained
through the ages its Greek notion. It is true even in the medieval ages, when some
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de�nitions, such as equivocal terms, were provided in order to use the analogical pro-
portions as a means of explaining or justifying. Its binary version we have seen in the
case of contemporary philosophy and cognitive sciences, seem also to implicitely involve
analogical proportions, as suggested above.

Summary and conclusion

In this chapter, we went through an overview of the principal philosophical thoughts
about analogy through history. Moreover, we provided a summary of its de�nitions
(and use) in the domain of Arti�cial Intelligence.

In the classical antiquity, Euclid de�ned proportion as a similarity of ratios. Aris-
totle was more exigent than Euclid, and demanded not a similitude, but an equality of
ratios in order to form an analogical ratio. Aristotle, contrary to Euclid, used already
the word analogy.

In the medieval ages, analogical terms were compared to the univocal and equivocal
terms, and were considered by Thomas Aquinas as the only option one has to be able
to state facts about God. In the modern ages, Kant provided a de�nition of inference
by analogy, and introduced the terms of mathematical and philosophical analogy.

In contemporaneous times, the community of cognitive science, in particular Gen-
tner and Holyoak, considered several de�nitions of analogy between domains, where a
domain is composed of a set of objects and the relations linking these objects.

In the context of Arti�cial Intelligence, Polya dealt with the issue of solving new
problems by means of analogy-related already solved problems. The work of Evans,
was more specialized than that of Polya; he used analogy to solve geometric problems.
Lately, the notion of analogical proportion between strings of letters, strings of words,
and concepts have been de�ned as well. Prade et al. provided a logical formalization of
analogical proportions, while Lepage studied their properties.

Finally, a discussion about the di�erences between analogy, analogical proportion,
and metaphor has been provided.

A summary of the de�nitions and uses of analogy commented through this chapter
is provided in Table 2.5. Each row of this table speci�es the principal names of philoso-
phers and scientists who dealt with the concept or use of analogy, a few words about
their contribution, the historical time when their work took place, and its reference in
the chapter.

In the next chapter, we will extend the scope of analogical proportions to the case of
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numerical values. Additionally, we will provide an overview of the approaches aimed
to perform classi�cation using analogical proportions. Then, we will see how one can
perform the task of imputing missing values in a database using analogical proportions.
A state of the art about the imputation of missing values is provided as well.
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Table 1.3: Summary table
Name Contribution Time Reference

Euclid Ratio/proportion Classical section 1.1.1, page 8

Aristotle Ratio of Analogy Classical section 1.1.2, page 8

Boethius
Univocal and equivo-
cal terms

Medieval section 1.2.1, page 10

Cajetan
Analogy of inequal-
ity, Analogy of attri-
bution

Medieval section 1.2.1, page 10

Aquinas Analogy in Theology Medieval section 1.2.2, page 11

Kant

Inference by anal-
ogy, mathematical
and philosophical
analogy

Modern section 1.3, page 11

Bartha Analogical argument Contemporaneous section 1.4, page 12

Gentner
Analogy between do-
mains

Contemporaneous section 1.5, page 13

Holyoak
Analogy between do-
mains

Contemporaneous section 1.5, page 14

Ho�stadter
Analogical jumping
between concepts

Contemporaneous section 1.5, page 15

Miclet and
Prade

Logical proportions Contemporaneous section 1.6.1, page 17

Lepage
Properties of analog-
ical proportions

Contemporaneous section 1.6.2, page 20
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Chapter 2

Analogical Prediction of Null
Values

2.1 Introduction

In this chapter, we are interested in the problem of missing values in databases. Missing
values represent a major problem since most of the data mining and machine learning
algorithms are not designed to treat them. Additionaly, databases with missing values
may cause problems at the moment of query evaluation, or when computing some aggre-
gates on the data. Missing values also make it di�cult to enforce integrity constraints.

The objectives of this chapter are twofold: �rst, to evaluate the accuracy of meth-
ods based on analogical proportions when imputing missing values, compared to other
well-known methods. Second, to analyze the behavior of the analogical approach and
to inquiry if its complexity may be reduced.

In Section 2.2, we recall the main concepts of the relational database model, and
we explain what is to have a relational database with missing values. In Section 2.3,
we provide a state of the art about the handling of missing values. We �rst expose the
recognized types of missing values, and then a summary of the most known methods
aimed at imputing missing values. Since our objective is to evaluate the imputation of
missing values by means of analogical proportions, we study in Section 2.4 the modelling
and equation solving of analogical proportions in the numerical case. This information
will allow us to present in Section 2.5 how to impute missing values using analogical
proportions. We expose how to modify an analogical classi�cation method to impute
missing values. We provide a comparison of the accuracy of this method with some of
the methods presented in Section 2.3. Finally, in Section 2.7, we provide a discussion
about the processing of data an analogical-proportion-based method performs, when
compared to the k-nearest neighbor method, and present some cases in which it may
be simpli�ed.

27
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2.2 Relational Model

In this section, we provide some de�nitions related to relational databases, and give
a special attention to the case where it contains some missing values. The relational
model was introduced by E. Codd in 1970. The information about this model is ex-
tracted from [Jef89].

In the relational model, data are represented as a set of relations. For explaining
what a relation is, let us introduce the notions of domain and attribute. Formally, a do-
main is simply a set of values, for instance the natural numbers. LetU be a countable set
of attribute or attributes names. Let A be an attribute such that A 2 U. The domain
of A in terms of a domain D is the subset of values ofD that A can have. A relation
can be seen as a subset of the cartesian product of a list of attributes. The cartesian
product of attributes A1; A2; :::; Ak , written A1 � A2 � ::: � Ak , is the set of all tuples
hv1; v2; :::; vk i such that v1 is in A1, v2 is in A2, and so on. For example, if we havek = 2 ,
A1 = f 0; 1g, and A2 = f a; b; cg, then A1 � A2 is fh0; ai ; h0; bi; h0; ci ; h1; ai ; h1; bi; h1; cig.

A relation may be seen as a table, where each row is a tuple and each column cor-
responds to one attribute. A tuple hv1; v2; :::vk i has k attributes, where vi is the i -th
attribute. The set of attribute names for a relation is called the relation schema.

Example 1.
Table 2.1 shows a relation whose attributes areno., city, country, and pop. (1, Paris,
France, 2244) is a tuple belonging to this relation. The relation schema for this relation
is {no., city, country, pop}.

Table 2.1: A relation
no. city country pop
1 Paris France 2244
2 Madrid Spain 6543
3 Rome Italy 2627

�

In the following, we will denote by t:A the value of the attribute A for the tuple
t. For instance, if we refer to Figure 2.1, let us say thatt is the tuple No. 2, then
t:country = Spain.

Databases with Missing Values

Some tuples taking part in a relation may have missing values, as is the case of the
relation shown in Figure 2.2. If we denote byt the �rst tuple (1, NULL , France, 2244),
t:city is missing. In the next section, we will see how one can handle the missing values
in a database.
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Table 2.2: A relation with Missing Values
no. city country pop
1 NULL France 2244
2 Madrid Spain NULL
3 Rome Italy 2627

2.3 Litterature about Missing Values

In this section, we provide an overview of works dealing with the problem of estimating
missing values in a database. In Section 2.3.1, we expose the di�erent types of missing
values. In Section 2.3.2, we provide the most known methods for handling missing
values. Initially, in Section 2.3.2.1 we present some basic methods, such as the Listwise
deletion method. In Section 2.3.2.2 we present some approaches based on classi�cation
trees. Then, in Section 2.3.2.3, we present some methods based on a statistical modelling
of data. Finally, in Section 2.3.2.4, we present some approaches based on association
rules.

2.3.1 Types of Missing Values

The litterature recognizes di�erent situations of missing values. The �rst distinction
to be made is between unknown butapplicable and inapplicable missing values. An
information can be missing because its present value is unkown to the users, but that
value is applicable and can be entered whenever it happens to be forthcoming; or it is
missing because it represents a property that is inapplicable to the particular object
represented by the tuple involved [Cod86]. An inapplicable missing value may refer for
instance to the 'maiden name' of a man. In this thesis, we only consider the case of
applicable missing values.

Among the applicable missing values, the most common reasons are: Missing Com-
pletely At Random (MCAR), Missing At Random (MAR), and Missing Not At Random
(MNAR) [Aco05, DvdHSM06].

MCAR Using the terminology for databases introduced in Section 2.2, if we consider
our data as a table, then the missing values in the MCAR case are randomly distributed
throughout the table; the reason for missingness is completely random, i.e., the prob-
ability that a tuple contains a missing value is not related to the existing values for
another attribute of the same tuple or to any attribute of another tuple.

MAR The missing value for an attribute t:A i of a tuple t is considered to be of type
MAR when the probability that t:A i is missing commonly depends on information for
the same tuple t that is present, i.e., the reason for missingness oft:A i is based on
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another attribute t:A j . For instance, in a family study, a celebrity would not give in-
formation about his/her personal life, such as the school where the children study. In
this case, the missing value of the school for a person's children depends on the status
of this person.

MNAR The case MNAR is given when the probability that the value of an attribute
t:A i is missing depends on information that is not observed, like the value oft:A i itself.
For instance, a person may not will to give information about his/her sexual preferences.

The distinction between MCAR and MAR is confusing since the term MAR is
somewhat in contradiction with its de�nition. Although the term MAR suggests a
random missing data mechanism, it is not random in the sense that the occurrence of
missing data may depend on observed values [Bra99].

2.3.2 Handling of Missing Values: A brief Overview

The �rst two presented methods, i.e., Listwise Deletion and Pairwise Deletion, do not
aim at �lling the missing values. They simply consist in ignoring the existing missing
values in a dataset. The former ignores all the records containing missing values, while
the latter ignores only the missing values.

On the other hand, the other methods presented in the following subsections do
estimate the missing values. For a more complete overview, see [LR14], [Aco05] and
[SG02].

2.3.2.1 Basic Methods

Listwise Deletion It is the most common solution to missing values. Only complete
tuples are retained. A big drawback of this method is that if it is applied in real
situations, a great deal of data may be lost. For example, if we have a table with
40 attributes and a missing probability of 0.05% on each attribute of each tuple, the
probability that a tuple contains no missing values is 0.13% [Mag04].

Example 2.
Consider Table 2.3, shown below.
If one aims to use this table for any purpose, the Listwise Deletion Technique would
ignore the tuples 2, 3, 5, 8, and 10.

�

Pairwise Deletion This technique is a variant of listwise deletion. It keeps incom-
plete records, but when evaluating an attribute, only records containing a non-missing
value for that attribute are taken into account [Mag04].
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Table 2.3: Data Example
No. Age Height Annual Income Sex
1 26 170 cms 22000 M
2 ? 183 cms 34000 M
3 23 ? 20000 ?
4 54 175 cms 45000 M
5 ? 165 cms 35000 F
6 28 189 cms 23000 M
7 40 178 cms 48000 M
8 35 173 cms ? F
9 30 169 cms 35000 F
10 52 175 cms 44000 ?

While this technique is quite simple and less data is lost in comparison with the
listwise deletion method, the principal drawbacks of pairwise deletion include variation
in the number of cases available for di�erent analyses, and reduction in precision of
estimates, such as a regression coe�cient or the correlation between two variables, that
may di�er based on the di�erent variables being compared [HN07].

Example 3.
Considering Table 2.3, if we want to obtain the maximal height of all the stored persons,
we would just ignore the null value of the tuple No.3.

�

See [Bro94],[GHM96], and [Wot00] for some implementations of PairWise deletion.

Mean/Mode substitution In this case, each missing valuet:A i is replaced by the
mean value of the attribute A i , if it is numerical, or its mode (i.e., the most frequent
category), if it is categorical [Aco05].

Example 4.
Consider Table 2.3. Using the Mean/Mode Substitution, the resulting table would let
us to Table 2.4 below, where the underlined values are obtained by computing the mean
(resp. mode) value of each numerical (resp. categorical) attribute.

�

Although this approach allows for the inclusion of all observations, it can lead to biased
parameter estimates because missing values are replaced with values of the center of the
distribution for that particular variable [HN07]. In other words, this method reduces
the variance of the variables. Moreover, the method also distorts covariances and inter-
correlations between variables [SG02].
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Table 2.4: Data Example

No. Age Height Annual Income Sex
1 26 170 cms 22000 M
2 36 183 cms 34000 M
3 23 175.2 20000 M
4 54 175 cms 45000 M
5 36 165 cms 35000 F
6 28 189 cms 23000 M
7 40 178 cms 48000 M
8 35 173 cms 34000 F
9 30 169 cms 35000 F
10 52 175 cms 44000 M

There can be variants of the mean/mode substitution method, such as the one pre-
sented in [FH02], which proposes to perform a clustering algorithm over all the tuples
in a dataset, and then compute the mean/mode value of a missing attributet:A i , de-
pending of the cluster that t has been assigned to. The authors propose three variants
of their method: The �rst assumes that each tuple of the considered dataset belongs
to a class. It then creates a cluster for each class. Each attributet:A i with a missing
value is replaced by the average of the knownA i values belonging to the same cluster
as t. The second variant chooses the closest attributeA j to a missing attribute A i ,
according to their correlation. It then creates clusters based on the values ofA j us-
ing the k-means algorithm, and gives toA i the average/mode ofA i for the cluster it
belongs to. The third variant clusterizes the tuples using thek-means algorithm and
assigns to a missing attributet:A i the mean/mode value ofA i for the cluster t belongs to.

2.3.2.2 Tree-based Methods

In this section, we provide an overview of the use of decision trees for handling missing
data. Initially, we explain what a decision tree is, and what its purpose is. Then, we
provide an overview of two decision trees methods, the CART and random forest meth-
ods, and explain how they can be used to impute missing values.

A decision tree is a �owchart-like structure, where each internal node, i.e., nonleaf
node, denotes a test on an attribute, each branch represents an outcome of the test,
and each leaf node holds a class label. An example of a decision tree is shown in Figure
2.1. In this Figure, the internal nodes are represented by rectangles, the leaf nodes by
circles, and the branches by lines connecting to nodes, or connecting a node and a leaf
node. The root is marked by a red color [HKP11a].
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Decision trees are used for classi�cation or prediction tasks. Given a tuplet con-
taining an unknown attribute (this attribute may be its class), the known values of t
are tested against the decision tree. A path is traced from the root to a leaf node, which
holds the value to be assigned to the treated attribute oft [HKP11a].

Age?

Unenmployed

young

Salary?

small house
low

big house
high

adult?

Figure 2.1: Example of a decision Tree

The CART (Classi�cation And Regression Trees methods) decision tree algorithm is
a binary recursive partitioning procedure capable of processing continuous and nominal
attributes [WKQ + 08]. We explain �rst the basic algorithm of CART, and then how can
it be applied to handle missing values.

CART builds a decision tree by recursively partitioning the data using a splitting
rule to identify the split to perform at each node. Initially, CART assigns the entire
tuples to a root node. From this root node, the data are split into two children, and each
of the children is in turn split into grandchildren according to the best selected splitter
for each node. This process is performed until splitting is impossible due to lack of
data. CART uses only binary splitting [WKQ + 08]. The CART method is summarized
in Algorithm 1, page 34.

At the line 4 of Algorithm 1, it is decided if a node n is to be divided or to be
considered as a leaf node. If the number of tuples assigned ton is smaller than size,
or if the value returned by the function separable is smaller thanthreshold, it will be
considered as a leaf node. The function separable returns the maximum value of the
splitting criterion, explained below, of all the attributes over n.

Let us explain the splitting-criterion CART uses. The splitting criterion tells us
which attribute to test at node n by determining the `best' way to partition the tuples
assigned to n. More speci�cally, the splitting criterion allows to �nd the splitting
attribute and may also indicate a split point or a splitting subset. The splitting-criterion
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Algorithm 1 CART algorithm
Require: Table D , int size, �oat threshold

1: Assign all data from D to the root node n
2: terminal-nodes  n
3: for every noden 2 terminal-nodes do
4: if |n| < size or separable(n)� threshold then
5: terminal-nodes  terminal-nodes -n;
6: else
7: Find the attribute a that best separatesn into two child nodes
8: according to asplitting-criterion ;
9: Using attribute a, split n into two child nodes n lef t and nright ;

10: terminal-nodes  terminal-nodes -n;
11: terminal-nodes  terminal-nodes + n lef t ;
12: terminal-nodes  terminal-nodes + nright ;
13: end if
14: if terminal-nodes is empty then
15: return;
16: end if
17: end for

CART uses is based on the Gini measure of impurity, which is considered to be similar
to the entropy (information theory) gain criterion. The Gini measure is computed in
terms of a partition of a set of data d corresponding to a noden into a left and a right
part, shown in Equation 2.1:

Gini (n) = 1 � r right (t)2 � (1 � r right (t))2 (2.1)

where r right is the relative frequency of tuples assigned to the right subnode ofn.

Let us now explain how the partitions of nodes are performed. The splitting rules of
CART are of the form �An instance goes left if condition and goes right otherwise�. In
the case of continuous attributes, condition is expressed as `value of attributeA i � c'.
In the case of categorical attributes, condition is expressed as a membership in a list of
values. For example, a split on a variable such as city might be expressed as �A tuple
goes left if city is in {Chicago, Detroit, Nashville} and goes right otherwise [HKP11a].

Consequently, for each attributeA i , the Gini measure is evaluated on each possible
partition of A i . In the caseA i is a discrete-valued attribute having n distinct values
f a1; a2; :::; an g, each of its 2v subsets is evaluated. For example, ifA i has three values
{ low, medium, high}, some of the possible subsets ofA i may be {low}, { low, medium},
or { medium, high}. The set containing all the values ofA i , i.e., {low, medium, high}
and the empty set are ignored. In the caseA i is a continuous value, the usual practice
is to evaluate each midpoint between two adjacent values ofA i as a splitting point. For
example, if A i has three values, for instancef 0:4; 0:8; 1g, a splitting point to evaluate
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may be 0.6 (midpoint between 0.4 and 0.8), i.e. the Gini measure would be computed
in terms of the tuples for which the value of attribute A i � 0:6 and the tuples for which
the value of attribute A i � 0:6. The splitting point with the lowest Gini measure value
will be selected as the splitting criterion of the node over which it has been evaluated.

Example 5.
Suppose that 10 tuples have been assigned to a noden, and that one wants to evaluate
the Gini measure of an attribute A i with two distinct values {low, high}, related to
these 10 tuples inn. Suppose also that seven of the ten evaluated tuples have the value
low for the attribute A i , and the other three have valuehigh.

The Gini measure of the attribute A i would be

Gini (n) = (1 � (
7
10

)2) � (1 �
7
10

)2

�

Since its �rst version, CART included a mechanism for handling missing values at
three levels: (a) during splitter evaluation, (b) when moving the data through a node,
and (c) when imputing a missing value [WKQ+ 08].

In the case of (a), the splitting potential of each attribute is based only on the subset
of data for which this attribute is not missing. Later versions of CART gave a penalty
to the splitting potential of each attribute based on its percentage of missing values.

In the case of (b) and (c), CART use what they call a surrogate attribute: Knowing
that at each node n an attribute A i is chosen to split n, a surrogate attribute A j of
A i may be the one who splitsn in the most similar way as A i . In other words, the
attribute A j with the closest Gini value to the Gini value of A i when both of them are
evaluated overn, is chosen as the surrogate attribute ofA i .

Let us explain how the cases (b) and (c) are solved by using the notion of surrogate
attribute. Let us say that we have a tuple t with a missing value for the attribute A j ,
i.e., t:A j = NULL . When imputing t:A j , CART goes through the created tree until it
arrives at a noden i that was split using the attribute A j . Then, from the children of n i ,
one value ofA j is randomly selected and assigned tot:A j . If none of the nodes was split
using A j , then CART select sthe value ofA j from the leaf node it �nishes with when
using the values oft for moving through the tree. If t has more than one attribute with
a missing value, e.g.,t:A j = NULL and t:A k = NULL , when going through the tree
in order to impute t:A j , if CART �nds a node which used Ak as a splitter, it will look
for a surrogate attribute Az of Ak , and useAz insted of Ak to decide if it should go left
or right at that point of the tree, with the condition that t:A z is known. If t also has a
missing value fort:A z, CART will look for the next surrogate attribute of Ak , and so on.
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Random Forest The Random Forest method was proposed by Breiman et al. in
[Bre01]. Similarly to CART, it is based on trees. Unlike CART, it creates numerous
trees instead of only one. Random Forest uses all the created trees when performing
a classi�cation or prediction task. In order to create its trees, Random Forest usesk
di�erent bootstrap samples from the data. Let us �rst explain what bootstrap is.

The bootstrap method consists in sampling a given datasetk times with replace-
ment. That is, a tuple can be chosen for more than one sample. A basic bootstrap
method works as follows: Suppose we are given a dataset ofn tuples. The dataset is
sampledk times, with replacement, resulting in a bootstrap sample or training set ofk
samples. Each sample has a sizem < n . It is very likely that some of the original data
tuples will occur in more than one sample [HKP11a].

Once thek bootstrap samples from the data have been chosen, a tree is grown from
each of thesek samples. Unlike CART, where each node is split using the best split
among all attributes, the Random Forest method splits each node using the best at-
tribute A i (in terms of its splitting criterion, for instance) among a subset of attributes
randomly chosen for that node.

When imputing missing values, Random Forest performs a procedure similar to the
one of CART for each of thek created trees. Then, each missing value is assigned the
average (or mode if categorical) of the obtained values from thek trees. A detailed
algorithm is provided in [DVBD14].

2.3.2.3 Statistical Methods

In this section we want to give a brief overview of some statistical approaches aimed to
the imputation of missing values. Statistical approaches aim to conserve characteristics
of data such as means, variances, correlations between attributes, and distributions. We
will mostly discuss the notion of linear regression, and how one can use it to impute
missing values. We will provide some extensions of linear regression as well. Then, we
provide a brief overview of other statistical approaches, such as the EM algorithm.

Imputing using Regression Regression is the most widely used approach for nu-
meric prediction (prediction of continuous or ordered values). The most basic case of
regression is linear regression. This is the method we explain in the following. The
information we provide about regression is extracted from [Ebe07] and [LW02].

When performing linear regression, one assumes a linear relation between two vari-
ables y (usually denoted response variable) andx (usually denoted single predictor
variable). The objective is to �nd the missing values of some tuples with respect to
y by taking advantage of the relation of y with x. The relation between y and x is
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formalized as follows

y = � 0 + � 1x (2.2)

where � 0 represents the intercept (the value ofy when x = 0), and � 1 represents the
slope (the magnitude of change iny when x is larger by one unit). The values of� 0

and � 1 are chosen to minimize the sum of squared vertical distances

nX

i=1

(yi � (� 0 + � 1x i ))2 (2.3)

Thus, � 0 and � 1 are chosen to be

� 1 =

nP

i=1
(x i � x)(yi � y)

nP

i= 1
(x i � x)2

(2.4)

� 0 = y � � 1x (2.5)

where x is the mean value of the attribute x, y the mean value of the attribute y, and
n the number of tuples in the dataset. Only those tuples for whichyi and x i are both
known are taken into account to compute� 0 and � 1.

In the case of multiple linear regression, the regression model ofy is computed in
terms of a set of complete attributesX = ( x1; x2; :::; xp). In this case, the value of each
yi to be predicted is computed as follows:

yi = � 0 + � 1x i; 1 + ::: + � px i;p (2.6)

where yi represents the value of the attributey for the tuple i , and x i;r represents the
value of the attribute r for the tuple i .

The computation of each� i is computed by extension of the case of� 1 seen above
(Equation 2.4). � 0 i as follows:

� 0 =
nX

i=1

y � � i x
n

(2.7)

The use of linear regression to impute missing values is straightforward. The regres-
sion coe�cients are only �t for those tuples for which y and the rest of attributes x i

are known. Then, when imputing a missing valueyi , one just has to apply Equation
2.6. Although this method may generate reasonable approximations for missing values,
the approach underestimates the variance of the predicted values because no additional
variance is included with the imputation [HN07].
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Let us now introduce some extensions of linear regression:

Bayesian Linear Regression In this case, the prior distribution of each attribute
x i , such as its mean and variance, if it follows a normal distribution, is taken in account
in order to compute the values of� 0 and � 1. See [WA10] for more details.

Linear Regression Using Bootstrapping This method extracts r bootstrap sam-
ples from the dataset (as seen in Section 2.3.2.2, in the case of Random Forest) and
generates a regression model for each of these samples. When imputing a missing value
yi , its imputed value is computed as the mean of the obtained values by solving each of
the r 0s linear regression equations generated. See [F+ 81] for more details.

Predictive mean matching In this case, the value of a missing attribute t:A i is
assigned a value already existing for the attributeA i . Let us denote by compA y the
tuples containing no missing values for the attribute A i . When imputing a missing
value t:A i , one does the following:

1. Fit a regression model ofAy over the other attributes X = f x1; ::::; xn g (As seen
in the case of Multiple linear regression), in order to get the coe�cients� 0; :::; � n ;

2. Set t:A i;imp = � 0 + � 1x1 + ::: + � nxn (x i represents the value of the attributei for
the tuple t)

3. Look for the closest valuey_ neighbor of t:A i;imp among the known values ofA i

(compA y ), and set t:A y= y_ neighbor.

Other approaches We �nish this section by mentioning some other works aimed at
estimating missing values with the aid of statistics, such as the one named Imputing
Unconditional Means, and the Expectation-Maximiation (EM) algorithm.

The Imputing Unconditional Means method is similar to the mean/mode substitu-
tion: it uses the mean of an attribute a in order to impute a missing value ta, but it
slightly modi�es this value in order to keep the variance ofa and the same covariance
betweena and every other attribute b taking part in the schema of the relation being
treated [Lit92]. The distortion of each imputed value is randomly computed, so the
imputed values would not be exactly repeated if the imputation process were repeated
[Wid06].

The EM method, proposed by Dempster in [DLR77], is a maximum likelihood ap-
proach that can be used to create a new data set in which all missing values are imputed
with maximum likelihood. This approach is based on the observed relationships among
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all the variables and injects a degree of random error to re�ect uncertainty of imputa-
tion [Aco05]. For instance, it adds some variance to the obtained values, as done by the
Imputing Unconditional means method.

See [SG02, Lit92] for a general overview of methods aimed to impute missing values
by means of a statistical approach.

2.3.2.4 Association Rules

In this section, we study the use of association rules for the task of imputing missing
values. The information aboute association rules is extracted from [HKP11a]. Asso-
ciation rules aim to �nd correlations or associations in the data. For instance, in the
famous market example, they allow for pointing out the items that are usually bought
together, such as diapers and beers. Suppose that we have a set namedbreakfastwith
domain {bread, co�ee, cereal, cheese, jam}, then each of these values can be considered
as an item. If we consider that each tuple of a given table can contain one or more of
these items, then an association rule linking some of these items may be expressed in
the following form:

co�ee = > bread [ support=2%, con�dence=60% ]

where co�ee is its antecedent and bread its consequent; the = > symbol means co-
occurrence, not causality. A support of 2% indicates that 2% of the tuples have both
co�ee and bread; and a con�dence of 60% indicates that 60% of the tuples containing
co�ee, also contain bread. The setf co�ee, breadg can be considered as an itemset,
which is just a collection of one or more items. Let us denote a table byB , a tuple
belonging to B by t, and by jB j the number of tuples in B . We can now recall the
formalization of support of an itemset, and support and con�dence of an association
rule.

Support . The support of an itemset X in a databaseB is:

Support(X ) =
jf t 2 B jX � tgj

jB j
(2.8)

The support of a rule X => Y in a databaseB is:

Support(X = > Y ) = Support(XY )

Con�dence . The con�dence of a ruleX => Y in a database is:
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Conf idence(X = > Y ) =
Support(XY )
Support(X )

We are able now to present a list of works using these concepts in the context of
missing data imputation.

In [R+ 98], Ragel et al. propose to extract association rules only from the tuples
containing no missing values. In [Rag98], Ragel proposes a method which uses the as-
sociation rules found by [R+ 98] in order to �ll the missing values. The rules matching
a data and having as consequent an attribute which is missing are used to estimate its
value. The authors simply propose two options:

1. All the matching rules indicate the same consequent, then it is used.

2. The matching rules lead to di�erent consequents. In this case, they leave to the
user the choice of using the values of the matching rule(s) with the highest con�dence,
or to select the value given by the highest number of matching rules.

In [Kai12], Kaiser et al. proposed another algorithm to impute missing values using
association rules. What they propose, once one has obtained all the association rules
existing in a training set, is to (i) remove those with support lower than required; (ii)
remove those whose consequent has more than one item, or whose consequent contains
the value `MISSING'. For each `MISSING' valuet:A of a given tuple t, a rule can be
used if its consequent contains a value for the attributeA, and if the attributes taking
part in its antecedent are not missing for t. If there is at least one suitable rule, the
one with the highest con�dence is used to impute the `MISSING' value. Otherwise, the
most common value for the attribute with the `MISSING' value is used. They propose
another variant of their algorithm, where only the rules with a con�dence value higher
than the frequency of the most common attribute value are kept.

In [BRM + 09], Bashir et al. combines association rules with thek-nearest-neighbor
approach. In general, when there is no rule that make it possible to estimate the miss-
ing value of an observation, the missing value is imputed using thek-nearest neighbor
approach, i.e., thek closest tuplesT to a tuple t with missing values are chosen, and
each missing value oft is estimated as the mean of its attribute forT, if it is numerical,
or as its mode, if it is categorical.

In [APPT89], Arrazola et al. proposed a fuzzy method aimed to impute missing
values. Let us introduce the notion of membership function of a value to a fuzzy subset:
Let � A be the membership function of a fuzzy subsetA, then � A (s) will represent the
degree of possibility that the value of the corresponding attribute iss. An attribute
may then be expressed in terms of a fuzzy set. They use what is called fuzzy if-then
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rules of the type �the more x is in A, the more possibley is in B �. These rules can be
read as �the more the valuex is possible in the fuzzy subsetA, the more the valuey is
possible in the fuzzy subsetB �. These rules are provided by experts. One may assume
that in terms of these kind of rules,y is the value to be found. When processing a tuple
t with missing values, their approach chooses the rules such that their known part is the
more similar to the known values oft, and use them to determine the missing values of
t. The imputed values are fuzzy as well, so they contain a degree of uncertainty.

Summary

Table 2.5 exposes the principal methods aimed to impute missing values that we men-
tioned in this section.

Table 2.5: Summary of studied methods in section 2.3.2
Name Type of Approach Reference

Listwise deletion � Section 2.3.2.1, page 30

Pairwise deletion � Section 2.3.2.1, page 30

Mean/mode substitution � Section 2.3.2.1, page 31

CART Tree Based Section 2.3.2.2, page 33

Random Forest Tree Based Section 2.3.2.2, page 36

Linear Regression Statistical Section 2.3.2.3, page 36

Bayesian linear Regression Statistical Section 2.3.2.3, page 38

Linear Regression with Bootstrapping Statistical Section 2.3.2.3, page 38

Predictive Mean Matching Statistical Section 2.3.2.3, page 38

[R+ 98] and [Rag98] Association Rules Section 2.3.2.4, page 40

[Kai12] Association Rules Section 2.3.2.4, page 40

[BRM + 09] Association Rules Section 2.3.2.4, page 40

[APPT89] Association Rules Section 2.3.2.4, page 40

In the next sections, we would like to present our approach, which is based on ana-
logical proportions. As we are dealing with real-world datasets, we need �rst to explain
how analogical proportions have been extended from the Boolean to the numerical case.
Then, we will discuss the di�erent methods based on analogical proportions for classi-
�cation purposes. As our problem is the imputation of missing values, we will explain
how to adapt one of these methods to this problem.
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2.4 Analogical Proportions: The Basic Notions

We recall that one of the objectives of this chapter is to show how to impute missing
values using analogical proportions. For doing so, we need �rst to study the numerical
case of analogical proportions, which is the subject of this section. Remember that the
last chapter was devoted to the logical view of analogical proportions. Our approach
was the subject of four publications: ([BJP14], [CJP14b], [CJP14a] and [CBW14])

In Section 2.4.1, we introduce the �rst de�nitions of analogical proportion on nu-
merical data, which allow to determine whether an analogical proportion betwee four
numerical values holds or not. Then, in Section 2.4.2, beginning by the Boolean case, we
introduce other formulas that estimate the degree to which four values are in analogical
proportion. In Section 2.4.3, we introduce what we think should be the requirements
an analogical proportion validates in a numerical case. We evaluate then the formulas
introduced in Section 2.4.2 in terms of our goals, and we propose some modi�cation of
them to make them validate our desirable properties.

2.4.1 First de�nitions of analogical proportions on numerical data

The two best known numerical versions of analogical proportions are the arithmetic pro-
portion (a : b :: c : d) , (a � b = c � d) and the geometric proportion (a : b :: c : d) ,
(a=b = c=d). According to Lepage in [Lep03], these notions of analogical proportions
were introduced by Denis Henrion, a French mathematician born at the end of the 16th
century, who translated Euclid's Element from Latin into French. According to Lepage,
Henrion understood that the ideas of Euclis included these kinds of proportions, even
though they were not explicitely introduced.

The arithmetic proportion and geometric proportion make it possible to check
whether an analogical proportion holds between numerical values. However, due to
the common imprecisions in real-world data, it appears interesting to relax these for-
mulas in order to check whether an analogical proportion `almost holds'. For instance,
one may consider that(0:39 : 0:6 :: 0:6 : 0:8) almost satis�es an arithmetic proportion.
This is what is considered in the following.

2.4.2 Gradual view of analogical proportions

In this subsection, we present some formulas that allow to get a degree of analogical
proportion between four values. Our focus in this section is the case of numerical val-
ues. However, before evaluating the gradual formulas of analogical proportion treating
numerical data, we shall return in Section 2.4.2.1 to the Boolean case, and present an
approach aimed to get a degree2 [0; 1] of analogical proportion between four Boolean
values. In Section 2.4.2.2, we shall se the gradual case of numerical values.
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2.4.2.1 Graduality in the case of Boolean Values

In [BMD07b], Bayoudh et al. introduced the notion of analogical dissimilarity (AD ),
which estimates how far four objects are from being in analogical proportion. In the
case of Boolean values, the analogical dissimilarity is the minimum number of bits that
have to be switched to get a proper analogy, as shown in Table 2.2. The AD between
four Boolean values has three possible values: 0, 1, and 2. WhenAD (a; b; c; d) = 0 ,
a, b, c, and d are completely in analogical proportion. Table 2.2 shows all the possible
combinations of four Boolean values, and their respectiveAD values. For instance,
AD (1; 0; 1; 1) = 1 means that we have to change one value to validate an analogical
proportion. We can for example turn the last number of the quadruple(1; 0; 1; 1) into
0 and obtain then the quadruplet (1; 0; 1; 0) for which the AD would be equal to 0.

Figure 2.2: Data Example

a 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1
b 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1
c 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1
d 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1

AD (a;b; c; d) 0 1 1 0 1 0 2 1 1 2 0 1 0 1 1 0

2.4.2.2 Graduality in the case of numerical values

In the following, we focus on the arithmetic analogical proportion. Our aim is to deter-
mine the degree to which four numerical values are in analogical proportion according
to this notion. In this section we present some of the formulas, inspired from the arith-
metic proportion, that make it possible to deal with real data.

In order to make the dimensions commesurable when attributes are de�ned on dif-
ferent domains, we assume that the coordinates of the vectors are normalized and they
belong to the interval [0; 1]. To this aim, each value v of the active domain of an
attribute is replaced by:

v � min att

maxatt � min att
(2.9)

wheremin att and maxatt denote respectively the minimal value and the maximal value
of the attribute domain.

Arithmetic Proportion In [PR10c], Prade and Richard proposed a formula for val-
idating an analogical proportion between real numbers, which yields a degree in[0; 1].
Check [PR10c] for more details about the fuzzy operators used to get this formula. In
the following, we denoteA(a : b :: c : d) the extent to which four values a, b, c, and d
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validate an arithmetic analogical proportion [PR10c]. The proposed formula is shown
below:

A(a : b :: c : d) =

8
>>>><

>>>>:

1 � j (a � b) � (c � d)j if a � b and c � d;

or a � b and c � d:

1 � max(ja � bj; jc � dj) if a � b and c � d

or a � b and c � d

(2.10)

Example 6.
A(0:2 : 0:5 :: 0:3 : 0:8) = 1 � j (0:2 � 0:5) � (0:3 � 0:8)j = 0.8;
A(0:2 : 0:5 :: 0:8 : 0:3) = 1 � max(j0:2 � 0:5j; j0:8 � 0:3j) = 0.5
�

A � : A formula introduced by Prade and Richard Let us see another formula,
introduced by Prade and Richard in [PR13], which they claim to be smoother than
A(a; b; c; d), � in the sense that more patterns have intermediary truth values with A �

than with A�.

Their formula is denoted by A � (a; b; c; d):

A � (a : b :: c : d) = min (1 � j max(a; d) � max(b; c)j; 1 � j min (a; d) � min (b; c)j) (2.11)

A remarkable feature ofA � , is that when a� b = c� d, A � (a : b :: c : d) is not always
equal to 1. In fact, as stated by Prade et al. in [PR13],A � (a : b :: c : d) � 1=2 when
a � b = c� d. More precisely,A � (a : b :: c : d) is equal to 1 only whena � b = c� d and
a = c.

Example 7.

A � (0:8 : 0:6 :: 0:8 : 0:6) =
min (1 � j max(0:8; 0:6) � max(0:6; 0:8)j; 1 � j min (0:8; 0:6) � min (0:6; 0:8)j) =
min (1 � j 0:8 � 0:8j; 1 � j 0:6 � 0:6j) = 1

A � (0:8 : 0:6 :: 0:7 : 0:5) =
min (1 � j max(0:8; 0:5) � max(0:6; 0:7)j; 1 � j min (0:8; 0:5) � min (0:6; 0:7)j) =
min (1 � j 0:8 � 0:7j; 1 � j 0:5 � 0:6j) = 0.9

A � (0:8 : 0:6 :: 0:6 : 0:4) =
min (1 � j max(0:8; 0:4) � max(0:6; 0:6)j; 1 � j min (0:8; 0:4) � min (0:6; 0:6)j) =
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min (1 � j 0:8 � 0:6j; 1 � j 0:8 � 0:6j) = 0.8

�

The condition that A � (a : b :: c : d) = 1 only when a � b = c � d and a = c may
remind us of the comments by M. Hesse about Aristotle in the �rst chapter, where an
analogy is true if �A is to B as C is to D, and A shares some properties with C�.A �

gives a relative character to both di�erences; For example, it is not the same to lose
10 kilos when your actual weight is 120 as when your weight is 50 kilos. The �rst case
could be a sign of healthy behavior, while the latter a sign of disease.

The formulas for arithmetic proportions seen in this subsection may allow us to
get an idea of how can one determine a degree of analogical proportion between four
numbers. In the next subsection, we would like to introduce some desirables properties
an analogical proportion, in our opinion, should validate. Then, we will check if the
formulas seen in this subsection meet our goals. We also propose some new formulas in
this context.

2.4.3 Desirable properties of analogical proportions

Same direction of change First, if a � b and c � d have di�erent signs, AP (a : b ::
c : d) should be equal to zero. We conceive however one exception to this idea: if(a� b)
and (c � d) are both close to zero, we may then consider thatAP (a : b :: c : d) = 1 ,
since the relation betweena and b can be considered as the same betweenc and d. It
is the relation ' , named approximate equality. More precisely, if (a � b) (resp. a � b)
and c � d (resp. c � d), then AP (a : b :: c : d) � 0 if and only if ja � bj � � and
jc � dj � � , where � is a small enough number.

Monotonicity Second, we require a monotonicity property forAP (a : b :: c : d),
i.e., that if j(a1 � b1) � (c1 � d1)j � j (a1 � b1) � (c2 � d2)j, then it should always be
the case that AP (a1 : b1 :: c1 : d1) � AP (a1 : b1 :: c2 : d2). More generally, if
j(a � b) � (c � d)j � j (a0 � b0) � (c0 � d0)j, then AP (a : b :: c : d) � AP (a0 : b0 :: c0 : d0).
We would like to point out that we only require the monotonicity property when a � b
and c � d have the same sign. Whena � b and c � d do not have the same sign, the
same direction of changeproperty considersAP (a : b :: c : d) � 0 only in the case where
ja � bj � � and jc � dj � � , in which case we do not consider it necessary to satisfy the
monotonicity property.

These are the requirements we believe an analogical proportion should satisfy. In
the following, we will evaluate if the existing formulas for analogical proportions meet
our goals.

The case of the arithmetic proportion We are referring here to Equation 2.10.
Let us start by the same direction of change property. Let us denote byd1 the di�erence
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between a and b (i.e. d1 = a � b), and by d2 the di�erence between c and d. When
d1 and d2 have di�erent signs, A(a : b :: c : d) di�ers from our intuition: The magni-
tude of d1 and d2 can be high without making A(a : b :: c : d) be equal to zero. We
recall that when this is the case,A(a : b :: c : d) = 1 � max(ja� bj; jc� dj). See Example 6.

Concerning themonotonicity property, when d1 and d2 have the same sign, Equation
2.10 meets our requirements. Its �rst part, i.e., A(a : b :: c : d) = 1 � j (a � b) � (c � d)j,
is equal to 1 whena � b = c � d, and is monotonic with respect to the magnitudes of
d1 and d2.

Example 8.
A(1 : 0:5 :: 0:8 : 0:3) = 1 � j (1 � 0:5) � (0:8 � 0:3)j = 1

but

(1 : 0:5 :: 0:8 : 0:2) = 1 � j (1 � 0:5) � (0:8 � 0:2)j = 0.9
�

The case of A � . A � does not comply with our monotonicity nor Same directions of
changeproperties. Let us start with the monotonicity property: Let us start with the
case of themonotonicity propery:

when a > b > c > d and a � b = c � d, A � (a : b :: c : d) = 1 � (a � b).

Proof.
A � (a; b; c; d) =
min (1 � j max(a; d) � max(b; c)j; 1 � j min (a; d) � min (b; c)j)
= min (1 � j a � bj; 1 � j d � cj)
= min (1 � (a � b); 1 � (c � d))
= 1 � (a � b) (becausea � b = c � d) �

Example 9.
A � (0:8 : 0:6 :: 0:7 : 0:7) =

min (1 � j max(0:8; 0:7) � max(0:6; 0:7)j; 1 � j min (0:8; 0:7) � min (0:6; 0:7)j) =
min (1 � j 0:8 � 0:7j; 1 � j 0:6 � 0:7j) = 0.9

A � (0:8 : 0:6 :: 0:6 : 0:4) =
min (1 � j max(0:8; 0:4) � max(0:6; 0:6)j; 1 � j min (0:8; 0:4) � min (0:6; 0:6)j) =
min (1 � j 0:8 � 0:6j; 1 � j 0:4 � 0:6j) = 0.8

but (j0:8 � 0:6j � j 0:7 � 0:7j) � (j0:8 � 0:6j � j 0:6 � 0:4j)
�
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Concerning the same direction of changeproperty, A � does not meet our goals ei-
ther. It does not penalize the fact that the di�erence of the couples(a; b) and (c; d)
have di�erent signs. If that is the case, A � (a : b :: c : d) can be larger than 0 even
if d1 or d2 have a high magnitude. Furthermore, there can exist the case where
A � (a : b :: c : d) = A � (a1 : b1 :: c1 : d1) even if the sign of a � b is the same as
the sign of c � d, but the sign of a1 � b1 is di�erent from the sign of c1 � d1. Let us
formalize this fact below, followed by an example

When a > b > d > c and a � b = d � c, A � (a : b :: c : d) = 1 � (a � b)

Proof.
A � (a; b; c; d) =
min (1 � j max(a; d) � max(b; c)j; 1 � j min (a; d) � min (b; c)j)
= min (1 � j a � bj; 1 � j d � cj)
= min (1 � (a � b); 1 � (d � c))
= 1 � (a � b) (becausea � b = d � c) �

Example 10.

ˆ A � (0:8 : 0:6 :: 0:5 : 0:3) =
min (1 � j max(0:8; 0:3); max(0:6; 0:5)j; 1 � j min (0:8; 0:3); min (0:6; 0:5)j
= min (1 � j 0:8 � 0:6j; 1 � j 0:3 � 0:5j) = 0.8

ˆ A � (0:8 : 0:6 :: 0:3 : 0:5) =
min (1 � j max(0:8; 0:5); max(0:6; 0:3)j; 1 � j min (0:8; 0:5); min (0:3; 0:6)j
= min (1 � j 0:8 � 0:6j; 1 � j 0:5 � 0:3j) = 0.8

�

2.4.4 Formulas meeting our requirements

In this section, we provide a modi�cation of the arithmetic proportion, i.e., A, in order
to make it meet our goals in terms of the introduced desirables properties.

Amod : A formula inspired from A The modi�cation of A we propose, that we
denote by Amod , is de�ned as follows:

Amod(a : b :: c : d) =

8
>>>><

>>>>:

1 � j (a � b) � (c � d)j if a � b and c � d

or a � b and c � d

1 � max(ja � bj; jc � dj) if a ' b and c' d

0 otherwise

(2.12)
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where x ' y i� jx � yj � � , and � is assumed to be a small value, e.g. 0.1.

Similarly to A, Amod(a : b :: c : d) is monotonic when the sign ofa � b is the same
as the sign ofc � d. The di�erence between A and Amod resides in the case when the
sign of a � b is not the same as the sign ofc � d. In the case ofAmod , if ja � bj ' 0 and
jc � dj ' 0, it can still be equal to 1.

Ac: A formula looking for some relativity We may use another formula that, as
in the case ofA � , is completely true only whena� b= c� d and a = c, and that in�icts
a penalty in the case where(a � b) and (c � d) have di�erent signs. One may then use
a distance such as the one used by Lesot et al. in [Ld12]:a� b = a � b=max(a; b). In
this case, an analogical proportion may be de�ned as shown below:

Ac(a; b; c; d) = 1 � j
a � b

max(a;b)
�

c � d
max(c; d)

j=2 (2.13)

As the domain of j a� b
max (a;b) � c� d

max (c;d) j is [0; 2], we divide it by two to keep Ac(a; b; c; d)
in [0; 1]. There are two things to take into account: First, one has to care about the
division by zero in this formula; this will be the case whena = b = 0 or c = d = 0 .
Additionally, we can set, as in the case ofAmod , the condition that Ac(a : b :: c : d) � 0
if ja � bj ' 0 and jc � dj ' 0. Ac is then rede�ned as follows:

Ac(a : b :: c : d) =

8
>>>>>><

>>>>>>:

1 � j a � bj if c = d = 0

1 � j c � dj if a = b = 0

1 � j a� b
max (a;b) � c� d

max (c;d) j if a � b and c � d; or a � b and c � d;

1 � max(ja � bj; jc � dj) if a ' b and c' d

0 otherwise
(2.14)

Ac is equal to 1 when a � b = c � d, or when a ' b and c ' d. In this case, the
division by 2 of j a� b

max (a;b) � c� d
max (c;d) j is not necessary since this expression will be taken

into account only when a � b and c � d have the same sign.

Example 11.

ˆ Ac(0:8; 0:6; 0:5; 0:3) =
Ac(a; b; c; d) = 1 � j 0:8� 0:6

max (0:8;0:6) � 0:5� 0:3
max (0:5;0:3) j

= 1 � j 0:25 � 0:4j = 0.85

ˆ With � = 0 :1, Ac(0:8; 0:6; 0:3; 0:5) = 0

ˆ Ac(0:8; 0:6; 0:7; 0:5) =
Ac(a; b; c; d) = 1 � j 0:8� 0:6

max (0:8;0:6) � 0:7� 0:5
max (0:7;0:5) j

= 1 � j 0:25 � 0:28j = 0.97
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�

We are aware of the fact thatAc does not meet our monotonicity requirement. We
propose it as a modi�cation of A � , but we do not take it in account for the future
experiments.

In the �rst chapter, we recalled the properties an analogical proportion should vali-
date: Re�exivity, Symmetry, and Central Permutation. A, A � , Amod , and Ac all validate
the Re�exivity and Symmetry properties, but among them, only A � satisfy the central
permutation property. In some cases, this property may lead to validate an analogical
proportion where the direction of changes of its two couples are not the same. This is
the case whena > c > d > b or when a < c < d < b. For instance, if this property is
validated, (0:8 : 0:5 :: 0:7 : 0:6) would be equal to (0:8 : 0:7 :: 0:5 : 0:6), which is not
something we desire.

2.4.5 Summary of this section

We are now able to know if four Boolean or Numerical values are in analogical propor-
tion, and the degree to which they do. In this section, we introduced our view about the
properties an analogical proportion should satisfy. Then, we introduced some existing
formulas, and analyzed them from our point of view. A summary of these formulas is
provided in table 2.6.

In the next section, we will study the methods that perform a classi�cation task
using analogical proportions. Then, we will overview the intuition over which they
are based. We will also introduce analogical equations and how to solve them. This
information will allow us to study how can one adapt an analogical classi�er to impute
missing values.
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Table 2.6: Summary of the fuzzy formulas for analogical proportions in the numerical
case. For each formula, it is indicated its notation, its formalization and its reference
Notation Formula Reference

A

(
1 � j(a � b) � (c � d)j if a � b and c � d; or a � b and c � d:

1 � max(ja � bj; jc � dj) if a � b and c � d or a � b and c � d
Equation 2.10, page 44

Amod

8
>>>><

>>>>:

1 � j(a � b) � (c � d)j if a � b and c � d

or a � b and c � d

1 � max(ja � bj; jc � dj) if a ' b and c' d

0 otherwise

Equation 2.12, page 47

A � min (1 � j max(a; d) � max(b; c)j; 1 � j min (a; d) � min (b; c)j) Equation 2.11, page 44

Ac

8
>>>>>><

>>>>>>:

1 � ja � bj if c = d = 0

1 � j c � dj if a = b = 0

1 � j a� b
max (a;b) � c� d

max (c;d) j if a � b and c � d; or a � b and c � d

1 � max(ja � bj; jc � dj) if a ' b and c' d

0 otherwise

Equation 2.14, page 48
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2.5 Estimating Missing Values Using Analogical propor-
tions

In the last section, we provided an overview of formulas modeling analogical propor-
tions in the numerical case. With this information, we are now able to study how one
can impute missing values using analogical proportions. The idea we advocate in the
following is to adapt an analogical classi�cation algorithm. In Section 2.5.1, we provide
a general view about performing classi�cation using analogical proportions (inspired
from [PRY10b]), and we comment the philosophy about imputing missing values with
analogical proportions as well. We also overview how to solve analogical equations in
the Boolean case (Subsection 2.5.1.1), and in the numerical case (Subsection 2.5.1.2).
In Section 2.5.2, we introduce Fadana, a classi�cation algorithm based on analogical
proportions, and we explain how can one modify it to impute missing values. In Section
2.5.2.1, we evaluate the accuracy of the modi�ed version of Fadana for the imputation
of missing values, and compare it with other well-known methods.

2.5.1 Principles of Analogical Classi�cation

Let us considera, b, c, and d as tuples havingn attribute values, i.e., a = ha1; :::; an i ; :::;
d = hd1; ::::; dn i . One can say that(a : b :: c : d) holds if and only if for each component
i , (ai : bi :: ci : di ) holds.

Example 12.
Let us consider the arithmetic proportion A: the four tuples of Table 2.7 validate

A, since they are in analogical proportion componentwise. The �rst column indicates
their number or id, and the columnsA1, A2, A3 and A4 show their attribute values.

Table 2.7: Example of four tuples in analogical proportion
id A1 A2 A3 A4

a 0.6 1 0.2 0
b 0.4 0 0.3 0
c 0.8 1 0.7 0
d 0.6 0 0.8 0

�

Let us denote bycl(d) the class of the objectd. Let us say that d is an object to
be classi�ed, i.e., that the class ofd, cl(d), is unknown. To classifyd using analogical
proportions is to assume that if (a : b :: c : d) holds, then (cl(a) : cl(b) :: cl(c) : cl(d))
holds as well. cl(a), cl(b), and cl(c) are assumed to be known.

Now, if what one wants to �nd is not the class of d, but the value of some of its
attributes, the procedure is similar: If (ai : bi :: ci : di ) holds for the �rst i attributes of
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these tuples, then(aj : bj :: cj : dj ) should hold for the last remaining j components as
well. This is formalized by Prade et al. in [PRY10b] as follows:

8i 2 [1; p]; (ai ; bi ; ci ; di )
8j 2 [p + 1; n]; (aj ; bj ; cj ; dj )

(2.15)

The j attributes of d can be considered as missing values and then as the values to
be imputed. The problem now is how to �nd the class of an objectd, or the value of
some of its attributes, by means of an analogical proportion with three other objectsa,
b and c. Consider the two tables below:

Table 2.8: Example of missing value
id A1 A2 A3 cl
a 0.6 1 0.2 red
b 0.4 0 0.3 green
c 0.8 1 0.7 red
d 0.6 0 0.8 ?

id A1 A2 A3

a 0.6 1 0.5
b 0.4 0 0.7
c 0.8 1 0.2
d 0.6 0 ?

In the case of the left table, we aim to �nd the class ofd, i.e., cl(d). In the case of
the right table, we want to �nd d:A3. In general, the classcl of an object is a categorical
value. An attribute of an object d may be of Boolean or numerical type (as in the case
of d:A3). Let us say that the value we aim to �nd is x, and we want to �nd it by means
of an analogical equation and other three known valuesa, b and c. The value of x will
be thus the one such that(a : b :: c : x) holds. We will �rst explain how to solve this
kind of equation in a Boolean context, and then how to solve it for each of the formulas
introduced in Section 2.4.4.

2.5.1.1 Solving an analogical equation in the Boolean case

In [MP09b], Miclet and Prade speci�ed the case when an analogical proportion is solv-
able in a Boolean context, and how to solve it:

1. A triple (a; b; c) can be completed byd in such a way that (a : b :: c : d) = 1 if
and only if ((a � b) _ (a � c)) = 1 ;

2. When it exists, the unique solution of the equation(a : b :: c : d) = 1 is logically
expressed byx = ( a � (b � c))

The �rst item claims that a has to be equal tob or equal to c in order to be able to
solve(a : b :: c : x). For instance, (1 : 0 :: 0 : x) and (0 : 1 :: 1 : x) have no solution. The
second item states that ifb 6=c and b 6=a, then x = b. Otherwise,x = c. For example,
the solution of the equation (1 : 0 : 1 : x) is x = 0 .
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2.5.1.2 Solving an analogical equation in the numerical case

We explain now how to �nd a missing valuex in the case of the formulasA, A � , Amod

and Ac introduced in Sections 2.4.2.2 and 2.4.4. As our will is to have the same direction
of change for each of the two couples involved in an analogical proportion, we will only
look for an answer that satis�es this condition.

Let us begin with the arithmetic proportion, A(a : b :: c : d), and the one inspired
from it, Amod(a : b :: c : d). A(a : b :: c : d) and Amod(a : b :: c : d) can be equal to 1
when their �rst condition is satis�ed ( a � b and c � d; or a � b and c � d), so we look
for a value that satis�es this condition, if it exists. If it does not exist, we provide no
answer.

A(a : b :: c : x) = >

(
x = b+ c � a if b+ c � a 2 [0; 1]

no answer otherwise
(2.16)

Amod(a : b :: c : x) = >

(
x = b+ c � a if b+ c � a 2 [0; 1]

no answer otherwise
(2.17)

Example 13.
A(0:8 : 0:6 :: 0:4 : x) leads to x = 0 :2, while (0:4 : 0:2 :: 0:1 : x) has no answer forx.
�

We now evaluateAc (Equation 2.14, page 48). AsAc involves a max operator, we
have to consider two cases: Whena < b, and when a > b. When a > b, we will look for
a value x < c , and whena < b we will look for a value x > c . The possible values forx
are provided below

Ac(a : b :: c : x) = >

(
x = c

1+( a� b)=b if a > b

x = bc
a otherwise

(2.18)

Example 14.
Ac(0:8 : 0:6 :: 0:4 : x) leads to x = 0:4

1+(0 :8� 0:6)=0:6 = 0 :3
�

In the case ofA � (Equation 2.11), we have to consider several options: Whena > b >
c, A � is reduced tomin (1�j a� bj; 1�j d� cj). If a < c < b, A � = min (1�j d� bj; 1�j a� cj),
and if a < b < c , Ac = min (1 � j d � cj; 1 � j a � bj). In all of the cases, the answer for
A � is the same as forA. Then,

A � (a : b :: c : x) = >

(
x = b+ c � a if b+ c � a 2 [0; 1]

noanswer otherwise
(2.19)
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2.5.2 Fadana

In [CJP14a, CJP14b], we proposed an approach inspired by a method of �classi�cation
by analogy� introduced in [BMD07a] where the authors describe an algorithm named
Fadana.

In order to choose the 3-tuples(a; b; c) (whose classes are known), that will be used
to classify an object d (whose class is unkown), Fadana uses a measure named ana-
logical dissimilarity, already introduced in 2.4.2.1 in the case of Boolean values. The
analogical dissimilarity AD between four Boolean values is the minimum number of bits
that have to be switched to get a proper analogy. In the numerical case, if we denote
by (a : b :: c : d) the degree to which four numbers are in analogical proportion, the
analogical dissimilarity, denoted by AD(a : b :: c : d) is equal to 1 � AP (a : b :: c : d),
where AP denotes the function that measures the extent to which(a : b :: c : d) is a
valid analogical proportion.

When dealing with four tuples of sizen, the AD evaluations are added componentwise.

Example 15.
Based on the analogical dissimilarity introduced in the case of Boolean values (Sec-

tion 2.4.2.1, page 43 ), Table 2.9 show theanalogical dissimilarity of four tuples a, b, c,
and d. The �rst column indicates their number or id, and the columnsA1, A2, A3 and
A4 show their attribute values.

Table 2.9: Example of theanalogical dissimilarity of four tuples
id A1 A2 A3 A4

a 1 1 0 0
b 0 1 0 1
c 0 1 0 0
d 1 0 0 0

AD 2 1 0 1 =4

�

The principle of Fadana is exposed in Algorithm 2. It takes as input a training set
S of classi�ed items, a new itemd to be classi�ed, i.e., whose class is unknown, and an
integer k. Fadana is originally conceived to treat Boolean or nominal data. There is
another work proposed by Prade et al. [PRY12a], which employs the same principle as
Fadana, but applied to numerical values.

The Fadana algorithm begins by computing the analogical dissimilarity between
each triple (a; b; c) belonging to the training set and d (Lines 1, 2, and 3 of Algorithm
2). Then, it sorts these triples according to their analogical dissimilarity with d (line 4
of the algorithm). Let us denote by AD k the analogical dissimilarity of the k-th triple
with respect to d (line 5 of the algorithm), then it chooses all the triples such that their
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analogical dissimilarity with respect to d is equal or smaller thanAD k (line 6 of the
algorithm). Then, for each of the chosen triples, it solves the analogical equation related
to their classes, i.e.,(cl(a) : cl(b) :: cl(c) : x), and assigns tocl(d) the most voted value
x.

Algorithm 2 FADANA algorithm
Require: t raining set S,k, d =2 S

1: for every triple (a; b; c) of S3 do
2: Compute ad(a : b :: c : d)
3: end for
4: Sort by increasing order the listAD of valuesAD (a : b :: c : d)
5: p  AD k

6: Build up the set NN k (d) = f ad 2 AD s.t. rank ad � pg
7: for eachad 2 NN k (d) do
8: candidate(d)= (ad:cl(a) : ad:cl(b) :: ad:cl(c) : x)
9: end for

10: cl(d)  most-voted(candidate(d))
11: return cl(d)

Example 16.
Let S be a training set composed of four labelled objects. The set of objects inS are
shown in Table 2.10 (left), where the �rst column indicates their number or id, the
columns A1, A2, and A3 their attribute values, and the column cl gives the class they
belong to.

Table 2.10: Training set (left). Computation of AD (right)
id A1 A2 A3 cl
1 0 0 0 0
2 0 1 0 1
3 0 1 1 1
4 1 1 1 1

id A1 A2 A3

1 0 0 0
2 0 1 0
3 0 1 1
x 1 0 0
AD 1 2 1 = 4

Now, let x =2 S be an object to be classi�ed, de�ned asA1 = 1 , A2 = 0 , A3 = 0 .

One �rst has to compute the AD value betweenx and every possible triple of objects
from S. Table 2.10 (right) shows theAD value obtained with the triple ( 1, 2, 3). Table
2.11 shows the list of the �rst seven triples (ranked according toAD), built from tuples
1, 2, 3, and 4.

Let k = 3 ; all the triples such that their associated AD value equals at most that of
the 3th tuple (here, 1), are chosen. The triples 1 to 4 are then used to �nd the class
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Table 2.11: Triples ranked according toAD
Combination a b c d AD
1) 3 1 4 x 0
2) 2 3 4 x 1
3) 3 4 2 x 1
4) 2 4 1 x 1
5) 3 1 2 x 2
6) 2 1 3 x 2
7) 4 1 3 x 2

of x. The four corresponding analogical equations are then solved. Since in this case
we are dealing with Boolean values, we use the principle described in Subsection 2.5.1.1
for solving the analogical equations. For instance, combination2) yields the equation
1 : 1 :: 1 : cl, leading to cl = 1 . Finally, the class that gets the most votes is retained
for d.

�

Application to the Prediction of Missing Values Let us now explain how to
modify Fadana in order to impute missing values. In general, we need to perform two
modi�cations: (i) When computing the analogical dissimilarity between four tuples, we
ignore the attributes for which at least one of the four tuples has a missing value; and
(ii) we consider that each missing value is a class to be estimated (line 8 of Algorithm
2). Additionally, one has to be able to estimate missing values when they are numerical.
We explain these facts in the following.

Let us start with the computation of the analogical dissimilarity. Let r be a training
set of tuples with schema(A1; :::; Am ), and t a tuple =2 r involving a missing value for
the attribute A i : t [A i ] = null . Notice that t can have more than one missing value.
The analogical dissimilarity between a 3-tuple2 r 3 and t is computed as usual, but this
time the attributes for which t has a missing value are ignored. All of the 3-tuples2 r 3

are considered to contain no missing values.

Example 17. Consider Table 2.12 below, which contains four tuples. The �rst
column indicates their number or id, and the columns A1, A2, A3 and A4 show their
attribute values. The tuple t has a missing value for the attribtue A3. The attribute
A3 is then ignored for computing ad(a : b :: c : t).

�

When handling numerical values, the analogical dissimilarityAD of four values can
be estimated using any of the formulas introduced in Section 2.4.2.2. The prediction of
a missing value oft may be obtained using any of the formulas introduced in Section
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Table 2.12: Example of theanalogical dissimilarity of four tuples, where one has a
missing value

id A1 A2 A3 A4

a 1 1 0 0
b 0 1 1 0
c 0 1 1 0
t 0 0 null 0

ad 1 1 0 0 =2

2.5.1.1 in the Boolean case, or in Section 2.5.1.2 in the numerical case (line 8 of Algo-
rithm 2). Notice that the same formula used for estimating AD (a : b :: c : d) must be
used to �nd the missing values ofd. For instance, if one usesAmod (Equation 2.12, page
47) for estimating AD(a : b :: c : d), one has to use Equation 2.17 (page 53) in order to
�nd the missing values of d.

Once all the candidate values for a missing valuet:A i (i.e., the value of t for the
attribute A i is missing) of t are computed , one assigns tot:A i the most voted value, if
the attribute A i is categorical (as done in Algorithm 2), or the average of the obtained
values for t:A i , if A i is numerical.

In the next subsection we compare the accuracy of Fadana when imputing missing
values, compared to other well-known methods.

2.5.2.1 Experimentations

The main objective of our experimentations is to compare the accuracy of the imputa-
tion of missing values performed by Fadana with the accuracy of some of the methods
mentioned in Section 2.3.2.

We executed our Fadana-based algorithm using two di�erent formulas in order to
compute the analogical dissimilarity between four values. The �rst uses the arithmetic
proportion, introduced in Section 2.4.2.2, that we remind below:

A(a : b :: c : d) =

8
>>>><

>>>>:

1 � j (a � b) � (c � d)j if a � b and c � d;

or a � b and c � d:

1 � max(ja � bj; jc � dj) if a � b and c � d

or a � b and c � d

The second formula used isAmod , introduced in Section 2.12, that we remind below:
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Amod(a : b :: c : d) =

8
>>>><

>>>>:

1 � j (a � b) � (c � d)j if a � b and c � d

or a � b and c � d

1 � min (ja � bj; jc � dj) if a ' b and c' d

0 otherwise

where x ' y i� jx � yj � � .

When estimating a missing value, we use for both cases the following formula:

(
x = b+ c � a if b+ c � a 2 [0; 1]

no answer otherwise

In the following, we denote by FB the modi�cation of Fadana using the �rst for-
mula, and by FB-Drastic the modi�cation of Fadana using the second formula (Amod).
In the case of FB-Drastic, we used two values for� : 0.05 and 0.1. Fadana gets as input
two values: a valuek and the number of elements from the training set to be used to
form the triples. We used 10 for the former, and 30 for the latter (the experimenta-
tions performed in [CJP14a] showed that these were the parameter values with which
Fadana obtained the best results). The methods we compared FB and FB-Drastic with
have been introduced in Section 2.3.2: Mean/mode Substitution, Linear Regression,
Bayesian Linear Regression, Linear Regression Using Bootstrapping, and Predictive
Mean Matching. We experimented with the k-nearest-neighbors method as well.

Five datasets from the UCI machine learning repository, namely Breast Tissue,
Breast cancer, spectf Heart, wine, and energy were used.

For each dataset, we used a 10 cross-validation technique. It means that each method
is tested 10 times against each dataset: Each time, a 10% of the tuples take part in the
test set, while the other 90% can take part in the training set (We select 30 tuples from
this 90% of the dataset in order to form the training set). Then, the next time, another
10% of the tuples is used as the test set, and so on, until all the tuples have once (and
only once) taken part in the test set.

This procedure was performed three times for each dataset and each method. The
�rst time we replaced by NULL 20% of the values of each tuple belonging to the test
set. The second time we replaced 40% of their values, and 60% the third time. For
instance, in the latter case, if one has a tuple with ten attributes, six of its values may

0http://archive.ics.uci.edu/ml/datasets.html
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be set as missing in the last case.

So as to evaluate the precision of each of the prediction methods for a datasetD ,
one may use the measure:

prec(m; D ) =
P

null values x in D 1 � j xactual � xpredicted j
jnull values in Dj

(2.20)

where xpredicted is the estimated value forx using the methodm.

The results for the Breast-tissue dataset are shown in Table 2.13. The results for
the cancer dataset are shown in Table 2.14. The results for the spectf-heart dataset are
shown in Table 2.15. The results for the wine dataset are shown in Table 2.16. Finally,
the results for the energy dataset are shown in Table 2.17.

For each of these datasets we show the precision and the ranking obtained by each
method with 20%, 40% and 60% of missing values respectively. The results for each
method are in the format a=b, wherea represents its precision, andb its rank.

Table 2.13: Breast-tissue
Method 20 % 40 % 60%
FB 92/5 91/5 89.8/6
FB-Drastic � = 0:05 91.5/6 92.75/1 90.86/3
FB-Drastic � = 0:1 91.34/7 91.89/3 91.5/1
k-nn 90.9/9 92.2/2 91.3/2
CART 91/8 91/5 90/4
Mean Substitution 85/11 85.78/9 85/10
Bayesian Linear Regression 92.3/3 89.76/7 85.61/8
Linear Regression(with Bootstrap) 92.36/2 85.76/10 78/11
Linear Regression 92.29/4 89/8 85.37/9
Predictive Mean Matching 93.7/1 91.3/4 90/4
Random Forest 90/10 90.8/6 89.4/7
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Table 2.14: cancer
Method 20 % 40 % 60%
FB 84/7 84.4/6 84/5
FB-Drastic � = 0:05 84.62/5 84/7 83.75/7
FB-Drastic � = 0:1 84.45/6 84.6/5 83.77/6
k-nn 87/1 87.1/1 86.2/1
CART 86/4 86/3 85/3
Mean Substitution 76.8/10 77/11 77/10
Bayesian Linear Regression 82/8 81.7/8 77/10
Linear Regression(with Bootstrap) 81.57/9 81.1/10 80.2/8
Linear Regression 82/8 81.7/8 79.9/9
Predictive Mean Matching 86.5/2 87/2 85.6/2
Random Forest 86.1/3 86/3 84.8/4

Table 2.15: spectf-heart
Method 20 % 40 % 60%
FB 88.6/11 87.65/11 86.7/11
FB-Drastic � = 0:05 90.6/10 90.15/10 89.6/10
FB-Drastic � = 0:1 90.7/9 90.43/9 89.725/9
k-nn 91.2/7 91/8 90/8
CART 92.35/5 91.8/4 91.1/3
Mean Substitution 90.97/8 91.24/7 91.13/2
Bayesian Linear Regression 92.65/4 91.76/5 90.84/7
Linear Regression(with Bootstrap) 92.8/3 92.31/2 91.07/5
Linear Regression 92.82/2 92.22/3 91.08/4
Predictive Mean Matching 93.32/1 92.7/1 92.09/1
Random Forest 91.76/6 91.5/6 90.99/6
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Table 2.16: wine
Method 20 % 40 % 60%
FB 84.7/11 82.3/11 83.74/11
FB-Drastic � = 0:05 86.07/10 83.55/10 83.99/10
FB-Drastic � = 0:1 87/9 85.1/9 84.33/9
k-nn 90.6/1 90.2/1 90/1
CART 89/2 88.57/2 89.07/2
Mean Substitution 87.89/8 87.1/8 87.2/8
Bayesian Linear Regression 87.9/7 87.14/7 87.62/6
Linear Regression(with Bootstrap) 88.27/5 87.56/6 87.56/7
Linear Regression 88.26/6 87.6/5 88.26/5
Predictive Mean Matching 88.77/4 88.57/2 88.45/4
Random Forest 88.88/3 88.37/4 88.52/3

Table 2.17: energy
Method 20 % 40 % 60%
FB 87.39/4 84.8/6 85.27/4
FB-Drastic � = 0:05 85.89/5 86.1/4 85.36/3
FB-Drastic � = 0:1 85.33/6 83.52/9 84.69/5
k-nn 85/8 85.2/5 84.2/6
CART 90/1 89.6/1 88.89/1
Mean Substitution 79.42/11 79.78/11 79.35/10
Bayesian Linear Regression 84.97/9 83.48/10 80.55/9
Linear Regression(with Bootstrap) 84.85/10 83.78/8 80.55/9
Linear Regression 85.01/7 84.08/7 80.76/8
Predictive Mean Matching 87.69/3 86.89/3 84.08/7
Random Forest 89.23/2 87.99/2 87.29/2

In summary, we can perceive a slight superiority of FB-Drasticover FB. The results
of FB-Drastic and k-nn are not so far from those obtained from the classical missing
imputation methods. FB and FB-Drastic were the methods with the lowest accuracy for
the specf-heart and wine datasets, while in the case of the breast-tissue they obtained
the best results; and in the case of the energy dataset, they were in the �rst half of the
ranking, especially when 60% of the attributes have missing values. Notice that none
of the evaluated methods obtained better results than the others for all the datasets.
In general, the FB-Drastic method using an� value of 0.05 is better than that using
an � value of 0.1. See Table 2.18 for the average ranking of the FB and FB-Drastic
methods. We would like to remind that FB (resp. FB-Drastic) does not perform any
statistical analysis of the treated data, aimed for instance at �nding the correlations
or dependences between attributes. In fact, our principal objective was not to beat
the other evaluated methods, but to study the potential interest of applying analogical
proportions to the problem of missing values in databases.
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Table 2.18: Average ranking of theFB and FB-Drastic methods related to the dif-
ferent percentages of missing values

Method 20 % 40 % 60%
FB 7.6 7.8 7.4
FB-Drastic � = 0:05 7.2 6.4 6.6
FB-Drastic � = 0:1 7.4 7 6

In conclusion, we can consider that the analogy-based classi�cation method obtained
results that are comparable with the results of those methods performing statistical anal-
ysis of data. In average, it was ranked in the middle of the list concerning the results
over the tested datasets. Simultaneously to this thesis, the team of Henri Prade and
Gilles Richard has proposed several works related to analogical classi�cation. These
works have inspired us several ideas about analogical classi�cation, that we comment
in the following two sections. It would be interesting to evaluate these methods in the
context of the missing value imputation problem in order to check if one of them may be
the most e�ective for dealing with this problem. An evaluation about the cases where
an analogy-based classi�cation method performs well or not, where these cases may be
related to data distribution, could also allow us to improve their results.

Even though the proposed approach, and most of the well-known methods, have a
good accuracy related to the imputation of missing values, the imputed values still have
to be considered as uncertain values. Therefore, one has to be careful when performing
a query over a dataset with imputed values. One may use then an approach as that
proposed by Pivert et al. in [PP16], where a database model dealing with uncertain
values is proposed. Their approach models the uncertain data using a possibility theory
framework. The corresponding algebraic operators (selection, projection, join, intersec-
tion, union, di�erence) are provided as well.

In the following two sections, we present some others methods aimed to perform a
classi�cation task using analogical proportions, and we analyze the behavior of some of
them. The facts presented in these sections may lead to an improvement of the algo-
rithms of analogical classi�ers.

2.6 Others Classi�cation Approaches Based on Analogical
Proportions

In this section, we present an overview of other approaches using analogical proportions
in a classi�cation context.
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In [BPR14b], Prade et al. proposed an analogical classi�er in the context of Boolean
values, but this time it is inspired from the k-nearest-neighbor method. They do the fol-
lowing: For each itemd to be classi�ed, they look for its closest elementc. This element
c is chosen according to its Hamming Distance tod, which is equivalent to the number of
features wherec and d di�er. For example, if c = (1 ; 0; 1; 1; 1) and d = (1 ; 1; 1; 0; 1), the
Hamming distance betweenc and d, i.e., H (c; d) is 2. Once an elementc is chosen, they
compute what they call a disagreement pattern betweenc and d. This disagreement
pattern is a list of the attributes where c and d di�er, indicating also the value of c for
each attribute where c and d di�er. For instance, the disagreement pattern DisP (c; d)
betweenc and d is (02; 14), indicating that c and d di�er for the attributes 2 and 4, and
that the values of c for those attributes are respectively0 and 1. DisP (d; c) would be
(12; 04). Thus, onceDisP (c; d) is computed, they look for all the couples of elements
a and b such that DisP (a; b) = DisP (c; d). If we denote by cl(x) the class ofx, they
solve all the equationscl(a) : cl(b) :: cl(c) : x for each selected couple(a; b), and assign
to cl(d) the class with the highest number of votes.

In [BPR14d], Prade et al. extend this idea to the numerical case. The idea is the
following: Using the 1-norm distance, they look for thek-nearest neighborsci of d.
Once the k-nearest neighbors ofd are chosen, they propose two options:

1. For each elementci considered as one of thek-nearest neighbors ofd, they look
for the pairs of elements(a; b) such that cl(a) : cl(b) :: cl(ci ) : x has a solution. Among
the formed quadruples, the authors choose the quadruple(a; b; ci ; d) with the highest
degree of analogical proportion, i.e.,(a : b :: ci : d), and assign tox the solution of
cl(a) : cl(b) :: cl(ci ) : x.

2. For each elementci considered as one of thek-nearest neighbors ofd, they look
for the pairs of elements(a; b) such that cl(a) : cl(b) :: cl(ci ) : x has a solution. They
give to cl(d) the value x with the highest number of votes.

In [BPR14c], Bounhas et al. proposed yet another method aiming to classify ob-
jects represented by Boolean values. This approach classi�es elements based on some
rules extracted from the training set. The authors proposed two kinds of rules, the
change and no change rules. Suppose that we have two elementsx = (1 ; 0; 0; 1; 1) and
y = (1 ; 1; 0; 0; 1) belonging to the training set. Then, as in [BPR14b], we can create
a disagreement pattern disP (x; y) = (0 2; 14). If x and y belong to the same class,
disP (x; y) will be called a no change pattern; if they do not belong to the same class, it
will be called a change pattern. The method involves the following preliminary steps:

1. Construct from all the pairs of tuples from the training set the sets of change
and no change patterns

2. Discard the change (resp. no change) patterns such that there exists a no change
(resp. change) pattern with the same disagreement pattern.
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The authors constructed two classi�ers, one based on the change patterns, and an-
other on the no change patterns. The algorithms for both cases are similar: Assume
that one wants to classify an objectx. Then, for all the elements x0 belonging to the
training set, the disagreement pattern disP (x; x 0) is computed. Then, all the change
(resp. no change) patternsdisP (y; y0) such that y, y0 and x0 belong to at most two
di�erent classes and disP (x; x 0)= disP (y; y0) or disp(x0; x) = disP (y0; y) are used to
solve the equation(cl(x) : cl(x0) :: cl(y) :?), if it is solvable. Finally, the class with the
highest number of votes is assigned tox.

The brief overview of analogical classi�cation provided in this section allows us to
observe that the creation of triples of objects from a training set is not the only way to
classify another object by means of analogical proportions: The work by Bounhas et al.
in [BPR14c] creates a model in terms of change rules from the training set, so that one
has only to look for an objectc (and use it in combination with the created rules) from
the training set when classifying another objectd. The approach by Prade et al. in
[BPR14d] accelerates the creation of triples by applying ak-nn procedure for choosing
the �rst object of each triple. In the following section, we will analyze the procedure of
analogical classi�cation. The approach presented in [BPR14d], commented above, will
be one of the studied methods.

2.7 Discussion about Analogical Classi�cation

In this section, we provide a study of the behavior of analogical classi�cation: We try
to understand how analogical classi�ers work, by analyzing the patterns of analogical
proportion that are commonly used to classify an object. In Section 2.7.1, we study the
behavior of the Fadana algorithm, computing the accuracy of each of the patterns it
uses. Then, using this information, we provide an algorithm that gives priority to the
most accurate patterns of Fadana, and we show comparative results. In Section 2.7.2,
we show how one of the algorithms mentionned in Section 2.6 performs a processing
similar to the k-nn method when treating data with well-separated classes. We point out
then the cases where the results obtained by analogical classi�cation might be obtained
in a simpler way. Finally, we provide some comments about how Fadana may generate
a considerable number of unnecessary triples to perform classi�cation.

2.7.1 When Some Quadruples are Better than Others

In [CBW14], we studied how to improve the modi�ed version of Fadana, i.e., FB (resp.
FB-Drastic), explained in Section 2.5. We showed that a modi�cation of the algorithm
aimed to favor a certain situation of analogical proportion makes it possible to consid-
erably reduce the size of the training set used by this algorithm while preserving (and
sometimes slightly improving) its accuracy.
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Let us point out that the computation of the analogical dissimilarity AD for each
triple 2 S3 completed by a givendi (the element to classify or the element with miss-
ing values) is the most expensive part of the algorithm � it takes around 80% of the
overall processing time over the studied datasets. As shown in [CJP14b], a training
set comprising 40 items is in general su�cient to reach quasi optimal precision. Taking
into account the symmetry and central permutation properties, the number of triples
formed is c � (c � 1) � (c � 2)=2 where c is the cardinality of the training set. If c = 40,
29640 triples are generated.

Let us use the notation introduced by Prade et al. in [PRY12b] concerning the
di�erent types of analogical proportions. In a Boolean context, there are three types of
analogical proportions:

ˆ Similarity: (a : a :: a : a)

ˆ Pairwise identity: (a : a :: b : b)

ˆ Identity of change: (a : b :: a : b)

In order to compute the accuracy of each of these patterns of analogical proportion,
we executed FB over four datasets from the UCI machine learning repository, namely
the Adult, Blood, Cancer, and Energy datasets.

Analyzing the triples used in each step of FB, we noticed two facts:

1. The number of chosen triples (steps 2 and 3) containing attributes whoseAD value
� when compared to d � is 1, is minimal (We recall that 1 is the maximum value
for analogical dissimilarity AD a quadruple can get);

2. The accuracy of similarity proportions (a : a :: a : a) is considerably higher than
that of the pairwise identity (a : a :: b : b) and identity of change (a : b :: a : b).
Indeed, the average accuracy rates for the similarity, pairwise identity and identity
of change proportions over the four tested datasets are88:3 ± 2:21 , 77 ± 7:74, and
77:8 ± 7:34, respectively.

Our objective in [CBW14] was then to take pro�t of this information and conceive
an algorithm that gives priority to the similarity proportions. For doing so, we studied
the behavior of FB when using a formula we named Approximate Equality Relation
(Ae):

Ae(a : b : c : d) , ((( a � b) ^ (c � d)) _ ((a � c) ^ (b � d))) (2.21)

where x � y is interpreted as jx � yj � � 2 [0; 1].
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Example 18.
With � = 0 :1,
Ae(0:8 : 0:4 :: 0:7 : 0:4) holds ((a � c) ^ (b � d)), while Ae(0:8 : 0:4 :: 0:6 : 0:4) does not.

�

The use ofAe allows us to identify if a quadruple validates the similarity, pairwise
identity, or identity of change patterns. If one aims to use Ae by means of the FB
algorithm, one has to de�ne how to determine the analogical dissimilarityAD of four
tuples, and how to solve an equation by means ofAe.

The AD of four valuesa, b, c and d is just 1� Ae(a : b :: c : d). The equation solving
using Ae is shown below:

Ae(a : b :: c : x) = >

(
c if ja � bj � �

b if ja � cj � �
(2.22)

Example 19.

Suppose we one to solve(0:8 : 0:6 :: 0:4 : x) using the Approximate Equality relation.
If we take a � value of 0.1, there is no answer for the equation. In order to have a solution
for this equation, we may need a� value of at least 0.2. However, in a scale of[0; 1],
0.2 is a high number to set as a threshold.

�

The objectives of the algorithm proposed in [CBW14] are then i) to reduce the size of
the training set, ii) to give priority to the similarity type of analogical proportions when
classifying a new item. The corresponding algorithm is described hereafter.

This algorithm takes as input a training set S, a set D of items to be completed as
they contain null attribute values (this corresponds to a generalization of the classi�ca-
tion problem, as explained in Section 2.5), and two integersk and r . The � value used,
for Equation 2.22, is 0.5. The steps are:

1. discard from S3 all the triples (a; b; c) such that (ai 6=bi ^ bi = ci ) is true for at
least one feature;

2. let s(t) be the number of features on whicht = ( a; b; c) agrees, i.e,(ai = bi = ci );
discard from S3 all the triples t such that s(t) 6 r ;

3. for every objectd involving at least one missing attribute value, do:

(a) for every triple (a; b; c) of S3, compute AD(a; b; c; d);

(b) sort these n triples by increasing value of theirAD;
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(c) if the k-th triple has the integer value p for AD, let E be the set of triples
(a; b; c) such that AD(a; b; c; d) � p

(d) for each attribute A j such that dj = null, do:

i. let E s
j � E be the set of triples for which a similarity proportion holds for

dj , and E n
j � E the set of triples for which one of the other two types

of proportion holds; if jE s
j j > 0, then use E s

j to solve the analogical
equations for dj ; useE n

j otherwise.

ii. if A i is a numerical attribute, compute v as the average of thejE s
j j (resp.

jE n
j ) votes; if A i is Boolean, computev as the winner of thejE s

j j (resp.
jE n

j j) votes.
iii. choosev as the value ofdj .

�

Step 1 means that we eliminate all the triples containing attribute values for which
no analogical answer exists: the patterns(0; 1; 1; x) and (1; 0; 0; x) have no analog-
ical solution no matter what the value of x is. Step 2 discards the triples where the
proportion of attributes validating an equality relation is too low (less than r ). Step
3.d.i means that for each missing attribute of each incomplete object, only the triples
satisfying a similarity type of proportion are used in the case where there exists at least
one such triple. The other triples are used otherwise.

The main objective of our experimentation was to assess the extent to which a lazy
analogical classi�cation method can be optimized by giving priority to the similarity
type of analogical proportion. We thus compared our results with those obtained using
FB implementation (Section 2.5.2.1). The comparison is both in terms of precision
and processing time, the latter being strongly related to the size of the training set.
We compared the results of this approach for the same datasets (namely Adult, Blood,
Cancer, and Energy) we had tested before.

For each datasetE , a sampleM of 50 tuples has been modi�ed (40% of the attribute
values of its tuples have been replaced by null). Then, Fadana, kNN, and our algorithm
(named oF for �optimized Fadana� hereafter) have been run so as to predict the missing
values: for each tupled involving at least one missing value, a random sampleD of
E � M (thus made of complete tuples) has been chosen. This sampleD (training set)
was used for running the three algorithms. The size of the training set has been set to
40, and the value ofk to 10. The numbers in the table are average values (10 runs have
been performed on each dataset). For each method, the �rst line gives the precision
(percentage of correct predictions) and the second line indicates the number of triples
generated by the algorithm for each value to predict.

As Fadana does not preprocess the training set, its size remains constant. A re-
markable result is that, even though oF generates much less triples than Fadana, its
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Table 2.19: Results obtained
Adult Blood Cancer Energy

Fadana
precision 72.17 88.21 85.09 89.12
nbtriples 29640 29640 29640 29640

oF (r = 0)
precision 75 88 87 87.7
nbtriples 4432 11136 10578 4387

oF (r = 1)
precision 74.18 88 86 86.2
nbtriples 4138 5923 7059 1963

oF (r = 2)
precision 74.18 87.68 85.94 82.69
nbtriples 4093 3464 3177 901

kNN precision 72.5 87.8 86.9 84.9

precision is quite similar. The best performances were obtained by oF (75%), Fadana
(88.21%), oF (87%) and Fadana (89.12%) for the datasets Adult, Blood, Cancer, and
Energy respectively. Notice that the best results obtained by oF are those when itsr
parameter is equal to 0, i.e., that it is not necessary to discard the triples(a; b; c) from
the training set not validating (ai = bi = ci ) at least once.

2.7.2 What Makes Analogy Work ?

The experimental results described above seem to indicate that the strength of the ana-
logical approach resides mainly in the similarity case.

Suppose we want to classify an objectd. In order to use the `similarity' case, one
needs three objectsa, b, and c such that c ' d, a ' b, and a ' d. If these 3 objects
are found, we will assign to the class ofd the value of the class ofc. However, is it
necessary to look for triples of objects in order to classify another? We believe that the
analogical classi�ers perform an unnecessary treatment of data. This is what we try to
expose in the following.

We will now discuss one of the works proposed by Prade et al. [BPR14d], already
introduced in Section 2.6. Hereafter is the corresponding algorithm:

When classifying an objectd, Algorithm 3 �rst looks for the k closest objects ofd
belonging to the training set. Let NN k be the set of closest objects tod, and c another
object 2 NN k . The distance dist betweenc and d is computed and then one looks in
the training set for all the couples of objectsa and b such that cl(a) : cl(b) :: cl(c) : cl(d)
holds. Finally, the algorithm assigns tocl(d) the most voted class.

In the following, we analyze this algorithm. For the sake of simplicity, we test the
case wherek = 1 .

A concern about this algorithm is that when the objects belonging to one class are
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Algorithm 3 Algorithm by Prade et al.
Require: t raining set T S, k, d =2 T S

1: for eachc 2 T S do
2: Compute kc � dk
3: Sort by increasing order the listL of valueskc � dk
4: Build up the set NN k(d) = f c 2 T S s.t. rankkc � dk 2 L � kg
5: end for
6: for eachc 2 NN k (d) do
7: build E = ( a; b) s.t. cl(a) : cl(b) :: cl(c) : x has solution
8: candidate(d)= vote(E; c; d):candidate(d)
9: end for

10: cl(d) = argmax1f nbocc(l) 2 candidate(d)g
11: return cl(d)

well separated from those belonging to another class, it seems to perform an unneces-
sary processing of data.

If the objects of one class are well separated from those from another class, i.e.,
the distances between objects of the same class are almost always smaller than the dis-
tances between objects belonging to di�erent classes, one may assume that the nearest
neighborsc of d belong to the same class asd (we have not forgotten that the class of
d is the value we are looking for, but here we are just observing how this classi�er works).

Figure 2.3 shows a plot of the Cancer dataset (from the UCI repository) in two
dimensions. To do so, the dimensions of this dataset have been reduced using the PCA
(Principal Component Analysis) algorithm. The Cancer dataset is one of the datasets
tested in [BPR14d]. Prade et al. obtained for this dataset a classi�cation accuracy of
97.1. Each class of this dataset is represented by a di�erent color. Figure 2.4 shows
a histogram of the distances between each pair of objects in the Cancer dataset. The
blue color corresponds to the points belonging to the same class, while the green color
is associated with objects belonging to di�erent classes. The minimal distance between
objects belonging to di�erent classes in this dataset is equal to 0.5.

Thus, since c is the closest object tod, the distance between them,dist (c; d), is
considered to be among the ones close to 0. Consequently, the pairs of objectsa and b
chosen to form the quadruple(cl(a) : cl(b) :: cl(c) : cl(d)) in order to classify d would
have a small distance as well. As shown in Figure 2.4, the objectsa and b likely belong
to the same class.

As this classi�er assigns the classes based on analogical proportions, it means that
the classes ofa, b, and c would form the following patterns:
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Figure 2.3: Cancer dataset in two dimensions

cl(a) : cl(a) :: cl(a) : cl(a)

cl(a) : cl(a) :: cl(b) : cl(b)

However, in order to form one of the patterns above, it does not seem necessary to
compare the distance betweenc and d to all the distances between each paira and b
belonging to the training set. In order to prove our point, we performed an experiment
with the Cancer dataset, where we count for each objectd to be classi�ed : (i) the
number of times c and d belong to the same class; (ii) In the casec and d belong to the
same class, the number of times the selecteda and b belong both to the same class, i.e.,
cl(a) = cl(b); (iii) In the case c and d belong to the same class, the number of timesa
and b belong to di�erent classes; (iv) the number of timesc and d belong to di�erent
classes; (v) whenc and d belong to di�erent classes, the number of timesa and b belong
to the same class; and (vi), whenc and d belong to di�erent classes, the number of
times a and b belong to di�erent classes.

Using around 66% of the objects of this dataset to create the training set (this
dataset has 681 complete objects), we obtained the results exposed in Table 2.5, over
10 runs:
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Figure 2.4: Histogram of the Distances between pairs of objects of theCancer dataset.
The horizontal axis indicates the distance between each pair of objects, and the vertical
axis indicates the numbers of couples in each range of distance.

Figure 2.5: Results of an Analogical Classi�er over theCancer dataset

(i) 214 238 225 223 217 234 236 226 219 211
(ii) 214 212 225 223 189 234 236 226 219 211
(iii) 0 26 0 0 28 0 0 0 0 0
(iv) 10 9 10 11 7 10 7 9 6 7
(v) 10 8 10 11 7 10 7 9 6 7
(vi) 0 1 0 0 0 0 0 0 0 0

An image of the classi�cation of each point belonging to the test set is shown in
Figure 2.6. The color of each point represents the class to which it originally belongs.
The points d with the form of a circle are those classi�ed using three objects belonging
to the same class ofd, i.e, with the proportion (cl(d) : cl(d) :: cl(d) : cl(d)) . In this
case,d is correctly classi�ed. The points with the form of a star were classi�ed with the
pattern (cl(a) : cl(a) :: cl(c) : cl(d)) , i.e., that the �rst couple of objects belong to the
same class, but the third object, i.e.,c, belongs to a di�erent class of that of d. In this
case,d is incorrectly classi�ed
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Figure 2.6: Classi�cation of the Cancer dataset

What we can deduce from Table 2.5 is that the selectedc is in the same class asd 95.8%
of the times, and when this is the case, the objectsa and b belong to the same class and
then d is correctly classi�ed 97.6% of the times. These results are quite close to those
reported by Prade et al. concerning this dataset:96:0 � 1:6.

Similar results were obtained for the Wine dataset. This dataset has 177 complete
objects, divided in three di�erent classes. We performed the same tests as in the case
of the Cancer dataset (66% of objects in the training set, the rest in the test set). Table
2.7 exposes the results in the same format as that of Table 2.5. Figure 2.8 shows a
histogram of the distances between each pair of objects in the Wine dataset. The blue
color corresponds to the points belonging to the same class, while the green color is
associated with objects belonging to di�erent classes. Figure 2.9 shows the classi�cation
of each object of the Wine dataset. The color of each point represents the class to which
it originally belongs. The points d with the form of a circle are those classi�ed using
a proportion (cl(d) : cl(d) :: cl(d) : cl(d)) , while the points with the form of a star are
those classi�ed with the pattern (cl(a) : cl(a) :: cl(c) : cl(d).
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Figure 2.7: Results of an Analogical Classi�er over the wine dataset

(i) 62 51 74 54 63 57 59 47 47 64
(ii) 62 51 74 54 63 57 59 47 47 64
(iii) 0 0 0 0 0 0 0 0 0 0
(iv) 2 1 1 3 1 1 2 3 3 6
(v) 2 1 1 3 1 1 2 3 3 6
(vi) 0 0 0 0 0 0 0 0 0 0

Figure 2.8: Histogram of the Distances between pairs of objects of the wine dataset. The
horizontal axis indicates the distance between each couple of objects, and the vertical
axis indicates the numbers of couples in each range of distance.

Our conclusion is that we can obtain the same results as this classi�er just by assign-
ing to d the class of its closest elementc. We would like to point out that our concerns
are limited to datasets for which the classes are well separated. We recall that when we
talk about well separated classes, we mean that the distance between objects belonging
to the same class are always (or usually) smaller than the distances between objects
belonging to di�erent classes. The behavior of analogical classi�cation when the classes
of a considered dataset are not well separated is a subject of future study.

However, our concerns are not limited to analogical classi�ers based on an approach
such as that by Prade et al. The processing of Fadana (concerning the generation of
triples) raises some questions too: (i) how many of the triples generated by this algo-
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Figure 2.9: Classi�cation of the wine dataset

rithm are unnecessary, and (ii) can the answer provided by a triple be obtained by a
more simple procedure?

Let us see if one can reduce the number of triples generated by Fadana. Let us �rst
study the processing performed byFadana in order to eliminate the redundant triples.
Generally, when one is performing a classi�cation process, one aims to �nd the class
of every unlabeled objectd. In the context of the Cancer dataset, these classes are of
the type has canceror has not cancerand so are treated as Boolean data. If we have
selected a triple of objects(a; b; c) in order to �nd the class of an object d, the equation
(cl(a) : cl(b) :: cl(c) : cl(d)) (where cl(i ) represents the class ofi ) has to be solvable. As
each class represents a category, to �nd the class of an object by means of an analogical
proportion is equivalent to solving a Boolean analogical proportion equation. Thus, the
following patterns are those that can provide an answer (remember from Section 2.5.1.1
that a Boolean analogical equation(cl(a) : cl(b) :: cl(c)) : cl(x)) has a solution if and
only if cl(a) � cl(b) _ cl(a) � cl(c)):

ˆ cl(a) : cl(a) :: cl(a) : cl(x)

ˆ cl(a) : cl(a) :: cl(b) : cl(x)

ˆ cl(a) : cl(b) :: cl(a) : cl(x)
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But thanks to the central permutation property, (cl(a) : cl(b) :: cl(a) : cl(b)) �
(cl(a) : cl(a) :: cl(b) : cl(b)). As these two patterns are equivalent and provide the same
answer, we can drop one of them. Thus, when generating the triples aiming to classify
an object, we already know that there is one type of them that can be avoided. In order
to see how many of these unnecessary triples can be generated with Fadana, we created
a synthetic dataset containing 300 points. These points belong to two di�erent classes.
A plot of this dataset is shown in Figure 2.10.

Figure 2.10: Syntethic dataset with two separated classes

We used 22 randomly chosen elements to form our training set. We then obtained
7000 di�erent triples. The distribution of these triples among the di�erent classes is the
following:

(cl(a); cl(a); cl(a)) = 2520

(cl(a); cl(a); cl(b)) = 2240

(cl(a); cl(b); cl(a)) = 2240

where each of the triples following the patternabacan be obtained by applying the cen-
tral permutation property to one of the triples from aab. It means that (2240/7000)*100
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= 32% of these triples are unnecesary and thus can be dropped, as indicated in [BMD07a].

This is what happens when we are dealing with datasets with only two classes.
When one is handling a dataset with more than two classes, there are other kinds of
triples that are unnecessarily generated, and are not eliminated by Fadana. When
we say that a triple is unnecessarily generated, we mean it cannot provide any an-
swer for the class of an element to be classi�ed. These are the triples of the type
(cl(a); cl(b); cl(c)) , where cl(a), cl(b), and cl(c) represent three di�erent classes. The
triples of the type (cl(a); cl(b); cl(c)) do not make it possible to determine a valuecl(x)
such that (cl(a) : cl(b) :: cl(c) : cl(x)) holds. For instance, if we are dealing with data
about people belonging to three di�erent classes, young , adult, and old, there is no
solution for the equation (young : adult :: old : x). Remember that categorical values
are treated as Boolean values, and then the equation(a : b :: c : x) has no solution
from a Boolean point of view. We would need some external information, such as the
distance between labels, in order to solve this kind of equation.

We have to consider also the triples of the type(cl(a); cl(b); cl(b)). Let us point out
that these triples do not have a solution from an analogical point of view (in fact, they
correspond to what Prade et al. de�ne as paralogy [PR09a]). In a Boolean context,
a triple (cl(a); cl(b); cl(b)) would be represented as(0; 1; 1). If we aim to �nd a fourth
Boolean valuecl(x) such that (0 : 1 :: 1 : cl(x)) holds, we know that there is no possible
answer. More precisely(1 : 0 :: 0 : 1) = 0.

Let us see how many unnecessary triples are generated with a synthetic dataset.
In this case, we generated a dataset with 300 bi-dimensional points, separated in three
classes. A plot of this dataset is shown in Figure 2.11.

With a training set of 25 points (10 points belonging to the class in red, 5 to the
class in blue, and 10 to the class in green), 10700 triples are generated, after discarding
the redundant ones. These triples are distributed according to the following patterns:

ˆ (cl(a); cl(a); cl(a)): 1500

ˆ (cl(a); cl(a); cl(b)): 3100

ˆ (cl(a); cl(b); cl(c)) : 3000

ˆ (cl(a); cl(b); cl(b)): 3100

From the generated triples, those following the patterns(cl(a); cl(b); cl(c)) and
(cl(a); cl(b); cl(b)) are not useful. These triples correspond to 57 % of the total. None
of these triples will be used to compute the class of an unlabeled elementx, but Fadana
does not avoid the computation of the Analogical Dissimilarity between each of these
triples and x.
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Figure 2.11: Synthetic dataset with three separated classes

Obviously, the higher the number of classes, the higher the percentage of triples of
the type (cl(a); cl(b); cl(c)) and (cl(a); cl(b); cl(b)) are generated. Let us see the case of
a dataset containing 5 classes. With a training set of 25 points (2 from the �rst class, 8
from the second, 4 from the third, 7 from the fourth and 4 from the �fth), the following
distribution of triples is generated:

ˆ (cl(a); cl(a); cl(a)): 594

ˆ (cl(a); cl(a); cl(b)): 2258

ˆ (cl(a); cl(b); cl(c)) : 6442

ˆ (cl(a); cl(b); cl(b)): 2258

This time the unnecessary triples correspond to 75% of the total.

Now that we have eliminated the unnecessary triples, we have left two types of them,
the ones with the pattern (cl(a); cl(a); cl(a)) and those with the pattern (cl(a); cl(a); cl(b)).
However, if we want to �nd the class of an objectx, i.e., cl(x), we can use the pattern
(cl(a); cl(a); cl(a)) if and only if cl(x) = a (the pattern (1 : 1 :: 1 : 0) does not hold),
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and the pattern (cl(a); cl(a); cl(b)) i� cl(x) = b(the pattern (1 : 1 :: 0 : 1)does not hold).

In order to use a triple (cl(a); cl(a); cl(a)) to classify x, we just need to �nd the three
objects the closest tox. In the case of the synthetic datasets used, as the points of the
classes are well separated, the 3 closest points to any objectx will belong to the same
class asx, and then (cl(a) : cl(a) :: cl(a) : cl(x)) is solvable.

In order to use the triple (cl(a); cl(a); cl(b)) to classify x, we need an object in the
same class asx (the object with classcl(b) in the triple), and two other objects belonging
to a classcl(a) di�erent from cl(b).

2.7.3 Summary of this Section

In this section we showed how the methods aimed to perform analogical classi�cation
may perform an unncessary treatment of data. When processing datasets with sepa-
rated classes, the result of some methods may be similar to that of a k-nn method.
This fact seems revealing, knowing the complexity of a method performing analogical
classi�cation is usually O(n3), while that of k-nn is O(n2), where n is the number of
objects to classify. The aim of the information provided in this section is not to claim
that analogical classi�cation is uninteresting, but to show that the complexity of its
processing might be reduced in some cases. The study of the procesing of analogical
classi�cation when treating data with scrambled classes is something that has yet to be
studied.

2.8 Summary and Conclusion

The objective of this chapter was to study the imputation of missing values in a database
using analogical proportions. We provided a state of the art about the most known
methods dealing with this kind of problem. Then, we presented an approach based on
analogical proportions, and we compared the accuracy of our approach with some of
the methods from the literature. At the end of this chapter, we analyzed the behavior
of some analogical classi�cation methods.

In Section 2.3, we provided a litterature about missing values. We mentioned the
most recognized types of missing values, and then we provided an ovierview of methods
handling this kind of situation. Some of them are based on classi�cation trees, others
on association rules, and others on a statistical analysis of the data.

In Section 2.4, we provided the basic notions of analogical proportions in the nu-
merical case. First, we gave the formulas that correspond to a crisp view of analogical
proportions. Then, we gave some other formulas which allow to know the degree to
which four numerical values validate an analogical proportion. Then, we provided some
desirables properties an analogical proportion should validate, and we analyzed the pre-
vious formulas in terms of our goals. Finally, we proposed a modi�cation of some of
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those formulas in order to satisfy the desired properties we introduced.

In Section 2.5, we studied how to impute missing values using analogical propor-
tions. Our proposal is to modify an classi�cation algorithm, Fadana in this case. For
doing so, we provided the formulas allowing to solve an analogical equation. Finally, we
provided the results obtained and compared them to some of the methods introduced in
the litterature about missing values. Even though our approach does not perform a sta-
tistical analysis of data, such as distribution of data or correlation between attributes,
the results obtained using analogical proportions may be considered to be similar to
some of the well-known methods from the literature.

In Section 2.7, we provided an analysis of the processing of methods aimed at perform
analogical classi�cation. First, we showed how some kinds of analogical proportion
perform better than the others, and we discussed an algorithm we proposed which
takes pro�t of this situation with the aim of reducing the size of the training set. Then,
we showed that in some cases, analogical classi�cation methods perform a processing of
data similar to that of k-nn.



80 chapter 2



Chapter 3

M ining and Querying Analogical
Proportions

3.1 Introduction

In this chapter, we are interested in exploiting the notion of analogical proportion in
the setting of relational databases for mining combinations of four tuples bound by an
analogical relationship. Analogical proportions naturally capture the notion of paral-
lels between four entities. These parallels are of a major importance as they model
reproducible transformations from one entity to another. In the particular case where
temporal dimension comes into play, they make it possible to model for instance societal
changes or parallels between trajectories of moving objects. In this chapter, we focus
on the problem of discovering parallels (here sometimes called di�erentiation vectors or
ratios) that correspond to analogical proportions between pairs of tuples occurring in a
relation. We focus on the case of relations including numerical values.

In Section 3.1, we introduce the modelling of analogical proportions. In Section 3.2,
we introduce the problem of mining exact and approximate analogical proportions from
a database. We propose the use of some clustering methods in order to extract the most
representative approximate analogical proportions, then we evaluate these methods. In
Section 3.3, we introduce the notion of analogical database queries, and we propose
some strategies for processing each type of them. We �nish the latter section with an
evaluation of the proposed strategies .

Modelling of Analogical Proportions in a Database Context In this Section,
we introduce the concept of analogical proportions in a database, in the Boolean and nu-
merical case. We introduce the notion of exact analogical proportions, which is extended
to the notion of approximate analogical proportions. The reason why we introduce a
new interpretation of analogical proportion (in comparison to the formulas introduced
in Chapter 2), is that they satisfy properties such as identity of indiscernibles, symme-
try, and triangle inequality, which allow us to consider them as metrics, and then to

81
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de�ne clusters based on analogical proportions

3.1.1 De�nitions of Analogical proportions in an n-dimensional space

Let us �rst give a de�nition of analogical proportion based on a geometric point of view,
already considered by several authors, see, e.g., [MBD08b, Lep14].

De�nition 2. Analogical proportion: A Geometric de�nition
Let D = f D1; : : : ; Dng be a set ofn dimensions andA, B , C and D be four points in

D1 � : : : � Dn . The analogical proportion A : B :: C : D is valid if and only if

��!
AB =

��!
CD

or equivalently,
jj
��!
AB �

��!
CD jj = 0 :

�

The analogical relationship bindingA, B , C, and D can be represented by the vector
��!
AB (or equivalently

��!
CD). Even though this de�nition allows to state that if

��!
AB =

��!
CD

then
�!
AC =

��!
BD , one has to be careful when representing this relation.(A : B :: C : D )

should be represented by
��!
AB (resp.

��!
CD).

�!
AC (resp.

��!
BD ) may be used to represent

(A : C :: B : D ), expressed in that order.

Example 20.
Let us say that the objects A, B , C, and D represent points in ann-dimensional

space. If these points validate an analogical proportion, i.e.,(A : B :: C : D ), then they
form a parallelogram. For example, Figure 3.1 shows the existing analogical proportion
between the pointsA = (1 ; 2), B = (4 ; 4), C = (3 ; 1), and D = (6 ; 3),

One has
��!
AB =

��!
CD = (3 ; 2), as well as

�!
AC =

��!
BD = (2 ; � 1).

�

The modelling of analogical proportions in the setting of relational databases must
comply with the properties of the relational model. Each tuple of a relation is an ele-
ment of the Cartesian product of the active domains of a set of attributesf A1; : : : ; Am g.
One assumes here that the active domains are subsets ofR. Each tuple t may be rep-
resented as ann-dimensional point, denoted by(t1; : : : ; tn ).

Example 21. Let us consider the relation represented in Table 3.1 describing the
properties of di�erent animals. This table represents points in ann-dimensional space,
where the domain of each dimension is Boolean, containing the values1 and 0, that
may represent the valuesTrue or False.
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Figure 3.1: Four points validating an analogical proportion in a bi-dimensional space
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Table 3.1: TheAnimals relation

Points Entity Mammal Equidae Bovine Mother Child
A calf 1 0 1 0 1
B cow 1 0 1 1 0
C foal 1 1 0 0 1
D mare 1 1 0 1 0

One has
��!
AB =

��!
CD = (0 ; 0; 0; 1; � 1) as well as

�!
AC =

��!
BD = (0 ; 1; � 1; 0; 0). Then

the analogical proportion calf : cow :: foal : mare holds, as well ascalf : foal :: cow: mare.

The analogical relationship bindingA, B , C, and D can be represented by the vector
(0; 0; 0; 1; � 1). The analogical relationship bindingA, C, B , and D can be represented
by the vector (0; 1; � 1; 0; 0). Such a modelling allows for discoveringcommon transfers
of properties between two pairs of entities.

�

De�nition 2 straightforwardly satis�es the basic properties of analogical proportions
and the transitivity property. Indeed, when conformity is the equality relationship, the
properties of symmetry, re�exivity and transitivity trivially hold. Moreover, if we as-
sume that A = ha1; : : : ; an i , B = hb1; : : : ; bn i , C = hc1; : : : ; cn i and D = hd1; : : : ; dn i ,
one has (bi � ai = di � ci ) � (ci � ai = di � bi ) and the exchange of the means also
holds.

The transitivity property allows us to de�ne the notion of equivalence class for
analogical proportions. Such an equivalence class groups together pairs of points repre-
senting the same vector, i.e., ratios of the same value.

De�nition 3. Analogical equivalence class
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Let D = f D1; : : : ; Dng be a set ofn dimensions andP = f (x; y) j x; y 2 D1 � : : :� Dn g.
One denotes by[x; y], the analogical equivalence class of(x; y), i.e., the subset of

elements(x0; y0) of P such that �! xy =
��!
x0y0.

Equivalence classes provide a more compact view of the analogical proportions that
exist in an n-dimensional space by highlighting only the corresponding ratios.

Example 22.
Let A, B , C, D , E , F , G, H and I be points de�ned in an n-dimensional space.
Assume that

��!
AB =

��!
CD, and that

��!
GH =

��!
FD =

�!
EI .

One has two analogical equivalence classes[A; B ] = f (A; B ); (C; D)g and
[G; H ] = f (G; H ); (F; D ); (E; I )g that represent the following analogical proportions:

ˆ in [A; B ], A : B :: C : D and then A : C :: B : D

ˆ in [G; H ], G : H :: F : D and then G : F :: H : D ,

ˆ in [G; H ], G : H :: E : I and then G : E :: H : I ,

ˆ in [G; H ], F : D :: E : I and then F : E :: D : I .

Here,
��!
AB and

��!
GH may represent possible ratios or di�erentiation vectors occurring

in data.
�

De�nition 2 is well suited to the setting of relational databases: four tuplestA , tB ,
tC , tD , of a relation are bound by an analogical relationship if and only if

��!
tA tB =

��!
tC tD .

However, strict equality of vectors may be di�cult to obtain when dealing with real-
world datasets.

As done in Chapter 2, in order to make the dimensions commensurable when at-
tributes are de�ned on di�erent domains, we assume that the coordinates of the vectors
are normalized and they belong to the interval[0; 1]. To this aim, each valuev of the
active domain of an attribute is replaced by:

v � min att

maxatt � min att
(3.1)

wheremin att and maxatt denote respectively the minimal value and the maximal value
of the attribute domain.

Example 23.
Let us consider the following relation showing an excerpt of the French Presidential
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Table 3.2: French Presidential election results in2007and 2012(excerpt)
Regions 2007 2012

11 Île-de-France
53 Bretagne

left center right
0.3673 0.2001 0.4327
0.3934 0.2255 0.3811

left center right
0.475 0.0946 0.4303
0.4769 0.1162 0.407

election results in 2007 and 2012, grouped by region, and by political orientation.

In this case, tA and tB (resp. tC and tD ) represent the same entity, but observed
at di�erent times: tA (resp. tC ) represents region11 (resp. 53) in 2007while tB (resp.
tD ) represents region11 (resp. 53) in 2012. As

��!
tA tB =

��!
tC tD . One could say that tA is

to tB as tC is to tD as the two regions11 and 53 have undergone the same trends in
voting. Indeed, one can observe an absolute increase of about ten percent for left-wing
votes, a decrease of about ten percent for center votes for the two regions and an almost
stagnation for right-wing vote. However, De�nition 2 is too rigid to capture such a
situation.

�

It is then necessary to make De�nition 2 more �exible by relaxing the equality rela-
tionship between the two vectors involved in an analogical relationship. One needs to
assess the �distortion� between two vectors, i.e., the extent to whichjj

��!
tA tB �

��!
tC tD jj is

close to0.

Several strategies may be used to assess the extent to whichjj
��!
tA tB �

��!
tC tD jj is close

to 0. Di�erent norms may be used, such as the Minkowsky norm (p-norm) that gives
the length of the �correction vector� that allows to switch from

��!
tA tB to

��!
tC tD , or, the

in�nity norm that gives the maximal coordinate value of this correction vector.

De�nition 4. Analogical distorsion based on the in�nity norm Let tA , tB , tC ,
and tD four n-uples and�! u =

��!
tA tB , �! v =

��!
tC tD . The analogical distorsion of�! u and �! v

based on the in�nity norm is de�ned as :

ad1 (
��!
tA tB ;

��!
tC tD ) = ad1 (�! u ; �! v ) = max i2f 1;:::;n gjui � vi j

De�nition 5. Analogical distorsion based on the p-norm Let tA , tB , tC , and tD

four n-uples, �! u =
��!
tA tB , �! v =

��!
tC tD , and p a norm. The analogical distorsion of�! u and

�! v based on thep-norm is de�ned as :

adp(
��!
tA tB ;

��!
tC tD ) = adp(�! u ; �! v ) = (

X

i2f 1;:::;n g

jui � vi jp)1=p
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In all cases, the closer the distorsion is to0, the closer the two vectors are and the
more the analogical proportion is valid.

Such de�nitions of analogy satisfy the basic properties of analogical proportions.
Identity and symmetry trivially hold. Exchange of the means also holds as the state-
ment ad(

��!
AB;

��!
CD) = ad(

�!
AC;

��!
BD ) is true for all norm. Indeed, one has for all i ,

((bi � ai ) � (di � ci )) = (( ci � ai ) � (di � bi )) . As the de�nition of ad(�! u ; �! v ) relies
on a norm, the de�nition of distortion also satis�es the non-negativity, identity of in-
discernible and triangular inequality properties.

With such a gradual view of analogical proportion, it is not possible to get a proper
de�nition of equivalence classes due to the lack of a transitivity property. However, as
mentionned in the introduction of this section, the previous properties makes it possible
to de�ne clusters based on analogical proportions, sincead is a metric.

3.2 Mining Analogical Proportions and Ratios

In this section, we study how to mine the analogical proportions present in a database,
in the context of De�nitions 2, 3, 4, and 5, introduced in the last section. In Section
3.2.1, We show how this problem is similar to the problem of extracting all the maximal
cliques from a graph, making it an NP-hard problem. In Section 3.2.2 we introduce
anoother approach, that aims to mine the analogical proportions existing in a database
by means of a clustering method. We �rst explain how one can get all the exact ana-
logical proportions from a database. We then propose the use of a clustering method
to extract the approximate analogical proportions. We �rst evaluate the advantages
and disadvantages of thek-means method concerning our problem. We then propose
a modi�cation of this method in order to apply it to our problem. We also propose
the use of a grid-based clustering method in order to extract the analogical proportions
from a database. Finally, we compare the proposed approaches.

Given a relation schemaS = ( A1; : : : ; Am ) and a relation r de�ned on S, the
discovery of analogical proportions may take di�erent forms (according to the number
of variables and constants in the analogical pattern considered). In the following, we
focus on the problem of mining analogical combinations of four tuples overS, formally
de�ned as follows (Section 3.1.1 and Section 3.1.1):

Problem 1. Mining exact analogical proportions
Let us denote by r a relation of schemaS = ( A1; : : : ; Am ). Mining exact analogical

proportions amounts to �nding:

S1(r ) = f �! u ; �! v j �! u ; �! v 2 S2 ^ ad(�! u ; �! v ) = 0 g
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Example 24.
Using the relation represented in Table 3.1 (page 83), one gets:

S1(animals) = fhcalf; cow; foal; marei ; hcalf; foal; cow; marei ;

hfoal; mare; calf; cowi ; hfoal; calf; mare; cowig

The four discovered proportions are equivalent as they can be deduced from the �rst
one by using the exchange of the means and symmetry properties.�

Problem 2. Mining approximate analogical proportions
Let us denote by r a relation of schemaS = ( A1; : : : ; Am ). Mining approximate
analogical proportions amounts to �nding:
S�

1(r ) = f (�! u ; �! v ) j �! u ; �! v 2 S2 ^ ad(�! u ; �! v ) � � g

Example 25. Consider Table 3.3 below, and suppose that we aim to �nd the approx-
imate analogical proportionsS�

1, where � = 0 :1, and the distorsion between two vectors
is based on the in�nity norm (De�nition 4, page 85).

Table 3.3: Four bi-dimensional tuples
a b

t1 0.8 0.6
t2 0.5 0.7
t3 0.4 0.9
t4 0.6 0.6

Then, the couple of vectors(
��!
t1t2;

��!
t3t4) � where

��!
t1t2 = h� 0:3; 0:1i and

��!
t1t4 = h� 0:2; 0:0i

� is in analogical proportion.
�

Another problem of interest consists in discovering all the parallels emerging from
a dataset. It requires to know the set of vectors that are linked by the same analogical
relationship pairwise. Each vector of such a set can be considered a representative ratio
of the whole set. Retrieving such sets makes it possible to give a more compact view of
the parallels by enumerating only the underlying ratios. This problem is more formally
de�ned as follows:

Problem 3. Mining almost equivalent analogical proportions Let us denote by
r a relation of schemaS = ( A1; : : : ; Am ). Let S0 = f

�!
t i t j jt i ; t j 2 r 2g. Mining ratios in

r amounts to �nding:

S�
2(r ) = f si � S 0 j 8�! u and �! v 2 si ; ad(�! u ; �! v ) � � g

In the particular case where � is set to 0, S�
2 is equivalent to the set of analogical

equivalence classes having at least two elements. In other words to mineS�
2 when � is
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set to 0, is equivalent to mine all the exact analogical proportions.

Example 26.
Using the relation represented in Table 3.3 (page 87), that we calltuples, one gets the
following vectors:
��!
t1t2 = h� 0:3; 0:1i ,

��!
t1t2 = h� 0:4; 0:3i ,

��!
t1t4 = h� 0:2; 0:0i ,

��!
t2t3 = h� 0:1; 0:2i ,

��!
t2t4 = h0:1; � 0:1i , and

��!
t3t4 = h0:2; � 0:3i .

From these vectors, one can get:

S0:2
2 (tuples) = f

��!
t1t2;

��!
t2t3; and

��!
t1t4g

�

When mining approximate analogical proportions, it is not possible to partition the
set of pairs of tuples representing the same vector as the transitivity property is no
longer true. However, it is possible to group together pairs of tuples that almost vali-
date an analogical proportion, that we call hereafter connected analogical proportions.

De�nition 6. Connected analogical proportions Let D = f D1; :::; Dn g be an
n-dimensional set andP = f (x; y) j x; y 2 D1 � ::: � Dn ; x 6=yg. One denotes byC� ,
the subset ofP such that for each pair of couples(x; y) and (x0; y0) 2 C� , (x; y) 6= (x0; y0)

and ad(�! xy;
��!
x0y0) � � .

This de�nition, which is equivalent to Problem 3, can be directly placed in the domain
of graph theory. Let us �rst introduce the notion of a graph, and then see how can one
represent a set of analogical proportions by means of a graph.

3.2.1 Connected Analogical proportions in Terms of a Graph

A graph is a collection of points and lines connecting some (possibly empty) subset of
them. The points of a graph are most commonly known as graph vertices, but may also
be called nodes or simply points. Similarly, the lines connecting the vertices of a graph
are most commonly known as graph edges, but may also be called arcs or lines [Wei16].

Formally, an undirected graph G is a pair (V; E) where V is a set of vertices andE
a set of edges. An edgef u; vg is in E if and only if f u; vg � V and vertex u is adjacent
to vertex v [Pro12].

Analogical Proportions represented by a graph Let us denote byr a relation of
schemaS = ( A1; : : : ; Am ). Let �! u and �! v be vectors2 S2, and let us say that (�! u ; �! v )
validates an analogical proportion ifad(�! u ; �! v ) � � . If we aim to represent this relation
by means of a graph, then�! u and �! v would each be represented by a vertex, and there
would be an edge linking�! u and �! v if and only if ad(�! u ; �! v ) � � .
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Example 27.
Let

�!
A = h0:2; 0:6i ,

�!
B = h0:2; 0:55i ,

�!
C = h0:1; 0:4i ,

�!
D = h0:3; 0:4i and

�!
E =

h0:2; 0:15i be vectors in an-dimensional space. The distances between them, using a
1-norm, are shown in Table 3.4.

Table 3.4: A relation
A B C D

A �
B 0.05 �
C 0.3 0.25 �
D 0.3 0.25 0.2 �
E 0.45 0.4 0.35 0.35

If our aim was to represent the connected analogical proportions of this set (De�ni-
tion 6) by means of a graph, then, with � = 0 :35, the graph representing the connected
vectors would be the one shown in Figure 3.2.

Figure 3.2: Example of analogical proportions represented by means of a graph

A

B

C D

E

Only those pairs of vectors (vertices) with a distance smaller than � are linked by
an edge. For instance, as the distance between the vectors

�!
B and

�!
E is bigger than

� = 0 :35, these two vectors are not linked by an edge in the graph representation.
�

Let us recall the notions of clique and maximal clique [Akk73]: LetG be an undi-
rected graph represented by(V; E), whereV is a set of vertices andE a set of edges. A
clique is a set of verticesC � V such that every pair of vertices inC is adjacent in G.



90 chapter 3

A maximal clique is de�ned as a clique that cannot be contained in other cliques [MS11].

Example 28.
Consider the graph shown in Figure 3.2. The vertex sets(A; B ), (A; B; C ), (B; C; D ),
(A; B; D ), (A; B; C; D ) and (C; D; E ) may represent some of thecliques of this graph:
every pair of vertices taking part in these cliques are adjacent (connected by an edge).
From these sets, only(A; B; C; D ) and (C; D; E ) are maximal cliques, since they are not
subsets of anotherclique. For instance, theclique (A; B; C ) is contained in (A; B; C; D ).

�

Clique as a class of analogical proportions Let C� be a set of connected analog-
ical proportions (De�nition 6). Let G be an undirected graph represented by(V; E),
whereV is a set of vertices andE a set of edges. Each vector�! v from C� is represented
by a vertex in G, and each pair of vectors�! u and �! v from C� is linked by an edge if and
only if ad(�! u ; �! v ) � � (De�nition 3.2.1). Then, every C� is a clique ofG.

In these terms, the problem of mining all the connected analogical proportions is
equivalent to the problem of �nding all the maximal cliques in a graph. Several ap-
proaches exist to perform such a task, such as [MS11] and [BK73]. However, according
to [MS11], any n-vertex graph can have at most3n=3 maximal cliques, and enumerating
all maximal cliques in an graph is a NP-hard problem. Thus, the computational cost is
exponential with respect to the number of vertices of the graph.

Let us now see how to mine each of the items presented in this section.

3.2.2 Computing Analogical Proportions

Let us now see how to compute the analogical proportions existing in a database. In
Section 3.2.2.1, we will see how to compute exact analogical proportions; and in Section
3.2.2.2, we present our approach to compute approximate analogical proportions.

3.2.2.1 Computing exact analogical proportions

A naive approach for computingS�
1(r ) consists in i) enumerating all the pairs of tuples,

ii) computing the distortion between each pair of pairs, and iii) keeping the quadruples
whose distortion value is less than a given threshold� . Its time complexity is � (n4)
in terms of vector comparisons, wheren denotes the number of tuples in the relation
considered.

When conformity is equality, i.e., when� = 0 , Lepage has shown that one can obtain
S0

1(r ) (Problem 1, page 86) by computingS0
2(r ) (Problem 3, page 87) directly [Lep14].

He proposes an algorithm in� (n2) for computing S0
2(r ) in this latter case. His approach

is placed on the context of Sino-Japanese characters. Each character is represented by
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a �gure of 18 � 18 pixels. Lepage represented each character by the number of black
pixels in each line and each column. Using 18 lines and 18 columns, each character is
represented by 36 features. He treated 14,655 characters. Lepage realized that there
are not two characters represented by the same feature vector. These representations
are then given as input to its clustering processing.

The principle of the algorithm is the following. It computes the n(n + 1) =2 vectors
between pairs of tuples and gathers them into a cluster when they lead to the same
di�erentiation vector. It is then easy to generate all the analogical proportions, i.e.
S1(r ), from the clusters, by using properties of analogical proportions. Indeed, the
properties of symmetry and central permutation imply that if (A : B :: C : D ) is vali-
dated, then the following analogical proportions are validated as well:(A : C :: B : D ),
(B : A :: D : C), (B : D :: A : C), (C : A :: D : B ), (C : D :: A : B ), (D : B :: C : A)
and (D : C :: B : A). This approach straightforwardly applies to the computation of
S0

1 (r ) and S0
2(r ) from tuples of a relation.

3.2.2.2 Computing approximate analogical proportions

The idea we advocate is to use a clustering method to tackle Problem 3 (page 87), then
to use its results to approximateS�

2(r ), as it groups together elements that are close to
each other.

We �rst recall the de�nition of a clustering process. Then, we introduce the k-
means method and we analyze how can it be useful for our purpose. We then propose a
modi�cation of this method, and its combination with another method which helps de-
termining the initial cluster centers of a dataset. We also introduce a grid-based method.

Clustering is the process of grouping the data into classes or clusters, so that ob-
jects within a cluster have high similarity in comparison to one another but are very
dissimilar to objects in other clusters. There are di�erent types of clustering methods:
partitioning methods, hierarchical methods, density-based methods, grid-based methods
or model-based methods [HKP11b]. Formally, the clustering structure of a partitioning
method is represented as a set of subsetsC = C1; :::; Ck of S, such that S =

S k
i=1 Ci

and Ci \ Cj = ; for i 6=j [MR05]. We would like to point out that the latter de�nition
corresponds to a crisp partition of the data, where an object can belong to only one
cluster. There exist methods that create a fuzzy partition of the data, where an object
can belong to more than one cluster, and its degree of membership to each cluster is
provided [MIH08].

Let us explain what we require from a clustering algorithm. We recall that our aim
is to mine all the connected analogical proportions existing in a dataset (De�nition 6,
page 88), or at least a large number among them. As seen in Section 3.2.1, each clique
corresponds to a connected set of vectors. Now we aim to represent this connected set of
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vectors in a clustering context. For doing so, we need to introduce the concept of intra-
cluster distance: it is the distance between two objects belonging to the same cluster.
The maximum intra-cluster distance is then the maximal distance existing between all
the pairs of objects belonging to the same cluster.

Cluster based representation of analogical proportions Let us denote by r a
relation of schemaS = ( A1; : : : ; Am ).. Let �! u and �! v be vectors2 S2, and let us say
that (�! u ; �! v ) may represent an analogical proportion ifad(�! u ; �! v ) � � . Let us suppose
that a clustering algorithm has been executed overS2. Let us denote byintra the max-
imal intra-cluster distance of a cluster c. If intra � � , then all the pairs of vectors �! u
and �! v belonging to c are in analogical proportion.

In this experimentation, we tested the k-means algorithm, since it creates a crisp par-
tition of the data, and its objective is to minimize the intra-cluster distances of its
clusters, as explained in the following.

K-means algorithm The k-means algorithm is one of the most known clustering
partitioning methods: given D , a data set ofn objects, andk, the number of clusters to
form, a partitioning algorithm organizes the objects into k groups (k � n), where each
group represents a cluster [HKP11b]. The criterionk-means aims to minimize, named
square-error criterion, is the following:

E =
kX

i=1

X

p2C i

jp � mi j2

where p is the point in space representing a given object; andmi is the mean of the
cluster Ci . The mean of a clusterCi is the mean of the objectsp 2 Ci componentwise.
In other words, what k-means aims to do, is to create clusters with the minimal possible
sum of intra-cluster distances. Thek-means method is described in Algorithm 4 [M+ 67]:

Let us explain Algorithm 4. The k-means algorithm gets as input a datasetD and
an integerk. In line 2 of the algorithm, the function selectRandomSeedsselectsk objects
from D randomly. In Lines 2 to 4, the centroid of each cluster is created from each of
the k selected points in the last step. From lines 6 to 12, each objectx i is assigned
to the cluster cj with the centroid mi that is the closest to x i . From lines 13 to 15,
the centroid of each clustercj is (re)-calculated as the mean of the objects belonging
to cj componentwise. Finally, the set of clusters is returned when the centroids are not
modi�ed at the (re)-calculation steps.

The k-means algorithm has three big drawbacks, with respect to our purpose: (i) it
requires the choice of the number of clusters, i.e.,k, (ii) its initial k medoids, i.e., the
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Algorithm 4 k-means algorithm
Require: k: the number of clusters;D : a data set containingn objects

1: f c1; c2; :::; ck g  selectRandomSeeds(f c1; :::; cn g; k)
2: for k 2 f 1; ::; kg do
3: mk  ck

4: end for
5: repeat
6: for k 2 f 1; :::; kg do
7: wk  fg
8: end for
9: for n 2 f 1; :::; N g do

10: j  argmin j jmk � xn j
11: wj  wj [ xn

12: end for
13: for k 2 f 1; ::; kg do

14: mk  
1

jwk j
P

x2w k

x

15: end for
16: until wi remains unchanged

return w1; :::; wk

cluster centers, are randomly generated (or via a heuristic1); and (iii) it is sensitive to
outliers and it tends to create sparse clusters: every object will be assigned to its closest
cluster independently from how far they are from each other.

Let us now see how can we tackle these problems.

Handling of the initial centroids In order to tackle the problem of the initializa-
tion of the k centroids performed byk-means, we may use the approach proposed by
Chiu in [Chi94]. The objective of this method is to propose the initial cluster centers of
a numerical dataset. The idea behind this approach is that objects with many neigh-
boring objects can be considered as cluster centers. We provide the explanation of this
algorithm in the following.

Consider a datasetD containing n objects f x1; x2; :::; xn g. Each of these objects is
considered as a potential cluster center. The potential of each objectx i to be considered
as a cluster center is de�ned as

Pi =
nX

j =1

e� � kx i � x j k2
(3.2)

1Some approaches choose randomly the �rst cluster center, then they choose the second cluster
center as the farthest object from the �rst cluster center, then the third cluster center is chosen as the
farthest object from the two �rst clusters, and so on.
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where � = 4=a2, and a is a positive constant corresponding to the radius de�ning a
neighborhood: data objects outside this radius have little in�uence on the potential.
The a value representing the neighborhood may correspond to our� value in De�nition
6. The object with the highest potential is selected as the �rst cluster center. The aim
of this formula is that an object with many neighboring data points has a high potential
value.

When an object has been chosen as the �rst cluster center, the potential of all the
other objects is modi�ed. The idea is that the objects near the �rst cluster center will
have a greatly reduced potential, and therefore are unlikely to be selected as the next
cluster center. The potential (to be a cluster center)Pi of the object x i is updated
according to the following equation

Pi = Pi � P �
1 e� � kx i � x �

1 j2 (3.3)

wherex �
1 is the location of the �rst cluster center, P �

1 its potential value, and � = 4=b2,
whereb is a constant de�ned as the neighborhood that will have measurable reductions
in potential. The authors propose to use a value forbequal to1:5� a (from Equation 3.2).

The object with the highest potential after the updating operation is selected as
the next cluster center. Then, the potential of each point is updated according to its
distance to the second cluster center. In general, the potential of each point is reduced
according to the last cluster center obtained: when thek-th cluster center has been ob-
tained, one may replaceP �

1 by P �
k in Equation 3.3 in order to obtain Pi . This operation

is repeated until no more cluster centers can be found. The decision of whether a point
can be considered a cluster center or not, is performed by Algorithm 5.

Let us explain Algorithm 5: an object xk can be considered as a cluster center if
its potential Pk is bigger than �P 1 (line 1 of the Algorithm), where P1 is the potential
of the �rst selected cluster center, and� is a constant value. The authors recommend
to set � = 0:5. If the last condition is not met, and Pk is smaller than � P1 (the
authors recommend� = 0 :15), xk will be rejected as a cluster center (lines 3 and 4 of
the Algorithm). Otherwise, if xk is far enough from all cluster centers (line 7 of the
Algorithm), it can be selected as a cluster center.

Application of Chiu's method to our problem The method proposed by Chiu
may help us determine the initial clusters centers, and also de�ne how many clusters
we may need. If we want to adapt it to the cluster based representation of analogical
proportions (page 92), we may set thea value of Equation 3.2 as� , and then the b value
of Equation 3.3 as1:5� .

One may wonder, however, if Equations 3.2 and 3.3, and Algorithm 5 really com-
ply to our cluster based representation of analogical proportions, introduced in Section
3.2.2.2 (page 92). If we want to obtain clusters allowing us to �nd a set of connected
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Algorithm 5 Stop condition of the Algorithm by Chiu
1: i f Pk > �P 1 t hen
2: Accept xk as a cluster center.
3: else if Pk < � P1 t hen
4: Reject xk as a cluster center and end the clustering process
5: else
6: Let dmin be the shortest distance betweenxk and

all previously found cluster centers

7: if
dmin

a
+

Pk

P1
� 1 t hen

8: Accept xk as a cluster center
9: else

10: Reject xk as a cluster center
11: Pk  0
12: Select the object with the next highest potential

as the newxk and re-test
13: end if
14: end if

analogical proportions C� , setting a and b in terms of � may help us get close to this
aim. Let us recall that Equation 3.2 (page 93) computes the potential ofx i to be a
cluster center in terms of its neighboring objects. The closer a pointx j is to x i , the
more x j makesPi increase. However, as we want clusters with a maximum intra-cluster
distance not bigger than � , if the distance betweenx i and x j is bigger than � , then we
do not want x j to contribute at all to the potential Pi of x i . Thus, Equation 3.2 may
be rede�ned as follows:

Pi =
nX

j =1
jx i � x �

1 k� 2�

e� � kx i � x j k2
(3.4)

Similarly, we may modify Equation 3.3 to meet our goals: letx j be an object already
de�ned as a cluster center, and let us denote its cluster ascj . Then, we would like all
the objects xk such that dist (x j ; xk ) � � to belong to cluster cj . Let x i be another
point whose potential has to be computed. In order to be sure that none of the points
belonging to cj will be close tox i with a distance equal or smaller than� , the distance
betweenx i and x j has to be bigger or equal to2� . If this is the case, the pointx j should
not have any impact over x i . We rede�ne Equation 3.3 in consequence:

Pi =

(
Pi � P �

1 e� � kx i � x �
1 j2 if jx i � x �

1k � 2�

Pi otherwise
(3.5)

Finally, we also modify Algorithm 5. The modi�ed version is shown in Algorithm
6. The essential di�erence between this algorithm and the original, is that this time,
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for an object x i to be considered as a cluster center, its minimal distance to any of the
cluster centers has to be bigger than a factor�� . We propose to use small values for� ,
such as 2, 1, or 0.5.

Algorithm 6 Stop condition of the Algorithm by Chiu (Modi�ed)
1: i f Pk < � P1 t hen
2: Reject xk as a cluster center and end the clustering process
3: return False
4: else
5: Let dmin be the shortest distance betweenxk and

all previously found cluster centers
6: if dmin � �� then
7: reject xk as a cluster center
8: Pk  0
9: else

10: if Pk > �P 1 t hen
11: Accept xk as a cluster center
12: else

13: if
dmin

a
+

Pk

P1
� 1 t hen

14: Accept xk as a cluster center
15: else
16: Reject xk as a cluster center
17: Pk  0
18: Select the object with the next highest potential

as the newxk and re-test
19: end if
20: end if
21: end if
22: end if

Handling the intra-cluster distance in a k-means processing The third draw-
back we mentionned aboutk-means, i.e., the fact that it is sensitive to outliers and it
tends to create sparse clusters, is problematic for our purposes since the cluster based
representation of analogical proportions (introduced in page 92) requires a maximal dis-
tortion � between pairs of vectors to consider that they validate an analogical proportion.
The k-means algorithm does not control the intra-cluster distances of its created clusters.

In order to guarantee that the maximum intra-cluster distance of each cluster is
smaller than � , we can modify Algorithm 4 and add the condition that a point x i can be
added to a cluster with centroid ctj , only if the distance betweenx i and ctj is smaller
than �

2 . This approach is detailed in Algorithm 7.
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Algorithm 7 Clustering Algorithm keeping intra-cluster distance smaller than �
Require: Dataset D : x1; :::; xn ,

Cluster centersPi ; :::; Pk (Output of the Chiu Algorithm)
1: for x i 2 D do
2: Let Pj be the closest centroid tox i

3: if kx i � Pj k � �=2 then
4: Let cj be the cluster with centroid Pj

5: cj  cj [ x i

6: else
7: x i is considered as an outlier
8: end if
9: end for

10: return c1; :::; ck

In summary, we have two versions of thek-means Algorithm: (i) the original (Al-
gorithm 4), and (ii) its variant controlling the intra-cluster distance (Algorithm 7). We
also have two versions of the method by Chiu: (i) the original method, i.e., the one that
uses Equations 3.2 and 3.4, plus Algorithm 5; and (ii) its modi�ed version, i.e., the one
using Equations 3.4 and 3.5, plus Algorithm 6. Let us denote byk-means the version
(i) of the k-means method; by k-means-mod the version (ii) of thek-means methods;
by Chiu the version (i) of the method by Chiu; and �nally, by Chiu-mod the version
(ii) of the method by Chiu. We have then four possible combinations of these methods,
shown below:

ˆ Chiu with k-means

ˆ Chiu-mod with k-means

ˆ Chiu with k-means-mod

ˆ Chiu-mod with k-means-mod

As we have already seen, the �rst two of these combinations do not control the in-
tra-cluster distances of the created clusters. This problem is handled by the last two of
these combinations, but they may consider some points (those whose minimal distance
to every cluster centers is bigger than a value� ) as outliers. We recall that the objective
of this section is to obtain all the connected analogical proportions in a dataset, or at
least a big number among them. In order to simultaneously control the intra-cluster
distances of the created clusters, and to not discard any object belonging to a dataset,
i.e., to consider it as an outlier, we have considered the use of a grid-based clustering
algorithm, explained hereafter.



98 chapter 3

A grid-based clustering In order to tackle the problems raised by the partition clus-
tering algorithms, we propose to cluster our objects using a grid-clustering algorithm.
Grid-based methods partition the data space into a �nite number of cells to form a grid
structure and then form clusters from the cells in the grid structure [AR13].

Let us explain how our approach works. Given a value� which can be considered a
cell size, every object may be assigned to its corresponding cell according to� . The cell
to which each object is assigned is determined in the following way: Let us denote by
lv = [ min; max ] the � -range of a certain valuev. The range lv of a value v, according
to a cell size� is determined as follows:

lv =

(
[int ((v=�) � � ); int ((v=�) � � ) + � ] if v � 0

[int ((v=�) � � ) � �; int ((v=�) � � )] if v < 0
(3.6)

For instance, the � -range of 0.45 with � = 0 :1, is [0:4; 0:5]. Each n-dimensional object
x = f x1; :::; xn g, will be assigned to the cell with � -ranges f l1; :::; ln g, where l i is the
� -range of the valuex i

The steps of the processing are shown in Algorithm 8. It receives an initial cell size
� . For each point x i of the dataset, its � -ranges are computed (line 2), and if a cell
with these � -ranges already exists,x i is assigned to it (lines 3 to 5). Otherwise, the cell
is created andx i is assigned to it (lines 6 to 11 of the Algorithm). Usually, the grid-
based methods use a multiresolution grid data structure [HKP11a]. Those grids with
a high density are partitioned, as is the case of the CLIQUE method [AGGR99]. The
method we propose can be considered as a simpler version of a grid-based clustering,
as it uses just one resolution for creating the grids. In fact, it may be considered as a
multi-dimensional index.

Algorithm 8 Grid-based algorithm
Require: Density den, �

1: for each point x i do
2: l  � -ranges(x i )
3: if cell c with range l and precision� exists then
4: c  c [ x i

5: else
6: create c
7: c  x i

8: c:range = l
9: end if

10: end for
11: return Set of clustersci

We are now able to propose an approach that allows to extract analogical propor-
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tions by means of this type of clustering. The following approaches are not so di�erent
the cluster based representation of analogical proportions (page 92). In this case, we
just have to replace the notion of intra-cluster distance by the notion of cell size. Since
this kind of clustering createsm-dimensional cubes, wherem is the number of dimen-
sions of each object from the dataset, the de�nition of analogical proportion depends
on the used norm. In page 99, we de�ne analogical proportions in terms of the in�nity
norm, and analogical proportions in terms of thep-norm. The di�erence resides in the
fact that when using an in�nity norm, the maximal distance between two objects inside
a cell is just the cell size, while when using ap-norm, their maximal distance is the
length of the diagonal connecting one extreme of the grid with the other.

Analogical Proportion in terms of a grid-clustering based on the in�nity
norm Let S be a set of tuples. Let�! u and �! v be vectors2 S2, and let us say that
(�! u ; �! v ) represents an analogical proportion ifad1 (�! u ; �! v ) � � . Let us suppose that a
grid-clustering algorithm has been executed overS. Let us denote bysize the size of a
cell c. If size� � , then all the pairs of vectors�! u and �! v belonging to c are in analogical
proportion.

Analogical Proportion in terms of a grid-clustering based on the p-norm
Let S be a set of tuples. Let�! u and �! v be vectors2 S2, and let us say that (�! u ; �! v )
may represent an analogical proportion ifadp(�! u ; �! v ) � � . Let us suppose that a grid-
clustering algorithm has been executed overS. Let us denote by size the size of a cell
c, and m its number of dimensions. Then, all the pairs of vectors�! u and �! v belonging
to c are in analogical proportion if

(
X

i2f i;:::;m g

sizep)1=p � �

We shall now move to the experimentation aimed to compare the di�erent ap-
proaches introduced in this section.
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3.2.3 Experimentation

The experimentation described hereafter mainly aims to illustrate the proportion of
valid analogical proportions we can obtain from di�erent datasets. What we want is
to represent analogical proportions by means of clusters. We thus want all the pairs of
vectors belonging to the same cluster to be in analogical proportion according to some
degree� that we give as input to the evaluated methods. Additionally, we want these
clusters to contain the maximum possible number of analogical proportions, according
to the valid ones that exist in the dataset. The objective of our experiments is thus to
count the number of analogical proportions we can obtain by each evaluated method,
and the number of obtained false positives, i.e., pairs of vectors belonging to the same
cluster, but not validating an analogical proportion according to some value� .

The approaches we compare are those introduced in the last section, shown below:

ˆ Chiu with k-means

ˆ Chiu-mod with k-means

ˆ Chiu with k-means-mod

ˆ Chiu-mod with k-means-mod

ˆ grid-based method

In the case of the Chiu-mod method, we tested di�erent values of� . Recall from
Algorithm 6 (page 96), that this � value is used for determining whether a cluster center
is accepted or rejected.

We used three di�erent datasets. The �rst of them corresponds to a bi-dimensional
synthetic dataset of randomly generated values. The second corresponds to death causes
in Europe, such as cancer or AIDS, aggregated by country2. The third corresponds to
the �rst round of the French presidential elections in the years 2007 and 20123. Let us
�rst explain what kind of analogical proportion we are looking for in each case.

In the case of the �rst dataset, we consider that each tuple already represents a vec-
tor, and then we want to obtain the pairs of vectors such that their distance is smaller
than a given � value. Our aim in this case is to evaluate how our approach performs
when dealing with random generated data.

For the French Presidential election, we used the percentage of votes for 5 polit-
ical parties (Les verts, National Front, UMP, Lutte ouvrière, and Socialist Party) in
the �rst round of 2007 and 2012. Each vector will thus represent the evolution of a

2http://www.ecosante.fr
3http://www.data.gouv.fr/fr/datasets
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French department, from 2007 to 2012, in terms of votes for each of these parties. For
example, if the votes of the department of Paris for 2007 and 2012 are respectively
h2:56; 0:17; 31:75; 4:58; 35:07i and h4:18; 0:27; 34:83; 6:2; 32:19i , the vector representing
this region will be h1:62; 0:1; 3:08; 1:62; � 2:88i . Analogical proportions will be repre-
sented in this case by the pairs of department expressing the same voting evolution
from 2007 to 2012.

The third dataset contains statistics about the number of deaths (for 100,000 in-
habitants) for each cause retained, but this time aggregated by European country. In
this case, we want to obtain the quadruples of countries(a; b; c; d) such that a is to b as
c is to d regarding the number of deaths due to homicides for males and females. For
instance, if the numbers of deaths for homicide in Greece and Italy were respectively
h2:63; 0:52i and h0:98; 0:35i , the vector representing the di�erence between these two
countries would beh� 1:65; � 0:17i .

The size of the dataset with random data is 200. The size of the dataset related
to the French presidential elections is 122 (number of départements in France). The
third dataset corresponds to 33 European countries, but as we are comparing pairs of
countries, the size of the dataset used in the experiments is(33 � 32) = 1056.

For each dataset, we tested di�erent values of� : 0.1, 0.2, and 0.3. For each method,
we count the number of analogical proportions and false positives obtained from all the
clusters. We use in each case the same notationx=y, where x represents the number of
analogical proportions, andy the number of false positives.

The results related to the deaths dataset are shown in Table 3.5. The total numbers
of valid analogical proportions are 76766, 110838, and 130427, for� values of 0.1, 0.2,
and 0.3 respectively.

Table 3.5: Results for thedeathsdataset
0.1 0.2 0.3

Chiu+ k-means 36476/22808 42279/10195 50180/2104
Chiu-mod+ k-means, � = 0 :5 36018/17919 110838/46242 99460/96
Chiu-mod+ k-means, � = 1 49573/10973 110838/46242 116257/12095
Chiu-mod+ k-means, � = 2 76766/80314 110838/46242 130427/26653

Chiu+ k-means-mod 19694/0 36606/0 37063/0
Chiu-mod+ k-means-mod,� = 0 :5 24281/0 80601/0 97447/0
Chiu-mod+ k-means-mod,� = 1 33011/0 80601/0 104965/0
Chiu-mod+ k-means-mod,� = 2 29191/0 80601/0 103740/0

grid-based method 33161/0 74381/0 102041/0

Let us analyze the case when� = 0:1. Let us �rst analyze the results obtained by
the method combining Chiu-mod and k-means, with a value of 1 for� . It obtained
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a 64% of the total of analogical proportions ((49573/76766)*100). In this case, three
clusters were obtained. In Table 3.6 the centroid of each cluster is exposed.

Table 3.6: Structure used by the cluster-based method
cluster homicides-h homicides-f
0 0.478 0.47
1 0.4 0.367
2 0.58 0.55

Cluster 0 has 219 elements, cluster1 has 150 elements, and cluster2 has 120 elements.
The centroid of cluster 0 represents the vector between the pair of countries (Czech
Republic, Italy); the centroid of cluster 1 represents the vector between the pair of
countries (Spain, Finland); and that of cluster 2 represents the vector between the pair
of countries (Hungary, Portugal). A plot of this clustering is shown in Figure 3.3, where
the black color corresponds to cluster0, the blue color to cluster 1, and the grey color
to cluster 2.

Figure 3.3: Image of the clustering combiningk-means with Chiu-mod over the death
dataset with � = 0 :1

Let us also analyze the results of the grid-based clustering,which among the meth-
ods that did not obtain any false positive, was the one with the highest number of
valid analogical proportions. It obtained a 43% of the total of analogical proportions
((33161/76766)*100). In this case, twenty-nine clusters were obtained. In Table 3.7 the
centroid of the �ve clusters with more elements is exposed.

Cluster 0 has 233 elements, cluster1 has 150 elements, cluster3 has 45 elements,
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Table 3.7: centroid of some clusters obtained by the grid-based method over thedeath
dataset

cluster homicides-h homicides-f
0 0.45 0.45
1 0.55 0.55
3 0.55 0.45
2 0.35 0.35
3 0.15 0.25

cluster 2 has 30 elements, and cluster5 has 17 elements. Let us mention examples of
pairs of countries found in each of these cluster. We can �nd the pair (Belgium, Austria)
in cluster 0, the pair (Italy,Portugal) in cluster 1, the pair (Hungary,Sweeden) in cluster
3, the pair (Spain, Lithuania) in cluster 2, and the pair (Ireland, Norway) in cluster 4.
A plot of this clustering is shown in Figure 3.4. Figure 3.5 shows a zoom of the image
of the same clustering.

Figure 3.4: Image of the grid-based clustering over thedeath dataset with � = 0 :1

Let us move now to the case where� = 0:2. Let us analyze the method combining
Chiu-mod and k-means-mod. It obtained the same results for the values for� of 0.5,
1, and 2. It obtained a 72% of the total of analogical proportions (80601), and 0 false
positives. In this case, just one cluster was obtained. The centroid of this cluster is
represented by the vectorh� 0:02; � 0:01i , which represents the vector between the pair
of countries (Italy, Liechtenstein). A plot of this clustering is shown in Figure 3.6, where
the circles corresponds to the elements that were clusterized, and the� symbol to the
elements considered as outliers.
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Figure 3.5: Zoom of the image of the grid-based clustering over thedeath dataset with
� = 0 :1

Figure 3.6: Image of the clustering combiningk-means-mod with Chiu-mod over the
death dataset with � = 0 :2

The fact that this method implements the modi�ed version of the algorithm by
Chiu in order to �nd the cluster centers (Algorithm 6, page 96), the distribution of this
dataset, and the high value for� (0.2), cause this approach to obtain only one cluster.
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As shown in Figure 3.6, the created cluster is placed in the center of the dataset, where
one can �nd a high proportion of points. Away from the center of this dataset, there
are few points, and so the probability of one of those points to obtain a potential value
highly enough to be considered as a cluster center (in the terms of Chiu), is low.

The results related to the French Presidential elections are shown in Table 3.8. The
total number of analogical proportions are 1080, 3184, and 4135, for� values of 0.1, 0.2,
and 0.3 respectively.

Table 3.8: Presidential Elections
0.1 0.2 0.3

Chiu+ k-means 236/253 1262/314 2081/393
Chiu-mod+ k-means, � = 0 :5 399/382 1547/589 2551/529
Chiu-mod+ k-means, � = 1 572/516 2453/979 3271/385
Chiu-mod+ k-means, � = 2 1080/4485 3184/2381 4135/1430

Chiu+ k-means-mod 87/0 733/0 1491/0
Chiu-mod+ k-means-mod,� = 0 :5 148/0 975/0 1987/0
Chiu-mod+ k-means-mod,� = 1 126/0 1045/0 2551/0
Chiu-mod+ k-means-mod,� = 2 78/0 990/0 2485/0

grid-based method 89/0 255/0 2073/0

Let us analyze the results obtained by the method combining Chiu-mod and k-means
with a � value of 1 when� = 0 :1. In this case, a 53% of the analogical proportions were
obtained ((572/516)*100). Six clusters were obtained. In Table 3.9 the centroid of each
cluster is exposed.

Table 3.9: Centroids of the clustering performed by the combinations ofChiu-mod and
k-meansover the presidential dataset. The columncluster makes reference to the id. of
each cluster. The columnsLV, NF, UMP, LO, and SP show the values of each centroid
for the parties named Les Verts, National Front , Lutte Ouvrière, and Socialist Party,
respectively.

cluster LV NF UMP LO SP
0 0.75 0.645 0.43 0.8 0.4
1 0.76 0.63 0.44 0.9 0.38
2 0.8 0.67 0.44 0.64 0.47
3 0.68 0.67 0.37 0.68 0.43
4 0.61 0.65 0.36 0.96 0.37
5 0.72 0.63 0.33 0.827 0.39

The cluster 0 has 30 elements; the cluster1, 11; the cluster 2, 28; the cluster 3, 16;
the cluster 4, 11; and the cluster5, 10. The centroid of the clusters0, 1, 2, 3, 4, and 5
represent respectively the french departments Savoie, Aube, Nievre, Loire, Vienne, and
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Hautes Alpes. The plot of the clustering is shown in Figure 3.7.

Figure 3.7: clustering of thepresidential elections dataset when combining theChiu-
mod method (with � = 0 :5) and the k-means-modmethod. The elements belonging to
clusters 0, 1, 2, 3, 4, and 5 are represented by the colorsblack, blue, grey, green, purple,
and yellow, respectively.

The results related to the synthetic dataset are shown in Table 3.10. The total num-
ber of analogical proportions are 695, 2569, and 5130, for� values of 0.1, 0.2, and 0.3
respectively. We can observe that for the three values of� , the best results are obtained
by the method combining Chiu-mod and the k-means method. In Figure 3.8, we can
observe the clustering performed by the grid-based method over the synthetic dataset
with � = 0 :2. Each cluster is represented by a color.

Table 3.10: Results for the synthetic dataset
0.1 0.2 0.3

Chiu+ k-means 519/1232 1187/350 2205/219
Chiu-mod+ k-means, � = 0 :5 519/1232 1178/306 2029/96
Chiu-mod+ k-means, � = 1 538/1247 1521/414 2767/697
Chiu-mod+ k-means, � = 2 597/1232 1837/1656 5130/14571

Chiu+ k-means-mod 65/0 398/0 1023/0
Chiu-mod+ k-means-mod,� = 0 :5 65/0 433/0 1062/0
Chiu-mod+ k-means-mod,� = 1 65/0 386/0 1045/0
Chiu-mod+ k-means-mod,� = 2 53/0 238/0 325/0

grid-based method 193/0 782/0 1515/0

In summary, the methods that provide the largest number of analogical proportions are
those combining the modi�cation of the method by Chiu, and the modi�cation of the
k-means methods. With a crisp clustering method such ask-means, it is not plausible
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Figure 3.8: Image of thegrid-basedclustering over the synthetic dataset with � = 0 :2

to obtain all the analogical proportions existing in a dataset. There can always be
pairs of vectors belonging to di�erent clusters, but validating an analogical proportion.
However, The use of the method by Chiu allowed us to detect the most representative
vectors. The representation of each obtained cluster by means of its medoid allows us
to show the tendencies of the dataset.

From the introduced clustering methods in this section, the only one that does not
generate any outliers is the grid-based method. Even though this method does not allow
us to detect the most representative elements (or vectors) of a dataset, the fact that
it does not generate any outliers will be essential for the works presented in the next
section, where we will perform analogical queries. The aim of the analogical queries
is to obtain all elements from a dataset validating an analogical proportion. This is
the reason why we need a clustering algorithm that assigns each element to at least
a cluster. We will provide the di�erent types of analogical queries, and the strategies
proposed to answer each type of query.
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3.3 Analogical Queries

The general idea underlying what we call �analogical queries� is to retrieve from a rela-
tion those tuples that are involved in an analogical proportion. Five kinds of analogical
queries may be thought of:

1. �nd the tuples in analogical proportion on a given setA � of attributes, i.e., �nd
the quadruples(ta; tb; tc; td) such that ta:A � : tb:A � :: tc:A � : td:A � holds with a
validity degree at least equal to a speci�ed threshold�;

2. �nd the tuples that are in analogical proportion with a given tuple ta on a given
set A � of attributes, i.e., �nd the triples (tb; tc; td) such that ta:A � : tb:A � ::
tc:A � : td:A � holds with a validity degree at least equal to a speci�ed threshold�;

3. �nd the pairs of tuples that are in analogical proportion with two given tuples ta

and tb on a given setA � of attributes: in other words, �nd the pairs (tc; td) such
that ta:A � : tb:A � :: tc:A � : td:A � holds with a validity degree at least equal to a
speci�ed threshold �;

4. �nd the tuples that form an analogical proportion with three given tuples ta, tb,
and tc on a given setA � of attributes: in other words, �nd the td's such that
ta:A � : tb:A � :: tc:A � : td:A � holds with a validity degree at least equal to a
speci�ed threshold �;

5. �nd the extent to which an analogical proportion between four given tuples
(ta; tb; tc; td) on a given setA � of attributes is true, i.e., compute 1� ad(

��!
tatb;

�!
tctd)4.

From a syntactic point of view, an analogical query must specify i) the relation con-
cerned and the attributes to be returned; ii) the attributes on which the analogical
proportion must hold; ii) the threshold considered. Hereafter, we use a syntax à la SQL
for expressing the �ve types of queries listed above.

Type 1: find x, y, z, t projected on A �

from r
where (x is to y) as (z is to t) according to A �

with threshold �

where the set of attributes A � is assumed to include a key ofr (in order to identify the
objects that are involved in the analogical proportion) and A � is the set of attributes
on which the analogical proportion must hold.

Type 2: find x, y, z projected on A �

from r
where (x is to y) as (z is to K = k1) according to A �

with threshold �

4This is only valid for the in�nity norm. For the p norm, one has to use1 � ad(
��!
t a t b ;

��!
t c t d )

2� n 1= p
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where K is assumed to be the key of relationr .

Type 3: find x, y projected on A �

from r
where (x is to y) as (K = k1 is to K = k2) according to A �

with threshold �.

Type 4: find x projected on A �

from r
where (x is to K = k1) as (K = k2 is to K = k3)
according to A �

with threshold �.

Type 5: find validity in r
of (K = k1 is to K = k2) as (K = k3 is to K = k4)
according to A � .

In the following subsection, we describe three evaluation strategies suited to analogical
queries. We do not analyze the Type 5 queries since for solving them we just have to
select four tuplesta, tb, tc, and td, and compute 1 � ad(

��!
tatb;

��!
tc; td).

3.3.1 Query Processing

Three strategies are presented hereafter: i) a �naive� one based on nested loops (Sec-
tion 3.3.1.1); ii) a method exploiting classical indexes on some attributes involved in
the analogical proportion targeted (Section 3.3.1.2); iii) a strategy exploiting an index
structure referencing clusters of tuples in analogical proportion (Section 3.3.1.3). In the
following, it is assumed that the attribute values are normalized (cf. Equation 3.1, page
84) and the de�nition of analogical dissimilarity ad is based on the in�nity norm (cf.
Equation 4, page 84). Then, the validity of the analogical proportion(x : y :: z : t) is
de�ned as 1 � ad(�! xy;

�!
zt ) and it belongs to the interval [0; 1]. The more 1 � ad(�! xy;

�!
zt )

is close to 1, the more the analogical proportion is satis�ed. In consequence, our aim is
to obtain all the quadruples of objects such(x; y; z; t ) such that 1 � ad(�! xy;

�!
zt ) � � .

3.3.1.1 Naive Strategies

The naive evaluation strategy relies on sequential scans of the relation, using nested
loops. This kind of queries perform a number of nested loops equal to the number of
variables. The type 1 query, for instance, involves four variables, and then has four
nested loops leading to a complexity in� (n4) where n is the cardinality of the relation
concerned. The algorithms for queries of type 1, 2, 3, and 4 are shown in Algorithm 9,
10, 11, and 12, respectively.
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Algorithm 9 Naive algorithm for type 1 queries
Require: �

1: for each tuple ta of r do
2: for each tuple tb of r do
3: for each tuple tc of r do
4: for each tuple td of r do
5: if 1 � ad(

��!
tatb;

�!
tctd) � � then

6: S := S [ f (ta; tb; tc; td)g
7: end if
8: end for
9: end for

10: end for
11: end for
12: return S

Algorithm 10 Naive algorithm for type 2 queries
Require: ta, �

1: for each tuple tb of r do
2: for each tuple tc of r do
3: for each tuple td of r do
4: if 1 � ad(

��!
tatb;

�!
tctd) � � then

5: S := S [ f (tb; tc; td)g
6: end if
7: end for
8: end for
9: end for

10: return S

Algorithm 11 Naive algorithm for type 3 queries
Require: ta, tb, � S  ; ;

1:

2: for each tuple tc of r do
3: for each tuple td of r do
4: if 1 � ad(

��!
tatb;

�!
tctd) � � then

5: S := S [ f (tc; td)g
6: end if
7: end for
8: end for
9: return S
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Algorithm 12 Naive algorithm for type 4 queries
Require: ta, tb, tc, � S  ; ;

1:

2: for each tuple td of r do
3: if 1 � ad(

��!
tatb;

�!
tctd) � � then

4: S := S [ f (td)g
5: end if
6: end for
7: return S
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3.3.1.2 Classical-Index-Based Strategy

The idea, here, is to exploit a property of the in�nite norm in order to limit the number
of disk accesses. Suppose we have already found a vector

��!
ta; tb, formed from the objects

ta and tb, and we aim to �nd another vector �! xy such that:

ad1 (�! xy;
��!
tatb) � 1 � � (3.7)

where ta (resp. tb) is the tuple whose key is equal tok1 (resp. k2). Let us denote:
��!
tatb = hu1; u2; : : : ; upi . Tuple x (resp. y) is represented byhx1; x2; : : : ; xpi (resp.
hy1; y2; : : : ; ypi ). Thus, �! xy = hy1 � x1; y2 � x2; : : : ; yp � xpi . According to Equation 4
(page 85), we have:

(3:7) , max i2f 1;:::;pgju�
i � (y�

i � x �
i )j � 1 � �

, 8 i 2 f 1; : : : ; pg; ju�
i � (y�

i � x �
i )j � 1 � �:

(3.8)

wherex �
i (resp. u�

i ) represents the normalized value of attributeA i in the tuple x (resp.
u), cf. Formula 3.1. Now, let us consider an attributeAk of domain [min k ; maxk ]. We
have:

(3:7) )
juk � (yk � xk )j
maxk � min k

� 1 � � ) j uk � (yk � xk)j � 1 � � 0 (3.9)

where � 0 = � � (maxk � min k). Then:

(3:7) ) uk � 1 + � 0+ xk � yk � uk + 1 � � 0+ xk : (3.10)

Now, if one is to look for a pair of objects, and one has available an indexI k on at-
tribute Ak , one may improve the processing speed of a query. The idea is to �rst �lter
(using the index) the pairs of tuples so as to retain those which satisfy the analogical
proportion on attribute Ak , then to scan these pairs and check the analogical proportion
on the other attributes from A � . The steps of this processing are shown in Algorithm 13.

If several attributes are indexed, the potential gain is even more important. Let us
denote by Ind the set of attributes for which an index is available. One buildsH3i for
all i such that A i 2 Ind . Then, one computes the intersection of these sets, one accesses
the corresponding pairs of tuples and one checks whether the condition corresponding
to Equation 3.10 holds for the remaining attributes. If so, the pair of tuples is added
to the result.

This algorithm can be directly applied to the naive strategies introduced in Section
3.3.1.1. In the case of the queries of type 1, 2, one just has to get the �rst two tuplesta

and tb, and then apply Algorithm 13 to get tc and td. For instance, the type 1 strategy
using indexes may be as shown in Algorithm 14. In the case of the type 3 queries,
Algorithm 13 may be directly applied since the tuplesta and tb are given as input.
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Algorithm 13 Index-based algorithm for queries of type 1, 2, and 3
Require: ta, tb, �

1: S  ; ;
2: for each entry v of I k do
3: H1k := set of tuple addresses associated withv;
4: for each entry v0 of I k s.t. uk � 1 + � 0+ v � v0 � uk + 1 � � 0+ v do
5: H2k := set of tuple addresses associated withv0;
6: H3k := H3k [ (H1k � H2k);
7: end for
8: end for
9: A �  A � � Ak ;

10: S  f (tc; td) 2 H3k j ad(
�������!
ta:A � tb:A � ;

�������!
tc:A � td:A � ) � 1 � �g ;

11: return S

Algorithm 14 Algorithm for type 1 queries using indexes
Require: �

1: for each tuple ta of r do
2: for each tuple tb of r do
3: Execute Algorithm 13 giving as input ta, tb, and �
4: end for
5: end for
6: return S

In the case of the type 4 queries, since one only has to �nd the last tuple of a pro-
portion, i.e., td, the steps of the processing may be simpler than in the previous cases.
In this case, once one has chosen three tuplesta, tb, and tc, and wants to �nd the last
one td such that these tuples are in analogical proportion, then one may use Algorithm
15 in order to make use of indexes.

Algorithm 15 takes as input the tuples ta, tb, and tc, plus a � value. Let us say we
are treating the attribute A � . Since we know

�������!
ta:A � tb:A � and tc:A � , we can estimate

the range of a valuetd:A � such that 1 � ad(
�������!
ta:A � tb:A � ;

�������!
tc:A � td:A � ) � �. This range is

�������!
ta:A � tb:A � � 1 + � + tc:A � � v0 �

�������!
ta:A � tb:A � + 1 � � + tc:A �



114 chapter 3

Algorithm 15 Index-based algorithm for type 4 queries
Require: ta, tb, tc, �

1: S  ; ;
2: H3k  ; ;
3: for each entry v0 of I k s.t. uk � 1 + � 0+ tc:k � v0 � uk + 1 � � 0+ tc:k do
4: H2k  set of tuple addresses associated withv0;
5: H3k  H3k [ H2k ;
6: end for
7: A �  A � � Ak ;

8: S  f td 2 H3k j ad(
�������!
ta:A � tb:A � ;

�������!
tc:A � td:A � ) � 1 � �g ;

9: return S
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3.3.1.3 Cluster-Based Strategy

In this section, we explain how to exploit the results obtained in Section 3.2.2.2. The
idea is to cluster all the vectors existing in a dataset, and then use the created clusters
to solve the analogical queries.

In order to comply with the requirements introduced in Section 3.3, we have to
assume that it is not plausible that all the pair of vectors �! u and �! v , such that 1 �
ad(�! u ; �! v ) � � belong to the same cluster. We must face the case where�! u and �! v
belong to two di�erent clusters.

Therefore, all the strategies presented in the following obey almost the same prin-
ciple: look for the pairs of vectors belonging to the same cluster and satisfying an
analogical proportion, and then look for the pairs of vectors belonging to di�erent clus-
ters and satisfying an analogical proportion.

Let us explain how we organize the data in order to take pro�t of the created clus-
ters. We propose to have an access to the clusters through a relationClusterTable (see
Table 3.11) whose key is denoted bycid. Each tuple of this relation represents an ele-
ment in the cluster identi�ed by cid.

Table 3.11: TableClusterTable
cid x y
1 rowid1 rowid2
1 rowid5 rowid6
1 rowid4 rowid9
2 rowid1 rowid3
2 rowid7 rowid10
3 rowid6 rowid7

We also assume thepresence of two other tables. The �rst one, namedMax_ad_Table ,
gives the maximum intra-cluster distance inside a cluster, plus its centroid (Shown in
Table 3.12 of schema (cid, intra, a1:::; an ), where n is the number of dimensions). The
second gives the minimal inter-cluster distance between the elements of every pair of
clusters (Table Min_ad_Table of schema (cid1, cid2, min_ad)).

Table 3.12: TableMax_ad_Table
cid intra a1 a2

0 0.2 0.5 0.1
1 0.2 0.3 0.3
3 0.2 0.3 0.5
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Type 1 Queries Let us consider the query, ��nd the quadruples of tuples(ta; tb; tc; td)
that are in analogical proportion with a validity degree at least equal to ��. The di�er-
ent steps of the processing are exposed in Algorithm 16 (page 116). We �rst look inside
each cluster. Letc be the �rst cluster to be checked (line 1 of the algorithm). Then, if
(1 � �) � which corresponds to the maximal dissimilarity value accepted by the user�
is greater than the maximal dissimilarity value associated with the cluster, every pair
of couples of tuples present in the cluster belongs to the answer (lines 3 and 4 of the
algorithm). In the opposite case, the pairs of tuples in the cluster must be �ltered so as
to retain only the satisfactory ones (line 7 of the algorithm). Once we have obtained all
the analogical proportions inside each cluster, we look for the pairs of clustersc1 and c2

such that their minimal inter-cluster distance is equal or smaller than(1 � �) , and we
look for the pairs of couples of objects, one belonging toc1 and the other to c2, with a
distortion smaller than 1 � � (lines 13 to 18 of the Algorithm).

Algorithm 16 Cluster-based algorithm for type 1 queries
Require: �

1: S  fg ;
2: C  selectcid from ClusterTable;
3: for eachc in C do
4: max  = select maxdist from Max_ad_Table where cid = c;
5: if max � 1 � � then
6: selectx; y from ClusterTable where cid = c ;
7: selectc; d from ClusterTable where cid = c and (x; y) 6= (c; d)
8: S  S [ (x; y; c; d);
9: else

10: selectx; y from ClusterTable where cid = c ;
11: selectc; d from ClusterTable where cid = c and

(x; y) 6= (c; d) and ad(x; y; c; d) � 1 � �;
12: S  S [ (x; y; c; d);
13: end if
14: end for
15: C0  (select cid1, cid2 from Min_ad_Table where min_ad � 1 � �);
16: for eachc0 in C0 do
17: selectx; y from ClusterTable where cid = c0:cid1

18: selectc; d from ClusterTable where cid = c0:cid2

and ad(x; y; c; d) � 1 � �;
19: S  S [ (x; y; c; d);
20: end for
21: return S;

Type 2 Queries The di�erent steps of the processing in this case are shown in Algo-
rithm 17. The steps of the processing of the type 2 queries are highly similar to the type
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1 queries. The only di�erence is that in each step, we check if each of the quadruples
added as an answer contains the tupleta (which is given as input) at least once.

Algorithm 17 Cluster-based algorithm for type 2 queries
Require: ta, �

1: S  fg ;
2: C  selectcid from ClusterTable;
3: for eachc in C do
4: max  = select maxdist from Max_ad_Table where cid = c;
5: if max � 1 � � then
6: selectx; y from ClusterTable where cid = c and x = rowid(ta) ;
7: selectc; d from ClusterTable where cid = c and (x; y) 6= (c; d)
8: S  S [ (x; y; c; d);
9: else

10: selectx; y from ClusterTable where cid = c and x = rowid(ta) ;
11: selectc; d from ClusterTable where cid = c and

(x; y) 6= (c; d) and ad(x; y; c; d) � 1 � �;
12: S  S [ (x; y; c; d);
13: end if
14: end for
15: C0  (select cid1, cid2 from Min_ad_Table where min_ad � 1 � �);
16: for eachc0 in C0 do
17: selectx; y from ClusterTable where cid = c0:cid1 and x = rowid(ta)
18: selectc; d from ClusterTable where cid = c0:cid2

and ad(x; y; c; d) � 1 � �;
19: S  S [ (x; y; c; d);
20: selectx; y from ClusterTable where cid = c0:cid2 and x = rowid(ta)
21: selectc; d from ClusterTable where cid = c0:cid1

and ad(x; y; c; d) � 1 � �;
22: S  S [ (x; y; c; d);
23: end for
24: return S;

Type 3 queries We recall that the type 3 queries are of the type ��nd the pairs of
tuples that are in analogical proportion with (ta; tb), with a validity degree at least equal
to � = 0 :3�. In this case, we consider two types of strategies for answering such queries:
the �rst uses the table containing the minimal inter-cluster distance between each pair
of clusters, and the second uses the table containing the maximal intra-cluster distance
inside each cluster plus its centroid.

The �rst strategy is exposed in Algorithm 18 (page 119). It looks for the cluster
c containing the vector formed from the pair of tuples ta and tb, and looks inside this



118 chapter 3

cluster for the pairs of tuples x and y such that the quadruple (ta; tb; x; y) is in ana-
logical proportion (lines 1 to 8 of the Algorithm). Then, it looks for the clusters ci

such that their minimal inter-cluster distance with respect to the �rst cluster, i.e., c is
equal or smaller than1 � �. It then looks inside each cluster ci for the pairs of tuples x
and y validating an analogical proportion with ta and tb (lines 9 to 12 of the Algorithm).

The steps of the processing for the algorithm using the centroids (and the intra-
cluster distance) of each cluster is exposed in Algorithm 19. The search for the ana-
logical proportions inside the clusterc where ta and tb are placed is the same as in the
latter method. The search for the clustersci considered neighbors ofc is based in the
following assumptions:

Some clustering methods allow us also to know the centroid (cluster center) of a given
cluster. Given a cluster cj , knowing its center and its maximal intra-cluster distance
may allow us to know the minimal distance between an objectx i =2 cj and every other
object x j 2 cj . In general, let us say that we consider an objectx i =2 cj and we want to
know if the distorsion betweenx i and any object x j belonging to cj can be smaller than
1� �, i.e., ad(x i ; x j ) � 1 � �. Let us denote by centerj the center of the clustercj , and
by intra its maximal intra-cluster distance. The maximal distance betweencenterj and
any object belonging tocj is then intra

2 . Let ad(x i ; centerj ) be the distance betweenx i

and centerj . The minimal distance possible betweenx i and any object belonging tocj

is then ad(x i ; centerj ) � intra= 2. Then, if ad(x i ; centerj ) � intra= 2 � 1 � �, there is
no object belonging tocj that can be in analogical proportion with x i to a degree� �.
See lines 10 to 13 of Algorithm 19 for the implementation of this idea. After verifying
that the pairs of objects belonging to a clusterc validate the analogical proportion con-
straint, the algorithm looks for the clusters such that their centroid ct and intra-cluster
distance intra validate the following inequality:

ad(ct;
��!
tatb) �

intra
2

� 1 � � (3.11)

Type 4 queries The type 4 queries aim to answer queries of the type �given the
tuples ta, tb, and tc, �nd the tuples td such that the quadruple (ta; tb; tc; td) corresponds
to an analogical proportion with a validity degree at least equal to ��. In this case,
similarly to the type 3 queries, we look for the cluster containing the pair(ta; tb), but
this time, we only complete the �rst pair with pairs containing the tuple tc. Algorithms
20 and 21 show the steps of the processing performed in this case. The �rst uses the
Min_ad_Table table, while the latter corresponds to the case when one knows the
cluster center of each cluster, additionally to its maximal intra-cluster distance.
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Algorithm 18 Cluster-based algorithm for type 3 queries
Require: ta, tb, �

1: c := select cid from ClusterTable
where (x = rowid(ta) and y = rowid(tb))
or (x = rowid(tb) and y = rowid(ta));

2: max := select maxdist from Max_ad_Table where cid = c;
3:

4: if max � 1 � � then
5: S := select x, y from ClusterTable where cid = c;
6: else
7: S := select x, y from ClusterTable

where cid = c and ad(x; y; rowid (ta); rowid(tb)) � 1 � �;
8: end if
9: C := (select cid2 from Min_ad_Table where cid1 = c and min_ad � 1 � �) [

(select cid1 from Min_ad_Table where cid2 = c and min_ad � 1 � �);
10: for each clusterc0 in C do
11: S := S [ (select x, y from ClusterTable

where cid = c0 and ad(x; y; rowid (ta); rowid(tb)) � 1 � �);
12: end for
13: return S

Algorithm 19 Cluster-based algorithm for type 3 queries using centroids
Require: ta, tb, �

1: c  selectcid from ClusterTable where (x = rowid(ta) and y = rowid(tb));
2: max  selectmaxdist from Max_ad_Table where cid = c;
3:

4: if max � 1 � � then
5: S  selectx, y from ClusterTable where cid = c;
6: else
7: S  selectx, y from ClusterTable

where cid = c and ad(x; y; rowid (ta); rowid(tb)) � 1 � �;
8: end if
9:

10: C  (select cid, maxdist from Max_ad_Table where ad(centroid;
��!
tatb) �

intra
2

�

1 � � )
11: for each clusterc0 in C do
12: S  S [ (select x, y from ClusterTable

where cid = c0 and ad(x; y; rowid (ta); rowid(tb)) � 1 � �);
13: end for
14: return S
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Algorithm 20 Cluster-based algorithm for type 4 queries
Require: ta, tb, tc, �

1: c := select cid from ClusterTable
where (x = rowid(ta) and y = rowid(tb))

2: max := select maxdist from Max_ad_Table where cid = c
3: if max � 1 � � then
4: S := select x, y from ClusterTable where cid = c and (x = tc );
5: else
6: S := select x, y from ClusterTable where cid = c

and (x = tc) and ad(x; y; rowid (ta); rowid(tb)) � 1 � �;
7: end if
8: C := (select cid2 from Min_ad_Table where cid1 = c

and min_ad � 1 � �) [
(select cid1 from Min_ad_Table where cid2 = c
and min_ad � 1 � �);

9: for each clusterc0 in C do
10: S := S [ (select x, y from ClusterTable

where cid = c0 and (x = tc)
and ad(x; y; rowid (ta); rowid(tb)) � 1 � �);

11: end for
12: return S

Algorithm 21 Cluster-based algorithm for type 4 queries using centroids
Require: ta, tb, tc, �

1: c := select cid from ClusterTable where (x = rowid(ta) and y = rowid(tb)));
2: max := select maxdist from Max_ad_Table
3: where cid = c and (x = tc or y = tc);
4:

5: if max � 1 � � then
6: S := select x, y from ClusterTable where cid = c and (x = tc or y = tc);
7: else
8: S := select x, y from ClusterTable where cid = c

x = tc and ad(x; y; rowid (ta); rowid(tb)) � 1 � �;
9: end if

10: C  (select cid, maxdist from Max_ad_Table where ad(centroid;
��!
tatb) �

intra
2

�

1 � � )
11: for each clusterc0 in C do
12: S := S [ (select x, y from ClusterTable

where cid = c0 and x = tc

and ad(x; y; rowid (ta); rowid(tb)) � 1 � �);
13: end for
14: return S
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In the next section, we shall evaluate and compared the naive, cluster-based and
index-based approaches introduced in this section. The evaluation will be performed
over a set of queries of type 1, 2, 3, and 4.
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3.3.2 Experimentation

The main objective of the experimentation described hereafter is to assess the respec-
tive performances of the evaluation methods described in the previous section. The
experimentation was carried out using a laptop with an Intel Core i5-2520M CPU @
2.50 GHz, and 4 Gb of RAM. The tests were performed over aPostgreSQLdatabase.
We would like to point out that these experimentations are quite preliminary. They
must be extended to datasets with di�erent data distributions. Additionally, one has
to evaluate the performance of the cluster-based strategies related to the output of dif-
ferent clustering methods.

Concerning the cluster-based method, the data are organized as shown in Table 3.13,
wherevector corresponds to the vector id,cluster indicates the cluster that contains the
vector considered,ta and tb are the extremities of the vector, andx1; : : : ; xn represent
its dimensions (Table 3.13 corresponds to a 2-dimensional case). For instance, the third
line of Table 3.13 expresses that vector 2143, formed from the elements24 and 67,
belongs to cluster 1 and its value for thex1 and x2 dimensions are� 4:2 and � 10:69
respectively. We used this layout concerning the clustering of data in order to allow the
used indexes to access the minimal possible number of tables. TheMin_ad_Table and
Max_ad_Table Tables, introduced in Section 3.3.1.3, are used as well.

Table 3.13: Structure used by the cluster-based method
vector cluster ta tb x1 x2

105 0 1 201 � 2:55 � 0:65
4702 0 64 86 � 4:26 � 0:88
2143 1 24 67 � 4:2 � 10:69
883 1 9 74 0.23 � 15:34
2736 2 31 100 12.54 � 25:89
5452 2 87 100 13.67 � 28:9

In order to optimize query processing, we also de�ned: i) two hash indexes on at-
tributes ta and tb respectively; ii) a hash index on attribute vector; iii) a b-tree index
on the attributes cluster, x1, and x2. iv) a b-tree index on the attributes (cid1, cid2,
mindist) of the Table Min_ad_Table v) a b-tree index on the attributes (intra, a1; :::; an )
of the Max_ad_Table Table.

3.3.2.1 Real-World Dataset

The dataset used contains the votes of the �rst round of the French Presidentials elec-
tions in 20125, aggregated by département. In the experiments described hereafter, we
look for the quadruples of départments satisfying an analogical proportion.

5https://www.data.gouv.fr/fr/datasets/
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We only kept the 6 most voted political parties. An extract of this dataset is shown
in Table 3.14, where vote 1 refers to Les Verts; vote 2 to UMP; vote 3 to the Front de
Gauche; vote 4 to Union pour la Démocratie Française; vote 5 to Debout la République;
and vote 6 to the Parti Socialiste.

Table 3.14: Votes for some departments
Id name vote 1 vote 2 vote 3 vote 4 vote 5 vote 6
8 Ardennes 24.5 24.43 9.28 7.52 1.81 28.93
22 Côtes D'Armor 13.58 23.86 12.2 10.6 1.71 33.02
32 Gers 15.9 24.14 12.06 9.95 1.82 31.86
42 Loire 21.55 25.07 11.18 9.75 2.11 26.46
73 Savoie 18.92 28.61 11.47 9.89 2.11 23.64

For each type of query, we compared our di�erent approaches: the naive strat-
egy (Section 3.3.1.1), that we call hereafternaive; the approach using indexes (Section
3.3.1.2), denoted byCIB ; the cluster-based approach using theMin_ad_Table table,
denoted by cluster (Section 3.3.1.3); and the cluster-based approach using the indexes
mentioned above, denoted bycluster-I. In the case of the queries of type 3 and 4, the
results corresponding to the cluster-based approach making use of the intra-cluster table
are exposed as well. The latter approach is denoted bycentroid, when no index is used,
and centroid-I , when it makes use of indexes.

Concerning the cluster-based method, the chosen clustering approach is the grid-
based method (Algorithm 8, page 98). We used for this algorithm an� value (which
corresponds to the size of the cells) of 0.2. In the case of the queries of type 3 and
4, we used the complete presidential dataset, and thus we obtained 5671 vectors. Our
method obtained 919 clusters from it. Since the complexity of the queries of type 1 and
2 are � (n4) and � (n3) respectively, we used just 30 tuples from the presidential dataset,
obtaining 378 vectors which were separated in 135 clusters by the clustering method.

The results obtained for queries of Type 1, 2, 3, and 4 are shown in Tables 3.15,
3.16, 3.17, and 3.18 respectively. The results correspond to the time (in milliseconds)
taken by each approach to process the corresponding query. The attributeanswers
corresponds to the number of answers obtained in each case.

In the case of type 1 queries, the highest e�ciency is always obtained by the cluster-
based approach. In some cases these results are obtained when making use of indexes.
In this type of query, the number of tuples the cluster-based approach has to evaluate,
when compared with thenaive and CIB methods, is low. Suppose that we are dealing
with a dataset with 100 tuples. In order to solve a type 1 query over this dataset, the
naive query would perform1004 = 100000000evaluations. Suppose that a cluster-based
method was performed over this dataset and that its tuples were divided into 10 clus-
ters. Then the number of evaluations made inside each cluster would be102 = 100.
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Table 3.15: Results obtained for Type 1 queries

� answers naive CIB cluster cluster-I
0.9 1583 184 182 55 49
0.8 12606 269 288 154 157
0.7 30997 475 443 350 376
0.5 61414 946 903 630 623
0.2 71092 1136 1075 665 674

Table 3.16: Results obtained for Type 2 queries

� answers naive CIB cluster cluster-I
0.9 53 26 24 37 36
0.8 196 30 26 51 48
0.7 1193 56 54 76 86
0.5 7389 96 109 94 127
0.2 9835 107 131 131 136

Table 3.17: Results obtained for Type 3 queries

� answers naive CIB cluster cluster-I centroid centroid-I
0.9 196 17 14 77 86 13 16
0.8 1232 26 17 90 85 27 24
0.7 2463 28 24 104 257 39 40
0.5 4174 43 33 579 132 57 62
0.2 5395 47 47 150 156 69 78

Table 3.18: Results obtained for Type 4 queries

� answers naive CIB cluster cluster-I centroid centroid-I
0.9 5 12 13 86 87 15 16
0.8 38 13 12 86 84 23 12
0.7 61 11 12 81 81 19 21
0.5 94 13 12 108 98 29 22
0.2 86 12 12 141 109 45 33

As we have10 clusters, it would mean 1000 evaluations. The number of evaluations
between elements belonging to di�erent cluster would be(102 � (10 � 9=2)) = 45000.
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Then, the total number of evaluations performed by a cluster-based method would be
46000. However, the e�ciency of the cluster-based method is not so far from that of
the naive and CIB methods. We remind that we are using aPostgreSQLdatabase, and
that it is possibly optimized to perform queries such as thenaive one. A perspective
would be to compare the di�erent types of strategies without using aDBMS.

Concerning the type 2 queries, the best results are generally obtained by theCIB
approach, altough the cluster-based approach is the best when� = 0 :5. In the case of
queries of type 3 and 4, the cluster-based approach making use of theMin_ad_Table
table is clearly outperformed by the other approaches. In these cases, thenaive and
CIB approaches generally obtain the best results, although their results are not so far
from the cluster-based approach making use of the intra-cluster distance of clusters.

There are two facts that make the cluster-based approach making use of the intra-
cluster distance of clusters be more e�cient that the cluster-based approach making
use of theMin_ad_Table . First, the Max_ad_Table table has n rows, wheren is the
number of clusters, while the tableMin_ad_Table has n2=2 rows. Second, the cluster-
based approach making use of the intra-cluster distance of clusters has to perform less
evaluations than the strategy using the tableMin_ad_Table , since the former considers
less unnecessary clusters that the latter.

3.4 Summary

In this chapter, we studied the representation and mining of analogical proportions in
a database.

In Section 3.1, we introduced a new interpretation of exact and approximate ana-
logical proportions. We then introduced the problem to be solved, i.e., mining all the
exact and approximate analogical proportions from a database.

In Section 3.2 we provided several solutions to the problem of mining approximate
analogical proportions in a database by means of clustering-based methods. Then, we
overviewed thek-means method and we evaluated how can it be useful for our purpose.
We proposed a modi�cation of the k-means method in order to control its intra-cluster
distances, as well as a combination with the method by Chiu in order to determine the
initial cluster centers. We also proposed a modi�cation of the latter approach in order
to control the distance between the chosen cluster centers. We also introduced the use
of a grid-based clustering approach to �nd the approximate analogical proportions in a
database.

The use of the method by Chiu has been useful to determine the most representa-
tive vectors of a dataset. A modi�cation of this method allowed us to obtain disjoint
clusters which in turn allowed us to get a higher number of analogical proportions. The
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modi�cation we proposed to the k-means method, which controls the maximal intra-
cluster distance of each cluster, allowed us to obtain clusters without any false positives.
However, the latter approach considers some objects as outliers. In order to be able to
cluster all the objects, control the intra-cluster distance of each cluster, and not gener-
ate any outliers, we proposed a grid-based method.

In Section 3.3, we introduced the notion of analogical database queries, and we pro-
posed several strategies in order to compute the answers of 4 types of queries: (i) a naive
strategy based on nested loops, (ii) a method using classical indexes, and (iii) a strategy
based on clusters of vectors. We have to point out that these results are preliminaries.
We still have to evaluate if there are clustering algorithms that are more appropriate to
our problem. Also, it is clear that for certain types of queries (in particular Type 1), the
evaluation strategy does not scale well, which means that some optimisation techniques
have to be devised.

In order to be able to return all the quadruples validating an analogical proportion,
we used a grid-based cluster method since it does not generate any outliers. In terms of
perspectives, one may evaluate if one could optimize the query answering process using
an adaptive clustering method (when a cluster is considered to have a high number of
elements, it is partitioned into several sub-clusters).
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In this thesis, we were interested in the concept of analogical proportions, from its birth
to its application in a database context which, to the best of our knowledge, has never
been done before. In the �rst chapter of this thesis, we provided an overview of the
philosophical roots of analogical proportions, from Euclid to our ages. We considered
several of the de�nitions of analogical proportions philosophers provided through the
ages, and how they were used to explain or justify certain facts, or even as a way of
referring to God, as in the case of the medieval ages. We also studied the use of analogy
in the cognitive science domain, as well as its �rst applications in the context of arti�cial
intelligence. We �nished the �rst chapter by recalling the �rst introduced logical views
of analogical proportions.

In the second chapter, we explored the state of the art of methods aimed to impute
missing values in a dataset. We also evaluated the modi�cation of an analogical clas-
si�cation method to this aim. In order to do so, we studied the formulas that assess
the extent to which four values validate an analogical proportion. We introduced some
desirables properties an analogical proportion should satisfy, and modi�ed some of the
existing formulas in order to meet our goals. Then, we modi�ed an analogy-based clas-
si�cation method in order to be able to impute missing values. Finally, we compared
the results of our method with some of the approaches mentioned in the state of the art
about missing value imputation. The obtained results show that the performances of
our approach is similar to those of the state-of-the-art methods related to missing values.
These results show that an analogy-based classi�cation method can be useful for the
task of missing values imputation. However, it is necessary to develop an analogy-based
method more sophisticated, for instance taking into account the distribution of data.
We also provided a brief state of the art about analogy-based classi�cation methods,
and we studied the behavior of one of them, showing how its results are, in some cases,
similar to those of the k-nearest neighbor method.

In the third chapter, we were interested in mining the analogical proportions ex-
isting in a database. We showed how this problem is equivalent to that of �nding all
the maximal cliques in a graph, which is an NP-hard problem. Then, we proposed the
use of clustering methods in order to overcome this di�culty. First, we considered the
use of thek-means method. We realized that it has two big drawbacks with respect
to our goals: i) its initial cluster centers are randomly generated; and ii) it does not
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control the intra-cluster distance of the clusters it creates. We proposed the use of a
method by Chiu [Chi94] in order to determine the initial cluster centers of a dataset.
This method allowed us to �nd the most representative objects existing in a dataset,
in terms of the density of their neighborhood. We also proposed a modi�cation of the
k-means method in order to control the intra-cluster distance of its clusters. This last
modi�cation considers some elements as outliers if they are not close enough to any of
the cluster centers. Since one of the objectives of this chapter was to represent the max-
imum possible number of valid analogical proportions existing in a dataset by means
of clusters, we adapted the method by Chiu in order to create disjoint clusters. Two
disjoint clusters may allow to cover more elements of a dataset than two intersecting
clusters. Two clusters may be considered asintersecting clustersif at least one element
of a dataset is su�ciently close to the cluster centers of both of them. We also proposed
the use of a grid-based structure that allowed us to control the intra-cluster distances
of its clusters, and that does not generate any outliers. Not generating any outliers is
important for the next task dealt with in this chapter, which is about analogical queries.

The aim of analogical queries is to extract all the quadruples of tuples validating
an analogical proportions to a given degree. Di�erent types of analogical queries were
introduced, depending on the number of variables given as input. For instance in the
case of type 3 queries, one gives as input two tuplesa and bplus a threshold�, and want
to �nd all the couples c and d such that the quadruple (a; b; c; d) validates an analogical
proportion with at least a degree �. Several strategies were proposed for solving each
type of queries, making use of nested loops, classical database indexes, or the output of
a clustering algorithm. Experimental results comparing the e�ciency of these strategies
over each type of query were provided.

Perspectives

To the best of our knowledge, this is the �rst thesis dealing with analogical proportions
in a database context. The results presented in this document can then be considered
as preliminary, and thus have a big potential for improvement. We organize the per-
spectives related to our work along three axis. The �rst one is about the evaluation
of state-of-the-art analogy-based classi�cation methods in the context of missing values
imputation. The second concerns optimizations of the approach presented in this thesis
related to the mining of analogical proportion by means of a clustering method. The
third one is related to the mining of analogical proportions by making use of a seman-
tically richer database model.

Analogical Prediction of Null Values

A �rst perspective concerns a more thorough evaluation of the methods introduced in
the state-of-the-art of analogy-based classi�cation methods, relatively to the task of
missing values imputation. Let us recall that most of these methods were proposed
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simultaneously to this thesis, which explain why we could not take them as a basis
to our missing value imputation approach. One could then determine in which cases
their results can be similar or not. This evaluation would be useful to evaluate the
results of analogy-based classi�cation methods with respect to di�erent distributions of
data. The results may lead to a better understanding of how these methods work, and
then to develop a more sophisticated analogy-based method for imputing missing values.

Mining Analogical Proportions by means of a clustering method

In the context of the mining of analogical proportions from a dataset, we remind that
we proposed to make use of clustering algorithms in order to extract the most represen-
tative analogical proportions from a database, and also to extract the largest possible
proportion from them. We evaluated the use of thek-means method, and of a simple
grid-based clustering method. It would be interesting to consider more sophisticated
grid-based clustering methods such as CLIQUE [AGGR98], which produces a multi-
resolution grid data structure. When a cluster is considered to have a high density, it is
partitioned into several sub-clusters. In the context of analogical queries, the clusters
created by a method such as CLIQUE, when answering a query, may allow us to evalu-
ate less unnecessary tuples from a dataset (since the created clusters would be relatively
small) in comparison with the simpler grid-based clustering method used in this thesis.
This could enable a faster processing of each query. However, there would be a price to
pay: the query evaluation algorithms would then be more complex.

In the context of the analogical queries, a major challenge is to be able to deal with
massive data. In that case, one would have to devise methods for making these queries
scalable, specially in the case of type 1 queries, which have a complexityO(n4), where
n is the number of tuples. An idea would be to investigate the possibility for parallel
processing. Let us for instance consider the case of the cluster-based strategy: these
queries �rst look for the analogical proportions existing inside each cluster, and then
for the analogical proportions existing between each pair of clusters. Let us assume
that the data were partitioned in c clusters, and that we have availablep di�erent pro-
cessors for solving the query. Then, when looking for the analogical proportions inside
each cluster, one could assign to each processor the task of looking for analogical pro-
portions for a number of c=p clusters. The philosophy is similar when looking for the
analogical proportions existing between each pair of clusters. In this case, the number
of pairs of clusters to be analyzed is(c � c � 1)=2. One processor may be assigned in
this case the task of looking for analogical proportions for(c� c� 1)=2� p pairs of clusters.

Another perspective is to evaluate if we can extract the analogical proportions exi-
sisting in a database by means of a clustering algorithm, but performing the clustering
process over the tuples and not over the vectors formed from each pair of tuples. In
that case, we may have to evaluate which are the properties (e.g., intra-cluster or inter-
cluster distances) of the created clusters that would allow us to determine whether a
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quadruple of tuples belonging to the same cluster or not may satisfy an analogical pro-
portion. Such an approach may allow us to improve the e�ciency of analogical queries.

Mining Analogical Proportions in the Context of Semantic Data

A more ambitious perspective consists in considering a database model that is seman-
tically richer than the relational one. In particular, it would be interesting to study the
retrieval of analogical proportions in the context of the RDF model [KC06]. If we know
the relation between each pair of concepts, we may be able to extract representative
analogical proportions from a dataset. In that case, one would have two consider in
which cases four concepts may be considered to be in analogical proportion from a se-
mantic point of view, and when an analogical proportion can be considered meaningful
or not. For instance, if one gives as input the name of a pair of persons, e.g., (Bill
de Blasio, Michael Bloomberg) � the actual and the previous mayors of New York�
, and one wants to �nd the pairs of persons (c, d) such that one can say that `Bill de
Blasio is to Michael Bloomberg as c is to d`�, a valid result may be (Anne Hidalgo,
Bertrand Delanoe) � the actual and the previous mayors of Paris. These four persons
would be linked by an analogical proportion as the relation between each pair of per-
sons is the same:actual and previous mayor of the same city. Notice that these four
persons may be also linked by the analogical proportion �the age ofa is to the age of
b as the age ofc is to the age ofd�, which could be a valid analogical proportion but
would not be as discriminant as the one recognizing these two persons as the actual
and previous mayors of the same city. Furthermore, these four persons may be linked
by a completely trivial analogical proportion such as �humanis to human as human is
to human�, which would represent a rather uninteresting information. One has thus to
�nd a way to discover valid analogical proportions that are also su�ciently discriminant.

This list is of course far from exhaustive. As we already mentioned, this thesis is,
to the best of our knowledge, the �rst research work that aimed to apply analogical
proportions in a database context. We could only lay the �rst stones, but there are
obviously many exciting topics that remain to be investigated in this area.
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Résumé

I ntroduction

Une proportion analogique est une expression du type �A est à B ce queC est à D �,
que nous allons noterA : B :: C : D par la suite. Cette expression exprime que la
relation entre A et B est la même que celle existant entreC et D . Par exemple, on
peut dire que � Paris est à la France ce que Rome est à L'Italie �. Ici, la relation entre
Paris (resp. Rome) et la France (resp. L'Italie) peut être � est la capitale de �. Dans
un contexte numérique, une proportion analogique permet de véri�er si deux paires de
valeurs (a; b) et (c; d) représentent le même rapport, par exemple(b � a = d � c) ou
(b=a= d=c). Cette propriété permet d'identi�er ces valeurs comme des membres suc-
cessifs d'une série arithmétique ou géométrique.

La notion de proportion analogique est née dans le contexte de la philosophie grecque
classique. Les deux concepts élémentaires sous-jacents aux proportions analogiques sont
ceux de raison et proportion, introduits par Euclide (III a.v. J.-C) [Lep03]. Euclide
dé�nit la raison comme � une habitude de deux grandeurs de même genre, comparées
l'une à l'autre selon la quantité �, et la proportion comme une � similitude de raisons �.
Aristote dé�nit l'analogie comme une égalité de deux rapports. Aristote emploie le mot
rapport au lieu du mot raison pour dé�nir une proportion analogique.

Aristote considérait la proportion analogique comme un outil pour expliquer des
faits. Cette notion a ensuite été assez populaire parmi les philosophes, qui l'ont util-
isée pour expliquer ou justi�er leurs théories. Par exemple, au cours du Moyen Âge,
Thomas d'Aquin la considérait comme le seul moyen de pouvoir exprimer des assertions
sur Dieu. Thomas d'Aquin dé�nit la relation entre une cause et sa conséquence comme
une analogie. Dans cette perspective, c'est grâce à l'analogie que l'on peut observer à
travers les existants l'existence de Dieu.

Au siècle dernier, la notion de proportion analogique a attiré l'attention de la com-
munauté des sciences cognitives, qui l'a reconnue comme un facteur clé du raisonnement
humain. En fait, la capacité humaine à � reconnaître qu'une situation ou un objet par-
ticulier dans un contexte est le même qu'une autre situation ou objet dans un autre
contexte � est une des caractéristiques de l'intelligence humaine [CPR12].

Dans le contexte de l'intelligence arti�cielle, elles ont été proposées comme un outil
permettant de résoudre des problèmes mathématiques [Pol45] ou établir des théorèmes
[Kli71]. Elles ont aussi été utilisées dans le contexte du traitement automatique des
langues, comme une approche pour la prononciation de mots écrits [FPY95], ou pour
accomplir des traductions automatiques [LYZ09].

Récemment, une vision logique des proportions analogiques a été proposée. Dans ce
cas, des objets sont représentés par des vecteurs de valeurs booléennes. Une proportion



analogique entre quatre valeurs booléennes est valide si le changement entre les objets
de la première paire (e.g. deVrai à Faux) est le même que celui existant entre les objets
de la seconde paire. Une proportion analogique entre quatre vecteurs booléens est valide
si et seulement si elle est valide attribut par attribut [MP09a]. Cette approche a per-
mis de développer des méthodes de classi�cation basées sur les proportions analogiques.
Cette vision logique des proportions analogiques a aussi permis de résoudre des tests de
QI, plus précisement les tests de Raven [CPR12]. Les résultats obtenus par l'approche
analogique peuvent être considérés comme aussi bons que ceux obtenus par des humains.

Le premier objectif de cette thèse est d'utiliser le concept de proportion analogique
dans le cadre de bases de données relationnelles contenant des valeurs numériques. Le
premier problème que nous abordons est celui d'estimer les valeurs manquantes dans
une base de données en utilisant des proportions analogiques. Le deuxième objectif est
de fournir un moyen de découvrir des proportions analogiques existant dans une base
de données. Dans le cadre de données numériques, ces proportions analogiques vont
permettre d'identi�er des paires de tuples se di�érenciant de la même manière. En fait,
les proportions analogiques capturent la notion de parallèle entre quatre entités. Ces
parallèles sont intéressants car ils modèlisent des transformations entre une entité et
une autre. Dans cette thèse, nous avons exploré di�érentes façons de représenter les
proportions analogiques existant dans un jeu de données, et la meilleure façon de les
intérroger, en utilisant un langage de requêtes. A notre connaissance, cette thèse est la
première qui traite de proportions analogiques dans le domaine des bases de données.

Prédiction de valeurs manquantes dans les bases de données

La première section aborde le problème de la prédiction de valeurs manquantes dans
une base de données en utilisant les proportions analogiques. Nous avons étudié succes-
sivement le cas de valeurs booléennes [CJP14b] et celui de valeurs numériques [CJP14c].
Certaines formules de la littérature permettent de déterminer si quatre valeurs valident
une proportion analogique (vision en �tout ou rien�). D'autres permettent de déterminer
le degré avec lequel quatre valeurs numériques satisfont une proportion analogique (vi-
sion graduelle). Nous avons étudié ces formules, et proposé des propriétés qu'une pro-
portion analogique devrait satisfaire. Ces propriétés spéci�ent d'une part que plus les
di�érences entre deux paires d'objets sont proches, plus le degré auquel ils satisfont
une proportion analogique est élevé; et d'autre part, que sauf dans certaines conditions,
quand les di�érences entre deux paires d'objets ont des signes di�érents, le degré auquel
ils satisfont une proportion analogique doit être égal à 0.

Un algorithme de classi�cation fondé sur les proportions analogiques [BMD07c] a
été modi�é dans le but de prédire des valeurs manquantes dans une base de données.
Cet algorithme forme tous les triplets possibles à partir des éléments d'untraining set.
Ensuite, il choisit les triplets avec les plus grands degrés de proportion analogique par
rapport à chaque élément incluant des valeurs manquantes. Pour chaque valeur man-
quante d'un tel élément, les triplets choisis sont utilisés pour prédire sa valeur à l'aide



d'équations analogiques. La valeur �nale de chaque valeur manquante est la moyenne
des valeurs prédites, si elle est numérique, ou la valeur ayant obtenu le plus de votes, si
elle est booléenne. Des expérimentations ont été réalisées dans le but de comparer notre
approche avec d'autres méthodes bien connues de la littérature:k plus proches voisins,
CART , Mean Substitution, Linear Regression, Bayesian Linear Regression, Linear
Regression (with Bootstrap), Predictive Mean Matching, et Random Forests. Les résul-
tats obtenus montrent que les performances de la méthode fondée sur des proportions
analogiques sont similaires à celles d'autres méthodes sans nécessiter de connaissances
sur la distribution des valeurs.

En outre, nous avons évalué le fonctionnement de méthodes fondées sur les proportions
analogiques a�n de véri�er si elles pouvaient être simpli�ées. Nous avons montré que
certains types de proportions analogiques sont plus utiles que les autres. Nous avons
donc proposé un algorithme qui utilise cette information dans le but de réduire con-
sidérablement la taille du training set utilisé par un algorithme de classi�cation fondé
sur les proportions analogiques [CBW14]. Nous avons aussi mis en évidence les cas où
un algorithme de classi�cation analogique réalise un traitement similaire à celui de la
méthode desk plus proches voisins.

Extraction de proportions analogiques

Cette partie de la thèse s'intéresse au problème d'extraire et de retrouver au moyen
de requêtes des proportions analogiques dans une base de données. Nous proposons
l'utilisation de méthodes de clustering dans le but de trouver les proportions analogiques
les plus représentatives dans un jeu de données. Ensuite, nous montrons comment il est
possible d'interroger une base de données pour en extraire les proportions analogiques
existantes, en considérant plusieurs stratégies.

Extraction des proportions analogiques les plus représentatives Dans un pre-
mier temps, nous montrons comment le problème consistant à découvrir les proportions
analogiques dans une relation est équivalent à celui de trouver les cliques maximales
d'un graphe, qui est un problème de complexité NP. Puis, nous proposons l'utilisation
d'une méthode de clustering dans le but de surmonter cette di�culté. Nous avons con-
sidéré l'utilisation de la méthode de clustering appeléek-means. Nous nous sommes
rendu compte que la méthode dek-means a deux grands inconvénients relativement à
notre objectif: i) les centres des clusters initiaux sont générés aléatoirement; et ii) cette
méthode ne contrôle pas la distance intra-cluster des clusters qu'elle crée.

A�n de pallier ces di�cultés, nous avons proposé l'utilisation de la méthode de Chiu
[Chi94] pour déterminer les clusters initiaux d'un jeu de données. Cette méthode nous
a permis de trouver les objets les plus représentatifs dans un jeu de données, en fonc-
tion de la densité de leur voisinage. Nous avons aussi proposé une modi�cation de la
méthodek-means dans le but de contrôler la distance intra-cluster. Cette dernière mod-



i�cation considère certains éléments comme des anomalies s'ils ne sont pas su�sament
proches de l'un des centres des clusters. Puisque l'un des objectifs de ce chapitre est de
représenter le plus grand nombre possible de proportions analogiques valides existant
dans un jeu de données sous la forme de clusters, nous avons adapté la méthode de Chiu
dans le but de créer des clusters disjoints, et ainsi, de capturer davantage d'éléments.

Nous avons aussi proposé l'utilisation d'une structure de type grille qui nous a
permis de contrôler les distances intra-cluster, et qui ne considère aucun point comme
une anomalie. Ceci est crucial pour la tâche suivante traitée dans ce chapitre, qui a
trait aux requêtes analogiques.

Requêtes analogiques Nous avons proposé d'étendre le langage de requêtesSQL
pour pouvoir trouver des quadruplets d'une base de données satisfaisant une proportion
analogique.

L'objectif des requêtes analogiques est d'extraire tous les quaduplets de tuples qui
valident une proportion analogique à un certain degré. Nous avons proposé di�erents
types de requêtes analogiques, en fonction du nombre de variables données en entrée,
que nous recensons dans la liste suivante :

1 Trouver les quadrupletsA, B , C, et D , t.q. A : B :: C : D à un degré�

2 Étant donné un tuple X , trouver les triplets B , C, et D , t.q. X : B :: C : D à un
degré�

3 Étant donnée une paire de tuplesX et Y , trouver les pairesC et D , t.q. X : Y ::
C : D à un degré�

4 Étant donné un triplet de tuples X , Y , et Z , trouver les tuples D , t.q. X : Y ::
Z : D à un degré�

Nous avons ensuite abordé le traitement de chaque type de requête analogique en
utilisant trois stratégies: i) une stratégie naïve, qui utilise des boucles imbriquées; ii)
une stratégie qui utilise des index classiques sur certains des attributs impliqués dans
la proportion analogique visée; iii) une stratégie qui utilise des clusters créés à partir
des vecteurs entre chaque paire de tuples du jeu de données. Nous avons e�ectué des
expérimentations dans le but de comparer l'e�cacité de ces stratégies pour chaque type
de requête analogique. Dans le cas de la première requête, les meilleurs résultats ont
été obtenus par la méthode qui utilise des clusters. Dans le cas des requêtes de type 2
et de type 3, les meilleurs résultats ont été obtenus par la stratégie qui utilise des index
classiques. Dans le cas de requêtes de type 4, les meilleurs résultats ont éé obtenus par
la méthode qui utilise des index classiques, et par la stratégie naïve.



Conclusion et perspectives

À notre connaissance, cette thèse est la première traitant de proportions analogiques
dans un contexte de bases de données. Les résultats présentés dans ce manuscrit peu-
vent être considérés comme des résultats préliminaires. Ils ont donc un grand potentiel
d'amélioration.

Une première perspective est d'étudier des méthodes alternatives, inspirées de travaux
récents en classi�cation, fondées sur les proportions analogiques dans le cadre de la pré-
diction de valeurs manquantes. Il s'agirait notamment d'évaluer dans quels cas ces
méthodes obtiennent de bons résultats ou pas, ce qui pourrait nous amener à en avoir
une meilleure compréhension, et ouvrirait la voie à des améliorations de ces méthodes.

Dans le contexte de l'extraction de proportions analogiques à l'aide d'une méthode
de clustering, une première piste est d'évaluer l'utilisation de méthodes qui créent des
grilles de di�érentes résolutions, comme CLIQUE [AGGR98]. L'utilisation d'une telle
méthode permettrait d'améliorer l'e�cacité des requêtes analogiques, car elles auraient
à évaluer moins de tuples que dans le cas où l'on crée des clusters mono-résolution. Par
contre, les algorithmes d'évaluation de requête seraient alors plus complexes que ceux
utilisant des grilles d'une résolution �xée à l'avance.

Une perspective plus ambitieuse est de passer du modèle relationnel à un modèle
sémantiquede bases de données. En particulier, il s'agirait d'étudier la découverte de
proportions analogiques dans le contexte du modèle RDF [KC06]. L'objectif dans ce
cas serait de mettre en évidence les cas où quatre concepts peuvent être en proportion
analogique d'un point de vue sémantique, et quand une proportion analogique peut être
considérée su�samment pertinente. Par exemple, si l'on donne en entrée les noms d'un
couple de personnes, e.g., (Bill de Blasio, Michael Bloomberg) � le maire actuel de
New York et son prédécesseur �, et que l'on veut trouver des couples de personnes
(c; d) tels que � Bill de Blasio est à M. Bloomberg ce quec est à d �, un résultat
valide pourrait être (Anne Hidalgo, Bertrand Delanoë) � le maire actuel de Paris et
son prédécesseur. Remarquons cependant que ces quatre personnes pourraient aussi
être liées par la proportion analogique � l'âge dea est à l'âge deb ce que l'âge dec
est à l'âge ded �, qui est beaucoup moins discriminante que celle faisant référence à
la fonction de maire d'une grande ville. Un cas encore plus extrême correspond à la
proportion analogique triviale � humain est à humain ce que humain est à humain �.
Il conviendra donc de dé�nir une méthode permettant de découvrir des proportions
analogiques valides qui soient aussi su�samment discriminantes.


