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Abstract

Electromagnetic fields are widely used to non-invasively stimulate the human brain in clinical treatment and research. Repetitive transcranial magnetic stimulation (rTMS) in humans is applied with maximal high-intensity fields of ~1-2.5 Tesla (T), however the coils used induce currents both at the site of maximum stimulation and in surrounding brain regions, albeit at lower intensities. Importantly, low intensity repetitive transcranial magnetic stimulation in humans (mT range) modifies cortical function, brain oscillations and is beneficial for the treatment of depression. While the effects of magnetic stimulation have been suggested to vary according to frequency and intensity, mechanisms called into action by these parameters and adjacent low-intensity subthreshold stimulation remain unknown.

We investigated the effects of different low intensity repetitive magnetic stimulation (LI-rMS) parameters (10-13 mT) in vitro and describe key aspects of custom tailored LI-rMS delivery for the in vitro setting. We applied LI-rMS at different frequencies to primary cortical cultures for 4 days and assessed survival and morphological changes. To understand underlying mechanisms, we measured intracellular calcium flux during LI-rMS and subsequent changes in gene expression. Our results show stimulation-specific effects of LI-rMS. In cortical cultures, straight high frequencies (10 Hz and 100 Hz) affected cell survival, while neuronal outgrowth and branching were inhibited only by 1 Hz stimulation. Moreover, all frequencies induced calcium release from intracellular stores and induced stimulation-specific changes in expression of genes related to apoptosis and neurite outgrowth.

Further, we investigated the effects of LI-rMS on neural circuit repair. In organotypic murine hindbrains the cerebellum was denervated then stimulated for 2 weeks and neuronal reinnervation and survival was assessed. To understand underlying mechanisms, we measured changes in gene expression and acute cellular activation after a single LI-rMS session. We show that, LI-rMS did not reduce Purkinje cell survival within the olivo-cerebellar explant, while patterned-high-frequency stimulation increased cerebellar c-fos expression and induced Purkinje cell reinnervation.
Stimulation-induced reinnervation was associated with changes in brain derived neurotrophic factor (BDNF) gene expression.

In addition, we identified the parameters required to build a stimulation system that is tailored for our in vitro explant culture requirements. Here we demonstrate and discuss the creation and optimization of an automated and adjustable multi-target stimulation system that can deliver a high range of LI-rMS frequencies to organotypic cultures.

Taken together, we show for the first time an underlying mechanism of cellular activation at stimulation levels below neuronal firing. Our results highlight the biological importance of LI-rMS either on its own or as a contributor to the effects of rTMS. Further understanding of the fundamental effects of LI-rMS on biological tissue is essential to better tailor future therapeutic application of rTMS and explore the therapeutic potential of LI-rMS.
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</tr>
</tbody>
</table>
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Chapter 1

1 GENERAL INTRODUCTION

1.1 Stimulating the brain

1.1.1 A History

Electric stimulation of the human body has a long tradition. One of the first demonstrations was in the 1700s by Galvani, where he showed that electric stimulation can induce responses in isolated frog nerves and muscles (Galvani, 1791). This sparked intensive interest into the electrical excitability of biological tissues, leading to the discovery of muscle activation via electric stimulation of different areas of the motor cortex (Carlson & Devinsky, 2009). Pioneers in this field were Fritsch and Hitzig, two neuroscientists who demonstrated for the first time that electric stimulation in animals can reveal basic motor cortex maps and generate contralateral muscle activation (Carlson & Devinsky, 2009). These experiments paved the way to a wide application of electric stimulation in both diagnostic and therapeutic research.

At a similar time-period, Michael Faraday first described in 1831 the phenomenon of electromagnetic induction, predicting how a changing magnetic field would interact with an electric circuit to produce an electromotive force (EMF) (Walsh, 2003). This sparked extensive research into the effects of changing magnetic fields on nerve tissue. Magnusson and Stevens in 1914 (Walsh, 2003) discovered the induction of phosphenes in the subjects’ visual perception and this was followed by Kolin and colleagues in 1959 showing that these visual perceptions could be reliably induced with the application of alternating magnetic fields in other locations than the retina,
namely around the occipital cortex (Walsh, 2003). Kolin and colleagues then proceeded to demonstrate for the first time magnetic activation of nervous tissue in an isolated frog muscle *in vitro* (Walsh, 2003), leading to wide research into the activation of nerves and muscle via the application of alternating magnetic fields. However, principally due to technological difficulties of producing strong and fast enough changing magnetic fields, it was not before 1985 that Barker, Jalinous, & Freeston were able to show for the first time hand muscle activation as a result of human motor cortex stimulation with alternating magnetic fields. This caused a surge of clinical and experimental interest into the application of transcranial magnetic stimulation (TMS), in particular because in contrast to electric stimulation, TMS application is non-painful and not attenuated by hair, tissue or bone. The secondary current created in the underlying cortex as a result of the changing magnetic field, deteriorates only as a function of distance and time from the initial point of stimulation (Cracco, Cracco, Maccabee, & Amassian, 1999; Pascual-Leone, Bartres-Faz, & Keenan, 1999; Pascual-Leone, Walsh, & Rothwell, 2000; Walsh & Rushworth, 1999) and as a consequence, brain tissue can be stimulated over discrete areas and for finite times, increasing focality of the stimulation. Since the year of its first application, interest in TMS has increased exponentially and it is currently widely applied as a non-invasive method for brain stimulation in experimental and clinical settings.
1.2 Electromagnetic principles

Based on the principle of electromagnetic induction, a pulsed primary electric current flowing in one direction creates a magnetic field perpendicular to that primary current (Pascual-Leone et al., 2000; Walsh & Rushworth, 1999). This varying magnetic field in turn induces a perpendicular electric field, which can create a secondary electric current of opposite direction to the primary current in a nearby conductor (Wassermann et al., 2008). Hence, TMS is sometimes described as ‘carrying’ an electric current to the cortex (Siebner, Hartwigsen, Kassuba, & Rothwell, 2009) (Fig 1.1).
It has been widely suggested that magnetic stimulation, or more precisely the created secondary current, changes the membrane potential of a neuron and thus its excitability (Di Lazzaro et al., 2003; Wassermann et al., 2008). For this to occur, a flow of electric charge across the membrane is required, where the relevant parameter for effective membrane depolarization is the total amount of charge transferred across the membrane (Pell, Roth, & Zangen, 2011). The amount of charge depends on several factors, such as strength and direction of the induced electric field and the biological structure’s inherent conductivity. Specifically, to have an effect on a cell membrane, the induced electric field needs to produce a gradient change of electric charge at some point of the neuron (Fig 1.2) (Bailey, Karhu, & Ilmoniemi, 2001; Di Lazzaro et al., 2003; Radman, Ramos, Brumberg, & Bikson, 2009; Ruohonen & Ilmoniemi, 1999; Siebner et al., 2009). It has been widely suggested that long structures such as axons are more likely to be affected in a uniform electric field, where the precise effect depends on several different geometrical factors such as axon size, bending and branching (Fatemi-Ardekani, 2008; Ruohonen & Ilmoniemi, 1999). In contrast cell bodies are suggested to be more likely directly activated in response to gradient changes along the soma membrane as a result of a non-uniform electric field (McIntyre & Grill, 2002). However, recently it was proposed that this mechanism is more applicable to relatively long and thick peripheral axons, while central nervous system (CNS) neurons with their relatively short and thin axons are suggested to show strongest depolarization responses at their larger cell somata, increasing with increasing diameter (Pashut et al., 2011). However, to date no experimental studies have been able to directly record membrane potential changes in different cells in response to TMS induced electric field parameters.
Figure 1.2 Illustration of possible activation mechanism of magnetic stimulation by gradient changes to membrane potentials. a) A uniform electric field (black arrows) flowing parallel to the axon does not result in gradients along the axon and hence no membrane potential changes occur. b) A non-uniform electric field induces partial membrane potential changes. c) An uniform electric field along a bending axon (spatial variation) causes strong membrane potential changes. d) An electric field perpendicular to an axon results in strong membrane potential changes. e) An electric field induces change at axonal terminals and f) A non-uniform field at a relative larger soma, induces partial membrane potential changes. D and H represent depolarization and hyper-polarization, respectively. Strong membrane depolarization through b, c, d, e or f are suggested to be able to generate action potentials. Figure partially adapted from Ruohonen & Ilmoniemi (1999).

1.3 Stimulation parameters

One major parameter that influences the direction and amplitude of the induced electric field is how fast the magnetic field changes over time, which occurs during the rise-time and fall-time of the magnetic pulse as defined by the Maxwell-Faraday equation:

$$\nabla \times E = -\frac{\partial \vec{B}}{\partial t}$$

(Jackson, 1962)

Where $\nabla$ is the curl operator, $E$ the electric field and $\vec{B}$ the magnetic field with time $t$. Thus, the amplitude of the induced electric field is dependent not only on the amplitude of the magnetic field, but also how fast it changes in its amplitude over time.
1.3.1 The stimulator output

To be able to produce a changing magnetic field, a stimulator that holds an electrical charge is needed in addition to a stimulation coil through which the electric current can flow to produce a magnetic pulse (Wassermann et al., 2008).

The stimulator consists of a power source, a capacitor (to store the current) and a switch that determines when the current flows into the coil (Wassermann et al., 2008). Commercially available stimulation devices are based on oscillatory circuits and produce exclusively sinusoidal pulses (Goetz et al., 2012; Goetz et al., 2013b). This means that rise- and fall-time of the pulse are fixed and cannot be controlled by the user, limiting the control of stimulation strength to adjustments in magnetic field amplitude. However, these stimulator set-ups are very energy inefficient, with only about 1% of the electric pulse energy transferred to the target (Hsu, Nagarajan, & Durand, 2003). The high losses of energy lead to heating of the coil with increasing pulse number (Goetz et al., 2013b).

Stimulators can generate either a monophasic pulse whereby pulse oscillation is damped by a resistor, or a biphasic/polyphasic pulse where current flow is interrupted after ≥ one full cycle (Fig 1.3A) (Goetz et al., 2012; Goetz et al., 2013b). In a monophasic pulse, current flows through the coil for one quarter-cycle of the sine-wave (Wassermann et al., 2008). A biphasic pulse is terminated after one full sine-wave cycle (4 quarter cycles), while the polyphasic pulse consists of more than one full cycle (Kammer, Beck, Thielscher, Laubis-Herrmann, & Topka, 2001; Wassermann et al., 2008). Quarter cycle duration can range between 70-100 µs, however optimal durations have not been systematically investigated (Wassermann et al., 2008). However, a recent study modelling membrane depolarization of CNS neurons in
response to single TMS pulses, suggested total pulse oscillation to be optimal around 400 µs (Pashut et al., 2011). Nonetheless, it has to be taken into account that different stimulator and coil systems produce slightly different current characteristics (Fig 1.3B) that can have different experimental outcomes (Kammer et al., 2001).

In general, monophasic and bi/polyphasic pulses are known to have different neuromodulatory effects (Arai et al., 2005; Maccabee et al., 1998; Sommer et al., 2006; Sommer, Lang, Tergau, & Paulus, 2002). Monophasic pulses are suggested to influence neuronal axons that lie in one spatial domain of the uni-directional induced electric current and are suggested to activate similar neuronal populations (Arai et al., 2005). Thus, effects of monophasic pulses are more sensitive to the magnetic field direction in relation to the target (Wassermann et al., 2008). In contrast, bi/polyphasic pulses can excite neuronal axons that lie in both spatial domains, due to induced current inversion in the second/following quarter cycle phases (Wassermann et al., 2008). Hence these pulses are thought to activate different neuronal populations (e.g. facilitatory and inhibitory) leading to possible opposite or cancelling of overall effects (Arai et al., 2005). Research suggest that bi/polyphasic pulses are more powerful in single stimuli application while monophasic pulses have been shown to induce stronger neuromodulatory effects in repeated applications at the same stimulation intensity, due to possible summation from repeated activation of a homogenous neuronal subpopulation (Arai et al., 2005; Sommer et al., 2006; Sommer et al., 2002).
Figure 1.3 Illustration of induced electric field and secondary current produced by monophasic or biphasic pulse form. A) Schematic illustration of the current in a stimulation coil and its associated induced electric field voltage in a nearby conductor during either a monophasic or biphasic pulse. Figure adapted from Wassermann, et al., (2008). B) Illustration of the induced secondary current in a nearby conducting pick-up coil resulting from two different commercially available stimulators and figure-of-eight shaped coils at the same level of stimulator output. Figure adapted from Kammer, et al. (2001).
However, current pulse forms are based more on availability than consideration for optimal neuronal activation (Goetz et al., 2013b). Considering this and energy efficiency, the exploration of alternative pulse forms is necessary and might be advantageous. A few studies so far have used different experimental waveforms (Havel et al., 1997; Sommer et al., 2006). Recently, one group (Peterchev, Murphy, & Lisanby, 2011) showed that the implementation of a new stimulator set-up with a near-triangular waveform generation increased energy efficiency and decreased coil heating, while inducing strong membrane depolarisation (Peterchev et al., 2011). Other waveform optimization proposals have been put forward with a variety of novel stimulator designs under development (Goetz, Helling, & Weyh, 2013a; Goetz et al., 2012; Goetz et al., 2013b).

1.3.2 Coil design

TMS coils consist of a conducting wire, usually copper, which is surrounded by an insulating plastic (Pascual-Leone et al., 1999) and held over the subject’s head. For human TMS application there are several coil designs, the two most commonly used being a classic round coil design or the figure-of-eight shaped coil (Fig 1.4) (Cohen et al., 1990; Hallett, 2007). Different coil designs produce differently shaped magnetic fields, determining the location or area of strongest stimulation point, total area stimulated and stimulation depth (Deng, Lisanby, & Peterchev, 2013; Lang et al., 2006).
In human TMS application, commercially available stimulator coils generally produce a maximal magnetic field strength of 1-2.5 Tesla (T) (Rossini et al., 1994). The strength of stimulus decreases with increasing distance from the coil and maximal point of stimulation (Thielscher & Kammer, 2002), leaving regions surrounding the focal point to also receive stimulation but at increasingly lower intensities (Fig 1.4) (Cohen et al., 1990; Deng et al., 2013; Thielscher & Kammer, 2002).

1.3.3 Stimulation intensity

Measurement of the outcome of human TMS is difficult, with direct, objective measurements being limited to the induction of muscle twitches via activation of upper motor neurons in the primary motor cortex. Eliciting such muscle twitches
requires stimulation above the threshold of neuronal activation of action potential firing (suprathreshold stimulation) (Pell et al., 2011). Motor evoked potentials (MEP) can be recorded from muscles following direct stimulation of the motor cortex. The MEP amplitude is an indication of changes in corticospinal excitability of the targeted area, whereby MEP amplitude increases with increasing stimulation intensity (Rothwell, Day, Thompson, Dick, & Marsden, 1987). The stimulation intensity required to induce muscle twitches in a resting muscle is expressed relative to the resting motor threshold (RMT) or in an active muscle relative to the active motor threshold (AMT), and is the percentage of stimulator output that is required to systematically produce MEPs (Fitzgerald, Fountain, & Daskalakis, 2006; Rothwell et al., 1987). The RMT is commonly used as guideline of excitability threshold for stimulation of cortical areas other than the motor cortex and as a standardization tool for inter-subject stimulation intensity (Fitzgerald et al., 2006; Rossini et al., 1999). However, validity of applying this method to identify stimulation intensity to non-motor cortex areas is disputed, due to inter-subject and inter-region anatomical and excitation variability, in addition to the influence of internal states such as arousal and attention (Cuypers, Thijs, & Meesen, 2014; Roy Choudhury et al., 2011).

Stimulation intensity of TMS is commonly applied around 80-120 % RMT or AMT and hence is only described as a relative measure of stimulator output. This also means that the strongest point of stimulation is applied around the threshold of action potential firing with induced electric fields of approximately 100 - 150 V/m at the maximal point of stimulation in cortical areas (Salinas, Lancaster, & Fox, 2009; Thielscher & Kammer, 2004).
1.3.4 Temporal pulse spacing (frequency)

TMS can be applied in two ways. Firstly, single pulse TMS (spTMS, 1-2 pulses, depending on the protocol) aims to test cortical excitability or influence ongoing neuronal activity. Effects of spTMS are short lasting (millisecond (ms) range), meaning they do not extend after stimulation has ceased (‘online’ effects) (Wassermann et al., 2008). Secondly, TMS can be applied in repetitive pulse trains (rTMS). rTMS has shown changes to cortical excitability that last beyond the actual stimulation time (‘offline’ effects) up to 45 minutes after stimulation has ceased, depending on the applied rTMS protocol (Fitzgerald et al., 2006; Huang, Edwards, Rounis, Bhatia, & Rothwell, 2005).

An important factor in rTMS application is how often and for how long the magnetic pulse is delivered. The temporal spacing of the pulse (frequency) is the most extensively studied and manipulated parameter of magnetic stimulation, though the length of the pulse has not been investigated due to inherent stimulator limitations (Goetz et al., 2013b). Generally, in human stimulation, high frequencies ≥ 3 Hz are considered to increase cortical excitability (Berardelli et al., 1998; Fitzgerald et al., 2006), while straight frequencies ≤ 1 Hz decrease cortical excitability (Fitzgerald et al., 2006; Lang et al., 2006). However, patterned stimulation frequencies based on endogenous patterns of brain activity, such as theta-burst stimulation, have been shown to have either excitatory or inhibitory effects (Hoogendam, Ramakers, & Di Lazzaro, 2010; Huang et al., 2005) and effects seem to be sensitive to variation in magnetic field intensity (Huang & Rothwell, 2004) and total length of stimulation (Gamboa, Antal, Moliadze, & Paulus, 2010).
1.4 TMS application

The potential for TMS to induce long-term modulation of brain activity has driven much research into its application for therapeutic purposes. rTMS has been delivered in a wide range of neurological conditions, such as stroke, epilepsy, Parkinson’s disease and tinnitus, in addition to psychiatric disorders such as depression, schizophrenia, bipolar and posttraumatic stress disorder, as well as pain syndromes such as migraine and chronic pain (Schulz, Gerloff, & Hummel, 2013; Wassermann et al., 2008).

Improvements to neurological and psychological conditions after rTMS applications have been shown to last up to months (Wassermann et al., 2008). However, to date reported results are highly variable, with studies regularly failing to reproduce published effects or even demonstrating conflicting results. Thus in recent years, the viability of rTMS as a therapeutic tool has increasingly come under scrutiny (Platz & Rothwell, 2010; Ridding & Rothwell, 2007; Wassermann & Zimmermann, 2012). This suggests that current rTMS protocols are sub-optimal and do not account sufficiently for variability between protocols and patients. Currently, it is impossible to control for such variability beyond basic measures such as RMT adjustments (Cuypers et al., 2014; Fitzgerald et al., 2006; Roy Choudhury et al., 2011). One possible factor involved is that even though rTMS has been applied for almost two decades in the clinical setting, it is one of the few therapeutic tools that has been employed without preceding fundamental animal research. Fundamental investigation of the effects of rTMS in humans is limited to non-invasive methods and not much is known to date about the brain mechanisms underlying rTMS effects.
1.5 Underlying biological mechanism of rTMS

1.5.1 Mathematical modelling

Estimating inherent conductive properties of the biological tissue in connection with the effect of the induced electric current is limited. Attempts have been made to model the induced electric currents after TMS application (Bijsterbosch, Barker, Lee, & Woodruff, 2012; Salinas et al., 2009), assuming different head models and inherent tissue conductivity/impedance (Wagner et al., 2014). Researchers also have attempted to model the basic mechanism of interaction between electromagnetic stimulation and neurons (Dmochowski et al., 2012; Joucla & Yvert, 2012; Modolo, Thomas, & Legros, 2013; Pashut et al., 2011). These models are largely based on Hodgkin and Huxley’s theory of neuron excitability (Hodgkin & Huxley, 1952), with Roth’s peripheral nerve model being one of the most well-known electrophysiological models for predicting TMS effects on biological tissue (Fatemi-Ardekani, 2008; Roth & Basser, 1990). Modelling magnetic stimulation effects is highly valuable in providing experimental predictions to guide fundamental experimental research into magnetic stimulation effects. However, to date these computational models predict effects based on particular biological assumptions, limiting the complexity of factors taken into account. To confirm predictions, systematic investigation of magnetic stimulation effects in living biological tissue is needed (Schulz et al., 2013; Wagner et al., 2014).

1.5.2 rTMS in animal models

A slowly increasing base of studies of in vivo and in vitro models has investigated the functional, anatomical and molecular effects of rTMS in healthy and diseased animal brain tissue. In animal models of CNS injury, repeated application of rTMS has been
shown to have beneficial functional outcomes over a range of frequencies. Daily rTMS application of low (0.5 Hz) and high frequencies (10 Hz) increase functional recovery after ischemic stroke (Wang, Geng, Tao, & Cheng, 2010; Yoon, Lee, & Han, 2011; Zhang, Mei, Liu, & Yu, 2007). Frequencies above 20 Hz increase neuronal survival (Gao et al., 2010; Yoon et al., 2011) and modulate gene expression (Wang et al., 2010; Yoon et al., 2011; Zhang et al., 2007). Improvement of functional outcomes was also observed in animal models of visual neglect after 10 days of 10 Hz application (Afifi, Jarrett Rushmore, & Valero-Cabré, 2013) and epilepsy, decreasing the severity of epileptic attacks during simultaneous 1 Hz stimulation (Yadollahpour, Firouzabadi, Shahpari, & Mirnajafi-Zadeh, 2014). It has been suggested that long-term effects of rTMS application are based on changes in cortical excitability and resulting modification of brain plasticity (Schulz et al., 2013; Wassermann et al., 2008; Wassermann & Zimmermann, 2012).

1.5.3 Cortical excitability – Neuroplasticity

rTMS has been shown to induce changes in cortical excitability beyond the duration of actual stimulation, for up to 45 minutes after stimulation has ceased (Huang et al., 2005). In animals, rTMS has also been shown to alter cortical excitability in a frequency dependent manner. Consistent with human rTMS effects, low frequency rTMS reduced (Muller et al., 2014) and high frequency increased (Aydin-Abidin, Moliadze, Eysel, & Funke, 2006) cortical excitability, in the rodent and feline cortex respectively. However, some discrepancies with human studies were also observed, for example, the reduction in visual evoked potentials in the feline visual cortex after 5-20 min of rTMS was stronger after 3 Hz in contrast to 1 Hz stimulation (Aydin-Abidin et al., 2006).
The reasons for these differences remain poorly understood and emphasize the need for more basic animal studies.

The physiological mechanisms of how rTMS alters cortical excitability are largely unknown, but it has been widely suggested that changes in brain plasticity might underlie rTMS effects (Huerta & Volpe, 2009; Pascual-Leone, 2006). Neuroplasticity can be defined as the intrinsic ability of the nervous system to alter structural and functional neural circuits in response to environmental input and/or brain injury that disrupts the current homeostasis of network activity (Kleim, 2011; Pascual-Leone et al., 2011). The system strives to re-establish a homeostasis of network activity through changes at the cellular and molecular level, with or without anatomical adjustments, and leading to functional modifications (Fig 1.5) (Butz, Wörgötter, & van Ooyen, 2009).

1.5.4 LTP-LTD

It has been suggested for some time that changes in neuroplasticity underlie mechanisms similar to long term potentiation (LTP) and long term depression (LTD) (Thickbroom, 2007). LDP/D is a long-lasting enhancement/inhibition in signal transmission between two neurons that results from specific patterns of stimulation in the pre- and postsynaptic neuron. There are several theories of LTP/LTD induction: 1) Hebbian LTP/LTD, requiring simultaneous pre- and postsynaptic depolarization (Wigström & Gustafsson, 1986). Non-Hebbian LTP/LTD, requiring particular high-frequency firing pattern in the mossy fibre hippocampal pathway (Urban & Barrionuevo, 1996). And anti-Hebbian LTP/LTD requiring simultaneous pre-synaptic depolarization with post-synaptic hyperpolarization (Kullmann & Lamsa, 2008).
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It has been known for several years that high frequency rTMS (15 Hz) increases neuronal sensitivity to LTP induction via electric stimulation \textit{in vitro} (Ahmed & Wieraszko, 2006). However only recently has it been confirmed that a single session of 10 Hz repetitive magnetic stimulation \textit{in vitro} (rMS) induces changes in structural plasticity of postsynaptic dendritic spines in addition to changes in synaptic plasticity of Ca1 pyramidal neurons (Vlachos et al., 2012). These changes were correlated with increases in GluA1 \(\alpha\)-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA) receptor subunit expression, which in turn were dependent on N-methyl-D-aspartate (NMDA) receptor activation (Vlachos et al., 2012). NMDA receptor involvement is in accordance with studies in humans showing that the effects of 10 Hz rTMS could be blocked with administration of NMDA antagonists ketamine (Ciampi de Andrade, Mhalla, Adam, Texeira, & Bouhassira, 2014) and lamotrigine (Ziemann et al., 2008). NMDA receptor activation has been shown to require concurrent depolarization of the cellular membrane in accordance with Hebbian LTP (Ciampi de Andrade et al., 2014). Direct evidence for neuroplasticity and LTD like effects of low-frequency rTMS is still lacking, although long-term suppression of NMDA dependent cortical excitability has been confirmed using MEP measurements in rats (Muller et al., 2014). A key consequence of NMDA (and to a lesser extent, AMPA) receptor activation during LTP and LTD is a change in intracellular calcium, an important and versatile intracellular signalling molecule (Berridge, Lipp, & Bootman, 2000). As a result, modulation of intracellular calcium levels has been widely suggested to be involved in short-term and long-term effects of rTMS (Fung & Robinson, 2013; Thickbroom, 2007).
Figure 1.5 Overview of plasticity related changes classified into molecular, anatomical and functional modulation. Driven by the system to establish a homeostasis of network activity in response to environmental input or brain injury (Butz et al., 2009). Light blue indicates changes occurring at the single cell level, dark blue indicates changes at the network level.

1.5.5 Calcium hypothesis

Effects of magnetic stimulation have been hypothesized to underlie activity-dependent mechanism based on changes in intracellular calcium concentration. Increase in intracellular calcium activates second messenger type signalling and gene expression underlying molecular, anatomical or functional plasticity (Fung & Robinson, 2013; Thickbroom, 2007). The two major mechanisms that can result in changes in intracellular calcium levels are either calcium influx from the extracellular milieu or release from intracellular stores. Because high intensity stimulation can depolarize the membrane to the extent of action potential induction, calcium influx from extracellular milieu is considered fundamental in rTMS mechanisms. Voltage-gated ion channels
such as voltage-gated sodium channels, voltage-gated calcium channels (VGCC) and transient receptor potential (TRP) channels open in response to sufficient membrane potential changes (Alberts et al., 2002). Activation of voltage gated ion channels is induced via ligand-binding to receptors such as AMPA and NMDA, resulting in opening of voltage-gated sodium channels and influx of sodium ions. This leads to further membrane depolarization and voltage-gated ion channel opening, resulting in influx of calcium ions to the intracellular milieu with many signalling consequences including second messenger activation and regulation of gene expression (Fung & Robinson, 2013; Thickbroom, 2007). Hence, NMDA receptor activation provides a feasible candidate mechanism underlying high intensity TMS effects.

1.5.6 State dependent effects

It has been shown that possible underlying neuroplasticity effects of rTMS are state dependent (Gersner, Kravetz, Feil, Pell, & Zangen, 2011). rTMS stimulation in rodents, delivered daily for 2 weeks (20 Hz), increased synaptic plasticity while the same stimulation decreased Glu1 subunit expression in anesthetized animals. Interestingly, 1 Hz stimulation failed to induce LTD like effects in either awake or anaesthetised groups (Gersner et al., 2011). In contrast, other studies have reported LTD like effects of cortical excitability in anesthetized rats after 1 Hz stimulation, however effects on awake animals were not investigated (Muller et al., 2014). These experiments highlight the importance of systematic control and investigation of parameters in animal and in vitro models to systematically unravel the effects of magnetic stimulation on cellular and molecular mechanism.
1.5.7 Involvement of neuronal subclasses

It has been suggested that TMS affects various neuronal types differently, depending on frequency and underlying brain state. The patterned frequency theta burst stimulation (TBS) has been in focus of investigations because of its strong and composite effects on human cortical excitability (Gamboa et al., 2011; Huang et al., 2005; Stagg et al., 2009), in addition to the widely employed ‘classic’ straight frequencies of 1 Hz (inhibitory protocol) and 5-20 Hz (excitatory protocol). TBS has been shown to have opposite effects on cortical excitability, depending on whether it is applied in a continuous stream (cTBS) or in an intermittent pattern (iTBS), decreasing or increasing cortical excitability, respectively (Huang et al., 2005). The underlying mechanisms are still unclear, however previous research suggests that mostly pyramidal neuron axons, and to a lesser extent interneuron axons, are stimulated by TMS (Di Lazzaro et al., 2004), depending on axonal length, though the precise involvement of neuronal subgroups is still unclear (Meyer, Wolf, & Gross, 2009). Moreover, some evidence suggests the involvement of inhibitory interneuron subpopulations in long-term TBS effects (Funke & Benali, 2011). Investigation of interneuron classes in the rat neocortex revealed a primary effect on calcium dependent interneurons after a single dose of TBS. iTBS reduced the number of parvalbumin expressing (PV) interneurons, while 1 Hz and cTBS principally suppressed number of calbindin (CaBP) expressing interneurons, without increasing cell death (Benali et al., 2011). Interestingly, the duration of suppression differed per interneuron subclass, CaBP expression was reduced up to one day, but suppression of PV expression levels was recorded up to one week after the last stimulation (Benali et al., 2011).
These effects of iTBS have been shown to be NMDA receptor dependent. Administration of an NMDA receptor antagonist rapidly blocked iTBS effects on PV expressing interneurons, while higher concentrations of the antagonist were required to inhibit rTMS effects on CaBP expressing interneurons (Labedi, Benali, Mix, Neubacher, & Funke, 2014).

Subclass activation of neurons via TMS application has also been shown in in vitro neuronal cultures. Single or repeated pulses on average strongly activated ~20-30 % of total neurons in the culture (Meyer et al., 2009; Rotem & Moses, 2008). Stimulation at patterned, high frequencies suppressed firing rate with increasing number of pulses, and this response was also shown to be reversible by administration of NMDA receptor antagonists (Meyer et al., 2009).

Taken together, studies suggest that rTMS activates neuronal subclasses differentially, where different interneuronal subclasses activation was dependent on frequency and NMDA receptors activity. However, it is still unclear to what extent neuronal sensitivity or electric current properties play a role in neuronal subclass activation. There is some evidence that effects may be partially waveform-specific and thus dependent on the direction and intensity of created electric current (Arai et al., 2005; Sommer et al., 2006; Sommer et al., 2002). To be able to even partially estimate the effects of electric currents inside the brain and extrapolate between studies, careful control of induced electric field parameters is necessary.

1.5.8 Frequency effects on further signalling pathways

In addition to activation of ion channel-linked receptors, such as NMDA and AMPA, rTMS has also been suggested to activate different signalling pathways based on G
protein-coupled and enzyme linked receptors (see also Fig 1.6). One signalling cascade triggered by G protein-coupled receptor activation is the Phospholipase C (PLC) pathway (Neves, Ram, & Iyengar, 2002). Activation of PLC leads to increased amounts of diacylglycerol (DAG) in the membrane and inositol 1,4,5-trisphosphate (IP3). IP3 diffusion through the cytosol activates IP3 receptors in the endoplasmic reticulum (ER), resulting in release of intracellular calcium from intracellular stores in the endoplasmic reticulum and influence mitochondrial calcium uptake (Santo-Domingo & Demaurex, 2010; Valsecchi, Ramos-Espiritu, Buck, Levin, & Manfredi, 2013), modulating intracellular calcium levels. Increases in intracellular calcium concentrations start further intracellular signalling cascades (Neves et al., 2002). In addition, calcium and DAG activate protein kinase C (PKC), which subsequently phosphorylates other molecules, further activating different signalling cascades (Tanaka & Nishizuka, 1994).

Another signalling cascade triggered by G protein activation is the Cyclic adenosine monophosphate (cAMP) dependent signalling pathway (Freedman et al., 1995), involved in the activation of protein kinases (Valsecchi et al., 2013). cAMP has also been shown to regulate the function of other ion membrane channels such as the HCN (Hyperpolarization - activated cyclic nucleotide-gated) channels, that serve as non-selective ligand-gated cation channels, suggested to also be involved in TMS mediated effects (Pell et al., 2011). Higher frequency rTMS (5 Hz) has been shown to upregulate cAMP (Hellmann et al., 2012). A different study showed activation of mitogen-activated protein kinase (MAPK)/ extracellular signal-regulated kinase (ERK) and phosphoinositide pathways after low frequency stimulation (1 Hz), upregulating MAPK/ ERK and phosphoinositide 3-kinase (PI3K)/protein kinase B (PKB-Akt) expression (Ma et al., 2013). Activation of cAMP and protein kinase A (PKA) pathway
has been shown to be crucial for axonal repair of the optic nerve (Hellström & Harvey, 2014).

Frequency-specific effects were also shown for TBS (continuous and intermittent), modulating GABA-synthesizing enzymes glutamic acid decarboxylase (GAD) 65 and GAD67. GAD65 showed a fast increase, followed by a slower, longer lasting decrease in GAD67 (Hoppenrath & Funke, 2013; Volz, Benali, Mix, Neubacher, & Funke, 2013). However, responses largely reversed after two or more repeated applications (1-7 days) (Trippe, Mix, Aydin-Abidin, Funke, & Benali, 2009). These responses have been shown to be dose dependent in a non-linear manner: 600 pulses of iTBS induced higher expression increase than 600 pulses of cTBS. However, cTBS required fewer pulses (600) than iTBS (1200) to induce significant reductions of GAD67. Frequency and dose dependency was also shown for the expression of the synaptic marker vesicular glutamate transporter 1 (VGLUT1), which increased with increasing number of stimuli (> 1200), and was more strongly upregulated after iTBS than cTBS application (Volz et al., 2013). GAD65 and GAD67 are regulated via phosphorylation (Wei, Davis, Wu, & Wu, 2004), where GAD65 is activated by phosphorylation (via PKA activation), but GAD67 is inhibited by phosphorylation (via PKC) (Wei et al., 2004). However, even though rTMS has been shown to modulate PKA/PKC activation, it remains unknown whether rTMS affects phosphorylation of these enzymes in addition to their expression level.

1.5.8.1  Downstream activation – converging pathways

Increase of intracellular calcium levels that activate different signalling pathways such as cAMP and protein kinase signalling, can further result in the activation of CREB, a
cellular transcription factor (Kornhauser et al., 2002). CREB has been shown to be upregulated after 1 Hz stimulation (Hellmann et al., 2012). This response was diminished by the administration of lithium a classical inhibitor of the phosphoinositide pathway (Becchetti & Whitaker, 1997), while ketamine, a blocker of NMDA receptor activity, enhanced cAMP/CREB expression (Hellmann et al., 2012).

CREB has been shown to play an important role in neuroplasticity and regulates gene expression of early response genes and growth factors, such as c-fos and BDNF (Ginty, Bonni, & Greenberg, 1994; Kornhauser et al., 2002; Tao, Finkbeiner, Arnold, Shaywitz, & Greenberg, 1998).

1.5.8.2 Early response gene activation

Increases in intracellular calcium activate second messenger type signalling and can modulate gene expression. Investigation of enzyme and gene expression in addition to calcium binding interneuron subclasses revealed that straight and patterned rTMS frequencies modulated early response genes c-fos and zif268 in a frequency dependent manner (Hoppenrath & Funke, 2013; Trippe et al., 2009). Both genes are suggested to be involved in synaptic plasticity, where c-fos expression is activated after recent neuronal activity (Fleischmann et al., 2003; Knapska & Kaczmarek, 2004). c-fos expression was most strongly increased after 1 Hz stimulation, while zif268 was more strongly upregulated after stimulation with 10 Hz, iTBS or cTBS. Other studies have also shown an increase in c-fos expression after single application of low intensity stimulation in vivo at 0.5-1 Hz (Hausmann, Marksteiner, Hinterhuber, & Humpel, 2001; Trippe et al., 2009) and repeated application for 7-28 days (Zhang et al., 2007). However, c-fos was not upregulated in cultured rodent prefrontal cortex slices after
one single 20 Hz stimulation (Hausmann et al., 2001), but did increase in some layers of the rodent cortex after repeated daily stimulation for 14 days in vivo (Hausmann, Weis, Marksteiner, Hinterhuber, & Humpel, 2000). In contrast, another group found a increase in c-fos in mouse cortex after a single 20 Hz stimulation, but a decrease after repeated application for 20 days (Ikeda, Kurosawa, Uchikawa, Kitayama, & Nukina, 2005). Such variation in results might be partially based on the differences between studies in the chosen animal models (mice, rats, in vivo, in vitro) and stimulation parameters (waveform, intensity, magnetic field direction), as well as stimulation duration and detection methods of c-fos. These differences highlight the difficulty of comparing and interpreting outcomes across various rTMS studies in vivo and in vitro and the need for systematic investigation of magnetic stimulation effects on the cellular level.

1.5.8.3 BDNF regulation

BDNF is a member of the neurotrophin family and provides trophic (survival and growth) support to sensory and sympathetic neurons (Binder & Scharfman, 2004). BDNF is widely expressed in the CNS (Lu, Nagappan, Guan, Nathan, & Wren, 2013) and is crucial for normal brain development and in the adult system, where its major role is to enhance synaptic transmission, synaptic plasticity and promote synaptic growth (Lu et al., 2013). CREB upregulation increases the synthesis of BDNF protein in the endoplasmic reticulum. BDNF is then stored in dense-core vesicles of nerve terminals until secretion into extracellular domain (Bramham & Messaoudi, 2005; Lu et al., 2013). Extracellular BDNF is a ligand for high affinity tyrosine kinase receptor type B (TrkB) a member of the enzyme linked receptor family and low-affinity nerve growth factor receptor (LNGFR or better known as p75 receptor) a member of the tumor
necrosis factor receptor family (Bramham & Messaoudi, 2005; Lu et al., 2013). Activation of the TrkB receptor initiates further signalling pathways, such as MAPK/ERK and PKC protein kinase pathways (Bramham & Messaoudi, 2005), which influence neurite outgrowth, cellular differentiation and neuronal survival (Fig 1.6) (Bramham & Messaoudi, 2005; Harvey, Ooi, & Rodger, 2012). The p75 receptor is involved in survival/apoptosis related pathway activation, but also functions to potentiate the effects of TrkB activation (Fig 1.6) (Bramham & Messaoudi, 2005). Recent studies suggest an important role of BDNF in the induction of LTP via activation of the immediate early gene encoding Arc (Binder & Scharfman, 2004). Given these effects of BDNF-TrkB activation, it has been widely investigated as a suitable candidate in mediating brain repair after injury, especially in the adult CNS (Lu et al., 2013).

Many studies have shown modulation of BDNF expression after TMS. One study has shown an increase in the expression of BDNF after a single rTMS session of 20 Hz but not after 1 Hz (Gersner et al., 2011), while repeated sessions of low frequency stimulation (0.5 Hz) did increase BDNF expression after 5 days (Ma et al., 2013), 7-21 days (Zhang et al., 2007) and 6 weeks (Wang et al., 2010; Wang et al., 2011). Moreover, repeated rTMS stimulation for 11 weeks at high intensity and frequency (20 Hz) showed significant, brain area dependent upregulation of BDNF in the healthy rat (Muller, Toschi, Kresse, Post, & Keck, 2000b). However, a recent study showed that even though two different high intensities (1.14 T and 1.55 T) of 1 Hz stimulation both upregulated BDNF and TrkB receptor expression (Ma et al., 2013), these increases did not correlate simply with increases in markers of neuroplasticity. In fact, the expression of neuroplasticity markers was inversely correlated with intensity, where the lower intensity (1.14 T) increased dendritic and axonal arborization, synapse
density, synaptophysin (SYN), growth associated protein 43 (GAP43) and post-synaptic-density 95 (PSD95) (Ma et al., 2013), and the higher intensity (1.55 T) increased neuronal apoptosis, reduced dendritic and axonal arborization, decreased synapses and disordered synaptic structure (Ma et al., 2013).

Overall, data obtained from animal studies suggest profound effects of rTMS on signalling cascades underlying molecular and cellular changes and suggest involvement of signalling pathways via G protein-coupled and enzyme binding receptor activation, in addition to modulating ionotopic channel activity. Furthermore, it is apparent that rTMS effects do not show a simple linear and cumulative effect and careful investigation is needed to better understand and tailor clinical applications. Longer durations and higher intensities of rTMS stimulation do not necessarily increase the strength of effects and might even result in detrimental outcomes. These studies outline the complex effects of frequency and timing (depending on number of pulses, inter-pulse/inter-train intervals and stimulation intensities) and difficulty in comparing outcomes between different studies. Hence, to date the underlying neurobiological effects of TMS are only partially understood (Pashut et al., 2011).
Figure 1.6 BDNF receptor and signalling pathways. BDNF binds TrkB with high affinity and activates three main signalling pathways: Phospholipase C (PLC), PI3K and ERK cascades. PLC increases intracellular $\text{Ca}^{2+}$ levels and leads to the activation of calmodulin-dependent protein kinase II (CaMKII) to phosphorylate CREB. PI3K signalling cascades activate PKB-Akt, upstream of CREB. ERK phosphorylation leads directly to CREB phosphorylation. BDNF binds $p75^\text{NTR}$ with low affinity, leading to activation of apoptosis or cell survival signalling cascades. Image and text from Cunha, Brambilla, & Thomas (2010).

1.6 Low intensity (LI) magnetic stimulation

As discussed above, stimulation intensity in humans is based on threshold measurements of cortical excitability. Coils are therefore designed to produce a maximal centre of high intensity at a focal point. However, this focal centre is surrounded by a weaker magnetic field (Deng et al., 2013; Trillenberg et al., 2012), such that a large volume of adjacent cortical and sub-cortical regions is also stimulated, albeit at a lower intensity (Cohen et al., 1990; Deng et al., 2013). Effects of
surrounding magnetic fields are often regarded as negligible and most research has been focused on high intensity stimulation.

Nonetheless, LI-rTMS in humans (in the mT range) has been shown to modify cortical function (Capone et al., 2009; Robertson et al., 2010), brain oscillations (Cook, Thomas, & Prato, 2004), analgesic pain response (Shupak, Prato, & Thomas, 2004) and to be beneficial for the therapeutic treatment of depression (Martiny, Lunde, & Bech, 2010). Moreover, studies in rats show improvement of function and neuronal survival after high frequency LI-rTMS following traumatic brain injury (20 Hz, 0.1-0.5 mT) (Yang et al., 2012) and Huntington’s disease (60 Hz, 0.6 mT) (Tasset et al., 2012). However, no improvement has been found in a rat model of ischemic stroke, applying high and low frequency stimulation (20 Hz + 1 Hz or 20 Hz + patterned high frequency, 8 mT) (Bates, Clark, Meloni, Dunlop, & Rodger, 2012). In contrast, a wide range of studies investigating LI-rTMS effects on peripheral sciatic nerve damage, showed promotion of peripheral nerve regeneration and function in the rat (De Pedro et al., 2005; Markov, 2007; Siebner & Rothwell, 2003; Walker et al., 1994), but not in the mouse (Baptista et al., 2009). Furthermore, LI-rTMS has also been shown to alter the structure and function of abnormal neural circuits (Rodger, Mo, Wilks, Dunlop, & Sherrard, 2012).

1.6.1 Frequency-specific effects - underlying mechanisms

Mechanisms underlying LI-effects are still unknown. Investigation of LI repetitive magnetic stimulation in vitro (LI-rMS), employing central and nervous system cell cultures has shown pronounced but variable effects.

LI-rMS has been shown to modulate neuroplasticity related mechanisms such as increasing myelin repair (Gunay & Mert, 2011; Sherafat et al., 2012), modulating cAMP
expression (Hogan & Wieraszko, 2004) and neuronal survival (Boland, Delapierre, Mossay, Dresse, & Seutin, 2002; Di Loreto et al., 2009; Kaszuba-Zwoinska J et al., 2010; Stratton, Lange, & Inal, 2013; Yang et al., 2012). Interestingly, among the same exposure system (50 Hz, 45 mT), LI-rMS increased cell death at high cellular densities, while at lower densities it was shown to prevent stress induced apoptosis (Juszczak, Kaszuba-Zwoinska, & Thor, 2012; Kaszuba-Zwoinska J et al., 2010).

1.6.1.1 Neuroplasticity - Calcium signalling

LI-rMS has frequency-specific effects on structural plasticity, increasing neurite outgrowth after repeated application of 7 and 10 Hz, but not 4 and 12 Hz (6.4 mT) (Hernández-Hernández, Cruces-Solis, Elías-Viñas, & Verdugo-Díaz, 2009). At high frequencies (50/60 Hz) LI-rMS has been shown to alter calcium signalling (Barbier, Veyret, & Dufy, 1996; Grassi et al., 2004; McCreary, Dixon, Fraher, Carson, & Prato, 2006; Morabito et al., 2010b; Morgado-Valle, Verdugo-Díaz, García, Morales-Orozco, & Drucker-Colín, 1998; Piacentini, Ripoli, Mezzogori, Azzena, & Grassi, 2008), suggesting the applicability of the calcium-dependent activation hypothesis to low intensity rMS effects, as for high intensity (Fung & Robinson, 2013). Some groups reported changes in intracellular calcium originating from voltage gated calcium channels (VGCC; 50 Hz, 0.05-1 mT) (Barbier et al., 1996; Grassi et al., 2004; Piacentini et al., 2008), while another group (60 Hz, 0.7 mT) found L-type calcium channels to be involved (Morgado-Valle et al., 1998). However, another group showed increasing intracellular calcium concentrations by release from intracellular stores and not influx from the extracellular milieu after high frequency (50 Hz, 3 mT) LI-rMS (Aldinucci et al., 2000; Pessina et al., 2001). In addition, LI-rMS decreased mitochondrial membrane potential, suggested to be involved in the observed changes of free intracellular calcium levels (Morabito et
Mitochondria, as well as the endoplasmic reticulum, are two organelles involved in storage and regulation of intracellular calcium levels (Berridge et al., 2000).

### 1.6.1.2 Intracellular signalling

Increases in intracellular calcium trigger different intracellular signalling events, such as cAMP and protein kinase signalling. Investigating expression of cAMP in hippocampal slices, one study found low frequency dependent effects at 15 mT, where 0.16 Hz but not 0.5 Hz increased cAMP concentrations (Hogan & Wieraszko, 2004). Studies report increases in cAMP, PKA and ERK 1/2 second messengers (Yong, Ming, Feng, Chun, & Hua, 2014) after high frequency stimulation at lower intensities (15 Hz, 1 mT) and decreases in PKB-Akt and P13K (50 Hz, 1 mT). This suggests a possible involvement of signalling pathways based on G protein-coupled and enzyme linked receptors activation in the effects of LI-rMS at subthreshold intensity (no action potential firing).

Low intensity magnetic stimulation has been shown to have further downstream signalling effects, such as regulation of gene expression, both in vivo and in vitro. Rats exposed to LI-rTMS for 7 days (60 Hz, 2 mT) have shown modulation of nitric oxide (NO) in several brain areas (Cho et al., 2012). Nitric oxide, an essential neurotransmitter, has been shown to be primarily regulated by increases in intracellular Ca\(^{2+}\) through calmodulin (CAM) binding and is involved in the regulation of synaptic plasticity but can mediate neurotoxicity at excess levels (Cho et al., 2012; Mungrue & Bredt, 2004).

In addition, stimulation of cortical neurons at 50 Hz (1 mT) for 7 days protected cells from increased levels of reactive oxygen species (ROS), a marker of cellular stress (Halliwell & Whiteman, 2004) via modulation of survival promoting genes including
BDNF, TrkB, IL1 and the antioxidant enzyme Glutathione (GSH) (Di Loreto et al., 2009). However, reported effects of LI-rMS on ROS are variable, with some studies reporting increased levels after high frequency stimulation (50 Hz) and others showing no effect (Frahm, Mattsson, & Simkó, 2010; Mattsson & Simkó, 2012; Morabito, Guarnieri, Fanog rave, & Mariggi, 2010a).

LI-rMS has also shown effects on microvesicle release. Microvesicles play an important role in intercellular communication and can transport RNA and proteins between cells (Muralidharan-Chari, Clancy, Sedgwick, & D'Souza-Schorey, 2010). High frequency LI-rMS has been reported to increase microvesicle release (10 Hz, 0.3 µT) (Stratton et al., 2013) and downregulate expression of clathrin and adaptin, proteins involved in microvesicle formation (50 Hz, 1 mT) (Frahm et al., 2010).

1.6.2 In conclusion

Taken together, these results suggest profound effects of low intensity magnetic stimulation on biological mechanisms in the mT range (Di Lazzaro et al., 2013), with these effects being dependent on cell type, brain area, stimulation intensity and frequency. This is especially important, because as described earlier, magnetic stimulation is applied at heterogeneous intensities with peri-focal lower intensities along the field of the coil (Deng et al., 2013), thus these studies suggest that effects should not be disregarded simply because of the subthreshold nature of LI-rTMS.

However, to date the exact effects of LI-rTMS and especially different frequencies on biological mechanisms remain largely unclear. Generalizability of results obtained from the principal body of research remains difficult due to the employment of different rMS delivery systems and especially different experimental models, with relatively few
studies using models of the healthy central nervous system. Furthermore, no systematic investigation of the effects of rMS at different frequencies has been conducted. Hence, cellular and molecular mechanisms underlying effects of LI-rMS at different frequencies in normal CNS tissue remain unknown.

Thus, a systematic investigation of low intensity repetitive stimulation at different frequencies at the neuronal and neural circuit level is essential to better understand the underlying biological mechanisms of magnetic stimulation effects in the central nervous system. Identification of the fundamental effects of magnetic stimulation is essential to direct further research more efficiently into more complex systems and ultimately interpretation and better tailoring of magnetic stimulation results obtained in the clinic. Moreover, the first promising explorations of LI-rTMS in the clinic (Martiny et al., 2010), together with the unlikelihood of side-effects such as seizures following the subthreshold low intensities associated with LI-rTMS, makes LI-rTMS a desirable therapeutic and research tool (Di Lazzaro et al., 2013; Martiny et al., 2010), either on its own or as a contributor to the effects of rTMS and merit exploration.
1.7 AIMS

The effects of different rMS frequencies on biological mechanisms

A. Investigating the effects of LI-rMS on single neurons at a range of different frequencies: anatomical and molecular changes.
B. Investigating the effects of LI-rMS on neural circuits at a range of frequencies: anatomical and molecular changes
C. Optimizing custom-tailed LI-rMS delivery to in vitro set-ups.

1.7.1 Advantages of in vitro systems

In order to address these aims, we chose in vitro LI-rMS because in vitro systems have the advantage of offering precise control and isolation of experimental variables, increasing standardization and reproducibility of results. Environmental influences such as temperature and physiological conditions such as cell type can be tightly controlled and defined, reducing experimental variation (Reichert, 2008). Furthermore, they provide better control of the magnetic stimulation parameters, such as induced electric field properties. Hence in vitro systems can provide vital insight into the complex, often contradictory results observed in magnetic stimulation research (Basham, Zhi, & Wentai, 2009). Furthermore, neurons in culture have the advantage of being more accessible for experimental techniques such as real-time and intracellular imaging. Usage of murine tissue as a model organism has the advantage of anatomical, physiological and genetic similarities to humans, while being reproducible, cost-efficient and widely applied in experimental research (Nguyen & Xu, 2008). Mouse models have been shown to be easily comparable and particularly applicable to human
disease research (Nguyen & Xu, 2008) and provide an optimal tool for fundamental investigation of biological mechanisms.

1.7.2 Rationale of aims and experimental models

A. The effects of LI-rMS on the individual neuron

Single cell cultures are an excellent and widely applied tool to study cellular and molecular mechanisms of a particular cell type, such as neurite extension, molecular modulation and cell survival (Meberg & Miller, 2003).

Cells of primary cultures, which are cultures derived directly from the tissue of an organism, have the advantage to commonly display the in vivo cellular properties of their origin (Robert, Cloix, & Hevor, 2012), while providing the opportunity to observe and manipulate them in a far less complex environment than the in vivo setting (Beaudoin et al., 2012). Primary cultures of cortical neurons derived from rodent tissue are extensively and routinely employed to study such neuronal mechanisms (Meberg & Miller, 2003). Neurons derived from postnatal (P0-P1) cortical tissue can be dissociated and grown in culture. This technique results in a culture comprised of a high number of neurons, plus an additional small number of non-neuronal cells such as glial cells (Beaudoin et al., 2012). Glial cells maintain homeostasis, form myelin, and provide support and protection for neurons in the CNS (Jessen & Mirsky, 1980). Presence of glial cells in in vitro systems has been shown to be advantageous to the normal development of neuronal cells (Hatten, 1985). However, reproduction of glial cells by cell division (proliferation) results in extensive expansion and covering of culture populations, which can be undesirable for single neuronal cell analysis in vitro. Proliferation can easily be avoided by the addition of proliferation inhibitor cytosine d-
D-arabinofuranoside (AraC), which is routinely applied in postnatal neuronal cultures (Beaudoin et al., 2012). Sparse seeding and short-term culturing results in neuronal cultures that do not form synaptic connections and allow visualization of individual neurons and their processes. This has the advantage of yielding a relatively pure but slightly mixed neuronal culture more similar to the in vivo environment while giving the opportunity to investigate the single neuron.

In addition, primary cortical cultures have been shown to be mainly comprised of GABAergic neurons (Thomas, 1985). Based on previous in vivo studies showing the activation of inhibitory neuronal subpopulation (Funke & Benali, 2011), primary cortical cell cultures are particularly appropriate to investigate the biological effects of rMS on the single neuron level.

Here we systematically investigate the effects of a range of LI-rMS frequencies on neuronal survival, morphology and gene expression changes in single cortical cultures.

B. The effects of LI-rMS on neuronal circuit repair

Injury to the central nervous system resulting from traumatic brain injury, stroke or degenerative disease can lead to severe and lasting cognitive and functional deficits as repair of the adult mammalian brain after lesion is limited or unspecific (Fitzgerald & Fawcett, 2007; Nudo, 2013).

While the exact underlying mechanisms are still unknown (Müller-Dahlhaus & Vlachos, 2013), studies have shown that neurorehabilitation can be enhanced by promoting structural and functional neuroplasticity (Lee, Lin, Robertson, Hsiao, & Lin, 2004; Li et al., 2004). Many current treatments aim to promote neuroplasticity to either restore
the lesioned system, recruit non-affected brain areas and/or retrain non-affected brain areas to perform new functions (Kleim, 2011), which can occur via axonal regeneration, heterologous terminal sprouting and/or collateral reinnervation.

It has been shown that cortical activity at the site of the lesion is crucial to achieve even limited functional improvement (Nudo, 2013). rTMS has the advantage of being able to non-invasively affect the brain, providing a mechanism to directly target cortical activity. However, because the precise effects of rTMS on the injured central nervous system are largely unknown, tailoring of stimulation to particular injury requirements remains unfeasible.

To examine the effects of LI-rMS on neuroplasticity after injury, this thesis assesses the effects of different low intensity magnetic stimulation frequencies on neural circuit repair using an in vitro mouse olivo-cerebellar projection model of axonal injury (Letellier, Wehrlé, Mariani, & Lohof, 2009). This model has been thoroughly characterized in our laboratories (Dixon et al., 2005; Dixon & Sherrard, 2006; Fournier, Lohof, Bower, Mariani, & Sherrard, 2005; Letellier et al., 2007; Lohof, Mariani, & Sherrard, 2005; Willson, Bower, & Sherrard, 2007; Willson, McElnea, Mariani, Lohof, & Sherrard, 2008) and has the advantage of being organized with precise topography, displaying a one to one relationship between the afferent climbing fibre (CF) axons and the target Purkinje cell (PC) (Eccles, Ilinas, & Sasaki, 1966; Fournier et al., 2005; Lohof et al., 2005). It has been optimized in vitro (Letellier et al., 2009) to closely resemble the in vivo system and is thus highly suitable to investigate and optimize LI-rMS parameters.
B.1 The cerebellum, cerebellar cortex and olivary nucleus circuit

The cerebellum consists of two lateral hemispheres and a central vermis (Apps & Garwicz, 2005). The cerebellar cortex has three cortical layers (Fig 1.7B), containing two major types of neurons (the Purkinje cells and granule cells), in addition to three major types of interneurons. The cerebellar circuit comprises three major types of axons: the climbing fibres (CF, ascending from neurons in the olivary nucleus), mossy fibres (indirect input from the cerebral cortex) and parallel fibres (granule cell axons). Except for excitatory, glutamatergic granule cells, all other cells form GABAergic synapses (Apps & Garwicz, 2005).

Figure 1.7 Schematic view of the olivo-cerebellar pathway. Showing the whole cerebellum and brainstem (A) and the layers of the cerebellar cortex (B). Five major neuronal cell types are involved in the cerebellar circuit: neuron: granule cell + Purkinje cell and interneurons: golgi cell, stellate cell and basket cell. With three major fibres: climbing fibre, mossy fibre and parallel fibre. Except for excitatory granule cells (glutamate), all other cells are GABAergic. A) adapted from Letellier-personal communication, B) adapted from Apps & Garwicz (2005).
The granule layer is the most interior layer and derives its name from the high amount of small densely packed granule cells. The Purkinje cell layer lies in between the granular layer and the most exterior situated molecular layer (Fig 1.7B). Large cell bodies of the PCs make up the Purkinje cell layer, with their planar dendritic trees extending into the molecular layer. The thin unmyelinated axons of the granule cells rise through the Purkinje cell layer into the molecular cell layer, where they synapse into parallel fibres. Parallel fibres pass through the dendritic tree of Purkinje cells forming intermittent synapses onto every $3^{rd}$-$5^{th}$ PC (Apps & Garwicz, 2005). In the mature cerebellar system, CFs arise exclusively from the contralateral inferior olive located in the caudal brain (Fig 1.7A). The climbing fibres directly synapse onto PCs, where in the mature system each PC only receives input from one CF (De Zeeuw et al., 1998). PCs project axons to the deep cerebellar nuclei, situated in the central white matter of the cerebellum. Axons from the cerebellar nuclei in turn project to the thalamus or motor tracts (Apps & Garwicz, 2005). PCs are the sole output neurons of the cerebellar cortex to circumscribed regions of the cerebellar nuclei and thereby forming discrete, topographical, neuronal cerebellar circuits (Apps & Garwicz, 2005).

The inferior olive nucleus is the largest nucleus situated in medulla oblongata in the lower portion of the brain stem. The inferior olive comprises two types of neurons, in addition to a very small subpopulation of interneurons (De Zeeuw et al., 1998). Both neuronal types are assumed to be projection neurons, sending axonal climbing fibres to the cerebellar cortex where they terminate in 5-7 PCs (De Zeeuw et al., 1998).


B.2 Olivo-cerebellar development

Development of the cerebellum occurs both prenatally (embryonic, E) and postnatally (P). Migration of granular precursor cells starts around E13 and migration of mature granule cells to the cerebellar granule layer is completed around P20 (Komuro et al., 2013). Purkinje cells formation and migration to the Purkinje cell layer in the cerebellar cortex occurs around E13-E17 (Yuasa, Kawamura, Ono, Yamakuni, & Takahashi, 1991). Inferior olivary neurons complete migration to the olivary nucleus around E17 (De Zeeuw et al., 1998). Oiliary neuron axons project to the cerebellar cortex after crossing the midline in the medulla, move through the inferior cerebellar peduncle, extend further through the granular layer of the cerebellar cortex to synapse onto PCs in the Purkinje cell layer. Oiliary neuron axons become CFs by branching just before reaching the cerebellar cortex (Watanabe & Kano, 2011), leading to a precise parasagittal topography (Sugihara, 2005).

Formation of CF-PC synapse occurs in 4 stages of progressing synapse elimination (Watanabe & Kano, 2011). Multiple CFs initially form synapses with multiple PCs, which then get progressively removed. The early synaptic pruning phase (P7-11) is driven via P/Q-type-VGCC activation in the PC. The late synaptic pruning phase (P12-17) is driven by metabotropic GluR1 receptor signalling pathways (Gaq–PLCb4–PKCc) to result in monoinnervation of each PC by one CF at P20 (Watanabe & Kano, 2011).

B.3 Olivo-cerebellar injury

The olivo-cerebellar pathway model is an established model of reinnervation and neural circuit repair (Reeber, White, George-Jones, & Sillitoe, 2013). Unilateral transaction of the olivo-cerebellar pathway (Pedunculotomy (Px)) at the cerebellar
peduncle results in degeneration of the contralateral inferior olive. In the early development stages (< P10) the remaining inferior olive spontaneously regrows new CFs to reinnervate the denervated PCs (Sugihara, Lohof, Letellier, Mariani, & Sherrard, 2003). After the early developmental period, structural plasticity decreases with no spontaneous reinnervation observed in vivo for Pxs at P10 or later (Sherrard, Letellier, Lohof, & Mariani, 2013). However, it has been shown that similar reinnervation can be induced with the neurotrophic factor BDNF, also at later stages of development, with the same parasagittal order (Dixon & Sherrard, 2006; Willson et al., 2008), but via direct CF-PC mono-innervation (Letellier et al., 2007). BDNF induced reinnervation has been shown to provide functional and cognitive benefits in rats (Willson et al., 2007; Willson et al., 2008). The olivo-cerebellar pathway model has been optimized and clearly defined in vitro (Chedotal, Bloch-Gallego, & Sotelo, 1997; Letellier et al., 2009) which has been shown to reproduce the normal stages of CF-PC development (Letellier et al., 2009).

B.4 Molecules involved in reinnervation

Brain derived neurotrophic factor (BDNF), which is important for neuronal survival, outgrowth, differentiation and synapse formation (see section 1.5.8.3) has also been shown to be involved in cerebellar and olivary development. Expression of its receptor TrkB is highest during CF-PC synaptogenesis and then steadily decreases with the increasing maturation of the olivo-cerebellar system (Sherrard et al., 2009).

Investigation of underlying molecular mechanisms shows that spontaneous reinnervation in early developmental stages and induced reinnervation via BDNF treatment at later stages is dependent on polysialylated neural cell adhesion molecule
(PSA-NCAM) activation, a growth-permissive cell surface molecule (Sherrard et al., 2013). PSA-NCAM is known to be involved in neuroplasticity (Rutishauser, 2008) and is extensively expressed in the developing cerebellum of the healthy rodent system (Bonfanti, 2006; Ponti, Peretto, & Bonfanti, 2006). PSA-NCAM can affect ligand-receptor binding and it has been shown to facilitate BDNF-TrkB interaction (Muller et al., 2000a) and to regulate p75 receptor expression (Gascon, Vutskits, Jenny, Durbec, & Kiss, 2007). In models of CNS injury, PSA-NCAM expression has been shown to change in association with neurite sprouting and reactive gliosis (Bonfanti, 2006). After PC axotomy in the adult cerebellum, PSA-NCAM was expressed in astrocytes near PC sprouts during the period of axonal sprouting (Dusart, Morel, Wehrlé, & Sotelo, 1999). This suggests an essential role of PSA-NCAM in axonal regeneration, possibly by inhibiting cell-cell adhesion to allow axonal outgrowth, although the exact mechanism remains unclear (Bonfanti, 2006).

NCAM function is strongly influenced by polysialylation. Addition of polysialic acid (PSA) to NCAM decreases the amount of receptor binding between adjacent cells (Bonfanti, 2006). PSA binding to NCAM is mediated via two Golgi-associated polysialyltransferases, ST8SiaIV (Sia4) and ST8SiaII (Sia2) (Angata & Fukuda, 2003). Studies suggest that Sia2 expression is regulated via cAMP-CREB pathway activation and is one of the target genes of the transcription factor Pax3 (Angata & Fukuda, 2003; Mayanil et al., 2001). Furthermore, it has been shown that Pax3 expression increases in NCAM polysialylation (Mayanil et al., 2000). Taken together, these molecules (BDNF, PSA-NCAM/Sia and Pax3) are compelling candidate genes to be involved in CF-PC reinnervation.
B.5 Cerebellar rTMS

A number of studies have shown the possibility of exciting cortico-cerebellar circuits by rTMS (Koch, 2010; Pope & Miall, 2014; Schmahmann & Caplan, 2006). It has been proposed that cerebellar stimulation activates Purkinje cells in the cerebellar cortex, leading to inhibition of thalamic and motor tract projections (Koch, 2010; Pope & Miall, 2014). One study showed an effect of cerebellar TBS (i and c) on MEP amplitude and short/long intracortical inhibition (S/LICI), suggested to reflect long-lasting modulation of motor cortex excitability via cerebellar-thalamic-cortical pathways, targeting GABAergic interneurons (Koch, 2010; Koch et al., 2008). Furthermore, direct application of rTMS applied to the cerebellum has been shown to have a variety of effects, such as increasing cortico-spinal excitability (Gerschlager, Christensen, Bestmann, & Rothwell, 2002), increasing oscillatory theta-wave activity (Schutter & van Honk, 2006) and improving symptoms of spino-cerebellar ataxia (Shimizu et al., 1999). A recent in vivo study showed modulation of molecules related to neural plasticity after high frequency rTMS in rats (Lee, Oh, Kim, & Paik, 2014). Moreover, cerebellar rTMS has been shown to have a high potential as a therapeutic tool (Koch, 2010). However, currently cerebellar rTMS is technically challenging, due to increased discomfort from involuntary muscle contractions at high intensities, which is preventable at lower intensities.

A very limited number of studies have investigated effects of low intensity magnetic stimulation in the cerebellum. At higher frequencies (50/60 Hz), LI-rMS was shown to increase membrane currents via activation of the cAMP/PKA pathway in cerebellar granule cells in vitro (He et al., 2013), to affect acetylcholinesterase (AChE) activity in
cerebellar synaptosomal membranes *in vitro* (Ravera et al., 2010) and to modulate ROS expression in the mouse cerebellum *in vivo* (Chu et al., 2011).

Here we use an established model of axonal injury in the olivocerebellar circuit to investigate the effects of a range of LI-rMS stimulation frequencies on neural-circuit repair, candidate gene expression and activation of cellular population.

C. **Custom tailoring LI-rMS delivery to the *in vitro* set-up**

Models of TMS induced electric fields in the human brain (Bijsterbosch et al., 2012; Salinas et al., 2009) have shown that the induced electric field and efficiency of stimulation are determined by the relative sizes of the coil and brain (Deng et al., 2013; Weissman, Epstein, & Davey, 1992). Thus, when human devices are used in animal research, the discrepancy between large coils and small *in vivo* or *in vitro* targets results in induced electric fields which differ from those induced in the human brain. Effects are often distributed over a large area of the target, e.g. the whole animal head/body or overlapping multiple culture wells, limiting efficiency and definition of stimulation delivery. Hence, stimulation coils for animal and *in vitro* research should be tailored to specific experimental requirements.

Some groups have started to address the importance of coil size and stimulation focus by developing small stimulation devices for specific animal models (Bonmassar et al., 2012; Park et al., 2013; Rotem et al., 2014; Tischler et al., 2011). In high intensity stimulation research there is the issue that with decreasing coil size the thermal and mechanical stress increases to maintain stimulation intensity. Some groups have incorporated complex cooling devices and/or coil designs to deal with these problems (Bonmassar et al., 2012; Rotem et al., 2014; Tischler et al., 2011). However, one
advantage of lower intensity magnetic stimulation is that stimulation intensities can be reached without excessive stress on the stimulation device, as has been demonstrated recently in our laboratory via the construction of a small animal coil to investigate the effects of low intensity magnetic fields in the mT range in a mouse model of abnormal neuronal connections (Rodger et al., 2012).

Additionally, because of increased control possibilities of experimental parameters in vitro, a homogenous magnetic field is generally achieved via application of Helmholtz coil systems (Di Loreto et al., 2009; Morabito et al., 2010a; Stratton et al., 2013). These consist of two or more solenoid coils along the same axis (Bronaugh, 1995), where the target is placed within that axis, generally along the central, homogenous magnetic field depending on the in vitro requirements. Nonetheless, due to their relatively large space requirements, Helmholtz systems are not always ideal, nor cost-efficient to apply in the limited space of an incubator and to some kinds of culture plates, especially, if multiple, simultaneous stimulation is desired. To be able to have multiple, simultaneous coils at close proximity, their effects on each other and neighbouring tissue have to be taken into careful consideration for the development of a multi-channel system (Han, Chun, Lee, & Lee, 2004). Hence, custom-tailored stimulation devices for multi-target stimulation are needed to optimize rMS in vitro and increase comparability of results.

A key aspect of this thesis was to identify the parameters required to build a stimulation system that is tailored for organotypic culture. In addition, we demonstrate the creation of an automated and adjustable stimulation system that can deliver a high range of LI-rMS frequencies adapted to the specific requirements of our in vitro organotypic culture.
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2 Investigating the effects of LI-rMS on single neurons at a range of different frequencies: anatomical and molecular changes

Chapter 1 outlines the increasing scientific base of the biological importance of low intensity magnetic stimulation effects. In particular, because initial studies indicate that LI-rTMS has therapeutic benefits and low intensity stimulation forms a peri-focal by-field of human rTMS, the effects of LI-rTMS merit systematic investigation. To understand the long-term effects of LI-rTMS at a brain systems level (such as cortical excitability), it is necessary to perform fundamental investigation of effects at the cellular and molecular level in CNS tissue. A small number of studies have started to investigate these effects; however comparison between studies is difficult due to high variability of experimental models, in particular the stimulation parameters used. A systematic investigation of the effects of different frequencies on a range of biological parameters at the single cell level, after both single or multiple stimulation sessions, has not been carried out.

Here we investigate the effects of LI-rMS on anatomical and molecular changes in single neurons at a range of different frequencies. We applied different LI-rMS to primary cortical cultures in order to systematically investigate the effects of single and multiple LI-rMS, with the help of a small custom-build magnetic stimulation device that was tailored for the specific in vitro set-up, to deliver a defined magnetic field in the tissue of interest.
Chapter 2

We applied four consecutive stimulation sessions per frequency and quantified survival of different cell populations and changes in neuronal morphology. We then sought insight into the underlying mechanisms involved in these long-term effects, and investigated modulation of intracellular calcium in real time during stimulation.

Consistent with a wide range of studies, both in high and low intensity literature, we showed that intracellular calcium was increased by LI-rMS. We also applied pharmacological agents to demonstrate for the first time that the source of intracellular calcium changes resulted from intracellular stores. We showed that a single session of LI-rMS induced changes in the expression of genes involved in downstream calcium signalling cascades and that these changes were stimulation-specific and consistent with the changes in cellular viability observed after repeated stimulation.
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INTRODUCTION

Repetitive transcranial magnetic stimulation (rTMS) is used in clinical treatment to non-invasively stimulate the brain and promote long-term plastic change in neural circuit function (Pell et al., 2011; Thickbroom, 2007), with benefits for a wide range of neurological disorders (Adeyemo, Simis, Macea, & Fregni, 2012; Daskalakis, 2014; George, Taylor, & Short, 2013). In addition, there is increasing evidence that low intensity magnetic stimulation (LI-rTMS) may also be therapeutic, particularly in mood regulation and analgesia (Di Lazzaro et al., 2013; Martiny et al., 2010; Robertson et al., 2010). Nonetheless, clinical outcomes of rTMS and LI-rTMS are variable (Wassermann & Zimmermann, 2012) and greater knowledge of the mechanisms underlying different stimulation regimens is needed in order to optimise these treatments.

Investigating the mechanisms of both high and low intensity rTMS is important because most human rTMS protocols deliver a range of stimulation intensities across and within the brain. Human rTMS is most commonly delivered using butterfly figure-of-eight shaped coils (Fatemi-Ardekani, 2008; Thielscher & Kammer, 2004) to produce focal high-intensity fields that depolarise neurons in a small region of the cortex underlying the intersection of the 2 loops (Fatemi-Ardekani, 2008; Thielscher & Kammer, 2004), which in turn can modulate activity in down-stream neural centres (Aydin-Abidin, Trippe, Funke, Eysel, & Benali, 2008; Valero-Cabrè, Payne, Rushmore, Lomber, & Pascual-Leone, 2005). However, this stimulation focus is surrounded by a weaker magnetic field such that a large volume of adjacent cortical and sub-cortical tissue is also stimulated, albeit at a lower intensity that is below activation threshold (Cohen et al., 1990; Deng et al., 2013). While the functional importance of this para-
focal low-intensity stimulation in the context of human rTMS is unclear, low-intensity magnetic stimulation on its own modifies cortical function (Capone et al., 2009; Robertson et al., 2010) and brain oscillations (Cook et al., 2004). Moreover, animal and in vitro studies demonstrate that low-intensity stimulation alters calcium signalling (Pessina et al., 2001; Piacentini et al., 2008), gene expression (Mattsson & Simkó, 2012), neuroprotection (Yang et al., 2012) and the structure and function of neural circuits (Makowiecki, Harvey, Sherrard, & Rodger, 2014; Rodger et al., 2012). However, the mechanisms underlying outcomes of low-intensity magnetic stimulation, particularly in conjunction with different stimulation frequencies, have not been investigated.

To address this, we undertook a systematic investigation of the fundamental morphological and molecular effects of five repetitive low intensity magnetic stimulation (LI-rMS) protocols in a simple in vitro system with defined magnetic field parameters. We show for the first time that LI-rMS induces calcium release from intracellular stores. Moreover, we show specific effects of different stimulation protocols on neuronal survival and morphology and associated changes in expression of genes mediating apoptosis and neurite outgrowth. Taken together, our data demonstrate that even low intensity magnetic stimulation induces long-term modifications to neuronal structure, which might have implications for understanding the effects of high-intensity human rTMS in the whole brain.
METHODS

Animals

C57Bl/6j mice pups were sourced from the Animal Resources Centre (Canning Vale, WA, Australia). Experimental procedures were approved by the UWA Animal Ethics Committee (03/100/957).

Tissue culture

To investigate changes in neuron biology following LI-rMS stimulation, we used neuronal enriched cultures from postnatal day 1 mouse cortex. Pups were euthanased by pentobarbitone sodium (150 mg/kg i.p.), decapitated and both cortices removed. Pooled cortical tissue was dissociated and prepared following standard procedures (Meloni, Majda, & Knuckey, 2001). Cells were suspended in NB media (Neurobasal-A, 2 % B27 (Gibco®), 0.6 mg/ml creatine, 0.5 mM L-glutamine, 1 % Penicillin/Streptomycin, and 5 mM Hepes) and plated on round poly-D-lysine coated coverslips at a density of 75000 cells/well (day 0 in vitro; DIV 0). On DIV 3, half the culture medium was removed and replaced with fresh media containing cytosine arabinofuranoside (6 μM; Sigma) to inhibit glial proliferation. Cells were grown at 37°C in an incubator (5% CO₂ + 95% air) for 10 days and half the medium was replaced on DIV 6 and 9. To ensure that any experimental effects were not due to either different litters or culture sessions, plated coverslips from each litter were randomly allocated to stimulation groups. The whole culture-stimulation procedure was repeated 3 times.
Repetitive Magnetic Stimulation

LI-rMS stimulation was delivered to cells in the incubator with a custom built round coil (8 mm inside diameter, 16.2 mm outside diameter, 10 mm thickness, 0.25 mm copper wire, 6.1 Ω resistance, 462 turns) placed 3 mm from the coverslip (Fig 2.1A) and driven by a 12 V magnetic pulse generator: a simple resistor-inductor circuit under control of a programmable (C-based code) micro-controller card (CardLogix, USA). The non-sinusoidal monophasic pulse (Peterchev et al., 2011) had a measured 320µs rise time and generated an intensity of 13 mT as measured at the target cells by hall effect (ss94a2d, Honeywell, USA) and assessed by computational modelling using Matlab (Mathworks, USA; Fig 2.1B,C). Coil temperature did not rise above 37°C, ruling out confounding effects of temperature change. Vibration from the bench surface (background) and the top surface of the coil were measured at 10 Hz stimulation using a single-point-vibrometer (Polytec, USA); coil vibration was within vibration amplitude of background (Fig 2.1D).

Stimulation was delivered for 10 continuous minutes per day at 1 of 5 frequencies: 1 Hz, which reduces, or 10 Hz which increases, cortical excitability in human rTMS (Fitzgerald et al., 2006; Hoogendam et al., 2010); we also used 100 Hz, consistent with very low intensity pulsed magnetic field stimulation (Ash et al., 2009; Di Lazzaro et al., 2013), continuous theta burst stimulation (cTBS: 3 pulses at 50 Hz repeated at 5 Hz) showing inhibitory effects on cortical excitability post-stimulation in human rTMS (Gamboa et al., 2011; Huang et al., 2005) or biomimetic high frequency stimulation (BHFS: 62.6 ms trains of 20 pulses, repeated at 9.75 Hz). The BHFS pattern was designed on electro-biomimetic principles (Martiny et al., 2010), based on the main
parameter from our previous studies (Makowiecki et al., 2014; Rodger et al., 2012) which was modelled on endogenous patterns of electrical fields around activated nerves during exercise (patent PCT/AU2007/000454, Global Energy Medicine). The total number of pulses delivered for each stimulation paradigm is shown in Table 1. We chose a standard duration of stimulation of 10 minutes (rather than a standard number of pulses) because studies of brain plasticity reveal that 10 minutes of physical training or LI-rTMS is sufficient to induce functional and structural plasticity (Angelov et al., 2007; Makowiecki et al., 2014; Rodger et al., 2012). For all experiments, controls were treated identically but the coils were not activated. An overview of experiments and summary of experimental design is shown in Fig 2.1E.

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Total pulses delivered in 10 minutes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Hz</td>
<td>600</td>
</tr>
<tr>
<td>10 Hz</td>
<td>6,000</td>
</tr>
<tr>
<td>100 Hz</td>
<td>60,000</td>
</tr>
<tr>
<td>cTBS</td>
<td>7,000</td>
</tr>
<tr>
<td>BHFS</td>
<td>120,000</td>
</tr>
</tbody>
</table>

*Table 2.1* Total number of pulses delivered during 10 minutes for each frequency.
**Figure 2.1** Stimulation apparatus and experimental design. A) Matlab software model representing the induced magnetic field at the level of the coil, distance in mm. B) Top view of modelled magnetic field strength at 3 mm from the base of the coil (position of the coverslip). Dashed circle represents the well and solid circle represents the edge of the coverslip (Ø = 13 mm). Black dots show the sampling locations for cell counts and morphological analysis. C) Fourier transform of the frequency spectrum of vibration measurement (mm/s) taken by a single-point-vibrometer placed either on the bench surface (background) or on top of the coil (in place of the culture plate as illustrated in (E). Vibration measured from background surface (black) and the coil (red) confirms that the coil did not generate vibration above background levels. D) Timeline for our experimental design. We delivered multiple sessions of LI-rMS (DIV6-9) to see the cumulative effects on the survival and morphology of single neurons. Then in separate experiments we examined potential mechanisms underpinning these cellular effects by identifying acute changes induced by a single session of LI-rMS: (1) intracellular calcium during stimulation; (2) gene expression 5 hrs after stimulation, an interval necessary for transcriptional changes to have occurred. The inset shows the detailed timeframe for intracellular calcium imaging, and is an example for DIV 6. LI-rMS was delivered for 10 minutes (grey zone). Ratiometric fluorescent values recorded over the last 3 min of stimulation were averaged and reported as a percentage of pre-stimulation baseline. E) photographs of an *in vitro* stimulation coil used in this study. Views are from the top (top panel) and side (bottom panel). The diagram in the bottom panel shows that the coil was placed beneath one well of a 24 well culture dish containing a coverslip (blue) with culture medium (pink). The coil (orange) was located at a distance of 3 mm from the coverslip because of the thickness of the plastic base of the culture dish (white). Note that neighbouring wells did not contain coverslips to avoid interactions of magnetic fields from individual coils (compare extent of magnetic field and coverslip shown in (B). Scale bar (A): 15 mm.
Immunohistochemistry

To investigate the influence of different stimulation frequencies at the cellular level, we used immunohistochemistry to examine neuronal survival and the prevalence of different cell types. Cells plated on glass coverslips were grown in 12 spatially separated wells of a 24 well plate to ensure no overlap of magnetic field. Wells were stimulated for 10 minutes daily from DIV 6-9 and cells were fixed with 4% paraformaldehyde 24 hours after the last stimulation. Mouse anti-active Caspase-3 (1:50, Abcam) and TUNEL (DeadEnd™ Fluorometric TUNEL System, Promega) double labelling were carried out to identify apoptosis. Glia and neurons were labelled with rabbit anti-GFAP (1:500, Dako) or mouse anti-βIII Tubulin (1:500, Covance). Subpopulations of neurons were identified, using rabbit anti-calbindin D-28K (inhibitory and small excitatory neurons; 1:500, Chemicon (Brederode van, Helliesen, & Hendrickson, 1991)) or mouse anti-SMI-32 (excitatory neurons; 1:2000, Covance (DeFelipe, 1997)). Antibody binding was visualised using fluorescently labelled secondary antibodies (Alexa Fluor 546 and Alexa Fluor 488; Invitrogen). Cell nuclei were labelled with either Hoechst (1:1000, Sigma Aldrich) or Dapi (DeadEnd™). Coverslips were mounted with Fluoromount-G.

Histological Analysis

For each experimental group, histological analyses were performed blind to stimulation paradigm on 12-18 images containing cultured cells from 2-3 different litters. Five semi-randomly distributed images per immunostained coverslip were taken from locations underneath the desired magnetic field (13 mT), in order to analyse cells that had received similar stimulation intensity.
We counted cells labelled with the following antibody combinations: βIII Tubulin or GFAP (neurons/glia), Caspase-3 and TUNEL (apoptotic cells), or Calbindin or SMI-32 (inhibitory/excitatory neurons). Raw counts were normalized to the total cells numbers (Hoechst or DAPI labelled) in the analysed field (FA). Cells that were not immunolabelled for either marker were identified as 'other' and included in the total cell count.

Morphometric analysis was undertaken on individually visualized neurons. Calbindin labelled neurons had weakly labelled processes thus neurite morphology could not be reliably distinguished. Thus, only SMI-32 positive cells were analysed. For every cell, the longest neurite was traced and its total length calculated with Image J. To estimate neuronal morphology, fast Sholl analysis (Gutierrez & Davies, 2007) was performed, using an Image-Pro®Plus (Media Cybernetics, Inc.) based macro (M. Doulazmi, UPMC).

**Calcium Imaging**

To assess the mechanisms underlying LI-rMS effects, we measured real-time changes in intracellular calcium during stimulation. On DIV 6-10, cells were incubated in 1 µM Fura-2AM (Molecular Probes) supplemented media at 37°C for 90-120 min. Immediately prior to experimentation, cells were transferred to Fura-2AM supplemented imaging solution containing: 140 mM NaCl, 5 mM KCl, 2.5 mM CaCl$_2$, 0.5 mM MgCl$_2$, 10 mM Glucose and 10 mM Hepes (pH 7.4). Intracellular calcium was assessed at 37°C as described previously (Viola, Arthur, & Hool, 2007) to evaluate ratiometric change and estimate intracellular concentration [Ca$^{2+}$], (nM). Fura-2 340/380 nm ratiometric fluorescence was captured using a Hamamatsu Orca ER digital
camera attached to an inverted Nikon TE2000-U microscope (ex 340/380 nm, em 510 nm) and analysed by manually tracing cells in MetaMorph® 6.3 (Molecular Devices).

Ratiometric fluorescent values were recorded from 5 min pre-stimulation to 5 min post-stimulation (or control) at 1 minute time intervals. Analyses were made off-line such that the experimenter was blind to stimulation group. Ratiometric fluorescent values were averaged over the last 3 min of stimulation ($\mu_{\text{Main}}$: minutes 8-10), and normalised to the pre-stimulation baseline ($\mu_{\text{Pre}}$: minutes 3-5). Percentage Fura-2 ratiometric signal change ($Y_{\%\text{change}}$) was calculated ($Y_{\%\text{change}} = \frac{(\mu_{\text{Pre}} - \mu_{\text{Main}})}{\mu_{\text{Main}}} \ast 100$) (Fig 2.1E). Pilot experiments showed that there was no effect of culture age (DIV) on calcium responses, thus data were pooled across days.

Following each experiment, cells were fixed with 4% paraformaldehyde and immunostained for GFAP/βIII Tubulin/Hoechst, as described above, to confirm that imaged cells were neurons. Only data from βIII tubulin-positive neurons were included in the analysis.

To investigate the source of increased intracellular calcium, we assessed alterations in intracellular calcium when neurons were either placed in calcium-free imaging solution, or exposed to thapsigargin (3 μM, SIGMA) to deplete intracellular calcium stores. For calcium-free studies, cells were placed in calcium-free imaging solution (140 mM NaCl, 5 mM KCl, 0.5 mM MgCl₂, 10 mM HEPES, 10 mM Glucose, 3 mM EGTA, pH 7.4) immediately prior to experimentation. To confirm that results were not based on changes in ion concentration, in some experiments we compensated for the drop in Ca²⁺ with an equi-molar replacement of Mg²⁺ to keep a constant surface charge effect across the membrane. Results showed no difference between these 2 solutions.
Thapsigargin studies (supplemented 10 min prior to experimentation) were performed in normal 2.5 mM calcium containing imaging solution. All imaging solutions were supplemented with 1 µM Fura-2AM. Cell viability was confirmed with propidium iodide (PI) post-stimulation and cells that were permeable to PI were excluded from subsequent analysis (Appendix A).

**PCR Array**

To investigate the molecular events triggered by different frequency stimulation, changes in gene expression were examined in a separate series of cultures following a single stimulation at DIV 6. For each group (3 frequencies plus control), three replicates of ten wells underwent one stimulation session. Five hours after the end of stimulation, total RNA was extracted with Trizol (Life Technologies) followed by purification on RNeasy kit columns (Qiagen). cDNA was transcribed from 200 ng of total RNA using the RT² Easy First Strand cDNA Synthesis Kit (Qiagen). For each sample, 250 ng of cDNA was applied to the Mouse cAMP / Ca^{2+} Signaling Pathway Finder PCR Array and amplified on a Rotorgene 6000. Results were analysed by a researcher (K Carter), who did not know the tissue groupings, on the Qiagen RT² Profiler PCR array data analysis (v3.5) using the geometric mean of housekeeping genes glyceraldehyde-3-phosphate dehydrogenase and glucuronidase beta. Normalized mean expression levels (log2(2-ΔCt)) were used to determine differentially expressed genes between each group and control. Changes in gene expression were analysed further in R 3.0.1 using the NMF package (Gaujoux & Seoighe, 2010), Ingenuity Pathways Analysis (IPA) and WebGestalt (Zhang, Kirov, & Snoddy, 2005).
Statistical analysis

Data from all groups were explored for outliers and normal distribution with SPSS Statistics 20 (IBM). For cell survival and calcium imaging experiments, effects of frequency were analysed with One-way Analysis of Variance (Kruskal-Wallis; H) and Mann-Whitney (U) pairwise comparisons with Bonferroni-Dunn correction where appropriate. Neurite length data was analysed with Univariate ANOVA (F). Gene expression levels from the PCR array were compared by two sample t-test. All values are expressed as mean ± SEM and considered significant at p < 0.05.

RESULTS

We delivered multiple sessions of LI-rMS (DIV6-9) to see the cumulative effects on the survival and morphology of single neurons. We then examined potential mechanisms underpinning these cellular effects by identifying acute changes induced by a single session of LI-rMS: (1) intracellular calcium during stimulation; (2) gene expression 5 hrs after a single stimulation session, an interval necessary for transcriptional changes to have occurred. The experimental design is summarized in Fig 2.1E.

rMS stimulation-specific effects on neuronal survival and morphology

We first investigated whether low intensity LI-rMS had deleterious effects and induced apoptosis by counting cells double labeled for Caspase-3 and TUNEL (N_{fields analyzed (FA)}: Control = 22; 1 Hz = 10; 10 Hz = 10; 100 Hz = 9; cTBS = 10; BHFS = 10). While the great majority of cells (about 90%) continued growing normally, there was a small but significant increase of apoptotic cells in cultures stimulated at 10 Hz (11.11 % ± 1.84) and 100 Hz (11.08 % ± 1.79) compared to unstimulated controls (4.3 % ± 0.9; p = 0.036
and 0.044 respectively, Fig 2.2A). In contrast, stimulation by 1 Hz and complex frequencies did not significantly alter apoptosis (~4-7 % cells in each group). Because stimulation at 100 Hz did not induce more apoptosis than 10 Hz, it was not investigated further.

We next evaluated whether different LI-rMS patterns altered the proportions of neurons and glia in primary cortical cultures ($N_{FA}$: Control = 19; 1 Hz = 18; 10 Hz = 18; cTBS = 18; BHFS = 15). The ratio of neurons-to-glia following stimulation at any frequency was no different from unstimulated control cultures (Fig 2B,C), suggesting that the small amount of apoptosis (~4-7 %) involved all cell types equally. On average, pooled across all frequencies, we observed 85.6 % ± 1.1 neurons, 5.1 % ± 1.3 glia and 9.3 % undefined cells in our cultures.

Because some studies have shown that magnetic fields differentially affect inhibitory and excitatory neurons (Benali et al., 2011; Meyer et al., 2009) we quantified the proportions of two neuronal populations: calbindin D-28K-positive neurons, which are predominantly inhibitory (Brederode van et al., 1991), and SMI-32-labelled excitatory neurons ($N_{FA}$: Control = 24; 1 Hz = 13; 10 Hz = 25; cTBS = 16; BHFS = 14). The higher proportion of inhibitory neurons in early postnatal cultures is in line with previous studies (Alho, Ferrarese, Vicini, & Vaccarino, 1988). Only 1 Hz stimulation altered the relative proportions by increasing that of calbindin positive neurons ($p = 0.001$), from 81.6 % ± 1.8 in control cultures to 92.2 % ± 1.7, while decreasing the percentage of SMI-32 positive neurons ($p = 0.029$), from 4.1 % ± 0.8 in control cells to 0.8 % ± 0.3 (Fig 2.2 D,E).
Figure 2.2 Cell survival and neuronal subpopulations. A) Percentage cells double labeled for Caspase-3 and TUNEL were increased following 10 and 100 Hz compared to unstimulated controls (H = 14.32, p = 0.014. Pairwise comparisons Control-10 Hz: U = -23.832, p = 0.036 and Control-100 Hz: U = -24.237, p = 0.044). B,C) Percentage cells that were labeled with βIII Tubulin (neurons; B) or GFAP (glia; C) (Neuron: H = 5.93, p = 0.204, Glia: H = 14.53, p = 0.006. Pairwise comparisons (U): no significant difference to Control). D,E) Percentage cells that were labeled with Calbindin (D) or SMI-32 (E). 1 Hz increased the proportion of calbindin positive inhibitory neurons and decreased SMI-32 positive glutamatergic neurons compared to unstimulated controls (H = 21.103, p = 0.000. Pairwise comparisons Control-1 Hz: U = -35.94, p = 0.001. SMI-32: H = 15.19, p = 0.004. Pairwise comparisons Control-1 Hz: U = 26.71, p = 0.029). Error bars are standard error of the mean.
Figure 2.3 LI-rMS has stimulation pattern-specific effects on neuronal morphology. A,B) Representative neuronal morphology from control (A) and 1 Hz (B) stimulation. C) diagram illustrating Sholl analysis. D) mean number of dendrite intersections per neuron following LI-rMS (4 days, 10 min per day) at different frequencies (H = 17.84, p = 0.001. Pairwise comparisons Control-1 Hz: U = 30.771, p = 0.001). E) Number of intersections per concentric Sholl circle from 10-80 µm from the soma are decreased in 1 Hz stimulated samples compared to unstimulated controls (10 µm: U = 7.13, p = 0.008, 20 µm: U = 5.94, p = 0.015, 30 µm: U = 7.86, p = 0.005, 40 µm: U = 6.84, p = 0.009, 50 µm: U = 5.29, p = 0.021). Error bars are standard error of the mean.

This reduction in number of SMI-32 positive cells (3.3 %) is within the 4-7 % cell death observed in control and 1 Hz stimulated cultures (Fig 2.2A) and suggests that LI-rMS at 1 Hz slightly impaired survival of SMI-32 positive excitatory neurons without increasing apoptosis overall.

We then investigated neurite branching and outgrowth from individual SMI-32 positive neurons (N: Control = 24; 1 Hz = 8; 10 Hz = 14; cTBS = 7; BHFS = 11). Stimulation at 1 Hz significantly reduced neurite branching and outgrowth by 60% compared to control
neurons (Fig 2.3A-E; p = 0.001). Sholl analysis revealed that changes occurred 10-50 µm from the soma (Fig 2.3E). However, the length of the longest neurite of each SMI-32 positive neuron was not significantly different between stimulation frequencies (F = 0.936, p = 0.45).

**LI-rMS releases calcium from intracellular stores**

To identify mechanisms that may explain these morphological and cell survival data, we examined changes in intracellular calcium during stimulation. Compared to unstimulated controls, each of 10 Hz, cTBS and BHFS stimulation significantly increased Fura-2 ratiometric fluorescence (p < 0.001; Fig 2.4A) by 11–13 % (Control: 2.1 % ± 0.8; 10 Hz: 13.4 % ± 2.3; cTBS: 15.0 % ± 2.6 and BHFS: 15.1 % ± 2.0). This is equivalent to an average change in intracellular Ca$^{2+}$ from 34.31 nM ± 7.44 in control to 414.77 nM ± 41.52 after 10 min stimulation, a rise which is in the range of increased Ca$^{2+}$ concentration following action potential induction (Helmchen, Borst, & Sakmann, 1997; Liao & Lien, 2009). In contrast, 1 Hz stimulation induced an intermediate increase (8.3 % ± 1.1) in Fura-2 ratiometric fluorescence which was not significantly different from either unstimulated control or other stimulation frequencies (Fig 2.4A). No impact on neuronal viability was observed following a single session of LI-rMS stimulation (data not shown).

To determine whether the increase in intracellular calcium originated from the extracellular milieu or intracellular stores, we stimulated neurons either in calcium-free imaging solution, or after thapsigargin treatment (Fig 2.4B). Because of apparent equivalence of effect for cTBS and BHFS stimulation in previous experiments, pharmacological tests were carried out on 1 Hz, 10 Hz and BHFS frequencies.
Figure 2.4 LI-rMS induces Ca\(^{2+}\) release from intracellular stores. Alterations in Fura-2 340/380 nm ratiometric fluorescence (% change Fura-2) in cortical neurons after a single 10 min stimulation with 1 Hz, 10 Hz, cTBS and BHFS frequencies. A) LI-rMS at each of 10 Hz, cTBS and BHFS increased intracellular calcium compared to unstimulated controls, while 1 Hz only generated an intermediate rise (H = 20.7, p = 0.000). Pairwise comparisons Control-10 Hz: U = -27.97, p = 0.007; Control-cTBS : U = -32.48, p = 0.001; Control-BHFS : U = -38.03, p = 0.000). B) LI-rMS induced similar increase in Fura-2 ratiometric fluorescence in normal imaging and calcium-free media but not in thapsigargin supplemented (H = 20.89, p = 0.000). Pairwise comparisons Normal-Thapsigargin: U = 23.6, p = 0.000; Ca\(^{2+}\) free – Thapsigargin: U = 31.39, p = 0.000). Error bars are standard error of the mean.

For all frequencies, the increase in neuronal Fura-2 ratiometric fluorescence under calcium-free conditions was not significantly different from that in normal imaging media (1 Hz: 10.7 % ± 2.5; 10 Hz: 14.7 % ± 1.8 and BHFS: 14.7 % ± 1.7). In contrast, exposure of cells to thapsigargin resulted in strong attenuation of the Fura-2 signal during stimulation at all frequencies (p < 0.05; 1 Hz: 1.5 % ± 1.4, 10 Hz: 4.6 % ± 2.4 and BHFS: 0.4 % ± 0.4). These data indicate that LI-rMS stimulation induces release of Ca\(^{2+}\) from intracellular stores rather than influx from the extracellular milieu (Fig 2.4B).
LI-rMS changes expression of genes implicated in neuronal survival

To further understand how LI-rMS may lead to changes in cell survival and morphology, we examined the immediate up-and down-regulation of genes associated with \( \text{Ca}^{2+} \) signaling, five hours after a single session of stimulation at different frequencies (Appendix B). We identified 16 genes (Table 2.2; Fig 2.5A) for which expression changes were significantly different from unstimulated controls (\( p < 0.05 \)) in at least one of the three experimental groups (Fig 2.5B).

Enrichment analysis on these 16 genes in IPA and gene ontology terms (Webgestalt; supplementary Table 1, Appendix E) revealed that 15 of the 16 genes were significantly associated with two major biofunctions: 1) cell survival and apoptosis and 2) cell morphology and migration (Fig 2.5C). The remaining gene, slc18a1 encodes a vesicular monoamine transporter and was significantly increased following stimulation with 10 Hz.

All LI-rMS frequencies induced changes in genes situated within neuronal survival or apoptosis pathways (Fig 2.6A,B), of which some were common to all frequencies (ENO2 and CRH), and others pattern-specific (Figs 2.5B, 2.6A,B; Table 2.2). 10 Hz stimulation, which was associated with apoptosis, upregulated pro-apoptotic genes (e.g. Pmaip1/Noxa, and BRCA1) and downregulated anti-apoptotic genes (e.g. JunD). In addition, stimulation by frequencies which did not induce apoptosis resulted in pro-survival changes to gene expression (eg. 1 Hz upregulated hexokinase and BHFS downregulated cdk5 and Sod2). These data also show that although all our LI-rMS paradigms altered intracellular \( \text{Ca}^{2+} \), the downstream effects on gene expression were specific for each stimulation frequency and rhythm.
Figure 2.5 Changes in gene expression following different LI-rMS stimulation protocols. A) Heat map showing changes in expression (log$_2$ fold change) of the 16 genes that were significantly (asterisks) regulated following LI-rMS stimulation at one or more frequencies. B) Venn diagram showing number of changes in gene expression that are common to all frequencies and those that are specific to individual frequencies. C) Biofunctions of the 16 modulated genes as identified in Ingenuity Pathway analysis.
Figure 2.6 Representations of the relationships between 15 genes that were significantly regulated following LI-rMS stimulation. A) Pathway diagram obtained from Ingenuity Pathway Analysis showing the relationship between the genes examined following LI-rMS (blue = 1 Hz; green = 10 Hz and red = BHFS). Dark shading indicates upregulation and light shading indicates downregulation. B) Regulated genes (in ovals) are situated within the cell survival and cell death pathways (see also Table 2.2 and Fig 2.5C). Non-regulated genes are included to provide context.

Table 2.2 List of genes that were significantly up or down regulated five hours after a single LI-rMS stimulation at 1Hz (blue), 10 Hz (green) or BHFS (red) frequencies. Fold change (primary colours indicate upregulation and pastels indicate downregulation) and p-values are relative to unstimulated controls.
DISCUSSION

This study used cortical neuron cultures to identify cellular and molecular mechanisms underlying the outcomes of different low intensity magnetic stimulation parameters. Our data show differential effects of specific LI-rMS paradigms on neuronal survival and morphology. Furthermore, evidence for calcium release from intracellular stores and stimulation-specific regulation of gene expression identify a potential cellular and molecular framework for understanding what low intensity magnetic stimulation may contribute to rTMS outcomes in humans.

Paradigm-specific effects on neuronal survival: dose vs rhythm

Our study shows specific effects of different LI-rMS paradigms on neuronal survival, suggesting that the overall stimulation load (pulse number and density) and/or rhythm of pulse delivery may be important. It has recently been proposed that there is no simple dose-dependent cumulative effect of rTMS on the cerebral cortex (Volz et al., 2013). Our data on isolated cortical neurons, showing that several low-intensity stimulation paradigms induce similar changes to intracellular calcium concentration but different patterns of gene expression and cell survival, extend this hypothesis to suggest that pulse rhythm, i.e. the pattern of stimulation frequency, is a primary determinant.

Considering pulse trains delivered at simple frequencies, increasing stimulation load (pulses/unit time) is associated with an increase in intracellular Ca\(^{2+}\) and cell death. In the group that received the lowest number of pulses (1 Hz: 600 pulses), there was only an intermediate non-significant increase in intracellular Ca\(^{2+}\) and a level of apoptosis
that was within the range observed in control cultures (4 %). Moreover, increasing stimulation load with 10 and 100 Hz (6000 and 60,000 pulses within the 10 min stimulation period), significantly increased intracellular Ca\(^{2+}\) and overall cellular apoptosis, consistent with the deleterious effect of prolonged magnetic stimulation to human monocyte leukemia cells (Stratton et al., 2013). Such fundamental biological knowledge will be important to future human rTMS as advances in coil cooling will permit longer stimulation trains without frequent TMS-free pauses seen in current clinical practice (Daskalakis, 2014). In contrast, even higher stimulation load, but delivered with a complex biomimetic frequency (TBS: 7000 and BHFS: 120000 pulses within 10 minutes) did not increase neuronal apoptosis despite rises in intracellular Ca\(^{2+}\) similar to those following 10 Hz. This not only confirms the hypothesis that dose and effect are not simply related (Nettekoven et al., 2014; Volz et al., 2013), but suggests that the rhythm with which the pulses are delivered is fundamental to their effect. By mimicking endogenous patterns of neuronal firing, biomimetic complex waveforms may induce more intricate and biologically safe changes compared to simple frequencies (Hoogendam et al., 2010; Martiny et al., 2010). One possible mechanism underlying these observations is frequency- and pattern-specific regulation of calcium buffering proteins (Chard, Bleakman, Christakos, Fullmer, & Miller, 1993; Funke & Benali, 2011; Gilabert, 2012), which is likely to contribute to the complex relationship between stimulation load, regulation of intracellular Ca\(^{2+}\) levels and cell viability. Indeed the promising therapeutic outcomes in human patients using TBS, albeit at high intensity (Li et al., 2014; Talelli, Greenwood, & Rothwell, 2007), would appear to support the hypothesis. Thus our data shows a complex interplay between pulse frequency, rhythm and outcome, confirms the recent suggestion that
appropriately designed rTMS protocols may generate highly adaptable therapies to treat a wide range of neurological conditions (Daskalakis, 2014).

The possibility that the effect of LI-rMS is determined by the number and/or rhythm of pulses was supported by our gene expression studies, which show that 1 Hz results in fewer gene-expression changes than 10 Hz and BHFS stimulation and BHFS alters a greater number of genes than 10 Hz. The majority of the regulated genes in our study were associated with cell survival and apoptosis pathways (Fig 2.5C), consistent with evidence for pro-survival (Yang et al., 2012) or pro-apoptotic (Juszczak et al., 2012; Stratton et al., 2013) effects of magnetic fields and our survival data (discussed above).

All frequencies in our study downregulated neuron-specific enolase (ENO2) and corticotrophin-releasing hormone (CRH), both of which have neuroprotective properties (Hattori, Takei, Mizuno, Kato, & Kohsaka, 1995; Lezoualc’h, Engert, Berning, & Behl, 2000). However, in addition, we show paradigm-specific regulation of genes within neuronal survival and apoptosis pathways. Increased apoptosis after 10 Hz stimulation was associated with the upregulation of pro-apoptotic (Seo et al., 2003; Thangaraju, Kaufmann, & Couch, 2000) and downregulation of anti-apoptotic genes (Agarwal & Agarwal, 2012; Weitzman, Fiette, Matsuo, & Yaniv, 2000). In contrast, stimulation by frequencies which did not induce apoptosis showed survival-promoting gene expression changes (Vincent et al., 2007; Zhang, Liu, Szumlinski, & Lew, 2012). Given that neuroprotective effects of rTMS remain controversial (Bates et al., 2012), further characterisation of these gene expression changes at the protein and functional level could identify novel neuroprotective therapies for treatment of neurological disorders.
Stimulation-specific effects of LI-rMS on neuronal morphology: implications for reorganisation of cortical circuits

In addition to effects on neuronal survival, our data also shows a stimulation pattern-specific effect on neuronal morphology. 1 Hz stimulation reduced neurite complexity of glutamatergic projection neurons, consistent with a recent study in hippocampal neurons *in vitro* demonstrating that 1 Hz magnetic stimulation reduced dendritic branching and damaged synaptic structure (Ma et al., 2013). This suggests that the intermediate rise in Ca^{2+} following 1 Hz stimulation, although statistically non-significant, has biological relevance. In addition, 1 Hz-induced neurite regression would have the net effect of reducing excitatory connectivity within a cortical circuit, which is consistent with the LTD-like effects of 1 Hz rTMS on the human cortex (Gerschlager, Siebner, & Rothwell, 2001). However, we studied dissociated neurons, with minimal contact between neurites, suggesting that magnetic stimulation may directly alter neuronal structure beyond those changes (e.g. spines) associated with modulation from synaptic signalling (Funke & Benali, 2011; Majewska, Newton, & Sur, 2006; Vlachos et al., 2012).

Although we did not observe morphological changes when applying other frequencies, BHFS upregulated Cyr61, which is involved in the control of dendritic growth and has been associated with reorganisation of neuronal projections (Malik et al., 2013) and in association with longer treatment may contribute to the reorganization of abnormal circuitry induced by LI-rTMS at BHFS frequency (Makowiecki et al., 2014; Rodger et al., 2012).
Intracellular Ca\(^{2+}\) increase: mechanism of cortical plasticity?

Changes in intracellular Ca\(^{2+}\) in response to magnetic fields have been demonstrated in a range of cells (Huang, Ye, Hu, Lu, & Luo, 2010; McCreary et al., 2006; Pessina et al., 2001). We show here for the first time that in neurons LI-rMS releases Ca\(^{2+}\) from intracellular stores. This provides a mechanism for LI-rMS induced cellular and molecular changes that is independent of action potential induction, given that the stimulation was subthreshold, estimated to be 0.4 V/m (Appendix C), which is several orders of magnitude below the ~50 V/m that depolarises neurons (Volz et al., 2013). This concurs with our gene expression data in which markers of synaptic activity and action potential firing (e.g. CREB and BDNF) were not upregulated (Appendix B). Importantly, calcium release from intracellular stores can modulate synaptic plasticity (Hulme, Jones, Ireland, & Abraham, 2012) even without action potential firing and associated calcium influx. Therefore our data provide a mechanism to explain the effects of low intensity magnetic stimulation on cortical neurons (Capone et al., 2009), and provides a cellular and molecular framework for understanding what low intensity magnetic stimulation may add to the altered calcium signalling induced by the high-intensity focus of human rTMS, and thus its potential contribution to human rTMS outcomes.

Elucidation of novel mechanisms: relevance of in vitro low intensity LI-rMS to human rTMS

As discussed above, we have identified changes to cell morphology, intracellular calcium flux and gene expression in isolated neurons stimulated by subthreshold low-intensity magnetic pulses. This experimental paradigm is very different from the peri-
threshold high-intensity stimulation of whole neural networks in human rTMS; so what do our data contribute? First, our data reveal for the first time a fundamental cellular mechanism of non-depolarising magnetic fields on neurons, which in the in vivo context would underlie any trans-synaptic, neural circuit or cell environment responses. This could only be achieved by the application of a defined magnetic field to isolated cortical neurons, thus removing the confounding effects of glial responses and neuronal circuit activity from the observed outcomes. However, neurons that are maintained in culture are relatively immature, albeit fully differentiated, and not integrated within functioning neural networks. Thus their response to magnetic fields may be modified by different receptor and calcium-buffering capacities to adult neurons, especially in the absence of normal glial metabolic regulation and afferent activity. This, in turn, may make these neurons more susceptible to the low-intensity stimulation we induced in a manner that would not occur in the adult human brain even to higher intensity stimulation. Second, we identified potentially deleterious effects of 10 minutes continuous stimulation (slight increase in neuronal apoptosis) even at low intensity. Although such continuous pulse trains are not given in current human rTMS, the concern our data raise has pertinence to potential future human rTMS protocols as advances in coil-cooling technology may remove the requirement for short stimulation trains interspersed with TMS-free pauses. Taken together, our data demonstrate a novel cell-intrinsic mechanism for low intensity magnetic field stimulation of neurons which provides new insights into the structural and functional plastic changes described following low intensity magnetic stimulation (Capone et al., 2009; Di Lazzaro et al., 2013; Makowiecki et al., 2014; Rodger et al., 2012). Importantly, this mechanism may also be evoked during high intensity stimulation,
thus potentially working together with previously described metabolic and synaptic plasticity mechanisms of human rTMS (Allen, Pasley, Duong, & Freeman, 2007; Gersner et al., 2011; Ma et al., 2013; Valero-Cabrè et al., 2005; Vlachos et al., 2012).

CONCLUSION

In summary, our data show that magnetic fields of different frequencies and rhythms alter intracellular calcium concentration and gene expression, which are consistent with long term modulation of neuronal survival. The immediate modification of calcium levels and gene expression support the development of long term changes following multiple stimulation sessions. Taken together with our previous study demonstrating that LI-rTMS can induce reorganization of neural circuits in vivo (Makowiecki et al., 2014; Rodger et al., 2012) our data indicate that effects of low intensity stimulation as a by-product of high intensity rTMS coils cannot be disregarded. Although, our stimulation parameters did not directly mimic those used in human rTMS, the knowledge about mechanisms underlying the effects of different stimulation paradigms provided by this study will contribute to understanding magnetic stimulation outcomes and optimizing therapeutic application in humans.
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Chapter 3

3 Optimizing custom-tailored LI-rMS delivery to *in vitro* set-ups. Detailed description of creation and construction for Chapter 4 in vitro experimental requirements.

The effects of magnetic stimulation are suggested to arise from the induced electric field interacting with inductive biological tissue. Chapter 1 describes in detail the parameters involved in producing a particular electric field, such as magnetic pulse intensity, waveform (rise- and fall-time), direction and duration.

The implication is that in order to be able to understand the fundamental effects of magnetic stimulation and compare between studies, magnetic field parameters need to be precisely described and controlled in the experimental setting. In addition, it is important to consider that biological research is fast changing and time-consuming. *In vitro* set-ups (such as culture plates, well size and position of the sample) vary greatly between culture requirements for different tissues/models. This is exemplified with the applicability of our stimulation system for single cell cultures, which externally provided, was not designed to be adjustable to another experimental set-up. However, following effects of LI-rMS on single cell level, the subsequent investigation of LI-rMS effects on neural circuit level results in different experimental culture requirements.

This chapter describes the theory behind LI-rMS delivery systems, such as unique challenges and advantages of the *in vitro* setting. In addition, it describes in detail the computation of one solution to those challenges inherent to our particular *in vitro* requirements. The chapter describes the construction of a complete stimulation device for this particular solution, which is applied in Chapter 4. To increase reproducibility,
the device was specifically designed to be as simple and cost-efficient as possible. In addition to decreased time-consumption and increased applicability between culture set-ups, the device delivered automatized but adjustable stimulation.
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INTRODUCTION

Transcranial Magnetic Stimulation (TMS) is a powerful method to non-invasively stimulate the human brain. While single or paired pulse TMS is used to investigate the function of specific brain regions, repetitive stimulation (rTMS) at varying frequencies has been shown to modulate neural excitability and synaptic plasticity. TMS and rTMS are therefore key techniques in neurological research and therapy.

Despite magnetic stimulation being used in the diagnosis and treatment of neurological disorders for over two decades (Barker et al., 1985), its cellular effects are still unclear due to the relative paucity of animal and in vitro studies. A significant challenge to such investigations is the ability to deliver precisely defined stimulation conditions to animal and in vitro models. Magnetic stimulation induces an electric field within the brain tissue, which modulates excitability within neural circuits according to the intensity and/or distribution of its field (Pell et al., 2011). Thus, it is crucial to be able to deliver precisely defined magnetic, and therefore electric, fields to cellular and/or animal models in order to optimise potential therapeutic parameters prior to translation to human patients.

Models of TMS-induced electric fields in the human brain (Bijsterbosch et al., 2012; Salinas et al., 2009) have shown that stimulation efficiency and the induced electric field are determined by the relative sizes of the coil and brain (Deng et al., 2013; Weissman et al., 1992). Thus, when human devices are used in cellular or animal research, the large coils generate electric fields in small in vivo or in vitro targets that are different to those induced in the human brain, which renders difficult the comparison of outcomes and extrapolation of mechanisms between experimental
paradigms. Moreover, although recent research has started to develop small stimulation devices for cellular and animal models (Bonmassar et al., 2012; Park et al., 2013; Rotem et al., 2014; Tischler et al., 2011), in small coils, stimulation at the high intensities used in the clinic generates significant thermal and mechanical stressors that can directly impact on the target animal/culture tissue (Bonmassar et al., 2012; Tischler et al., 2011). Hence, stimulation coils for animal and in vitro research should be tailored to specific experimental requirements.

While high-intensity human rTMS not only induces currents beneath the site of maximum stimulation, it also impacts upon surrounding brain regions at lower (subthreshold) intensities (Cohen et al., 1990; Thielscher & Kammer, 2002). In humans, low-intensity fields modulate cortical function (Capone et al., 2009; Robertson et al., 2010) and brain oscillations (Cook et al., 2004) and are used therapeutically (Martiny et al., 2010; Rohan et al., 2014). They also modulate gene expression (Mattsson & Simkó, 2012), provide neuroprotection (Yang et al., 2012) and reorganise neural circuits, neuronal morphology and molecular signalling (Grehl et al., 2015; Makowiecki et al., 2014; Rodger et al., 2012). To try to understand the mechanisms underlying low-intensity magnetic stimulation, we previously developed small stimulation coils that were scaled to deliver focal low intensity stimulation to dissociated neurons in 24 well plates (15 mm outer diameter (Grehl et al., 2015)). To deepen our understanding of the effects of different stimulation parameters, LI-rMS also needs to be applied to organotypic culture models which retain some complex neural circuits: e.g. hippocampal or cortico-striatal slices and olivocerebellar explants (Chedotal et al., 1997; Hausmann et al., 2001; Hogan & Wieraszko, 2004; Letellier et al., 2009; Vlachos et al., 2012). However, organotypic cultures require different culture conditions,
highlighting the need to establish a reliable and flexible stimulation system that can be tailored to deliver a magnetic field that induces an electric field of predicted intensity and direction at a particular location within each culture dish.

Here we describe the design and construction of such a stimulation device and solve the coil parameters required for the long-term stimulation of organotypic mouse hindbrain explant cultures. We aimed to make the design and execution of this device as simple, cost-effective and adjustable as possible to maximise reproducibility and application for different culture conditions. The wide range of parameters controlled by our fully automated magnetic stimulator and coil system will facilitate comparison of different stimulation protocols in a range of *in vitro* models, contributing to the optimisation of rTMS application in the clinic.

**METHODS**

**Software tools used to solve parameter space**

In order to find suitable combinations for coil and device parameters in response to our specific experimental requirements as outlined below, a range of software tools were used. Matlab (MathWorks, USA) was used to compute the magnetic field, electric field and the inductance of the coils. Finite element method open-source software (FEMM, USA) was used in order to validate results obtained with Matlab, to assess coil core choices (air, iron) and model the effect of Mu-metal. It has to be highlighted that FEMM especially has the advantage of being able to simulate a wide range of different configurations, without much prior knowledge of electromagnetics. The design of the
electronic circuit was validated with the use of the open-source software TINA (Texas Instruments, USA).

Requirements for in vitro magnetic stimulation

In vitro culture, whether of isolated neurons and glia or neurons within intact circuits of 3-dimensional organotypic explants, has physical restraints that have to be accommodated during magnetic stimulation protocols: sterility, stable temperature of the incubator and constant gas atmosphere (95% air plus 5% CO₂) for maintaining pH. Thus cultures have to be stimulated within the restricted incubator environment, with the coils being outside a closed culture dish, which requires single small coils rather than large Helmholtz solenoids.

Our particular in vitro experiments required long-term culture and stimulation of organotypic mouse hindbrain explants cultured on 30 mm Millipore membranes (Millipore, USA) in six-well culture plates (Techno Plastic Products (TPP), Switzerland) and incubated at 35°C in 95% air plus 5% CO₂. The hindbrain explants comprise the brainstem and cerebellum and their associated circuitry (Chedotal et al., 1997; Letellier et al., 2009) and thus are of multi-axial dimensions: 5 x 5 x 1 mm (L x W x H). Since explants on insert membranes are closer to the bottom of the culture plate than the top, to minimize coil-tissue distance, the coils were located directly underneath the culture wells. Distance from the top of the coil to the multi-axial target tissue was 3.5-4.5 mm (1 mm tissue depth) (Fig 3.1).
**Figure 3.1** Overview of the culture set-up. The total height of the culture plate was 22 mm, resulting in a large difference between distance from the explants to the top (~18 mm) and the bottom (~4 mm). Hence, to produce a homogenous magnetic field at the position of the explants, a circular coil larger than the sample was needed. Organotypic hindbrain samples (orange) were located on a membrane ~4 mm away from the top of the coil, located underneath the culture well.

**Requirements for magnetic and induced electric field at the target tissue**

A time varying primary current in a coil creates a time varying magnetic field. The Maxwell-Faraday’s equation

\[
\frac{d}{dt} \int \vec{B} \cdot d\vec{S} = \oint \vec{E} \cdot d\vec{l} \tag{Jackson, 1962}
\]

describes how the variation of the flux of the magnetic field over the time induces an electric field, wherein \( \vec{B} \) is the magnetic field, \( \vec{E} \) the electric field, \( \vec{l} \) the contour and \( \vec{S} \) the surface. The electric field creates a secondary electric current in a nearby conductor (such as brain tissue) in an opposite direction to the primary current. This secondary current shows the same axisymmetric distribution around the axis of the coil as the primary electric current (Battoceletti, Macias, Pintar, Maiman, & Sutton,
2000; Tofts, 1990) and has been suggested to interact with cellular processes underlying effects of low intensity magnetic stimulation (Grehl et al., 2015).

As based on Maxwell-Faraday’s equation, the amplitude of the induced electric field depends on magnetic field amplitude, how fast it changes over time and its direction (axial components). In the case of a round coil, the induced electric field intensity is maximal when the created magnetic field direction lies parallel to the central axis of the coil. Hence, to systematically investigate the effects of magnetic stimulation parameters on biological tissue, we chose a simple defined parameter space for which we designed the magnetic field to be as vertical and uniform as possible. In order to produce this magnetic field at the explant, the coil diameter had to extend beyond the target sample. Thus for reproducibility of positioning we made the coil size the same as the diameter of the culture well. To estimate the magnetic field homogeneity, we calculated the influence of its different axial (vectorial) components. In an axisymmetric plane, the vectorial magnetic field \( \vec{B} \) is composed of the sum of a vertical field component \( B_z \) and a horizontal component \( B_r \), with their directional unit vectors \( \vec{e}_r \) and \( \vec{e}_z \), and can be written as

\[ \vec{B} = B_r \vec{e}_r + B_z \vec{e}_z \]

Based on the symmetry of a circular coil around its central axis, the induced electric field creates secondary current loops parallel to the current in the coil in every conducting material present in the field. However, if free looping of the secondary current is not possible due to presence of conductor boundaries it will produce an accumulation of free charge at the boundaries of the conductor (in this case the edge of the explant tissue), which will create a secondary potential (\( \phi \)) working in the
opposite direction to the induced electric current. Hence, to limit the effect of accumulation of free charges, our explant tissue was positioned vertically above the centre of the coil (Fig 3.5A).

**Magnetic waveform requirements**

The waveform of the magnetic pulse has a significant impact on the induced electric field in the target tissue and depends on the pulse rise- and fall-time. Thus, the induced secondary current is proportional to the derivative of the magnetic field in the target over time, so that the faster the rate of change of the magnetic field, the stronger the electric field induced within the target tissue. To have a constant induced electric field, the magnetic field needs to change continuously over time with identical rise and fall-times to produce uniplanar, opposite field directions.

Based on previous *in vivo* parameters (Rodger et al., 2012), we desired a maximal magnetic field strength of 10 mT at the target tissue, with a rise-time of less than 100 µs and pulse length of 300 µs (Grehl et al., 2015). These parameters required a symmetric trapezoidal pulse, a form which is known to improve efficiency of magnetic stimulation (Peterchev et al., 2011), with the same rate of current rise-and fall. However, there is a static magnetic field between rise and fall-times (Fig 3.2), during which no current flows inside the target tissue.
Figure 3.2 Desired magnetic field \( B(t) \) and the predicted induced electric field inside a conductor \( E(t) \). Three different temporal domains are specified for this set-up: \( t_{\text{rise}} = \text{rise-time} \), \( t_{\text{fall}} = \text{fall-time} \), \( t_1 = \text{pulse ON} \) and \( t_2 = \text{inter-pulse interval (frequency)} \). \( t_{\text{rise}} \) and \( t_{\text{down}} \) and \( t_1 \) are based on previous experiments and have a value of 100 µs and 300 µs respectively; \( t_2 \) is experiment dependent.

Figure 3.3 Schematic overview of the electronic circuit used to produce the desired current in the coil (L). The microcontroller produces a squared waveform, which triggers the darlington transistor (TIP122) on and off to permit the 24V power source to drive current through the RL circuit at the desired frequency during the desired period. The unidirectional zener diode (BZT03-C33) limits the level of current induced by the coils energy, after the opening of the transistor, to control the fall time.
Generation of the Magnetic field: coil construction and circuit design

To obtain these field parameters an inductor (coil) and electric circuit are required. The simplest appropriate model comprises a resistor-inductor (RL) circuit, in which the properties of one will alter the outcome of the other; thus these 2 components were designed in parallel.

Circuit design and construction

The circuit was created to generate parameters defined by previous experiments, specifically the fast rise-time of the magnetic field (Rodger et al., 2012), as well as to fulfil in vitro requirements (no excess heating or vibration). The performance of the resistor-inductor circuit (RL circuit, Fig 3.3), which contains a power supply, an electronic switch to allow the use of large currents, a zener diode and a programmable microcontroller card (Max 32, Chipkit), was simulated in TINA software.

In an RL circuit, the response of the circuit at a voltage step is given by:

\[
I(t) = \frac{U}{R} \left(1 - e^{-\frac{t}{\tau}}\right) \quad \text{with} \quad \tau = \frac{L}{R}
\]

where \(I(t)\) is the electric current flowing in the circuit at a time \(t\), \(U\) the value of the voltage step at time \(t = 0\), \(R\) the total resistance of the circuit, and \(\tau\) is the characteristic time for current to rise within the coil (Fig 3.4), a factor which depends on the inductance \(L\) of the coil and total \(R\) of the circuit. The two parameters \(L\) and \(R\) can be chosen as

\[
t_{\text{rise}} = 5\tau = 5 \frac{L}{R}
\]
where the field intensity inside the circuit reaches more than 99.9% of its maximum after a time of \( \sim 5 \tau \) (Fig 3.4). The desired rise time \( 5\tau \) is defined as the time needed to reach the maximum magnetic field inside the coil and was defined as 100\( \mu \)s in our system according to previous experiments (Rodger et al., 2012).

During the fall-time, the energy stored inside the coil during the rise-time induces a current that powers the circuit through the zener diode. In order to have the same circuit response during this step, the zener diode was used to limit the voltage generated by the coil. Increasing the threshold of the diode allows the stored energy to dissipate faster, leading to an increase in the rate of change of the magnetic field during the fall-time.

![Figure 3.4](image)

**Figure 3.4** Definition of the characteristic time Tau \( (\tau) \). Current intensity inside the circuit in response to increasing voltage steps reaches more than 99.9% of its maximum after a time of \( \sim 5\tau \).
Activation of the circuit was automatically controlled via the programmable microcontroller card (Max 32, Chipkit), which could be programmed (C-based code) via USB connection to a standard PC, to select the stimulation duration, pulse length, and pulse spacing (frequency). In addition, the time of day and immediate or next day start of stimulation could be programmed with real-time, remote control and feedback options. In order to optimise efficiency of the experimental protocol, the circuit was designed to connect a total of 16 coils, with two coils being activated with same stimulation parameters at any one time; thus allowing up to 8 different coil protocols to be programmed at a given time.

Coil calculation and construction

At the same time, the circuit inductor (coil) had to fulfil the requirements for pulse rise-time and magnetic field intensity and homogeneity, while also conforming to the needs of the in vitro culture system (e.g. sterility and temperature). To find a feasible solution, the magnetic field and the coil characteristic for a given geometry and a given current were modelled in Matlab (Battocletti et al., 2000; Queiroz de, 2005; Simpson, Lane, Immer, & Youngquist, 2001).

First, to ensure the best balance between induction efficiency while avoiding magnetic field spillover to other explants within the same culture plate, coil size should not exceed the culture well dimensions, i.e. 30 mm outer diameter. To optimise uniformity of the magnetic field (vertical vectorial component) the inner diameter was set at 10 mm.
Second, total coil temperature (heating/dissipation) must not exceed 35°C, the stable temperature of the incubator environment, and we verified the stability of our coil with a thermocouple sensor. Heat production (Joule effects) in the coil increases with increasing wire resistance and electric current intensity, which in turn is defined by the intensity required to produce the desired vertical magnetic field at the centre of the coil. To avoid the costs and safety issues associated with using high voltages, we chose a standard 24V power supply. Therefore, to balance between the required current intensity (2A) and low internal resistance (large wire diameter) to minimise heating, we chose a wire of 0.4 mm diameter. Coils were wound manually using a custom built winder and chosen parameters are shown in Table 3.1. The base of the coil was made of Poly methyl methacrylate (PMMA), a non-conductive and non-magnetic polymer.

<table>
<thead>
<tr>
<th>Restricted parameters</th>
<th>Outer ⌀</th>
<th>Rise-time</th>
<th>I</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>26 mm</td>
<td>100 µs</td>
<td>2 A</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Chosen parameters</th>
<th>Inner ⌀</th>
<th>Height</th>
<th>No. Turns</th>
<th>Copper Wire ⌀</th>
<th>L</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10 mm</td>
<td>3.5 mm</td>
<td>119</td>
<td>0.40 mm</td>
<td>224 µH</td>
<td>11.6 Ω</td>
</tr>
</tbody>
</table>

⌀ = diameter, I = electronic circuit current, L = inductance, R = Resistance

Table 3.1 Parameters chosen for this specific in vitro set-up were identified using a combination of several software programs.
RESULTS

This study created a magnetic stimulation device whose design complied with the following criteria: (1) A device ensuring culture sterility that was compatible with stimulating within an incubator. (2) The outer diameter of the coil ≤ the outer diameter of the culture well. (3) An homogenous field was generated at the target tissue. (4) The generated field strength was similar to previous low intensity stimulation experiments (Grehl et al., 2015; Makowiecki et al., 2014; Rodger et al., 2012). (5) Total coil temperature was kept at culture temperature 35°C. (6) Capability for multiple cultures to be stimulated simultaneously without interfering with each other and (7) stimulation must be automatic and parameters adjustable. Parameters identified as a feasible solution are given in Table 3.1.

Desired magnetic field, waveform and electric field

The magnetic field

Modelling of the predicted magnetic field shows a homogenous magnetic field (Fig 3.5A) at the location of the explant, 4 mm vertically above the base of the coil (1 mm plastic shell + 2.5 mm free distance + 0.5 mm half thickness of the sample). With a value of $\vec{B} = 9.6$ mT at the explant (Fig 3.5B, 3.6A), the vectorial component of the magnetic field $\vec{B}$ at a radius of up to 2.5 mm from the centre of the coil is mainly vertical, $B_z$ (9.6 - 9.27 mT), while the horizontal component $B_r$ approaches 0 (Fig 3.5B).
Figure 3.5 A) Modelled overview of the coil and its generated magnetic field. Grey squares at the bottom of the image show a dissected view of the coil wiring. White surround corresponds to the coils’ plastic shell. Colours correspond to the magnetic field strength and black arrows to magnetic field direction $B$. The beige block in the centre of the image shows the location of the explant. B) Schematic overview of the different magnetic field components at 4 mm distance from the base of the coil. One can observe that the magnetic field $B$ is almost exclusively comprised of the vertical field component $B_z$.

Figure 3.6 A) Modelled overview of magnetic field strength (mT; colours) and direction $B$ (red lines) starting at the top of the coil wiring (horizontal plane at 0 mm). B) Modelled overview of the induced electric field from the top of the coil wiring (Horizontal plane at 0 mm). Colours indicate the electric field strength (V/m). A,B: Horizontal plane at 4 mm corresponds to target tissue location.
Hall device measurements (ss94a2d; Honeywell, USA) confirmed the predicted magnetic field strength and pulse waveform (Fig 3.7A) at 4 mm above the base of the coil showing a tight correspondence of modelled (TINA) and measured (Hall effect) pulse shape. This confirms a fast rise-time of < 100 µs with a proportional fall-time after 300 µs.

All coils were systematically tested and showed stability of magnetic field production for simultaneous and multiple activation (two at a time) at different stimulation frequencies.

The induced electric field

The induced electric field was modelled in Matlab and the maximally induced electric field was estimated to be 0.4 Vm\(^{-1}\) (Fig 3.6B, 3.7B; (Rohan et al., 2014)). Given that this is at least one order of magnitude below the electric field amplitude reported for neuronal activation within the cerebellum (Chan & Nicholson, 1986), this suggests sub-threshold stimulation of the target biological tissue.

Requirements to prevent eddy currents

Since the culture conditions and duration are common to all biological samples within a given experiment, in our case hindbrain explants, the device was designed to be able to stimulate up to 16 targets (explants) within the same incubator with the same or different stimulation protocols. To achieve this, we had to ensure that a coil did not induce electric fields (eddy currents) in another target located in an adjacent well of the culture plate. We calculated in Matlab and FEMM the minimal distance necessary to simultaneously stimulate different culture wells without interference of adjacent
Figure 3.7 A) Single pulse waveform in normalized, arbitrary units (a.u.). Intensity inside the coil modelled in Tina (blue dotted line) and magnetic field strength measured via hall effect (red line), showing a tight correspondence between predicted and measured waveform. B) Calculated, single pulse induced electric field in a round conductor at a radius of 2 mm from the central axis and 4 mm vertically above the top of the coil’s wiring.

Figure 3.8 Coil set-up and magnetic shielding. A, B) View of a single coil from the top (A) and the side (B). C) View of the coils located on supporting cell plates underneath the tissue (**). Coils were wrapped in Parafilm M (Bemis, USA) to ensure stability and sterility. D) View of the coil set-up within the incubator. A sheet of (min 1mm thickness) of Mu-metal is also placed between adjacent cultures (vertical arrow). To ensure complete shielding also to the top and bottom of different incubator levels, a sheet of Mu-metal is also placed under the supporting cell plates. Mu-metal was never in direct contact with the coils as they were placed on supporting plastic plates (see C). E) Effect of the Mu-metal on the magnetic field. Black lines indicate a produced magnetic field without Mu-metal shielding at a horizontal distance from the centre of the active coil. Red line shows the magnetic field in correspondence with a Mu-metal shielding at 35 mm from the coil. Magnetic field intensity is concentrated by Mu-metal, leading to complete shielding with no detectable magnetic field at adjacent cultures (> 60 mm distance (small inset)).
magnetic fields. Results show that at 85 mm distance between the two target tissues the influence of the adjacent magnetic fields was negligible (<11 µT) being less than the earth’s magnetic field (25-65 µT;(Hulot, Finlay, Constable, Olsen, & Mandea, 2010)). Hence, two explants were cultured within one plate, but they were always stimulated simultaneously with the same frequency (Fig 3.1).

To further increase the usage of available incubator space, we employed Mu-metal (Magnetic Shields Limited, Tonbridge, UK) to shield adjacent culture plates from each other. FEMM was used to determine the required height and thickness of Mu-metal shields. Results showed that adequate Mu-metal shielding required a minimal sheet thickness of 1 mm, with a height of 100 mm to adequately shield adjacent culture plates separated by only 35 mm (Fig 3.8). Each shelf within the incubator was fully covered with sheets of Mu-metal. Moreover, we ensured that there was no direct contact between coils and Mu-metal to prevent attenuation of the magnetic field strength from Mu-metal influence.

**Control and adjustability of the stimulation device**

Using in vitro tissue to research the effects of magnetic stimulation has the advantage of precise control and isolation of experimental variables, increasing standardization and reproducibility of results and the possibility of comparison between studies. Therefore, to increase its applicability to different culture settings, this stimulation device was designed to be as adjustable as possible for parameters such as pulse waveform, frequency and field intensity.
To be able to systematically assess the effects of different magnetic stimulation frequencies the inter-pulse interval ($t_2$, Fig 3.2) needs to be clearly defined and easily adjustable. This was achieved by using a programmable microcontroller card (Max 32, Chipkit), where the desired frequency can be programmed precisely (C-based code), specifying when to switch the circuit ON and OFF at any desired time-point to set total duration of stimulation, with a maximal stimulation frequency of $\sim5$ kHz. Moreover, timing parameters influencing the pulse waveform are also easily adjustable, although decreasing the rise/fall times increases the maximum range of stimulation frequency. The rise-time ($t_{\text{rise}}$) is adaptable by changing the inductance $L$ (e.g. changing the coil wire) and resistor $R$, while keeping Tau ($\tau$) constant. The voltage-limit of the zener diode can be used to adjust the fall-time of the pulse waveform. Variations of the intensity and direction of the magnetic field $\vec{B}$ can be achieved by varying coil design and power supply voltage, compatible with the current electronic circuit. Moreover, simple movement of the target tissue along the vertical or horizontal axis of $\vec{B}$ modifies the magnetic field intensity $\vec{B}$ at the location of the target, depending on experimental requirements.

The advantage of this apparatus is that these changes are relatively easy and fast to accomplish, and do not require altering the main basic design of the electronic circuit, thus increasing its applicability to different experimental requirements, e.g. organotypic culture of the cerebellum, cortico-striatal circuits or hippocampus. In addition, to increase reproducibility and applicability, this device was designed to be as cost-efficient and mobile as possible, by operating automatically (no necessity to be connected to a dedicated computer once the microcontroller card is programmed) and without the requirement of amplifier set-ups and waveform generators.
DISCUSSION

Here we present the design of a novel *in vitro* magnetic stimulation device specifically constructed to respond to the requirements of organotypic culture, in order to examine the cellular effects of different magnetic stimulation parameters on neural tissue. Such investigation is necessary to identify parameters to optimize and tailor treatment of neurological disorders.

**Importance of experimental (animal/cell) models**

It is generally proposed that the effects of magnetic stimulation are due to the electric current induced in the conductive target tissue and its subsequent up- and down-stream neural circuit effects (Quentin, Chanes, Migliaccio, Valabrègue, & Valero-Cabré, 2013; Volz, Hamada, Rothwell, & Grefkes, 2014). While computational models have sought to understand the interactions between electromagnetic stimulation and neurons (Dmochowski et al., 2012; Joucla & Yvert, 2012; Modolo et al., 2013; Roth & Basser, 1990; Roth, Amir, Levkovitz, & Zangen, 2007), they can only predict outcomes based on particular assumptions (such as tissue resistance), thus systematic research in animal/cell models is needed to confirm their predictions.

However, before such fundamental research *in vivo* or *in vitro* can be undertaken, the experimental requirements particular to each *in vivo*/*in vitro* system need to be addressed: type of target tissue (isolated neurons vs 3 dimensional organotypic culture), its distance from coil, the presence of confounders such as eddy currents from surrounding magnetic fields as well as coil temperature. Here we describe the design of a stimulation device tailor-made for our specific *in vitro* set-up, which is
automated and freely programmable for pulse waveform (rise/fall-times and length), magnetic field intensity and direction so that it can be widely applicable to different experimental requirements.

**Choosing Stimulation Parameters to Obtain a Defined Magnetic field**

Magnetic stimulation is thought to act via the electric current generated in the tissue. Direction and strength of the electric current, depends on the conductivity (Wagner et al., 2014) of the tissue and the induced electric field (Pell et al 2011). The electric field strength and shape is defined by the intensity and direction of the magnetic field and its waveform. In addition, stimulation frequency and duration further modify its effect on tissues (Pell et al., 2011). Importantly, there is no single parameter combination to produce a specific magnetic and thus electric field; our device allows the selection of different combinations of stimulation parameters (frequency, wave-form, and magnetic field intensity) to obtain the required electric field in the tissue.

The direction of the magnetic field is an important parameter that needs to be controlled because it determines the intensity of the induced electric current, which in turn influences the neuronal populations that are activated (Volz et al., 2014). Our system allowed the development of a coil that produces an almost homogeneous vertical magnetic field at the location of the organotypic culture, which ensured the most efficient induction of an electric current along the horizontal plane of the target tissue.

Another parameter that influences the magnetic field is the shape of the pulse. Currently, commercially available stimulation devices are based on oscillatory circuits
producing sinusoidal pulses (Goetz et al., 2012; Goetz et al., 2013b) that cannot be altered by the user and which are based more on availability than consideration for optimal neuronal activation (Goetz et al., 2013b). Thus the only modifiable magnetic field parameter is amplitude. Unfortunately, as only about 1% of the electric pulse energy is transferred to the target (Hsu et al., 2003) with the rest being dissipated as coil heat (Goetz et al., 2013b), increasing magnetic field amplitude will require frequent pauses within high frequency pulse trains to avoid excess heating. Our new apparatus allows the choice of pulse waveform, so that we generated a trapezoidal pulse as being the most appropriate for our experimental requirements in terms of magnetic field intensity without excessive coil heating. This approach of using alternative pulse waveforms is consistent with studies (Havel et al., 1997; Peterchev et al., 2011; Sommer et al., 2006), which show that non-sinusoidal waveforms increase energy efficiency and decrease coil heating, while inducing neuronal depolarisation (Peterchev et al., 2011).

**Coils specific to experimental requirements**

While our new stimulation device permits definition of specific stimulation parameters, they depend on an appropriate coil to deliver them to the tissue. Given that the efficiency of electromagnetic induction varies according to the relative size of coil and target tissue (Deng et al., 2013; Weissman et al., 1992), the effects of large human stimulation coils cannot be assumed to generate the same fields in animals or in small culture dishes as in the human brain.

Recent studies have started to address the problem of coil size, stimulation focus and intensity in animal models, wherein small coil size renders high intensity stimulation
difficult to maintain due to thermal and mechanical stress (Bonmassar et al., 2012; Park et al., 2013; Rotem et al., 2014; Tischler et al., 2011). For high intensity stimulation, technical advances include coil-cooling chambers (Tischler et al., 2011), double-crossed coils to produce a smaller central stimulation focus (Rotem et al., 2014) or implantable submillimeter-coils (Bonmassar et al., 2012; Park et al., 2013), although their comparability to clinical human applications remains to be explored. In contrast, we recently created a small stimulation coil that is scaled to have a similar coil-to-brain ratio as in human stimulation (Weissman et al., 1992) and deliver lower intensity focal stimulation to awake mice in vivo (Rodger et al., 2012).

Likewise in vitro, the target tissue is usually small and stimulated in its entirety including its tissue boundaries which may impede circulation of the induced secondary current. Thus, size-specific, tailored stimulation coils and defined stimulation parameters (e.g. a homogenous magnetic field), which will decrease the effect of tissue boundaries in small in vivo/in vitro targets, are essential to interpret the effects of magnetic stimulation on neural tissue. Defined homogenous magnetic fields can be achieved by placing the target tissue within the axis of a Helmholtz coil solenoid (Montgomery, 1969) and the effects of different frequencies evaluated (Meyer et al., 2009). Nonetheless, Helmholtz coils are physically large and thus not well adapted for use in the limited space of an incubator, especially if multiple stimulation protocols are to be tested, where the fields induced by multiple proximate coils will interact, constraining the development of multi-channel stimulation systems (Han et al., 2004). The current study describes how incubator space usage can be further maximised by application of small single coils, separated by Mu-metal shielding, while maintaining a homogenous magnetic field.
Effective Biological Stimulation: Stimulation Intensity vs Frequency

Magnetic field intensity is one of the most manipulated and reported parameters in the literature. Human rTMS is generally applied at high intensities (~ 1-2.5 Tesla) around the threshold of motor cortex neuronal activation (Pell et al., 2011), as only high intensity suprathreshold stimulation that induces immediate behavioural effect (e.g. muscle contraction) can be directly measured in humans. However, rTMS induces currents not only beneath the site of maximum stimulation but also in surrounding brain regions at lower (subthreshold) intensities and little is known about the contribution of this broader stimulation to overall outcome, nor the minimum intensities required to elicit relevant neural changes. It has been shown that low intensity stimulation in the mT range, well below action potential threshold (Chan & Nicholson, 1986) shows pronounced, neurological effects (Cook et al., 2004; Mattsson & Simkó, 2012; Pessina et al., 2001; Robertson et al., 2010; Rodger et al., 2012; Sherafat et al., 2012). As the underlying mechanisms are not clearly defined, examination of the effects of defined stimulation parameters, such as can be produced by our in vitro system, is required.

Unlike intensity, the effects of which are not well understood from human studies, stimulation frequency has been extensively studied. For high intensity stimulation, frequencies ≥ 3 Hz are generally considered to have excitatory, while frequencies ≤ 1Hz exhibit inhibitory effects on cortical excitability (Fitzgerald et al., 2006; Lang et al., 2006). However, patterned high frequencies (e.g. theta burst stimulation) have more complex excitatory or inhibitory effects, which persist beyond the stimulation period (Hoogendam et al., 2010; Huang et al., 2005), are sensitive to intensity (McAllister,
Rothwell, & Ridding, 2009) and total stimulation duration (Gamboa et al., 2010), without increasing adverse effects (e.g. seizures). The exact cellular mechanisms induced by these differing temporal effects are still unknown and systematic investigation, such as is possible with our flexible system, is imperative to better tailor therapeutic applications. Recently, we have shown effects of stimulation frequency on neuronal structure, survival and gene expression, without induction of action potential firing (Grehl et al., 2015). This illustrates that investigation into the therapeutic potential of higher range complex frequencies delivered at lower stimulation intensities is essential, thus highlighting the requirement for stimulation devices that are tailored to specific experimental conditions to deliver defined magnetic field parameters in a controlled and systematic manner. Here we describe the manufacture of an adjustable automated device that can deliver pulses at up to 5 kHz.

CONCLUSION

Custom made stimulation devices will help to systematically investigate and understand the underlying effects of magnetic stimulation on biological tissue. Where a better understanding of magnetic stimulation effects will help to guide optimization of therapeutic application and increase the possibility to custom-tailor magnetic stimulation in the clinical setting.
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Chapter 4

4 Investigating the effects of LI-rMS on neural circuits at a range of frequencies: anatomical and molecular changes.

We showed stimulation-specific effects of multi-session LI-rMS on cellular morphology and survival and associated underlying mechanisms in Chapter 2. Our results showed that repeated application of 1 Hz inhibited neuronal outgrowth and branching in conjunction with a relative increase in the number of CaBP immunoreactive interneurons in culture, suggesting an overall inhibitory effect of 1Hz stimulation on structural plasticity. Further, LI-rMS induced calcium release from intracellular stores and stimulation-specific changes in gene expression.

Thus, after investigating effects of LI-rMS on the single cell level, we subsequently wanted to examine the effects of LI-rMS at the neural circuit level. LI-rMS has been shown to have neurorehabilitative effects after injury, though studies using models of the CNS system are few and differ widely in the stimulation parameters applied. Hence, to better understand the fundamental effects of LI-rMS on neural circuits and its potential for repair we applied LI-rMS to an organotypic model of axonal injury, the olivo-cerebellar explant.

To systematically investigate stimulation-specific effects on repair at the system level, we delivered long-term stimulation with three frequencies identified from our previous study (Chapter 2) and measured survival and reinnervation of cerebellar Purkinje cells after climbing fibre denervation. To understand the underlying
mechanism of reinnervation, we measured changes of target gene expression after long-term LI-rMS. Further, to identify the cell population that was activated by the LI-rMS stimulation, we labelled explants with the early response gene marker c-fos after one stimulation session.

This axonal lesion model has been thoroughly characterized in our laboratories, where it has been shown that treatment with BDNF can induce functionally beneficial reinnervation to cerebellar Purkinje cells after denervation; results that have been replicated in the *in vitro* organotypic model examined in this study. To contrast effects of LI-rMS with BDNF induced reinnervation and to investigate effects of treatment combination, some explants were treated with BDNF alone or in combination with LI-rMS.

In this chapter we show that LI-rMS induces reinnervation and changes associated gene expression levels in a stimulation-specific manner. LI-rMS induced reinnervation was similar to BDNF induced reinnervation and no additive effect of stimulation was observed. We show that LI-rMS activated certain cellular subpopulations within the cerebellum 3.5 hours after one LI-rMS session and had no detrimental effect on neuronal survival.
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INTRODUCTION

Injury to the central nervous system resulting from traumatic brain injury, stroke or degenerative disease can lead to severe and lasting cognitive and functional deficits. Even though neurorehabilitation of the mature CNS is limited as lost cells are typically not replaceable (Horner & Gage, 2000), the brain maintains a high amount of plasticity to reconnect surviving cells (Nudo, 2013). Hence, therapies are focussed on preventing further cell death and subsequently to increase neuroplasticity via axonal regeneration, heterologous terminal sprouting and/or collateral reinnervation of the denervated cells (Kleim, 2011; Nudo, 2013). Neuronal plasticity is promoted by network activation, which can be difficult to induce in the injured system due to loss of connectivity and the presence of inhibitory signals (Butz et al., 2009; Carmichael, 2006).

Repetitive transcranial magnetic stimulation (rTMS) is used to non-invasively stimulate the brain. It has shown to have long-term effects on cortical excitability (Fitzgerald et al., 2006), modulate synaptic and structural plasticity (Vlachos et al., 2012) and to be beneficial for the treatment of neurological disorders such as stroke (Adeyemo et al., 2012; Kim et al., 2014; Schulz et al., 2013). Though outcomes are variable (Wassermann & Zimmermann, 2012).

rTMS is commonly applied via a figure-of-eight shaped coil to produce a focal high-intensity field that depolarises neurons in limited region of the cortex underlying the intersection of the two loops (Fatemi-Ardekani, 2008; ThIELscher & Kammer, 2004). However, this centre is surrounded by a weaker magnetic field, such that a large
volume of adjacent cortical and sub-cortical tissue is also stimulated, albeit at a lower intensity (Cohen et al., 1990; Deng et al., 2013).

Lower intensity rTMS in humans (mT range) has been shown to modify cortical function (Capone et al., 2009; Robertson et al., 2010) brain oscillations (Cook et al., 2004) and be beneficial to the treatment of depression (Martiny et al., 2010). Moreover, animal studies show improvement of function and neuronal survival after traumatic brain injury (Yang et al., 2012) and peripheral nerve damage (De Pedro et al., 2005; Markov, 2007; Siebner & Rothwell, 2003; Walker et al., 1994) and alternation of the structure and function of abnormal neural circuits (Rodger et al., 2012). Low intensity repetitive magnetic stimulation in vitro (LI-rMS) has been shown to increase neuronal survival (Boland et al., 2002; Di Loreto et al., 2009; Kaszuba-Zwoinska J et al., 2010; Sherafat et al., 2012; Stratton et al., 2013), and to modulate mechanism involved in neuroplasticity such as increasing myelin repair (Gunay & Mert, 2011; Sherafat et al., 2012), modulate cAMP (Hogan & Wieraszko, 2004) and BDNF-TrkB (Di Loreto et al., 2009) expression in addition to calcium signalling (Barbier et al., 1996; Grassi et al., 2004; Grehl et al., 2015; Piacentini et al., 2008; Sawaguchi, 1997).

However, the effects of LI-rMS on neural plasticity, in particular in conjunction with different stimulation frequencies, have not been systematically investigated. At high intensities low frequency rTMS (< 1 Hz) is considered to have inhibitory effects, while high frequency (> 3 Hz) stimulation induces facilitatory effects (Fitzgerald et al., 2006; Hoogendam et al., 2010; Huerta & Volpe, 2009). Though patterned stimulation frequencies based on endogenous patterns of brain activity, such as theta-burst stimulation, have been shown to result in either excitatory or inhibitory effects
(Hoogendam et al., 2010; Huang et al., 2005). To date the effects of different frequencies at low intensity on biological tissue remain unknown.

To address this, we assessed the effects of different low intensity magnetic stimulation frequencies on neural circuit repair using the mouse olivo-cerebellar projection model of axonal injury. This model has been thoroughly characterized in our laboratories (Dixon et al., 2005; Fournier et al., 2005; Letellier et al., 2007; Lohof et al., 2005) and has the advantage of being organized with precise topography, displaying a one to one relationship between the afferent climbing fibre axons (CF) and the target Purkinje cell (PC) (Eccles et al., 1966; Fournier et al., 2005; Lohof et al., 2005). Reinnervation of denervated PCs after unilateral transection of the olivo-cerebellar pathway in the mature system has been shown to be induced via injection of brain derived neurotrophic factor (BDNF) (Dixon & Sherrard, 2006; Sherrard & Bower, 2001) leading to functional and cognitive benefits in rats (Willson et al., 2007; Willson et al., 2008).

To investigate defined LI-rMS effects on reinnervation, we used the optimized in vitro olivo-cerebellar system (explant) (Letellier et al., 2009) which resembles closely the in vivo system during normal development and postlesion reinnervation, and is thus highly suitable to investigate and optimize LI-rMS parameters. We stimulated olivo-cerebellar explants for 14 days after axonal denervation with either 1 Hz, 10 Hz or a biomimetic high frequency stimulation (BHFS) and assessed PC survival and reinnervation. We further investigated mechanisms underlying reinnervation: gene expression and c-fos activation.
METHODS

Animals

Timed pregnant Swiss mice were purchased from Janvier-Labs (Villejuif, France). Animal housing and all procedures followed guidelines established by le Comité National d’Ethique pour les Sciences de la Vie et de la Santé, in accordance with the European Communities Council Directive 2010/63/EU.

Organotypic Cultures and cerebellar denervation

Hindbrain explants were cultured from Swiss mice at embryonic day 15 (E15) as previously described (Chedotal et al., 1997; Letellier et al., 2009). E0 was the mating day. Briefly, anaesthetised dams were culled by cervical dislocation, the embryos removed and their brains were quickly dissected in ice-cold Gey’s balanced salt solution (Eurobio) containing 5 mg/mL glucose. The hindbrain, including the cerebellar anlage and inferior olive nucleus, was isolated and the meninges removed. The right and left cerebellar plates were separated at the midline (Fig 4.1A-C) and the explants transferred onto 30 mm Millicell membranes (pore size 0.4µm, Millipore; Fig 4.1D) and cultured at 35°C with medium containing 50 % basal medium with Earle’s salts (Gibco), 2.5 % Hank’s Balance Salt Solution (Gibco), 25 % horse serum (Gibco), 1 mM L-glutamine (Gibco), and 5 mg/mL glucose at 35°C in humidified air with 5 % CO₂. The culture day was designated 0 days in vitro (DIV). The medium was replaced every 2–3 days.

To denervate (Dx) cerebellar tissue and induce olivo-cerebellar reinnervation, the cerebellar plates were removed from their explant brainstem at DIV 23 (equivalent to
P17) and cocultured (graft) adjacent to the cerebellar tissue of an intact explant (host) (Fig 4.2A,B). Twenty-four hours after coculture some cerebella plates were treated (DxB) with 1µl (4µM) recombinant human brain derived neurotrophic factor (hBDNF; Alomone, 0.1 % BSA in H₂O), which induces climbing fibre reinnervation in vivo (Dixon & Sherrard, 2006; Sherrard & Bower, 2001).

**Figure 4.1** Cerebellar murine explants cultures at E15. The dashed lines with arrows indicate cuts. The hindbrain containing the cerebellum and the brainstem was dissected out (A), and the cerebellar plates folded outwards (open arrows B,C) to that the explant could be cultured flat with the dorsal surface on the Millicell membrane. Images partially modified from Chédotal et al. (1997); Letellier et al. (2009).
Figure 4.2 Cerebellar denervation (Dx), coculture and reinnervation. The dotted lines indicate cuts. Isolated cerebella plates at P17 (A) were cocultured adjacent to intact cerebellar hemispheres (B) to allow olivo-cerebellar reinnervation of PCs by CFs (C).

Figure 4.3 Timeline of explant procedure and treatment for reinnervation/PC survival or PCR analysis, using equivalent postnatal ages for simplicity. Explants are dissected from E15 mouse embryos and cultured until the start of denervation and coculture at 22 DIV (~P17). Some explants are treated with BDNF or Vehicle 24h after denervation (Dx). Magnetic stimulation (or control-sham) started 72h after coculture (~P20) 10 min a day for 14 days. 24h after last stimulation (~P35) explants were sampled and processed for analysis.
Magnetic stimulation

To evaluate whether magnetic stimulation can induce olivo-cerebellar reinnervation, Dx explants were stimulated for 10 min per day for 14 days starting at 3 days-post Dx (Fig 4.3), i.e. at 25 DIV (equivalent to P20). Magnetic stimulation was delivered with a custom-built stimulation machine and coil (Chapter 3), which had an outer diameter of 26 mm, an inner diameter of 10 mm, and 119 turns of 0.4 mm diameter copper wire (11.6 Ω). Coils were located immediately beneath the 6 well plate, 4 mm below the explants and the magnetic field strength was 10 mT at the location of explants (Chapter 3). Coil temperature did not rise above 35°C. To ensure that explants were not affected by the magnetic field of neighbouring stimulation, those within the same plate were cultured in the two most separated wells (Fig 4.4B) and different plates were separated by Mu-metal. Computational modelling and Hall effect measurements verified no spill-over of eddy currents between explants (Chapter 3).

<table>
<thead>
<tr>
<th>Frequency</th>
<th>1 Hz</th>
<th>10 Hz</th>
<th>BHFS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total pulses delivered in 10 minutes</td>
<td>600</td>
<td>6,000</td>
<td>109,000</td>
</tr>
</tbody>
</table>

Figure 4.4 Culture set-up and pulse delivery. Number of pulses delivered per 10 min stimulation session (A) and schematic view of *in vitro* culture set-up for stimulation (B). B) Coils were centered below the well of a 6 well plate resulting in 4 mm distance from the centre plane of the explant located on the Millicell membrane.
Stimulation was delivered using a trapezoidal magnetic pulse with a rise/fall-time of 100 µs (Chapter 3) at frequencies of 1 Hz (Dx+1Hz), 10 Hz (Dx+10Hz) or biomimetic high frequency stimulation (Dx+BHFS: 62.6 ms trains of 20 pulses, repeated at 6.55 Hz for 1 min, followed by 9.75 Hz for 8 min and then 6.15 Hz for 1 min). The BHFS pattern was designed on electro-biomimetic principles (Martiny et al., 2010), based on our previous study (Rodger et al., 2012) which was modelled on endogenous patterns of electrical fields around activated nerves during exercise (patent PCT/AU2007/000454, Global Energy Medicine).

The total number of pulses delivered for each frequency is shown in Figure 4.4A. For all experiments, stimulation controls (sham) were treated identically but the coils were not activated. Some intact non-lesioned, non-cocultured explants of the same age and procedures are referred to as Control-intact.

**Immunohistochemistry and Histological Analysis**

The effects of different LI-rMS protocols on olivo-cerebellar reinnervation and the cell populations activated by the stimulation were evaluated by immunohistochemistry. In all experimental groups explants were fixed with 4 % paraformaldehyde for 4h at 4°C, rinsed 3x5 min in phosphate buffered saline (PBS) containing 0.25 % TritonX (PBS-T) and blocked in 20 % donkey serum for 2h at RT prior to incubation overnight at 4°C in primary antibody diluted in PBS-TG (PBS-T containing 0.2 % gelatine and 0.018 g/ml L-Lysine). The next day explants were washed 3x5 min in PBS-T and labelling was visualised with fluorescent-conjugated secondary antibodies in PBS-TG for 2h at RT. Finally, explants were rinsed and mounted in Mowiol.
To identify **PC survival and CF reinnervation** explants (~P35) were processed 24h after the last (14th) stimulation. Purkinje cells were labelled with rabbit anti-calbindin-28k (CaBP) antibody ((Celio, 1990); 1:3000; Swant) and CF terminals with monoclonal mouse anti-VGLUT2 antibody ((Hioki et al., 2003; Letellier et al., 2009); 1:2000, Millipore). Primary antibodies were visualised using Cy3-conjugated donkey anti-mouse and Alexa Fluor (AF) 488-conjugated donkey anti-rabbit (both 1:200; Jackson Laboratories). Labelled explants were examined using epifluorescence microscopy (Eclipse E800; Nikon) and the total number of CaBP-positive PCs per cerebellar hemisphere was counted. Cocultured cerebella hemispheres were systematically examined (Fig 4.5A) for VGLUT2/CaBP colocalisation indicating PC reinnervation by CF. The number of CaBP-positive PCs (soma and primary dendrites) colocalised with VGLUT2 (Fig 4.5B,C) was counted per field of view (grid) and expressed as percentage PCs per field.
Figure 4.5 Climbing fibre reinnervation analysis. A) Cerebellar plates were divided into rows (1-4) starting parallel to host–graft border. Moving along each row, PCs (green) within an ocular grid field were investigated for reinnervation (red). B,C) Confocal image showing CaBP positive PC (green) and VGLUT2 positive labelling of CFs (fine red dots) and mossy fibres (larger red labelled terminals not associated with PCs, in background). For positive reinnervated cells (B) and non-reinnervated cells (C). Arrowheads show VGLUT2-positive CF terminals on PCs.

To identify which cells were activated by the magnetic stimulation we labelled c-fos 1.5h or 3.5h (Hausmann et al., 2001) after a single 10 min stimulation session at P20 (72h after Dx to investigate acute effects on stimulation day 1). Fixed explants were labelled with rabbit anti c-fos (Santa Cruz, 1:750) plus one of 4 different antibodies to label specific cell populations (Celio, 1990; Weyer & Schilling, 2003): PCs with
monoclonal mouse anti-CaBP-28k (1:2000; Swant), GABAergic interneurons with goat anti-Parvalbumin (PV, 1:3000; Swant), granule cells with monoclonal mouse anti-NeuN (Weyer & Schilling, 2003; 1:200; Millipore) or astrocytes with monoclonal mouse anti-GFAP (1:500; Sigma). Primary antibody binding was visualised using fluorescently labelled secondary antibodies Cy3-conjugated donkey anti-rabbit, AF488 conjugated donkey anti-mouse and AMCA conjugated donkey anti-goat (all 1:200; Jackson Laboratories). Explants were examined using epifluorescence microscopy (DM 6000B; Leica): z-stacks were taken at 3 semi-randomly selected sites for each cocultured cerebellar hemisphere. Total c-fos positive staining was counted per image and double-labelled profiles were quantified visually for co-labelling. c-fos and CaBP positive cells were counted per image to identify the proportion that were activated by LI-rMS.

qRT-PCR

RNA preparation

To identify possible mechanisms underlying the effect of LI-rMS in olivo-cerebellar culture, RNA was extracted from either the cerebellar hemisphere or the inferior olivary region of Dx (LI-rMS/sham) explants 24h after last stimulation (~P35). Tissue from 5 cerebella plates and inferior olive regions were pooled for RNA. Total RNA was extracted using Trizol (Life Technologies) according to manufacturer’s instructions (Chomczynski & Sacchi, 1987) and RNA concentration was measured by a NanoDrop 1000 Spectrophotometer (Thermo Scientific, Waltham, MA, USA) before being stored at -80°C.
200ng of total RNA was reverse transcribed in a 20µl reaction using a High Capacity cDNA Reverse Transcription Kit (Applied Biosystems). cDNA was amplified on a LightCycler® 480 (Roche Applied Bioscience, USA) for 10 µl reaction volume using SYBR Green I Master Mix (annealing temperature 58°C, 50 cycles). Housekeeper primers were derived from mouse-reference gene panel (Tataa Biocenter, Sweden): Glyceraldehyde 3-phosphate dehydrogenase (GAPDH), peptidylprolyl isomerase A (PPIA), Beta-2 microglobulin (B2M) and hypoxanthine phosphoribosyltransferase 1 (HPRT 1). Primer sequences of target genes were designed as follows (TM = 59.0 – 59.6): **BDNF:** Forward TCACTGGCTGACACTTTTGAGCA, Reverse CGCCGAACCCCTCAGACCATGTTT; **Pax3:** Forward AGCAAACCCAAGCAGGTGACA, Reverse AGGATCGGCTGATAGACTCACT; **ST8SiaII:** Forward AGCACAATGAACGTGTCCCAGAA, Reverse GAGCCAGGTTGCACCTTA TGACA; **ST8SialV:** Forward TTCCGGCATTCTGCTAGACAGTG, Reverse CGAAAGCCTCCAAATGCTCTTTGC.

Raw data were pre-processed with Lightcycler 480 software (Roche Applied Bioscience, USA). Target gene expression was normalised to appropriate housekeeper genes. All expressions were replicated in triplicate and the mean was used to calculate gene expression in each tissue sample. Normalized mean expression (log2(2-ΔCt)) (Livak & Schmittgen, 2001) was used to determine differentially expressed genes between each group.

**Statistical Analysis**

All data were explored for normality, outliers and fulfilment of statistical test assumptions in SPSS 20 (IBM).
Reinnervation percentages were transformed with the ArcSin transformation to be analysed with Repeated Measures ANOVA (F) (row x stimulation). Univariate ANOVA per row was performed where RMAnova revealed significance for further tests. Dunnet-T3 post-doc comparisons were performed where appropriate. CaBP positive PC counts (CaBP) were analysed with Univariate ANOVA.

C-fos activation and CaBP/c-fos percentages was analysed with Kruskal-Wallis one-way analysis of variance (H) and Mann-Whitney (U) pairwise comparisons with Bonferroni-Dunn correction. Gene expression levels were compared by independent sample t-test. All values are expressed as mean ± SEM and considered significant at p < 0.05.

RESULTS

The aim of this study was to evaluate whether LI-rMS could induce reinnervation of denervated neurons using PC denervation in the olivo-cerebellar projection model of axonal injury. We assessed if LI-rMS affects neuronal survival and induction of axonal outgrowth and reinnervation of denervated Purkinje cells in the maturing cerebellum.

LI-rMS does not affect PC survival

To verify that LI-rMS does not have detrimental effects on denervated, and therefore potentially vulnerable PCs, we investigated the effect of LI-rMS on PC survival. Some explants were treated with BDNF, a known survival factor for PCs (Morrison & Mason, 1998) (N: Controlintact = 6, Dx-sham = 12, DxB = 10, Dx+1Hz = 8, Dx+10Hz =8, Dx+BHFS = 8). First, all PCs displayed a large branched dendritic tree, as has been previously described in explants (Letellier et al., 2009), confirming that PCs have matured in the explant environment. Moreover, LI-rMS does not have detrimental effects on
vulnerable neurons in Dx cerebella, with no difference in the total number of CaBP labelled PCs per cerebellar hemisphere between intact, LI-rMS or sham treated and Dx-BDNF treated groups (Fig 4.6) and an average CaBP pos cell count of 341 ± 32 across all groups. In addition, stimulation of non-lesioned explants with either 1 Hz or BHFS for 2 weeks/10min a day (N: Control-intact + 1 Hz = 5 and Control-intact+ BHFS = 5) had no effect on cell survival in the mature non-lesioned system (average CaBP count: 381 ± 40).

**LI-rMS induces PC reinnervation**

We investigated the effect of magnetic stimulation on climbing fibre reinnervation to denervated PCs (N: Dx-sham = 12, Dx+1Hz = 7, Dx+10Hz =7, Dx+BHFS = 7). In addition, as BDNF is upregulated by magnetic stimulation (Gersner et al., 2011; Ma et al., 2013; Yoon et al., 2011) and induces CF-PC reinnervation *in vivo* (Dixon & Sherrard, 2006; Willson et al., 2008), we used BDNF treatment of denervated cocultured explants (N: DxB = 10) to provide a comparator to LI-rMS-induced reinnervation. Our data show that in all explant cocultures there is a small amount of spontaneous ingrowth of VGLUT2-positive terminals, consistent with previous studies (Letellier et al 2009). Furthermore, consistent with *in vivo* studies (Dixon & Sherrard, 2006; Willson et al., 2008), BDNF induced the growth of VGLUT2-labelled terminals into the denervated cerebellar hemisphere, which localised around the PC somata and primary dendrites (Fig 4.5B). In the DxB cerebellar plates, the overall percentage of PCs that co-localised with VGLUT2 labelling (12.0 % ± 1.1) was greater than sham Dx explants (7.0 % ± 0.5) (Fig 4.7A,B).
Figure 4.6 Total amount of PCs (CaBP positive cells) counted per cerebellar hemisphere. There was no difference of CaBP positive cells between any stimulation group ($F = 1.94, p = 0.062$).

In addition, 14 days of 10 min/day LI-rMS also induced PC reinnervation, but in a stimulation-specific manner. We showed that, in comparison to Dx-sham explants, BHFS treatment significantly increased the amount of VGLUT2 labelling in grafted cerebellar hemispheres with $19.5\% \pm 3.1$ PCs contacting VGLUT2-positive terminals. In contrast, LI-rMS at 1 Hz or 10 Hz suggested a smaller intermediate increase of VGLUT2-contacted PCs ($11.7\% \pm 1.7$ and $8.9\% \pm 1.0$ respectively), which was not significant (Fig 4.7A). Moreover, pre-treatment with BDNF and subsequent 14-daily stimulations with 1 Hz or BHFS resulted in significant VGLUT2-positive PC reinnervation ($19.4\% \pm 3.2$ and $16.0\% \pm 2.6$ PCs respectively) in comparison with Dx-sham (Fig 4.7B); but there was no additive effect of the 2 treatments.

The presence of VGLUT2-labelled terminals on PC somata and dendrites was most noticeable close to the host-graft junction and decreased linearly with distance into
the cerebellar hemisphere (Fig 4.7C). Therefore, the percentage of VGLUT2-contacted PCs was evaluated in rows with increasing distance from the Dx interface. Quantitatively, for those groups in which a significant amount of VGLUT2 reinnervation was induced, inter-group differences in VGLUT2-labelled reinnervation were only significant in the two first rows closest to the Dx (Row 1 and Row 2, Fig 4.7C), with the greatest amount of reinnervation being observed in Row 1.

**Figure 4.7** Cerebellar reinnervation, as shown by % CaBP-positive PCs colocalised with VGLUT2 terminals (see Fig 4.5), induced by LI-rMS alone (A,C) or in combination with BDNF (B,D). A, B) Total reinnervation per cerebellar hemisphere; C, D) CaBP-VGLUT2 colocalisation with increasing distance into the cerebellar hemisphere, Row1-4 (host-graft junction = Row 1). Single treatment with BDNF or BHFS, and BDNF plus 1 Hz or BHFS induces VGLUT2-positive reinnervation of denervated PCs (F = 9.49, p < 0.00), which is densest in the first two rows closest to the host-graft cerebellar hemisphere junction. Significant differences from Dx-sham: * p < 0.05; ** p < 0.01; *** p < 0.001 .
qPCR
To understand mechanisms underlying LI-rMS induced CF-PC reinnervation, we measured changes of gene expression 24h after the last LI-rMS treatment (1 Hz, 10 Hz or BHFS or Dx-sham). We examined 4 candidate genes, BDNF, Pax3, Sia2 and Sia4, which are associated with olivo-cerebellar development (Sherrard et al., 2009) and neural plasticity (Rutishauser, 2008). After 14 days LI-rMS there was stimulation-specific modulation of gene expression (Fig 4.8). 1 Hz LI-rMS overall downregulated gene expression: in the cerebellar plates BDNF (p = 0.018) and Sia4 (p = 0.042); and in the inferior olive Pax3 (p = 0.042). 10 Hz showed a tissue related effect: decreasing gene expression in the cerebellar hemisphere (Pax3, p=0.02 and Sia4, p= 0.004) and increasing Sia2 expression in the inferior olive (p=0.018). BHFS upregulated BDNF expression, significantly in the inferior olive (p=0.042) and showed downregulatory effects on Pax3 (p=0.047) and Sia4 (p=0.009) expression in cerebella plates.

LI-rMS activates cerebellar cells
We show that LI-rMS induced CF-PC reinnervation in a stimulation-specific manner; only BHFS significantly increased reinnervation. To understand which cell populations were involved in this response, we labelled explants for the early response gene c-fos. We counted the number of c-fos labelled cells after a single 10 min BHFS stimulation 1.5h or 3.5h after stimulation. The total number of c-fos positive cells increased 3.5h after BHFS (338.7 ± 20.0) in comparison to non-stimulated DX-sham explants (262.7 ± 13.2, p = 0.041) and to 1.5h after stimulation (267.8 ± 28.8, p = 0.021) (Fig 4.9A).
Figure 4.8 Normalized mean RNA expression (log2(2-ΔCt)) for grafted cerebellar hemisphere (A) and inferior olive region (B). Explants were stimulated for 14 days/10 min daily from ~P20 on. 24h after last stimulation cerebellar and ION tissue was sampled. Horizontal dashed lines (log2(2-ΔCt) = 1) is the normalised gene expression for sham-stimulated tissue. Significance of independent t-test: *p < 0.05, ** p < 0.01, *** p ≤ 0.000.
It has been proposed that human cerebellar rTMS activates Purkinje cells in the cerebellar cortex (Koch, 2010). Moreover, PCs are the target of CF reinnervation. Hence, we examined PC activation by LI-rMS by counting the total number of c-fos, CaBP and double-labelled neurons per co-cultured cerebellar hemisphere. ~10-12 % of c-fos labelled cells co-localized with CaBP positive labelling (Fig 4.9B) and this did not change after LI-rMS. However, the percentage of PCs that were also c-fos positive (ratio CaBP:c-fos/CaBP) increased from 60 % in Dx-sham to 75 % 3.5h after BHFS stimulation (Fig 4.9B), albeit non-significant (p = 0.38).

To identify which other cell populations were activated by LI-rMS, we co-localised c-fos labelling with GFAP (astrocytes), parvalbumin (GABAergic interneurons) or NeuN (granule neurons) labelling. Qualitatively, there was no evidence of c-fos colocalisation with either GFAP-positive glia or parvalbumin-positive interneurons. While there was co-localization of Neu-N and c-fos, due to the small size of granule cells and their high density, this could not be quantified within the time constraints of this thesis.
Figure 4.9 c-fos activation in cerebellar Dx hemispheres. A) Mean number of c-fos positive cells per denervated cerebellar hemisphere either 1.5 hours (Dx–BHFS 1.5h) or 3.5 hours (Dx–BHFS 3.5h) after one 10 min BHFS session or no stimulation (Dx-sham). C-fos labelling increased 3.5h after BHFS stimulation in contrast to 1.5h and Control (H = 8.28 p = 0.016; Dx-sham – Dx-BHFS3.5h: U = -14.14, p=0.021 and Dx-sham – Dx-BHFS1.5h: U = -12.91, p = 0.8). B) Proportion of c-fos positive PCs (ratio CaBP:c-fos/CaBP) and the percentage of all c-fos positive cells which were PCs (ratio CaBP:c-fos/c-fos). The proportion of c-fos labelled cells that were PCs remained stable following LI-rMS (H = 0.99, p = 0.61). Although the percentage of PCs that were c-fos positive increased this was not significant (H = 1.95, p = 0.38).
DISCUSSION

To investigate the fundamental effects of LI-rMS on neural circuit repair, we applied different protocols of LI-rMS to the olivo-cerebellar projection model of axonal injury (Letellier et al., 2009). Using the whole circuit organotypic model, which is both highly reproducible and readily manipulated, we systematically investigated the effects of different stimulation on the survival and reinnervation of PCs after CF denervation, as well as the underlying cellular and molecular mechanisms.

The effect of LI-rMS on PC survival

In our model of olivo-cerebellar denervation no significant decrease of PC survival was observed. To be able to reinnervate a denervated neuron, the cell must survive (Horner & Gage, 2000). Moreover, CF deprivation influences normal PC function (Rossi & Strata, 1995) and hence CF denervation might lead to higher PCs vulnerability and stresses (Sarna & Hawkes, 2003). Studies have shown that induction of cellular stress such as excessive increase of nitric oxide (NO) can result in detrimental effects on neuronal survival (Boland et al., 2002), where LI-rTMS has been shown to increase levels of NO in the rodent cerebellum (Chu et al., 2011) and cortical areas (Cho et al., 2012). Here we investigate for the first time the effect of LI-rMS on PC survival and show that LI-rMS treatment does not have detrimental effects on the survival of denervated PCs. Though a trend of an overall slight decrease of number of PC cells in the denervated cerbellum after LI-rMS can be argued, this non-significant pattern was not associated with stimulation-specific levels of reinnervation. This is in line with other experimental models, where studies have shown pro-survival to neutral effects on neuronal viability, both in *in vivo* models of stroke (Bates et al., 2012; Yang et al.,
2012) and in in vitro cultures (Boland et al., 2002; Di Loreto et al., 2009). Nonetheless, non-standardization of explant size might underestimate the underlying effect size. Further standardization of PC density per hemisphere would be beneficial to decrease variability and increase statistical power.

**Patterned high frequency stimulation induces neural circuit repair**

We investigated the amount of CF-PC reinnervation after LI-rMS with or without BDNF. Here we show for the first time that repeated LI-rMS induces olivo-cerebellar axonal outgrowth and target neuronal reinnervation after lesion of a normal neural circuit.

14 days 10min/day stimulation with patterned high frequency BHFS showed a significant overall increase in the amount of reinnervation of denervated PCs (20%). All explants showed a small amount of spontaneous axonal sprouting (7%) and no overall increase by straight 1 Hz or 10 Hz frequencies were observed. This is in contrast with studies of high intensity rTMS suggesting overall inhibitory effect of low frequency stimulation (≤ 1 Hz) (Fitzgerald et al., 2006; Lang et al., 2006). We have previously shown that 1 Hz LI-rMS decreases structural complexity in neurons, however did not affect general neurite outgrowth (Grehl et al., 2015). This suggests a more complex effect on neuronal structure of 1 Hz stimulation at lower intensities that requires further investigation.

In addition, we have recently shown that high frequency, patterned LI-rMS changes BDNF expression to induce structural plasticity in an abnormal neural circuit (Rodger et al., 2012). Treatment of explants with BDNF show a significant amount of reinnervation closest to the host-graft junction (18%), similar to BHFS induced
reinnervation (26 %), which is consistent with previous studies in vivo showing BDNF induced reinnervation of PCs of 22 % (Willson et al., 2008). Interestingly, pre-treatment with BDNF and subsequent LI-rMS did not induce additional amounts of reinnervation by BHFS, however, it did induce reinnervation after 1 Hz stimulation (30 %). This suggests that BDNF mechanisms involved in LI-rMS/BDNF induced olivo-cerebellar reinnervation might underlie similar signalling pathways. It remains to be determined electrophysiologically if CF-PC synapses are functionally active and induce normal PC responses. However, previous studies in vitro have shown that mature CF-PC reinnervation result in mono-innervation (Letellier et al., 2007). Furthermore, studies in vivo have shown that even a small amount of reinnervation (22 %) can compensate functional deficits of complex motor and spatial skills (Willson et al., 2008).

BHFS stimulation activates Purkinje Cells

To understand cellular mechanisms underlying BHFS-induced CF reinnervation in the denervated cerebellum, we first identified which cerebellar cell populations were activated after one application of BHFS.

We show for the first time that low intensity magnetic stimulation increases c-fos, an early marker of cell activation (Bullitt, 1990; Herrera & Robertson, 1996) 3.5h after the end of stimulation. That is in accordance with previous findings showing increased expression of c-fos 3h but not 1.5h after high intensity rTMS in organotypic slice cultures of similar age (P25) (Hausmann et al., 2001). There, c-fos expression was dependent on sodium channel activity, suggesting membrane depolarization to the extent of sodium channel opening (Hausmann et al., 2001). Based on computational modelling of the electric field that showed below action potential threshold intensity
(Chapter 3), in addition to our previous study in single neurons showing release of calcium from intracellular stores during LI-rMS (Grehl et al., 2015), it suggests that our LI-rMS application does not induce depolarization to the extent of membrane channel opening, but is based on subcellular mechanisms such as changes in calcium concentration via intracellular stores (Grehl et al., 2015).

It has been suggested that cerebellar rTMS at high intensities can activate Purkinje cells in the cerebellar cortex (Koch, 2010). We investigated the amount of PCs activation after LI-rMS. A slight trend, similar to the observed increase of overall cellular activation, might be argued 3.5h after last stimulation. However, PC activation accounts for around 12% of overall cellular activation by LI-rMS, suggesting that other non-identified cell types are also activated in the cerebellar plates after BHFS application. Our results suggest that PV expressing interneurons and glia are not stimulated by BHFS stimulation. In contrast, glutamatergic granule cells, which could not be quantified in this study, are the most likely candidate cells to account for c-fos activation as they are the most abundant cell type of the cerebellar cortex (Apps & Garwicz, 2005). Further investigation is necessary to identify the level of granule cell activation after LI-rMS.

Formation of CF-PC pathways is dependent on a variety of signalling interactions between CF and PCs during development (Watanabe & Kano, 2011), where PC state has been shown to be crucial to the control of CF-PC synapse formation (Letellier et al., 2007). Hence, the demonstration of PC activity is the first step underlying mechanisms of plasticity promoting mechanism of reinnervation in the mature olivo-cerebellar circuit.
Gene expression

For a neuron to be reinnervated after denervation, there needs to be an increase in growth permissive molecules and/or a decrease of growth inhibitory molecules of the cellular environment, as well as the ability to activate genetic programs for axonal growth (Dusart et al., 2005). To better understand possible long-term mechanisms underlying LI-rMS induced CF-PC reinnervation, we investigated the effects of LI-rMS on the expression of 4 candidate genes, all of which are involved in olivo-cerebellar development (Morrison & Mason, 1998; Sherrard & Bower, 2001; Sherrard et al., 2009; Sherrard et al., 2013) or neural plasticity (Rutishauser, 2008).

Although it has been shown that magnetic stimulation differentially alters gene expression in different neuronal populations (Funke & Benali, 2011; Ma et al., 2013; Vlachos et al., 2012) we show for the first time stimulation-specific effects of LI-rMS on cerebellar and inferior olive tissue. Here we show that LI-rMS induced stimulation-specific changes in BDNF gene expression. Only BHFS resulted in increased levels of BDNF expression in both cerebellar and inferior olive tissue, which accords with BDNF upregulation by high and low intensity magnetic stimulation (Gersner et al., 2011; Ma et al., 2013; Rodger et al., 2012; Zhang et al., 2007). In contrast, 1 Hz stimulation downregulated BDNF in cerebellar tissue, while 10 Hz showed no overall effect on BDNF expression. These expression changes are directly paralleled by CF-PC reinnervation: increased BDNF in reinnervating (ION) and target (cerebellar) tissue is associated with CF-PC reinnervation (BHFS), whereas when BDNF expression was unchanged or reduced (1 Hz and 10 Hz), there was no reinnervation. Given its pivotal role in many aspects of growth cone motility, neurite extension and synaptic and...
structural plasticity (Lu et al., 2013; Tuttle & O'Leary, 1998) and the involvement of BDNF-TrkB signalling in olivo-cerebellar development (Sherrard et al., 2009) and cerebellar cortical plasticity (Carter, Chen, Schwartz, & Segal, 2002; Tanaka, Sekino, & Shirao, 2000), failure of BDNF upregulation in the inferior olive and near CF-PC synapses in the cerebellum is consistent with insufficient cues for CF growth and synapse induction, thus providing a potential mechanism underlying the observed differences in amount reinnervation between LI-rMS frequencies.

BDNF induced reinnervation has been shown to be dependent on polysialylated neural cell adhesion molecule (PSA-NCAM) (Sherrard et al., 2013), a growth-permissive cell surface molecule that can facilitate BDNF-TrkB interaction (Muller et al., 2000a) and is modulated during post-lesion axonal sprouting in the adult cerebellum (Dusart et al., 1999). Binding of PSA to NCAM is mediated via Sia4 and Sia2 (Angata & Fukuda, 2003), while transcription factor Pax3 expression has been shown to increase with NCAM polysialylation and BDNF levels, targeting downstream transcription of Sia2 (Angata & Fukuda, 2003; Kioussi & Gruss, 1994; Mayanil et al., 2001). It has been shown that upregulation of Sia2/4 after injury results in increased PSA-NCAM expression and greater axonal sprouting and axonal outgrowth through an injury scar (El Maarouf, Petridis, & Rutishauser, 2006). We suggest for the first time the involvement of Sia4, Sia2 and Pax3 in relation to stimulation induced structural plasticity in the mature olivo-cerebellar system. Further investigation of genes involved in response to short-term and long-term LI-rMS is necessary to reveal signalling and axonal transport mechanism underlying CF-PC reinnervation.
The influence of stimulation load

Here we show for the first time that long-term LI-rMS stimulation induces changes in structural plasticity after injury of a normal neural circuit. This study investigated the effects of total stimulation load of multiple LI-RMS for a unit time (10 min), based on previous stimulation durations (Rodger et al., 2012) and studies of biological relevance of timing (Angelov et al., 2007). Observed reinnervation effects might underlie an effect of total stimulation load (pulses/unit time). Though, our results indicate that dose and effect are not simply linearly related between number of pulses and reinnervation ($p = 0.15$). 10 min application of BHFS frequency delivers comparatively 18x larger number of pulses (Fig 4.3A) than 10 Hz stimulation, while 10 Hz stimulation delivers 10x larger amount of pulses in contrast to 1 Hz stimulation, within the same amount of time. However, 1 Hz and 10 Hz did not result in significant increases of reinnervation (10 Hz < 1 Hz), opposite to BHFS stimulation (Fig 4.7A). Suggesting a more complex relationship of stimulation parameters underlying observed LI-rMS effects. Studies in humans (Gamboa et al., 2010; Nettekoven et al., 2014) and animal (Volz et al., 2013) also suggest a non-linear relation between dose and effect. Further investigation is needed to identify the unique effects of different stimulation parameter, to optimize and better tailor magnetic stimulation in the clinic.

CONCLUSION

We investigated the effect of different LI-rMS stimulation on neural circuit repair. We show for the first time that low intensity, patterned biomimetic high frequency stimulation (BHFS) induces axonal reinnervation after injury. It is suggested that BDNF modulation underlies stimulation-specific effects of stimulation, where further
investigation is needed to reveal precise mechanism involved in the effects of LI-rMS on neural circuit repair.

Taken together, the results of this study and previous work in our laboratory (Grehl et al., 2015; Rodger et al., 2012) show that LI-rMS as a by-product of high intensity rTMS coils cannot be disregarded. Further understanding of the fundamental effects of LI-rMS on biological tissue is essential to better tailor future therapeutic application of rTMS and explore the therapeutic potential of LI-rMS.
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5 GENERAL DISCUSSION

5.1 What’s new

The aim of this PhD was to provide a framework of fundamental molecular and cellular mechanisms underlying low intensity magnetic stimulation at different frequencies in normal CNS tissue in both single cells and neural-circuits. We show that LI-rMS affects structural complexity and cell survival at the single cortical cell level and induces outgrowth of axon collaterals in a lesioned neuronal network. Furthermore, here we demonstrate for the first time a possible mechanism of activation that might underlie the effects of low intensity magnetic stimulation.

5.2 Theory of mechanism

5.2.1 Calcium hypothesis

As described in detail in chapter 1, the calcium dependent theory of activation illustrates how increases in intracellular calcium concentration lead to second messenger effects on diverse neuronal functions (Fung & Robinson, 2013; Thickbroom, 2007). Intracellular calcium induced changes can range from calcium dependent cellular events all the way down the signalling cascade to gene expressions that modulate molecular, anatomical or functional plasticity (Berridge et al., 2000).

High intensity stimulation has been shown to induce intracellular calcium influx via the opening of membrane channels (Pell et al., 2011; Ziemann, Hallett, & Cohen, 1998), leading to sufficient depolarization of the membrane potential to the threshold of
inducing an action potential (Pell et al., 2011). Because low intensity stimulation at the mT level is not expected to result in sufficient membrane depolarization for ion channel opening and action potential induction, its effects have often been disregarded. Here we demonstrate for the first time that low intensity magnetic stimulation increases neuronal calcium concentration from intracellular stores only, without opening membrane channels such as would occur during an action potential. Calcium is a particularly versatile signalling ion (Berridge et al., 2000), because of its complex activation mechanism, wide range of signalling components and interaction with other signalling pathways. We propose that the release of calcium from intracellular stores as a general mechanism might underlie effects of low intensity magnetic stimulation on single cellular processes and neuroplasticity within brain tissue.

5.2.1.1 Applied calcium hypothesis

Changes in membrane potential can lead to activation of membrane channels/receptors such as G-protein coupled receptors, enzyme linked receptors and TRP channels (Mori et al., 2002), activating further second messenger cascades, leading to calcium release from intracellular stores, the endoplasmic reticulum and to a lesser extent the mitochondria (Berridge et al., 2000).

One possible mechanism of how these changes might lead to observed cellular and circuit effects is the activation of the PLC signalling pathway. This pathway has been shown to be activated via G protein-coupled receptor activation in the membrane. Activation results in increase of cytoplasmic calcium concentration by calcium release from intracellular stores of the endoplasmic reticulum via activation of the inositol
1,4,5-trisphosphate receptor (IP3R) (Foskett, White, Cheung, & Mak, 2007), which is expressed widely in the brain with particular abundance in the cerebellum (Furuichi, Shiota, & Mikoshiba, 1990). Alternatively, direct changes in endoplasmic reticulum membrane potential might directly influence ryanodine receptor (RyR) activity, previously shown to be voltage sensitive (De Crescenzo et al., 2006; Neves et al., 2002). Moreover, increases in intracellular calcium or direct membrane potential change can further influence mitochondrial calcium uptake and release (Santo-Domingo & Demaurex, 2010; Valsecchi et al., 2013). In addition, PLC pathway activity and increased intracellular calcium concentration lead to activation of PKC, which subsequently phosphorylates other molecules, further activating different signalling cascades (Tanaka & Nishizuka, 1994), including regulation of c-fos gene expression (Trejo & Brown, 1991).

5.2.1.2 Mechanism of stimulation-specific effects: cellular death

Our results suggest that low intensity magnetic stimulation at some frequencies induces slight detrimental effects on cellular survival. However, at the single cell level that effect was limited to straight high-frequency stimulation, while low-frequency straight and high-frequency patterned stimulation did not show such an effect. Decreases in cellular survival were associated with the upregulation of pro-apoptotic and downregulation of anti-apoptotic genes. In contrast, stimulation which did not induce apoptosis showed survival-promoting gene expression changes. This suggest a survival-promoting effect of patterned stimulation based on associated gene expression change.
One possible mechanism underlying the effect is stimulation-specific regulation of calcium buffering mechanism. Increases in intracellular calcium become toxic to the cell at prolonged high concentrations (Arundine & Tymianski, 2003). Hence control of free calcium within the cell is vital for the survival of the neuron through a combination of calcium sequestration (re-uptake into organelles such as mitochondria), calcium efflux (removal to the extracellular domain via pumps) and calcium binding (via calcium buffers, such as calretinin, parvalbumin and calbindin) (Chard et al., 1993; Gilabert, 2012).

Regulation of calcium sequestration in response to different stimulation frequencies might underlie stimulation-specific effects observed. One study has shown LI-rMS decreases mitochondrial membrane potential (Morabito et al., 2010b), though the effects on intracellular calcium levels were not investigated. Furthermore, other studies applying magnetic stimulation at high intensity show frequency-specific effects on parvalbumin and calbindin expressing interneurons (Benali et al., 2011), which suggests a possible involvement of calcium buffer regulation in frequency-specific magnetic stimulation effects, such as cellular death. In their study Benali et al., (2011) did not show an increase of cellular death in connection with changes in PV and CaBP expression after one session of high intensity rTMS at 1 Hz or TBS (i+c). Few other studies have reported effects of high intensity magnetic stimulation on cellular survival, though some studies investigating effects after injury show general pro-survival tendencies after higher frequency stimulation (Post, Müller, Engelmann, & Keck, 1999; Yoon et al., 2011). However, due to heating of the coils, in both human and animal application, higher frequencies (> 3 Hz) at high stimulation levels commonly require cooling intervals resulting in an overall patterned stimulation. This leads to the
suggestion that patterned waveforms may induce more intricate and biologically safe changes compared to straight frequencies (Hoogendam et al., 2010; Martiny et al., 2010), i.e. less stressful levels of intracellular calcium. This is in accordance with our data showing that cTBS and BHFS stimulation, did not decrease cellular survival, even though associated with as high an increase (at nM levels equivalent to those observed following action potential induction (Helmchen et al., 1997; Liao & Lien, 2009)) in intracellular calcium as 10 Hz and 100 Hz. While 1 Hz, even though applied as a straight frequency, increased levels of intracellular calcium to a lesser extend than all other frequencies without effecting cellular survival.

Further investigation is needed to test the calcium hypothesis on single cell and neural network level. First, identification of intracellular calcium stores involved in the calcium release during LI-rMS is necessary. Application of pharmacological agents blocking RyR (Ryanodine) and IP3 (Xestospongin C) receptors activity is the first step to better understand the nature of calcium release from intracellular stores during LI-rMS. Furthermore, systematic investigation of calcium sequestration responses to different magnetic stimulation parameters and subsequently activation of different signalling pathways will promote insight into the underlying mechanism of LI-rMS effects and associated neuroplastic changes between different neuronal subtypes and networks.

5.2.1.3 Neural circuit-specific effects

The use of the olivo-cerebellar explant as a model of neural circuit and axonal sprouting has the advantage over brain slice preparations that cellular connections are left intact within the olivo-cerebellar microcircuit and only cortical and spinal afferents are disconnected. In this model, no significant decrease of PC survival was observed,
though a trend of an overall slight detrimental effect of all LI-rMS frequencies can be argued, where 10 Hz stimulation showed the lowest amount of PC numbers in the denervated cerebellum, in contrast to clear differences in single cortical cells. This difference might be based on the influence from any combination of these four factors: experimental model (single cell – neural network), cell properties (cortical cell – cerebellar PC), stimulation duration (4 vs 14 days) and induced electrical current (waveform divergence). Further investigation is necessary to identify the specific involvement of each factor and the effect on neuronal survival.

However, different stimulation frequencies did result in differing amounts of axonal sprouting. High frequency patterned application resulted in significantly higher axonal ingrowth in constrast to straight low and high frequency stimulation. Like many brain networks, olivary and cerebellar neurons exhibit an oscillatory pattern of activation. Olivary neurons have been shown to oscillate between 2-8 Hz (Devor & Yarom, 2002). While the cerebellum shows a wide range of oscillatory activities covering both the lower-frequency and the higher-frequency ranges of delta, theta, beta, (high) gamma band or an even higher range at 160 – 260 Hz (De Zeeuw, Hoebeek, & Schonewille, 2008). Due to this typical state of activation, oscillating networks might be more responsive to patterned stimulation in general than to straight frequencies.

Consequently, this preference might be connected to the ability of a cell to control relatively large rises in intracellular calcium. While we could not directly measure intracellular calcium levels in cerebellar cells due to technical limitations, we showed that one LI-rMS session can significantly activate cerebellar neurons 3.5h after stimulation, a time-frame shown to be the optimal for detection of c-fos protein
Chapter 5

upregulation (Hausmann et al., 2001). In contrast, we did not observe changes in c-fos RNA expression in our model of dissociated single cells 5 hours after one LI-rMS session, possibly based on an overall late suboptimal time-point for detection of c-fos RNA regulation (Appendix B, (Sheng & Greenberg, 1990)). Furthermore, our results intimates that the most abundant cerebellar cellular activation possibly involves glutaminergic granule neurons, while our dissociated cell culture model is comprised of predominantly inhibitory neurons.

However, the exact mechanisms underlying LI-rMS induced olivo-cerebellar reinnervation remain to be determined. The intracellular calcium receptor IP3 is particularly abundant in the cerebellum and along PC dendrites and has been shown to be crucial to changes in synaptic plasticity in the cerebellum (Furuichi et al., 1990; Rose & Konnerth, 2001). It has been shown that subthreshold electrical stimulation at proximal dendrites induces compartmentalized synaptic plasticity in cerebellar PCs (Eilers, Augustine, & Konnerth, 1995) and hippocampal neurons (Hulme et al., 2012). One possible mechanism underlying intercellular signalling in the mammalian brain involves electrical synapses (gap junctions). Electrical synapses, comprise clusters of connexin (Cx) containing channels, often interconnecting membranes of neurons of similar type, size and input resistance and are proposed to underlie oscillatory synchronization between connected cells (Connors & Long, 2004). Electrical synapses are widely expressed in the mammalian brain, and have shown to occur between olivary neurons (Mathy, Clark, & Häusser, 2014) and between PCs - Bergmann glia (Pakhotin & Verkhratsky, 2005). They are permeable to large ions such as calcium, and large molecules such as cAMP and IP3 depending on transjunctional voltage between cells and are modified by connected kinase phosphorylation (Connors & Long, 2004).
Increases in intracellular calcium can modulate permeability of electrical synapses at high concentration (Connors & Long, 2004), though the exact mechanisms are still unknown. Electrical synapses provide a direct mechanism of intercellular signalling via bi-directional exchange of ionic molecules without the release of neurotransmitter and provide a candidate mechanism of how regulation of signalling molecules (i.e. BDNF) can influence neuronal plasticity.

Studies are needed to identify a potential role of electrical synapses in subthreshold intercellular signalling, where existing mouse models of connexin knockout (KO), such as the Cx36-KO with associated elimination of electrical synapses (De Zeeuw et al., 2003), could be of great advantage to understand the neuroplastic effects of magnetic stimulation.

5.2.2 Stimulus load

In our studies we investigated the effects of total stimulation load (pulse density/unit time (10 min)), based on previous stimulation durations (Rodger et al., 2012) and studies of biological relevance of timing (Angelov et al., 2007), in addition to compatibility of application in the clinical setting where heating of the coil and associated cooling intervals alters the overall stimulation load. Effects of changes in stimulation load comprise three aspects of stimulation parameter: temporal pulse-spacing (frequency), rhythm of delivery (straight vs patterned) and dose (total number of pulses). In our system with mT intensity stimulation, obligatory cooling intervals due to coil heating were not necessary, leaving the possibility to investigate entirely straight patterns. Our results indicate that dose and effect are not simply linearly related and suggest an overall importance of stimulation load (pulse density/ unit
time). This is in accordance with studies in humans (Gamboa et al., 2010; Nettekoven et al., 2014) and animal research (Volz et al., 2013), showing that dose and effect are not simply linearly related and is in line with the theory of non-linear calcium activation (Fung & Robinson, 2013). Taken together our results suggest that LI-RMS has stimulation-specific effects on cellular/molecular mechanism and neural circuit repair. However, further investigation is needed to identify the unique influence of different stimulation parameters per stimulation load, together with optimizing stimulation duration for therapeutic benefits.

5.3 Stimulation delivery

Another important parameter in addition to stimulation load is how the stimulation is delivered to biological tissue. Magnetic stimulation effects are based on how the created secondary current interacts with the cell. The creation of the secondary electric current is dependent on the strength and direction of the electrical field, in addition to the inherent conductivity/impedance of the medium (i.e. brain). Estimation of inherent conductivities and hence precise prediction of the secondary electric current is not possible; however, precise description of the induced electric field is easily obtainable. This is essential to better understand magnetic stimulation effects and to be able to compare between outcomes of different studies. The induced electrical field is determined by magnetic field strength and pulse waveform (rise-time/fall-time, number of cycles) and its orientation within the biological tissue.

Studies in humans have shown outcome measurements to be dependent on the general direction of the created electric current inside the brain (Volz et al., 2014) and amount of reversal of this current (mono vs bi/polyphasic pulses) (Arai et al., 2005;
Maccabee et al., 1998; Sommer et al., 2006; Sommer et al., 2002), thought to be based on preferentially affecting specific cellular (sub)types and/or segments of a neuron (Esser, Hill, & Tononi, 2005; Maccabee et al., 1998; Ni et al., 2011; Pashut et al., 2011). Furthermore, it has been shown that different stimulation devices can deliver slightly differing waveforms under the same settings, resulting in slightly diverging cortical effects (Kammer et al., 2001; Thielscher & Kammer, 2004). Hence a large amount of variability can be induced just within the stimulation set-up on top of additional factors such as inter-subject variability. Thus to really further the understanding of magnetic stimulation effects at the tissue level, the stimulation, and therefore the generated field, needs to be clearly defined.

5.3.1 Stimulation delivery in our specific in vitro set-ups

The first set-up, provided for use in the first experiment (Chapter 2), produced a defined magnetic field in 24 well in vitro plates. Stimulation was delivered via a near-triangular pulse that produced an electric field with a maximum intensity of ~ 0.4 V/m (Appendix C).

However, subsequent work using organotypic cultures in 6 well plates (Chapter 4) required different magnetic waveform to deliver a particular magnetic and electric field within the target tissue. The amplitude of the induced electric field is dependent not only on the amplitude of the magnetic field, but also on its direction (axial components), the more uniform the direction, the more efficient the stimulation. Furthermore, it has been shown that a uniform magnetic field influences cortical neuronal subpopulations differentially (Radman et al., 2009), with asymmetrically shaped cells being affected optimally by a homogenous electric field. Based on the
theory that magnetic stimulation affects PC cells (Koch, 2010; Pope & Miall, 2014), a highly asymmetric neuron, a uniform magnetic field was specifically required. Furthermore, to control for effects of the induced electric field direction, we designed near identical rise and fall-times of the trapezoidal, magnetic waveform to produce uniplanar, opposite electric field directions. Here, we show the design of a magnetic stimulation device that delivers precise magnetic stimulation according to our specific in vitro set-up requirements. We show that this low intensity magnetic stimulation activates cerebellar cells and has the potential to induce axonal sprouting in an established model of axonal injury.

Taken together it is apparent that a wide set of parameters influences the effects of magnetic stimulation, where effects on biological tissue seem to be dependent on the particular interaction of the induced electric field with the biological tissue. Thus, systematic control and clear description of the stimulation parameters is necessary. The description of the induced electric field appears to be the most optimal requirement to enable comparison of results between studies derived from different stimulation set-ups and thus to promote better understanding of the effects of magnetic stimulation at the cellular level.

5.4 Why does it all matter?

It is important to consider the different contexts in which magnetic stimulation research is designed and applied. Firstly, clinical rTMS is based on the drive to help patients now. However, in the last years progress towards more reliable and reproducible rTMS effects in therapeutic application has become controversial (Ridding & Rothwell, 2007; Wassermann & Zimmermann, 2012), due to its high
outcome variability. As human application is driven by patient care, though with limited outcome measurements as investigation of cellular/molecular mechanism is ethically and hence technically limited, optimization and standardization of magnetic stimulation is to a large extent impossible in a human research setting. Effects of magnetic stimulation are based on an enormous number of parameters. The influences of these parameters can only be assessed by systematically acquiring data under highly controlled and standardized experimental conditions. The greatest control of variability in parameters of both magnetic stimulation delivery and biological tissue manipulation is achieved in \textit{in vitro} set-ups. Nonetheless, it has to be taken into account that the \textit{in vitro} experimental paradigm, especially single neurons that are maintained in culture are relatively immature, albeit fully differentiated, and not integrated within functioning neural networks. Thus their response to magnetic fields may be modified by different receptor and calcium-buffering capacities to adult neurons in whole \textit{in vivo} neural networks, especially in the absence of normal glial metabolic regulation and afferent activity. This, in turn, may make these neurons more susceptible to the low-intensity stimulation we induced in a manner that would not occur in the adult human brain even to higher intensity stimulation. However, the fundamental, bottom-up approach of \textit{in vitro} paradigm provides a practical and theoretical framework to more efficiently direct investigation in more complex models (i.e. animals \textit{in vivo}) and ultimately lead to (re-)interpretation of results obtained in human rTMS research.

Here we reveal for the first time a fundamental cellular mechanism of non-depolarising magnetic fields on neurons, which in the \textit{in vivo} context would underlie any trans-synaptic, neural circuit or cell environment responses. This could only be
Chapter 5

achieved by the application of a defined magnetic field to isolated cortical neurons, thus removing the confounding effects of glial responses and neuronal circuit activity from the observed outcomes. Furthermore, this approach identified potentially deleterious effects of 10 minutes continuous stimulation (slight increase in neuronal apoptosis) even at low intensity. Although such continuous pulse trains are not given in current human rTMS, our data has pertinence to potential future human high intensity stimulation protocols as advances in coil-cooling technology may remove the requirement for short stimulation trains interspersed with stimulation-free pauses.

Taken together, we provide a framework of fundamental investigation of molecular and cellular mechanisms underlying low intensity magnetic stimulation at different frequencies in normal CNS tissue, both in the single cell and neural circuits. Our results reveal a novel cell-intrinsic mechanism for low intensity magnetic field stimulation of neurons. Importantly, this mechanism may also be evoked during high intensity stimulation, thus potentially working together with previously described metabolic and synaptic plasticity mechanisms of human rTMS (Allen et al., 2007; Gersner et al., 2011; Vlachos et al., 2012).
CONCLUSION

We show that low intensity magnetic stimulation has profound effects on normal brain tissue, from genetic through molecular to complex circuit levels. Furthermore, we describe for the first time a feasible mechanism underlying the effects of low intensity magnetic stimulation and provide a framework of how to deliver low intensity magnetic stimulation to neural tissue in a systematic way. These results form the basis to better understand the complexity of magnetic stimulation, direct investigation in more complex models and establish the groundwork to confirm or reinterpret magnetic stimulation data derived in the clinic (Müller-Dahlhaus & Vlachos, 2013). Ultimately, better knowledge of electric field parameters and their interplay with molecular and cellular mechanism gained from in vitro and in vivo studies will be translated into the clinical setting to optimize efficiency and specificity of non-invasive neural stimulation in humans.
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APPENDIX

A. Data not shown (Chapter 2): PI

Neuronal viability following a single session of LI-rMS stimulation via propidium iodide (PI) 10μl/ml addition to the imaging media (5-10 min incubation time after cease of stimulation). In total, two neurons were excluded from analysis due to PI positive staining after one single LI-rMS session after 1Hz and TBS respectively. No other frequency resulted in PI positive staining post-stimulation.

![Propidium iodide (PI) fluorescence images](image)

*Figure A.1* Propidium iodide (PI) fluorescence images. Fluorescence images captured with a Hamamatsu Orca ER digital camera attached to an inverted Nikon TE2000-U microscope during real-time calcium imaging experiment. PI was added at 10 μl/ml 5-10 min after stimulation had ceased, incubated for 1min before image capture. PI and Fura-2 images were overlaid in Adobe Photoshop CS2 and inspected for co-localization. PI positive neurons (N = 2 - 1Hz and TBS) were excluded from analysis. No other neurons showed PI positive staining.
B. Data not shown (Chapter 2): Gene list

rtPCR cAMP / Ca2+ Signaling PathwayFinder PCR Array (Qiagen)

Gene regulation 5 hours after one stimulation with 1 Hz, 10 Hz or BHFS frequency or Control. This time-point was chosen as averaged optimal time-point for RNA regulation across all genes and thus leaves some individual regulation time-points to be suboptimal, e.g. early transcription factors family (SRE)

Genes not shown in Chapter2/paper were not significantly regulated

Sterol regulatory element (SRE) or SRE-like Enhancer Sequences:
Cnn1, Cyr61, Egr1, Egr2, Fos, Fosb, Hspa4 (Hsp70), Junb, Scg2, Srf, Thbs1 (TSP-1), Vcl.

CRE Enhancer Sequence: Neuropeptides/Neurotransmitters: Adrb1, Cga, Chga, Gcg, Inhba, Kcnq5 (KV1.5), Krtap14, Nos2 (iNOS), Penk, Prl, S100a8, S100a9, S100g, Scg2, Slc18a1, Sst, Sstr2, Tacr1, Th, Vip.

Cell Cycle, Cell Survival, & DNA Repair: Bcl2, Brca1, Ccna1, Ccnd1, Cdk5, Cdkn2b (p15Ink4b), Gem, Nf1, Pdna, Pmaip1 (NoxA), Ppp1r15a (Gadd34), Rb1.

Growth Factors: Areg, Bdnf, Crh, Fgf6, Tgf3b3, Tnf.

Signaling: Dusp1 (Ptpn16), Hspa5 (Grp78), Pln, Ppp2ca, Prkar1a, Sgk1.

Transcription: Atf3, Creb1, Crem, Egr1, Egr2, Fos, Jund, Maf, Per1, Pou1f1 (Pit1), Pou2af1 (OCA-B), Stat3.

Metabolism: Ahr, Amd1, Eno2, Hk2, Ldha, Pck2, Sod2.

Immune Regulation: Il2, Il6, Mif, Ptgs2 (Cox2).

Other Ca2+ Responsive Elements: Calb1, Calb2, Calcr, Calm1, Calr, Ddit3 (Gadd153/Chop), Ncam1, Npy, Plat (tPA)
Table B.1: Raw fold changes per gene compared to Control

<table>
<thead>
<tr>
<th>Gene</th>
<th>1Hz Fold Change</th>
<th>10Hz Fold Change</th>
<th>BHFS Fold Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adrb1</td>
<td>1.0116</td>
<td>1.1207</td>
<td>1.1087</td>
</tr>
<tr>
<td>Ahr</td>
<td>1.2283</td>
<td>1.574</td>
<td>0.8364</td>
</tr>
<tr>
<td>Amd1</td>
<td>0.7937</td>
<td>0.923</td>
<td>0.823</td>
</tr>
<tr>
<td>Areg</td>
<td>0.8586</td>
<td>1.3054</td>
<td>1.0085</td>
</tr>
<tr>
<td>Atf3</td>
<td>0.5561</td>
<td>1.0677</td>
<td>0.9497</td>
</tr>
<tr>
<td>Bcl2</td>
<td>0.9548</td>
<td>1.1496</td>
<td>0.8639</td>
</tr>
<tr>
<td>Bdnf</td>
<td>0.8706</td>
<td>1.1846</td>
<td>0.692</td>
</tr>
<tr>
<td>Brca1</td>
<td>1.1975</td>
<td>1.5416</td>
<td>1.0709</td>
</tr>
<tr>
<td>Calb1</td>
<td>1.0994</td>
<td>1.1956</td>
<td>0.8659</td>
</tr>
<tr>
<td>Calb2</td>
<td>1.4914</td>
<td>1.2435</td>
<td>0.9992</td>
</tr>
<tr>
<td>Calcr</td>
<td>0.7253</td>
<td>0.9734</td>
<td>0.6778</td>
</tr>
<tr>
<td>Calm1</td>
<td>0.0321</td>
<td>0.9712</td>
<td>0.5792</td>
</tr>
<tr>
<td>Calr</td>
<td>1.1329</td>
<td>1.0652</td>
<td>1.191</td>
</tr>
<tr>
<td>Ccna1</td>
<td>0.408</td>
<td>1.5631</td>
<td>1.0441</td>
</tr>
<tr>
<td>Ccnd1</td>
<td>0.816</td>
<td>0.8377</td>
<td>0.8135</td>
</tr>
<tr>
<td>Cdk5</td>
<td>0.9727</td>
<td>0.9667</td>
<td>0.8173</td>
</tr>
<tr>
<td>Cdkn2b</td>
<td>1.162</td>
<td>1.2551</td>
<td>0.9259</td>
</tr>
<tr>
<td>Cga</td>
<td>2.6208</td>
<td>1.053</td>
<td>1.6383</td>
</tr>
<tr>
<td>Chga</td>
<td>0.8104</td>
<td>0.6804</td>
<td>0.9431</td>
</tr>
<tr>
<td>Cnn1</td>
<td>0.4108</td>
<td>1.1984</td>
<td>1.9892</td>
</tr>
<tr>
<td>Creb1</td>
<td>1.2924</td>
<td>1.8589</td>
<td>0.7486</td>
</tr>
<tr>
<td>Crem</td>
<td>0.8746</td>
<td>0.9802</td>
<td>0.7417</td>
</tr>
<tr>
<td>Crh</td>
<td>0.6492</td>
<td>0.6218</td>
<td>0.6669</td>
</tr>
<tr>
<td>Cyr61</td>
<td>1.2864</td>
<td>1.3734</td>
<td>1.4099</td>
</tr>
<tr>
<td>Ddit3</td>
<td>0.9287</td>
<td>1.0554</td>
<td>0.8659</td>
</tr>
<tr>
<td>Dusp1</td>
<td>0.8645</td>
<td>0.8875</td>
<td>0.9832</td>
</tr>
<tr>
<td>Egr1</td>
<td>1.3134</td>
<td>1.2904</td>
<td>0.9969</td>
</tr>
<tr>
<td>Egr2</td>
<td>1.234</td>
<td>1.0457</td>
<td>1.0345</td>
</tr>
<tr>
<td>Eno2</td>
<td>0.3869</td>
<td>0.3672</td>
<td>0.3911</td>
</tr>
<tr>
<td>Fgf6</td>
<td>0.839</td>
<td>1.2874</td>
<td>2.1819</td>
</tr>
<tr>
<td>Fos</td>
<td>1.0968</td>
<td>0.9847</td>
<td>0.9453</td>
</tr>
<tr>
<td>Fosb</td>
<td>0.9461</td>
<td>1.0054</td>
<td>0.9563</td>
</tr>
<tr>
<td>Gcg</td>
<td>0.6522</td>
<td>0.4833</td>
<td>0.6295</td>
</tr>
<tr>
<td>Gem</td>
<td>0.9548</td>
<td>0.9061</td>
<td>0.752</td>
</tr>
<tr>
<td>Hk2</td>
<td>1.3566</td>
<td>1.2874</td>
<td>0.9152</td>
</tr>
<tr>
<td>Hspa4</td>
<td>0.7405</td>
<td>0.7852</td>
<td>0.6208</td>
</tr>
<tr>
<td>Hspa5</td>
<td>0.9417</td>
<td>1.0652</td>
<td>0.8042</td>
</tr>
<tr>
<td>Il2</td>
<td>2.0093</td>
<td>1.1819</td>
<td>5.3848</td>
</tr>
<tr>
<td>Il6</td>
<td>1.7736</td>
<td>0.6175</td>
<td>1.423</td>
</tr>
<tr>
<td>Inhba</td>
<td>1.3819</td>
<td>1.7791</td>
<td>0.9674</td>
</tr>
<tr>
<td>Junb</td>
<td>0.4293</td>
<td>0.3766</td>
<td>0.5367</td>
</tr>
<tr>
<td>Jund</td>
<td>0.5129</td>
<td>0.4008</td>
<td>0.7696</td>
</tr>
<tr>
<td>Kcna5</td>
<td>1.0329</td>
<td>0.7093</td>
<td>1.7887</td>
</tr>
<tr>
<td>Krtap14</td>
<td>1.9141</td>
<td>0.8338</td>
<td>2.8002</td>
</tr>
<tr>
<td>Ldha</td>
<td>1.3044</td>
<td>1.0505</td>
<td>1.1164</td>
</tr>
<tr>
<td>Maf</td>
<td>1.0046</td>
<td>1.0726</td>
<td>0.6487</td>
</tr>
<tr>
<td>Gene</td>
<td>Mif</td>
<td>Ncam1</td>
<td>Nf1</td>
</tr>
<tr>
<td>-------</td>
<td>-------</td>
<td>--------</td>
<td>-------</td>
</tr>
<tr>
<td></td>
<td>0.9794</td>
<td>1.0234</td>
<td>0.7828</td>
</tr>
<tr>
<td></td>
<td>0.923</td>
<td>1.1874</td>
<td>0.9019</td>
</tr>
<tr>
<td></td>
<td>0.9152</td>
<td>0.8759</td>
<td>0.5983</td>
</tr>
</tbody>
</table>
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C. Induced electric field of coil used for 24 well plate set-up 

(Chapter 2)

Figure C.1 Magnetic waveform and modelled electric field induced by 24 well coil (Chapter 2). A) Modelled 3D overview of the induced electric field from the top of the coil wiring (horizontal plane at 0 mm). Plane at 3 mm corresponds to average horizontal location of target cells. Colours indicate the electric field strength (V/m). B) Single magnetic pulse waveform in normalized units measured via hall effect. The stimulation device was programmed to cease current flow at 300 µs (pulse ON) but due to technical imprecision, pulse ceased at 320 µs. C) Modelled induced electric field strength during one pulse in a round conductor at a radius of 4.5 mm from the central axis and 3 mm vertical distance from top of the coils wiring. Maximum electric field strength at target cells ~ 0.4 V/m during down time of pulse waveform.
D. Coil vibration measurements

All vibration were measured with a single point vibrometer:

1. Coil used for 24 well plate set-up (Chapter 2)

Figure D.1 Vibration measurements of the 24 well coil (A, red) and background surface (B, black) in mm/s as measured by a single point vibrometer with OFV-534 compact sensor head for high optical sensitivity. Vibration velocity of coil is below background vibration. C) Fourier transform of the frequency spectrum, confirming below background amplitude vibrations as shown in Chapter 2/article for publication).
2. Coil used for 6 well plate set-up (Chapter 3+4)

Figure D.2 Vibration measurement of the 6 well coil (A, blue) and background surface (B, black) in mm/s as measured by a single point vibrometer with OFV-534 compact sensor head for high optical sensitivity. Vibration velocity of coil is below background vibration. C) Fourier transform of the frequency spectrum confirming total below background amplitude vibrations.
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A B S T R A C T

Background: Repetitive transcranial magnetic stimulation is increasingly used as a treatment for neurological dysfunction. Therapeutic effects have been reported for low intensity rTMS (Li-rTMS) although these remain poorly understood.

Objective: Our study describes for the first time a systematic comparison of the cellular and molecular changes in neurons in vitro induced by low intensity magnetic stimulation at different frequencies.

Methods: We applied 5 different low intensity repetitive magnetic stimulation (Li-rTMS) protocols to neuron-enriched primary cortical cultures for 4 days and assessed survival, and morphological and biochemical change.

Results: We show pattern-specific effects of Li-rTMS: simple frequency pulse trains (10 Hz and 100 Hz) impaired cell survival, while more complex stimulation patterns (theta-burst and a biomimetic frequency) did not. Moreover, only 1 Hz stimulation modified neuronal morphology, inhibiting neurite outgrowth. To understand mechanisms underlying these differential effects, we measured intracellular calcium concentration during Li-rTMS and subsequent changes in gene expression. All Li-rTMS frequencies increased intracellular calcium, but rather than influx from the extracellular milieu typical of depolarization, all frequencies induced calcium release from neuronal intracellular stores. Furthermore, we observed pattern-specific changes in expression of genes related to apoptosis and neurite outgrowth, consistent with our morphological data on cell survival and neurite branching.

Conclusions: Thus, in addition to the known effects on cortical excitability and synaptic plasticity, our data demonstrate that Li-rTMS can change the survival and structural complexity of neurons. These findings provide a cellular and molecular framework for understanding what low intensity magnetic stimulation may contribute to human rTMS outcomes.

Introduction

Repetitive transcranial magnetic stimulation (rTMS) is used in clinical treatment to non-invasively stimulate the brain and promote long-term plastic change in neural circuit function [1,2], with benefits for a wide range of neurological disorders [3-5]. In addition, there is increasing evidence that low intensity magnetic stimulation (Li-rTMS) may also be therapeutic, particularly in mood regulation and analgesia [6-8]. Nonetheless, clinical outcomes of rTMS and Li-rTMS are variable [9] and greater knowledge of the mechanisms underlying different stimulation regimes is needed in order to optimize these treatments.

In conclusion, the mechanisms of both high and low intensity rTMS is important because both human rTMS protocols deliver a...
range of stimulation intensities across and within the brain. Human rTMS is most commonly delivered using butterfly figure-of-eight shaped coils [10,11] to produce focal high-intensity fields that depolarize neurons in a small region of the cortex underlying the intersection of the 2 loops [10,11], which in turn can modulate activity in downstream neural centers [12,13]. However, this stimulation focus is surrounded by a weaker magnetic field such that a large volume of adjacent cortical and sub-cortical tissue is also stimulated, albeit at a lower intensity that is below activation threshold [14,15]. While the functional importance of this parasagittal low-intensity stimulation in the context of human rTMS is unclear, low-intensity magnetic stimulation on its own modifies cortical function [16,17] and brain oscillations [17]. Moreover, animal and in vitro studies demonstrate that low-intensity stimulation alters calcium signalling [18,19], gene expression [20], neuroprotection [21] and the structure and function of neuronal circuits [22,23]. However, the mechanisms underlying outcomes of low-intensity magnetic stimulation, particularly in conjunction with different stimulation frequencies, have not been investigated.

To address this, we undertook a systematic investigation of the fundamental morphological and molecular effects of five repetitive low intensity magnetic stimulation (Li-rTMS) protocols in a simple in vitro system with defined magnetic field parameters. We show for the first time that Li-rTMS induces calcium release from intracellular stores. Moreover, we show specific effects of different stimulation protocols on neuronal survival and morphology and associated changes in expression of genes mediating apoptosis and neurite outgrowth. Taken together, our data demonstrate that even low intensity magnetic stimulation induces long-term modifications to neuronal structure, which might have implications for understanding the effects of high-intensity human rTMS in the whole brain.

neurons

Animals

C57Bl/6j mice pups were sourced from the Animal Resources Centre (Canning Vale, WA, Australia). Experimental procedures were approved by the UWA Animal Ethics Committee (02/100/057).

Tissue culture

To investigate changes in neuron biology following Li-rTMS stimulation, we used enriched neuronal cultures from postnatal day 1 mouse cortex. Pups were euthanized by pentobarbitone sodium (150 mg/kg ip.), decapitated and both cortices removed. Pooled cortical tissue was dissociated and prepared following standard procedures [24]. Cells were suspended in NB media (Neurobasal-A, 2% B27 (Gibco®), 0.6 mg/ml creatine, 0.5 mM l-glutamine, 15 Penicillin/Streptomycin, and 5 mM Hepes) and plated on round polycarbonate coated coverslips at a density of 75,000 cells/well (day 0 in vitro; DIV 0). On DIV 3, half the culture medium was removed and replaced with fresh media containing cytosine arabinofuranose (6 μM; Sigma) to inhibit glial proliferation. Cells were grown at 37 °C in an incubator (5% CO2, 95% air) for 10 days and half the medium was replaced on DIV 4 and 9. To ensure that any experimental effects were not due to either different glitters or culture sessions, plated coverslips from each litter were randomly allocated to stimulation groups. The whole culture-stimulation procedure was repeated 3 times.

Repetitive magnetic stimulation

Li-rTMS stimulation was delivered to cells in the incubator with a custom built round coil (8 mm inside diameter, 16 mm outside diameter, 10 mm thickness, 0.25 mm copper wire, 6.1 Ω resistance, 462 turns) placed 3 mm from the coverslip (Fig. 1A) and driven by a 12 V magnetic pulse generator; a simple resistor-inductor circuit under control of a programmable (C-based) microcontroller card (CardLogix, USA). The non-simulon monopolar pulse [25] had a measured 320 μs rise time and generated an intensity of 13 mT as measured at the target cells by hall effect (ST4422, Honeywell, USA) and assessed by computational modeling using Matlab (Mathworks, USA; Fig. 1B,C). Cell temperature did not rise above 37 °C, ruling out confounding effects of temperature change. Vibration from the bench surface (background) and the top surface of the coil were measured at 10 Hz stimulation using a single-point accelerometer (PCB, USA); coil vibration was within vibration amplitude of background (Fig. 1D).

Stimulation was delivered for 10 continuous minutes per day at 1 of 5 frequencies: 1 Hz, which reduces, or 30 Hz which increases, cortical excitability in human rTMS [26,27]; we also used 100 Hz, consistent with very low intensity pulsed magnetic field stimulation [8,28], continuous theta burst stimulation (cTBS): 3 pulses at 50 Hz repeated at 5 Hz showing inhibitory effects on cortical excitability post-stimulation in human rTMS [29,30] or biomimetic high frequency stimulation (BHFS): 62.6 ms trains of 20 pulses, repeated at 9.75 Hz. The BHFS pattern was designed on electro-biomimetic principles [6], based on the main parameter from our previous studies [22,23] which was modeled on endogenous patterns of electrical fields around activated nerves during exercise (patent PCT/US2007/000454, Global Energy Medicine). The total number of pulses delivered for each stimulation paradigm is shown in Table 1. We chose a standard duration of stimulation of 10 min (rather than a standard number of pulses) because studies of brain plasticity reveal that 10 min of physical training or Li-rTMS is sufficient to induce functional and structural plasticity [22,23,31]. For all experiments, controls were treated identically but the coils were not activated. An overview of experiments and summary of experimental design is shown in Fig. 1E.

Immunohistochemistry

To investigate the influence of different stimulation frequencies at the cellular level, we used immunohistochemistry to examine neuronal survival and the prevalence of different cell types. Cells plated on glass coverslips were grown in 12 spatially separated wells of a 24 well plate to ensure no overlap of magnetic field. Wells were stimulated for 10 min daily from DIV 4–9 and cells were fixed with 4% paraformaldehyde 24 h after the last stimulation. Mouse anti-active Caspase-3 (1:500, Abcam) and TUNEL (DeadEnd™ Fluoro- metric TUNEL System, Promega) double labeling were carried out to identify apoptosis. Oligo and neurites were labeled with rabbit anti-GAP43 (1:500, Dako) or mouse anti-BII Tubulin (1:500, Covance). Subpopulations of neurons were identified, using rabbit anti-calbindin D-28K (inhibitory and small excitatory neurons: 1:500, Chemicon [32]) or mouse anti-AM-3-2 (excitatory neurons: 1:2000, Covance [33]). Amplitude binding was visualized using fluorescein labeled secondary antibodies (Alexa Fluor 540 and Alexa Fluor 488; Invitrogen). Cell nuclei were labeled with either Hoechst (1:1000, Sigma Aldrich) or DAPI (DeadEnd™). Coverslips were mounted with Fluoromount-G.

Histological analysis

For each experimental group, histological analyses were performed blind to stimulation paradigm on 12–18 images containing cultured cells from 2 to 3 different litters. Five semi-randomly distributed images per immunostained coverslip were taken from locations underneath the desired magnetic field (13 mT), in order to
analyze cells that had received similar stimulation intensity. We counted cells labeled with the following antibody combinations: 
SII Tubb3 or GFAP (neurons/glial), Caspase-3 and TUNEL (apoptotic cells), or Calbindin or SMI-32 (inhibitory/excitatory neurons). Raw counts were normalized to the total cells numbers (Hoechst or DAPI labeled) in the analyzed field (FA). Cells that were
not immuno-labeled for either marker were identified as ‘other’ and included in the total cell count.

Morphometric analysis was undertaken on individually visualized neurons. Calbindin labeled neurons had weakly labeled processes thus neurite morphology could not be reliably distinguished. Thus, only SMI-32 positive cells were analyzed. For every cell, the longest neurite was traced and its total length calculated with ImageJ. To estimate neuronal morphology, fast Sholl analysis [34] was performed, using an Image-ProPlus (Media Cybernetics, Inc.)
based macro (M. Doulazmi, UPMC).

### Table 1

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Total pulses delivered during 10 min.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Hz</td>
<td>600</td>
</tr>
<tr>
<td>10 Hz</td>
<td>6000</td>
</tr>
<tr>
<td>100 Hz</td>
<td>60,000</td>
</tr>
<tr>
<td>cTBS</td>
<td>7000</td>
</tr>
<tr>
<td>TBS</td>
<td>120,000</td>
</tr>
</tbody>
</table>

To assess the mechanisms underlying L1-TRM effects, we
measured real-time changes in intracellular calcium during stimulation. On DIV 6–10, cells were incubated in 1 μM Fura-2AM (Molecular Probes) supplemented media at 37 °C for 15–120 min. Immediately prior to experimentation, cells were transferred to Fura-2AM supplemented imaging solution containing: 140 mM NaCl, 5 mM KCl, 2.5 mM CaCl₂, 0.5 mM MgCl₂, 10 mM Glucose and 10 mM Hepes (pH 7.4). Intracellular calcium was assessed at 37 °C as described previously [35] to evaluate ratiometric change and estimate intracellular concentration [Ca²⁺] (μM). Fura-2 340/ 
380 nm ratiometric fluorescence was captured using a Hamamatsu Orca ER digital camera attached to an inverted Nikon Ti2000-U microscope (ex 340/380 nm, em 510 nm) and analyzed by manually tracing cells in MetaMorph® 6.3 (Molecular Devices).

Ratiometric fluorescent values were recorded from 5 min pre-
stimulation to 5 min post-stimulation (or control) at 1 min time intervals. Analyses were made off-line such that the experimenter was blind to stimulation group. Ratiometric fluorescent values were averaged over the last 3 min of stimulation (ΔF/Fmax; minutes 8–10), and normalized to the pre-stimulation baseline (ΔF/Fmax; minutes 3–5). Percentage Fura-2 ratiometric signal change (ΔF/Fmax) was calculated:

\[ \text{Percentage Fura-2 change} = \left( \frac{\text{Fmax} - \text{Fmin}}{\text{Fmax}} \right) \times 100 \]  

Pilot experiments showed that there was no effect of culture age (DIV) on calcium responses, thus data were pooled across days.
Following each experiment, cells were fixed with 4% paraformaldehyde and immunostained for GFAP/Slii Tubulin/Hoechst, as described above, to confirm that imaged cells were neurons. Only data from Slii tubulin-positive neurons were included in the analysis.

To investigate the source of increased intracellular calcium, we assessed alterations in intracellular calcium when neurons were either placed in calcium-free imaging solution, or exposed to thapsigargin (3 μM; SIGMA) to deplete intracellular calcium stores. For priority reasons, cells were placed in calcium-free imaging solution (140 mM NaCl, 5 mM KCl, 0.5 mM MgCl₂, 10 mM HEPES, 10 mM Glucose, 3 mM l-Glu, pH 7.4) immediately prior to experiments. To confirm that results were not based on changes in l-Glu concentration, in some experiments we compensated for the drop in Ca²⁺ with an equi-molar replacement of Mg²⁺ to keep a constant surface charge effect across the membrane. Results showed no difference between these 2 solutions. Thapsigargin studies (supplemented 10 min prior to experimentation) were performed in normal 2.5 mM calcium containing imaging solution. All imaging solutions were supplemented with 1 μM Fura-2AM. Cell viability was confirmed with propidium iodide (PI) post-stimulation and cells that were permeable to PI were excluded from subsequent analysis.

PCR array

To investigate the molecular events triggered by different frequency stimulation, changes in gene expression were examined in a separate series of cultures following a single stimulation at DIV 6. For each group (3 frequencies plus control), three replicates of ten wells underwent one stimulation session. Five hours after the end of stimulation, total RNA was extracted with Trizol (Life Technologies), followed by purification using RNeasy Kit columns (Qiagen). cDNA was transcribed from 200 ng of total RNA using the RT² First Strand cDNA Synthesis Kit (Qiagen). For each sample, 250 ng of cDNA was applied to the Mouse cAMP/Ca²⁺ Signaling Pathway Finder PCR Array and amplified on a Rotorgene 6000. Results were analyzed by a researcher (K Carter), who did not know the tissue groupings, on the Qiagen RT²Profiler PCR array data analysis (v3.5) using the geometric mean of housekeeping genes glyceraldehyde-3-phosphate dehydrogenase and glyceraldehyde beta. Normalized mean expression levels (log2(2 △△Ct)) were used to determine differentially expressed genes between each group and control. Changes in gene expression were analyzed further in R 3.0.1 using the NMF package [36], Ingenuity Pathways Analysis (IPA) and WebGestalt [37].

Statistical analysis

Data from all groups were explored for outliers and normal distribution with SPSS STATISTICS 20 (IBM). For cell survival and calcium imaging experiments, effects of frequency were analyzed with One-way Analysis of Variance (Krukal-Wallis; H) and Mann–Whitney (U) pairwise comparisons with Bonferroni-Dunn correction where appropriate. Neurite length data was analyzed with Univariate ANOVA (F). Gene expression levels from the PCR array were compared by two sample t-test. All values are expressed as mean ± SEM and considered significant at P < 0.05.

Results

We delivered multiple sessions of Li²⁻rMSt (DIV6-9) to see the cumulative effects on the survival and morphology of single neurons. We then examined potential mechanisms underpinning these cellular effects by identifying acute changes induced by a single session of Li²⁻rMSt: (1) intracellular calcium during stimulation; (2) gene expression 5 h after a single stimulation session, an interval necessary for transcriptional changes to have occurred. The experimental design is summarized in Fig. 1E.

Li²⁻rMSt stimulation-specific effects on neuronal survival and morphology

We first investigated whether low intensity Li²⁻rMSt had deleterious effects and induced apoptosis by counting cells double labeled for Caspase-3 and TUNEL (Néelis et al. [63]; Control = 22; 1 Hz = 10; 10 Hz = 10; 100 Hz = 10; cTBS = 10; BHFS = 10). While the great majority of cells (about 90%) continued growing normally, there was a small but significant increase of apoptotic cells in cultures stimulated at 10 Hz (11.15 ± 1.84) and 100 Hz (11.08 ± 1.79) compared to unstimulated controls (4.95 ± 0.95; P = 0.036 and 0.044 respectively, Fig 2A). In contrast, stimulation by 1 Hz and complex frequencies did not significantly alter apoptosis (~4–7% cells in
each group). Because stimulation at 100 Hz did not induce more apoptosis than 10 Hz, it was not investigated further.

We next evaluated whether different LI-rMS patterns altered the proportions of neurons and glia in primary cortical cultures (Nap: Control = 19; 1 Hz = 18; 10 Hz = 18; cTBS = 18; BHFS = 15). The ratio of neurons-to-glia following stimulation at any frequency was no different from unstimulated control cultures (Fig. 3B,C), suggesting that the small amount of apoptosis (~4–7%) involved all cell types equally. On average, pooled across all frequencies, we observed 85.6% ± 1.1 neurons, 5.1% ± 1.3 glia and 9.3% undefined cells in our cultures.

Because some studies have shown that magnetic fields differentially affect inhibitory and excitatory neurons [26,32], and SMI-32-labeled excitatory neurons (Nap: Control = 24; 1 Hz = 13; 10 Hz = 24; cTBS = 16; BHFS = 15), the higher proportion of inhibitory neurons in early postnatal cultures is in line with previous studies [40]. Only 1 Hz stimulation altered the relative proportions by increasing that of calbindin-positive neurons (P = 0.001), from 81.6% ± 1.8 in control cultures to 92.2% ± 1.7, while decreasing the percentage of SMI-32 positive neurons (P = 0.029), from 4.1% ± 0.8 in control cells to 0.8% ± 0.3 (Fig. 3D,E). This reduction in number of SMI-32 positive cells (3.3%) is within the 4–7% cell death observed in control and 1 Hz stimulated cultures (Fig. 2A) and suggests that LI-rMS at 1 Hz slightly improved survival of SMI-32 positive excitatory neurons without increasing apoptosis overall.

We then investigated neurite branching and outgrowth from individual SMI-32 positive neurons (N: Control = 24; 1 Hz = 8; 10 Hz = 14; cTBS = 7; BHFS = 13). Stimulation at 1 Hz significantly reduced neurite branching and outgrowth by 60% compared to control neurons (Fig. 3A–E; P = 0.001). Sholl analysis revealed that changes occurred 10–50 μm from the soma (Fig. 3E). However, the length of the longest neurite of each SMI-32 positive neuron was not significantly different between stimulation frequencies (F = 0.936, P = 0.45).

LI-rMS induces calcium from intracellular stores

To identify mechanisms that may explain these morphological and cell survival data, we examined changes in intracellular calcium during stimulation. Compared to unstimulated controls, each of 10Hz, cTBS and BHFS stimulation significantly increased Pura-2 ratiometric fluorescence (P < 0.001; Fig. 4A) by 11–13% (Control: 2.1% ± 0.8; 10 Hz: 13.4% ± 2.3; cTBS: 15.6% ± 2.6 and BHFS: 15.1% ± 2.0). This is equivalent to an average change in intracellular Ca²⁺ from 34.31 nM ± 7.44 in control to 41.47 nM ± 4.52 after 10 min stimulation, a rise which is in the range of increased Ca²⁺ concentration following action potential induction [41,42]. In contrast, 1 Hz stimulation induced an intermediate increase (8.3% ± 1.1) in Pura-2 ratiometric fluorescence which was not significantly different from either unstimulated control or other stimulation frequencies (Fig. 4A). No impact on neuronal viability was observed following a single session of LI-rMS stimulation (data not shown).

To determine whether the increase in intracellular calcium originated from the extracellular milieu or intracellular stores, we stimulated neurons either in calcium-free imaging solution, or after thapsigargin treatment (Fig. 4B). Because of apparent equivalence of effect for cTBS and BHFS stimulation in previous experiments, pharmacological tests were carried out on 1 Hz, 10 Hz and BHFS frequencies. For all frequencies, the increase in neuronal Pura-2 ratiometric fluorescence under calcium-free conditions was not significantly different from that in normal imaging media (1 Hz: 10.7% ± 2.5; 10 Hz: 14.7% ± 1.8 and BHFS: 14.7% ± 1.7). In contrast, exposure of cells to thapsigargin resulted in strong attenuation of the Pura-2 signal during stimulation at all frequencies (P < 0.05; 1 Hz: 1.5% ± 1.4, 10 Hz: 4.6% ± 2.4 and BHFS: 0.4% ± 0.4). These data indicate that LI-rMS stimulation induces release of Ca²⁺ from intracellular stores rather than influx from the extracellular milieu (Fig. 4B).

LI-rMS changes expression of genes implicated in neuronal survival

To further understand how LI-rMS may lead to changes in cell survival and morphology, we examined the immediate up-and
Figure 4. Li+MS induces Ca2+ release from intracellular stores. Aberrations in Fura-2 340/380 nm ratioometric fluorescence (3% change Fura-2) in cerebellar neurons after a single 30 min stimulation with 1 Hz, 10 Hz, Li+MS and BHFS frequencies. A: Li+MS at each of 10 Hz, 1 Hz and BHFS increased intracellular calcium compared to unstimulated controls, while 1 Hz only generated an intermediate rise (B = 20.5, P = 0.001). Paired comparisons Control vs. Li+MS (B = 29.2, P = 0.001) Control vs. 1 Hz (B = 53.6, P = 0.001). Control/BFS: U = 18.03, P = 0.001. B: BHFS induced similar increase in Fura-2 calcium fluorescence in normal imaging and calcium free media (both in thapsigargin supplemented (B = 26.89, P = 0.001. Paired comparisons) Normal. Thapsigargin: U = 33.62, P = 0.0001. Calcium free – Thapsigargin: U = 31.58, P = 0.0001). Error bars are standard errors of the means.

downregulation of genes associated with Ca2+ signaling. 5 h after a single session of stimulation at different frequencies. Raw data are provided on UWA’s data sharing website (http://researchdataonline.research.uwa.edu.au). We identified 16 genes (Table 2; Fig. 5A), for which expression changes were significantly different from unstimulated controls (P < 0.05) in at least one of the three experimental groups (Fig. 5B). Enrichment analysis on these 16 genes in IPA and gene ontology terms (Webgestalt; Supplementary Table 1) revealed that 15 of the 16 genes were significantly associated with two major biological functions: 1) cell survival and apoptosis and 2) cell morphology and migration (Fig. 5C). The remaining gene, Sclerostin, encodes a vascular monocyte/macrophage transporter and was significantly increased following stimulation with 10 Hz.

All Li+MS frequencies induced changes in genes situated within neuronal survival or apoptotic pathways (Fig. 6A, B), of which some were common to all frequencies (UNE2 and CBL1), and others pattern-specific (Figs. 6B and 6A, B; Table 2). 10 Hz stimulation, which was associated with apoptosis, upregulated pro-apoptotic genes (e.g. Peroxa/Novoa and BCA1) and downregulated anti-apoptotic genes (e.g. Jund). In addition, stimulation by frequencies which did not induce apoptosis resulted in pro-survival changes to gene expression (e.g. 1 Hz upregulated bcl2l1a and BHFS downregulated cdk5 and Sou2). These data also show that although all our Li+MS paradigms altered intracellular Ca2+, the downstream effects on gene expression were specific for each stimulation frequency and rhythm.

**Discussion**

This study used cortical neuron cultures to identify cellular and molecular mechanisms underlying the outcomes of different low intensity magnetic stimulation parameters. Our data show differential effects of specific Li+MS paradigms on neuronal survival and morphology. Furthermore, evidence for calcium release from intracellular stores and stimulation-specific regulation of gene expression identify a potential cellular and molecular framework for understanding what low intensity magnetic stimulation may contribute to raising outcomes in humans.

**Paradigm-specific effects on neuronal survival: dose vs rhythm**

Our study shows specific effects of different Li+MS paradigms on neuronal survival, suggesting that the overall stimulation load (pulse

---

**Table 2**

<table>
<thead>
<tr>
<th>Gene</th>
<th>Log2 Fold Change</th>
<th>P-value</th>
<th>Type(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bdnf</td>
<td>2.87</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>Cdk5</td>
<td>1.10</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>Cdx2</td>
<td>1.92</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>Gadd45a</td>
<td>0.82</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>Gels</td>
<td>1.30</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>Gels2</td>
<td>1.30</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>Gels3</td>
<td>1.30</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>Hspa1a</td>
<td>1.30</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>Jund</td>
<td>1.05</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>Pten</td>
<td>1.60</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>Ptena</td>
<td>1.60</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>Sod2</td>
<td>1.60</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>Tnf</td>
<td>1.60</td>
<td>0.03</td>
<td></td>
</tr>
</tbody>
</table>

**Figure 5**

A: Li+MS induces Ca2+ release from intracellular stores. Aberrations in Fura-2 340/380 nm ratioometric fluorescence (3% change Fura-2) in cerebellar neurons after a single 30 min stimulation with 1 Hz, 10 Hz, Li+MS and BHFS frequencies. A: Li+MS at each of 10 Hz, 1 Hz and BHFS increased intracellular calcium compared to unstimulated controls, while 1 Hz only generated an intermediate rise (B = 20.5, P = 0.001). Paired comparisons Control vs. Li+MS (B = 29.2, P = 0.001) Control vs. 1 Hz (B = 53.6, P = 0.001). Control/BFS: U = 18.03, P = 0.001. B: BHFS induced similar increase in Fura-2 calcium fluorescence in normal imaging and calcium free media (both in thapsigargin supplemented (B = 26.89, P = 0.001. Paired comparisons) Normal. Thapsigargin: U = 33.62, P = 0.0001. Calcium free – Thapsigargin: U = 31.58, P = 0.0001). Error bars are standard errors of the means.
number and density and rhythm of pulse delivery may be important. It has recently been proposed that there is no simple dose-dependent cumulative effect of rTMS on the cerebral cortex [43]. Our data on isolated cortical neurons, showing that several low-intensity stimulation paradigms induce similar changes to intracellular calcium concentration but different patterns of gene expression and cell survival, extend this hypothesis to suggest that pulse rhythm, i.e. the pattern of stimulation frequency, is a primary determinant.

Considering pulse trains delivered at simple frequencies, increasing stimulation load (pulses/unit time) is associated with an increase in intracellular Ca²⁺ and cell death. In the group that received the lowest number of pulses (1 Hz; 600 pulses), there was only an intermediate non-significant increase in intracellular Ca²⁺ and a level of apoptosis that was within the range observed in control cultures [45]. Moreover, increasing stimulation load with 10 and 100 Hz (6000 and 60000 pulses within the 10 min stimulation period), significantly increased intracellular Ca²⁺ and overall cellular apoptosis, consistent with the deleterious effect of prolonged magnetic stimulation to human monocyte leukemia cells [44]. Such fundamental biological knowledge will be important to future human rTMS as advances in coil cooling will permit longer stimulation times without frequent TMS-free pauses seen in current clinical practice [5]. In contrast, even higher stimulation load, but delivered with a complex biomimetic frequency (TBS: 7000 and BHFS: 120000 pulses within 10 min) did not increase neuronal apoptosis despite rises in intracellular Ca²⁺ similar to those following 10 Hz. This not only confirms the hypothesis that dose and effect are not simply related [43,45], but suggests that the rhythm with which the pulses are delivered is fundamental to their effect. By mimicking endogenous patterns of neuronal firing, biomimetic complex waveforms may induce more intricate and biologically safe changes compared to simple frequencies [6,27]. One
Figure 6. Representations of the relationships between 75 genes that were significantly regulated following LI-rMS stimulation. A: Pathway diagram obtained from Ingenuity Pathway Analysis showing the relationships between the genes examined following LI-rMS (Blue = 1 Hz, green = 10 Hz and red = BHPS). Dark shading indicates upregulation and light shading indicates downregulation. B: Regulated genes (in red) are situated within the cell survival and cell death pathways (see also Table 2 and fig. SC). Non-regulated genes are included to provide context. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

possible mechanism underlying these observations is frequency- and pattern-specific regulation of calcium-buffering proteins [46-48], which is likely to contribute to the complex relationship between stimulation load, regulation of intracellular Ca²⁺ levels and cell viability. Indeed, the promising therapeutic outcomes in human patients using TBS, albeit at high intensity [49,50], would appear to support the hypothesis. Thus our data shows a complex interplay between pulse frequency, rhythm and outcome, confirms the recent suggestion that appropriately designed rTMS protocols may generate highly adaptable therapies to treat a wide range of neurological conditions [5].

The possibility that the effect of LI-rMS is determined by the number and/or rhythm of pulses was supported by our gene expression studies, which show that 1 Hz results in fewer gene expression changes than 10 Hz and BHPS stimulation and BHPS alters a greater number of genes than 10 Hz. The majority of the regulated genes in our study were associated with cell survival and apoptosis pathways (Fig. SC), consistent with evidence for pro-survival [21] or pro-apoptotic [44,55] effects of magnetic fields and our survival data (discussed above). All frequencies in our study downregulated neuron-specific enolase (EN02) and corticotrophin-releasing hormone (CRH), both of which have neuroprotective properties [52,53]. However, in addition, we show paradigm-specific regulation of genes within neuronal survival and apoptosis pathways. Increased apoptosis after 10 Hz stimulation was associated with the upregulation of pro-apoptotic [34,55] and downregulation of anti-apoptotic genes [36,57]. In contrast, stimulation by frequencies which did not induce apoptosis showed survival-promoting gene expression changes [35,56]. Given that neuroprotective effects of rTMS remain controversial [60], further characterization of these gene expression changes at the protein and functional level could identify novel neuroprotective therapies for treatment of neurological disorders.

Stimulation-specific effects of LI-rMS on neuronal morphology: implications for reorganization of cortical circuits

In addition to effects on neuronal survival, our data also shows a stimulation pattern-specific effect on neuronal morphology. 1 Hz stimulation reduced neuronal complexity of glutamatergic projection neurons, consistent with a recent study in hippocampal neurons in vitro demonstrating that 1 Hz magnetic stimulation reduced dendritic branching and damaged synaptic structure [61]. This suggests that the intermediate rise in Ca²⁺ following 1 Hz stimulation, although statistically non-significant, has biological relevance. In addition, 1 Hz-induced neurite regression would have the net effect of reducing excitatory connectivity within a cortical circuit, which is consistent with the LTD-like effects of 1 Hz rTMS on the human cortex [62]. However, we studied dissociated neurons, with minimal contact between neurites, suggesting that magnetic stimulation may directly alter neuronal structure beyond those changes (e.g. spines) associated with modulation from synaptic signaling [48,63,64].

Although we did not observe morphological changes when applying other frequencies, BHPS upregulated Cyto, which is involved in the control of dendritic growth and has been associated with reorganization of neuronal projections [65] and in association with longer treatment may contribute to the reorganization of abnormal connectivity induced by LI-rMS at BHPS frequency [22,23].

Intracellular Ca²⁺ increase: mechanism of cortical plasticity?

Changes in intracellular Ca²⁺ in response to magnetic fields have been demonstrated in a range of cells [18,66,67]. We show here for the first time that in neurons LI-rMS releases Ca²⁺ from intracellular stores. This provides a mechanism for LI-rMS induced cellular and molecular changes that is independent of action potential.
induction, given that the stimulation was subthreshold, estimated to be 0.5 V/m [6], which is several orders of magnitude below the ~50 V/m that depolarizes neurons [43]. This concurs with our gene expression data in which markers of synaptic activity and potential firing (e.g. CREB and BRD4) were not upregulated (data not shown). Importantly, calcium release from intracellular stores can modulate synaptic plasticity [66], and provide a cellular and molecular framework for understanding how low intensity magnetic stimulation may add to the altered calcium signalling induced by the high-intensity TMS, and thus its potential contribution to human rTMS outcomes.

Elucidation of novel mechanisms: relevance of in vivo low intensity (r)TMS to human rTMS

As discussed above, we have identified changes to cell morphology, intracellular calcium flux and gene expression in isolated neurons stimulated by subthreshold low-intensity magnetic pulses. This experimental paradigm is very different from the peri-threshold high-intensity stimulation of whole neural networks in human rTMS, so what do our data contribute? First, our data reveal for the first time a fundamental cellular mechanism of non-depolarizing magnetic fields on neurons, which in the in vivo context would underlie any trans-synaptic, neural circuit or cell environment responses. This could only be achieved by the application of a defined magnetic field to isolated cortical neurons, thus removing the confounding effects of glial responses and neuronal circuit activity from the observed outcomes. However, neurons that are maintained in culture are relatively immature, albeit fully differentiated, and not in contact with other functioning neural networks. Thus, their response to magnetic fields may be modified by different receptor and calcium-buffering capacities to adult neurons, especially in the absence of normal glial metabolic regulation and synaptic activity. This, in turn, may make these neurons more susceptible to the low-intensity stimulation we induced in a manner that would not occur in the adult human brain even to higher intensity stimulation. Second, we identified potentially deleterious effects of 10 mm continuous stimulation (slight increase in extracellular Ca++) even at low intensity. Although such continuous pulse trains are not given in current human rTMS, the concern our data raise pertains to potential future human rTMS protocols as advances in coil-cooling technology may remove the requirement for short stimulation trains interspersed with TMS-free pauses. Taken together, our data demonstrate a novel cell-immanent mechanism for low intensity magnetic field stimulation of neurons which provides new insights into the structural and functional plastic changes described following low intensity magnetic stimulation [5,6,22,23]. Importantly, this mechanism may also be evoked during high-intensity stimulation, thus potentially working together with previously described metabolic and synaptic plasticity mechanisms of human rTMS [12,69,64,65,70].

Conclusion

In summary, our data show that magnetic fields of different frequencies and rhythms alter intracellular calcium concentration and gene expression, which are consistent with long-term modulation of neuronal survival. The immediate modification of calcium levels and gene expression support the development of long-term changes following multiple stimulation sessions. Taken together with our previous study demonstrating that LA-TMS can induce reorganization of neural circuits in vivo [22,23], our data indicate that effects of low intensity stimulation as a by-product of high-intensity rTMS coils cannot be disregarded. Although, our stimulation parameters did not directly mimic those used in human rTMS, the knowledge about mechanisms underlying the effects of different stimulation paradigms provided by this study will contribute to understanding magnetic stimulation outcomes and optimizing therapeutic application in humans.
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Resumé
Les champs électromagnétiques sont couramment utilisés pour stimuler de manière non-invasive le cerveau humain soit à des fins thérapeutiques ou dans un contexte de recherche. Les effets de la stimulation magnétique varient en fonction de la fréquence et de l’intensité du champ magnétique. Les mécanismes mis en jeu restent inconnus, d’autant plus lors de stimulations à faible intensité. Dans cette thèse, nous avons évalué les effets de stimulations magnétiques répétées à différentes fréquences appliquées à faible intensité (10-13 mT ; Low Intensity Repetitive Magnetic Stimulation : LI-rMS) in vitro, sur des cultures corticales primaires et sur des modèles de réparation neuronale. De plus, nous décrivons une méthodologie pour la construction d’un dispositif instrumental fait sur mesure pour stimuler des cultures cellulaires.


En conclusion, nous avons montré pour la première fois un nouveau mécanisme d’activation cellulaire par les champs magnétiques à faible intensité. Cette activation se fait en l’absence d’induction de potentiels d’action. Les résultats soulignent l’importance biologique de la LI-rMS par elle-même mais aussi en association avec les effets de la rTMS à haute intensité. Une meilleure compréhension des effets fondamentaux de la LI-rMS sur les tissus biologiques est nécessaire afin de mettre au point des applications thérapeutiques efficaces pour le traitement des conditions neurologiques.

Mots clés : [stimulation magnétique, LI-rMS, neurones corticales, réparation neuronale, calcium intracellulaire, rTMS, in vitro, instrument]