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Abstract

During the past few years, wireless sensor networks witnessed an increased interest in both the industrial and the scientific community due to the potential wide area of applications. However, sensors’ components are designed with extreme resource constraints, especially the power supply limitation. It is therefore necessary to design low power, scalable and energy efficient protocols in order to extend the lifetime of such networks. Cluster-based sensor networks are the most popular approach for optimizing the energy consumption of sensor nodes, in order to strongly influence the overall performance of the network. In addition, routing involves non negligible operations that considerably affect the network lifetime and the throughput. In this thesis, we addressed the clustering and routing problems by hiring intelligent optimization methods through biologically inspired computing, which provides the most powerful models that enabled a global intelligence through local and simple behaviors. We proposed a distributed clustering approach based on the nest-sites selection process of a honeybee swarm. We formulated the distributed clustering problem as a social decision-making process in which sensors act in a collective manner to choose their cluster heads. To achieve this choice, we proposed a multi-objective cost-based fitness function. In the design of our proposed algorithm, we focused on the distribution of load balancing among each cluster member in order to extend network lifetime by making a tradeoff between the energy consumption and the quality of the communication link among sensors. Then, we proposed a centralized cluster-based routing protocol for wireless sensor networks by using the fast and efficient searching features of the artificial bee colony algorithm. We formulated the clustering as a linear programming problem and the routing problem is solved by proposing a cost-based function. We designed a multi-objective fitness function that uses the weighted sum approach, in the assignment of sensors to a cluster. The clustering algorithm allows the efficient building of clusters by making a tradeoff between the energy consumption and the quality of the communication link within clusters while the routing is realized in a distributed manner. The proposed protocols have been intensively experimented with a number of topologies in various network scenarios and the results are compared with the well-known cluster-based routing protocols. The results demonstrated the effectiveness of the proposed protocols.
Résumé

Au cours de ces dernières années, les réseaux de capteurs sans fils ont connu un intérêt croissant à la fois au sein de la communauté scientifique et industrielle en raison du large potentiel en terme d’applications offertes. Toutefois, les capteurs sont conçus avec d’extrêmes contraintes en ressources, en particulier la limitation de l’énergie. Il est donc nécessaire de concevoir des protocoles efficaces, évolutifs et moins consommateur d’énergie afin de prolonger la durée de vie de ces réseaux. Le clustering est une approche très populaire, utilisée pour l’optimisation de la consommation d’énergie des capteurs. Cette technique permet d’influencer fortement la performance globale du réseau. En outre, dans de tels réseaux, le routage génère un nombre assez élevé d’opérations non négligeables qui affectent considérablement la durée de vie du réseau ainsi que le débit offert. Dans cette thèse, nous nous sommes intéressés d’une part aux problèmes de clustering et de routage en utilisant des méthodes d’optimisation inspirées de certaines sociétés biologiques fournissant des modèles puissants qui conduisent à l’établissement d’une intelligence globale en se basant sur des comportements individuels très simples. Nous avons proposé une approche de clustering distribuée basée sur le processus de sélection des sites de nidification chez les colonies d’abeilles. Nous avons formulé le problème de clustering distribué comme un processus social de prise de décision dans lequel les capteurs agissent d’une manière collective pour choisir des représentants au sein de leurs clusters respectifs. Le protocole proposé assure une distribution de l’équilibrage de charge entre les membres de chaque cluster afin de prolonger la durée de vie du réseau en faisant un compromis entre la consommation d’énergie et la qualité du canal de communication. D’autre part, nous avons proposé un protocole de routage basé sur des clusters en utilisant un algorithme inspiré du phénomène de butinage des abeilles. Nous avons formulé le problème de clustering comme un problème de programmation linéaire alors que le problème du routage est résolu par une fonction de coûts. L’algorithme de clustering permet la construction efficace des clusters en faisant un compromis entre la consommation d’énergie et la qualité du canal communication au sein des clusters tandis que le routage est réalisé de manière distribuée. Les protocoles proposés ont été intensivement expérimentés sur plusieurs topologies dans différents scénarios de réseaux et comparés avec des protocoles bien connus de clustering et routage. Les résultats obtenus démontrent l’efficacité des protocoles proposés.
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Chapter 1

Introduction

1.1 Motivation

With the rapid progress of wireless communication technologies, the popularity of Wireless Sensor Networks (WSNs) has attracted the attention of both Industry and Academy in researching and developing promising and tremendous real life solutions during the last few years. Sensor-based infrastructure such as Wireless Sensor Network (WSN) provides promising Green Computing techniques for enhancing information gathered on a specific environment to the end users.

A WSN is a powerful *infrastructureless* network consisting of ten to some thousands autonomous low power sensors organized in an ad hoc manner. These sensors are able to gather and process information from an environment, and communicate with each other. In this kind of network, sensors are randomly or manually deployed on a physical environment that acts as the sensing layer of the Internet of Things (IoT) and have a wide area of applications. WSNs are usually used in both civilian and military applications to instrument, observe and react to an occurred event or phenomena, on a remote or inaccessible environment [1, 2]. These applications are both in tracking such as military strategies or seismic measurements; and in monitoring such as prevention of natural disasters or agricultural irrigation management.

In a WSN, each sensor is equipped with a sensing unit, a radio transmission module, a power supply, a processing and data storage devices. However, these components are designed with huge resource constraints like energy and processing capabilities [3, 4]. The sensor power supply limitation is the main constraint in WSNs. In addition, due to the unattended and hostile nature of the sensing environment, it is not easy to replace the batteries of thousands of deployed sensors. Therefore, the energy saving of sensors is a challenging issue that needs investigation in order to prolong the network lifetime from months to years.
Certainly, a number of issues has been studied for improving power management strategies in WSNs as well as sensors’ architectures. These research include energy consumption and low power devices [5, 6, 7], Medium Access Control (MAC) protocols for WSNs [8, 9], clock synchronization techniques [10], secure data aggregation [11, 12], and efficient routing techniques [13, 14, 15, 16].

In spite of their energy constraints, the limited computing, storage and communication link capacities, sensors are deployed with the objective of gathering data and transmitting them to a given Base Station (BS) in a collective and self-organized manner [17]. This extreme resource limitation requires robust and low power mechanisms of collecting and routing data. Many designs of sensor networks allow sensors to transmit their gathered data to a mobile or static BS in a multihop routing [18, 19]. However, a robust and low power mechanism of collecting and routing data towards the BS in an efficient way remains a challenge. Therefore, the design and maintenance of such large WSNs requires efficient management strategies and scalable architectures.

Applications running on WSNs need a network with a long lifetime. To increase network lifespan, clustering is the most widely used technique for efficiently managing network energy consumption and scalability. Moreover, designing low power clustering algorithms for WSNs remains a challenging issue that would allow a significant enhancement of the lifetime of the network [20].

In WSNs, clustering techniques consist of partitioning the network into a varied number of sensor groups called clusters. In each cluster, a leader called Cluster Head (CH) is elected either in a distributed manner by sensors themselves [1, 21] or by a centralized control algorithm [22, 23]. In each cluster, sensors gather data and send them to their corresponding Cluster Heads (CHs). The CH aggregates all received data and transmits them to the BS. The above described functional scenario of a cluster-based sensor network is depicted in Figure 1.1.

Data aggregation achieved by CHs would enable the reduction of redundant data and so, a veritable decrease in the communication overhead from sensors to the BS [12]. Also, sensors distribution is a key factor involved in improving network performance apart from the choice of the head sensor of the cluster. In fact, when sensors are well distributed in the sensing area, the network coverage is well maintained and the network lifetime can be extended. However, maintaining a good coverage is well achieved in the case of a pre-deployed network in which the location of each sensor is known or in the case of a randomly deployed sensor network with a certain number of mobile sensors that assure the coverage [24].

In a cluster-based WSN, communication among sensors are in two kinds. The first kind of communication is known as the intra-cluster communication. The second type of communication is called inter-cluster communication. Otherwise, in some designs, the gathered
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Figure 1.1: Cluster-based WSN: a scheme of delivery of gathered data by sensors to the BS.

data are transferred to the BS by using intermediate sensors in a flat routing approach [1]. Unlike this way of designing, the cluster-based routing algorithms should allow only CHs to transfer collected data to the BS. This approach helps to reduce the rate of communication towards the BS and also permits to avoid collisions among communications generated by clusters.

Usually, clustering algorithms are grouped into two main techniques: distributed and centralized. In the distributed clustering, after the sensors deployment and the network initialization, CHs are elected by sensors themselves. The clustering algorithm is executed by all sensors in a collective self-organized manner. Some centralized approaches periodically swap the CH [25, 26]. However, a distributed clustering solution that elects a CH when it is needed would be less costly in terms of energy consumption introduced by the amount of communication in the CH election process. In centralized control approaches,
the BS executes the clustering algorithm in order to build clusters and select the CHs. Then, the BS informs each sensor in the network, the cluster in which it belongs [13, 23, 27]. Furthermore, as it is necessary that the intra-cluster communication be carried out in a multihop manner within the cluster, it is also important and efficient that CHs’ communications, i.e., the inter-cluster communication, be performed in a multihop manner [28]. Note that, the intra-cluster communication is not always carried out by the multihop approach. In detail, some approaches exclusively allow sensors to directly transmit their gathered data to their respective CHs even if the communication range between them is very large [25]. Similar to the way in these protocols, CHs also directly communicate the aggregated information to the BS in a single hop approach. However, in real cases, the BS as well as CHs may be located far away from certain sensors in the sensing environment or even, the BS may be positioned far away from the sensing environment [2, 28].

In these cases, the BS may not be reachable by CHs in a single hop communication. In addition, according to the widely used energy model proposed in [27], large distances affect the signal propagation and allow a lot of power wastage. Unfortunately, in homogeneous networks, the power supply as well as the communication range of sensors is limited. So, in order to avoid direct communication between a CH and the BS, intermediate sensors should participate in the forwarding of data towards the BS [1, 21]. Another way is to use special sensors called gateways provisioned with extra energy, which act as relay sensors in the inter-cluster communication [16]. However, it seems not realistic for large scale randomly deployed sensor networks. Therefore, it seems beneficial to route packets by using an efficient and low power multihop communication model, both for intra-cluster and inter-cluster communication.

Clustering sensors provides many advantages for an efficiency management of WSNs. It allows power saving in sensors since CHs are capable of eliminating redundant and false positive data by a given aggregation process [12]. By this way, the communication bandwidth is preserved. It also allows a good management of the inter-cluster routing since only CHs maintain the routing information towards the BS.

However, clustering is known as a non-deterministic polynomial NP-hard problems for a WSN since it has been proven that, finding an optimal set of CHs in a WSN is not an easy task [16, 27, 29, 30]. Moreover, since a WSN can be seen as an undirected graph or a tree, there is at least one path (usually a number of paths) to reach a given destination, such as the CH location. So, the path establishment process of the routing algorithm has to produce a set of selected low cost paths among a number of possibilities. This has to be done both for the intra-cluster and the inter-cluster communications. Unfortunately, it is not evident to use a deterministic polynomial algorithm for routes establishment [31]. Swarm Intelligence, which is the study of the collective behavior of social individuals’ communities, provides efficient metaheuristic tools and algorithms that deal with a lot
of desirable and interesting properties applied in WSNs [19, 28, 32]. Moreover, swarm intelligence can be seen as analogies between computing methods and biological behaviors of swarms in which collective intelligence can emerge. The considered swarms are colonies of social insects, bird flocking and fish schooling [33]. Each kind of swarm is constituted of simple and autonomous individuals, who cooperate with each other to achieve some tasks necessary for the survival of the colony.

In the current research inclination, hiring of biological solutions to solve and optimize different aspects of artificial systems’, i.e., real life problems has been shaped into an important field called bio-inspired computing [34]. In the context of WSNs, combining the simple individuals’ output and robust behaviors has been successfully applied by identifying and modelling some analogies between the two systems in order to form a single problem solving solution [17].

Clustering and routing in WSNs are well known optimization problems that are well investigated for developing many swarm intelligence based algorithms. For more than a decade, bio-inspired solutions progressively draw the attention of researchers because of its efficiency in the solving of a number of optimization problems in wide domains. The way of selecting CHs and building clusters by using bio-inspired solutions governs our contributions in this thesis.

### 1.2 Thesis Contributions

The design of low power, scalable and energy efficient protocols in order to extend the lifetime of WSNs has been widely studied in the literature but it remains an active area of research. Routing involves non-negligible operations, which considerably affect the network lifetime and the throughput. The clustering technique with data aggregation on CHs has an influence on the overall performance of the network since it is favoring a maximum network lifetime. A number of novel protocols, architectures, algorithms and applications has been proposed and implemented. In this thesis, we aim at designing low power clustering and routing protocols for large scale WSNs by using bio-inspired solutions. To achieve this goal, we realized a twofold contribution:

1. In the first contribution, we proposed a distributed consensus approach based on the nest-sites selection process of a honeybee swarm to achieve clustering in randomly deployed WSNs. We formulated the distributed clustering problem as a social decision-making process in which sensors act in a collective manner to choose their respective CHs. The proposed clustering algorithm called NEST allows an efficient collective and self-organized building of clusters by making a tradeoff between the energy consumption and the quality of the communication link among sensors. The cluster-reformation process is not performed periodically but when it is needed. In
the design of our proposed algorithm, we focused on the distribution of load balancing among each cluster member in order to extend network lifetime. In order to choose a CH, each sensor evaluates candidates to a CH position by determining their dance strength. The dance strength determination is reduced to a multi-objective cost-based fitness function. We performed intensive simulation on the proposed protocol. We compared our proposal with three existing well known protocols. The comparison is conducted by using several performance metrics including network lifetime, amount of energy consumption, amount of data packets received by the BS and so on. The performance of the proposed approach was evaluated by performing extensive experiments and the results demonstrated that our algorithm delivers better performance in terms of network lifetime, amount of packets received by the BS, end-to-end delay, energy consumption and efficiency.

2. The second contribution consists of designing a centralized cluster-based routing protocol called ABC-SD. The proposed protocol exploits the biologically inspired fast and efficient searching features of the Artificial Bee Colony (ABC) metaheuristic to build low power clusters. For the choice of CHs, a multi-objective fitness function is designed by using a Linear Programming (LP) formulation. The routing problem is addressed by a Cost-based Function (CF) that makes a trade-off between the energy efficiency and the number of hops of the path. The clustering process is achieved at the BS with a centralized control algorithm, which exploits energy levels and the neighborhood information of location-unaware sensors. As for the routing of gathered data, it is realized in a distributed manner. Furthermore, unlike the existing protocols in the literature, a realistic energy model based on the characteristics of the Chipcon CC2420 radio transceiver’s data sheet is adopted in the considered network model. The proposed protocol is intensively experimented with a number of topologies in various network scenarios and the results are compared with five well-known cluster-based routing protocols that include the swarm intelligence based protocols. The obtained results demonstrate the effectiveness of the proposed protocol in terms of network lifetime, network coverage and the amount of packets delivered to the BS.
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1.5 Organization of the Thesis

The thesis is organized as follows.

- Chapter 2 gives a background knowledge about WSNs and biologically inspired solutions. We first give an overview of WSNs by presenting a background that allows the understanding of WSNs, followed by the presentation of WSNs’ architectures, offered services, supported applications and challenges in WSN research. Then we present bio-logically inspired computing solutions by starting with a comprehensive overview of swarm intelligence that provides intelligent optimization tools and algorithms, which allow an optimal management of WSNs. This comprehensive discussion includes the presentation of the Artificial Bee Colony algorithm and the collective decision enabled in honeybees nest-sites selection process. These two bio-inspired solutions are applied to formulate and solve clustering and routing problem described in Chapter 4 and Chapter 5.

- Chapter 3 presents a comprehensive review of the most relevant cluster-based routing protocols. The review of these solutions is organized into two categories namely: the heuristic based approaches and the meta heuristic based approaches. Then a synthesis of these solutions is tabulated in order to have a brief view.

- Chapter 4 presents the proposed distributed clustering approach called NEST that is based on the intelligent behaviors enabled by honeybees swarm in their process of selecting a nest-site. To describe the proposal, some assumptions and the adopted network model are presented before giving the design goals. Then, the details of the proposed clustering approach are analyzed and this is followed by the simulation and discussion.

- Chapter 5 presents the proposed centralized cluster-based routing protocol called ABC-SD, which is inspired by foraging behaviors of honeybees. The proposal allows to solve the routing problem by modelling a cost-based function. The ABC-SD
1.5. Organization of the Thesis

uses the fast and efficient features of the Artificial Bee Colony algorithm to build clusters and select CHs by making a tradeoff between the energy consumption and the quality of the communication link. The chapter starts with the presentation of the adopted network model before presenting the design goals as well as the proposed clustering and routing algorithms. This is followed by the performance evaluation and discussion.

- Chapter 6 concludes this research work and presents our perspectives and the envisiomed works that deserve further investigation.
Part I

Literature Review
Chapter 2

Wireless Sensor Networks and Bio-inspired Solutions

2.1 Introduction

The field of WSNs is experiencing a resurgence of interest and a continuous evolution in the scientific and industrial community. The use of this particular type of ad hoc network is becoming increasingly important in many contexts, regardless of geographical position and so, according to a set of possible applications [2]. WSNs offer interesting low cost and easily deployable solutions to perform remote real time monitoring, target tracking and recognition of physical phenomenon. The uses of these sensors organized into a network continue to reveal a set of research questions according to particularities of target applications. Biologically inspired solutions can be seen as analogies between computing methods and biological behaviors of swarms in which collective intelligence can emerge [17]. The considered swarms are colonies of social insects, bird flocking and fish schooling. Because of the complexity introduced by large scale sensor networks, biologically inspired solutions are progressively applied in WSNs in order to optimise the whole management of such networks. In this chapter, we give a background knowledge about WSNs and swarm intelligence based solutions.

The rest of the chapter is organized as follows: Section 2.2 gives an overview of WSNs; Section 2.3 presents biologically inspired solutions; and we conclude this chapter in Section 2.4.
2.2 Wireless Sensor Networks

2.2.1 Background

A WSN is a powerful *infrastructureless* ad hoc network that consists of a number of distributed sensor nodes. WSNs are seen as technological platforms increasingly useful in a wide and tremendous number of civilian and military sectors for environmental monitoring and tracking; seismic monitoring; pollution monitoring; disaster management; automated biomedical health care; security and tactical surveillance; critical infrastructure surveillance; and irrigated agriculture [2].

These networks typically consist of a number of autonomous less-costly sensors manually or randomly deployed on a given area, which communicate through wireless channels and cooperate to process and share information [11, 13]. In most cases, sensors are statically deployed over the sensing area. However, they can also be mobile and capable of interacting with the environment [24, 35, 36].

Sensors are usually highly resource-constrained and are capable of gathering physical information from the environment and transmitting the gathered data to an end-user or a BS by utilizing intermittent wireless communication [37]. In WSNs, a node consists of a sensor unit, a processing and data storage unit, a wireless transmission module and a power management unit. Each sensor is able to gather, process physical information and communicate with neighboring sensors in order to transmit these gathered data to the BS.

However, wireless sensors are designed with huge resource constraints: a limited amount of energy; reduced computing capacity; limited memory size and storage; short-range of communication and reduced bandwidth. So, it results some problems in network architectures, QoS, coverage, security, fault tolerance and routing [38]. Therefore, the energy saving of sensors is a challenging issue that needs investigation in order to prolong the network lifetime from months to years. In a WSN, energy consumption depends on network architecture, environment in which the network is deployed, the underlying application and the adopted routing strategy. The routing is a key process to be considered in WSNs for a better energy conservation [13, 29].

In a large scale WSN, the network is designed in such a way that it allows sensors to transmit their gathered data to a mobile or static BS in multi-hop routing [1, 15]. The establishment and maintenance of paths towards the BS is not an evident task because of energy constraints and the limited transmission range. It is therefore necessary to design optimal mechanisms for routing data towards the BS. Clustering is the most widely used technique for efficiently managing network energy consumption and scalability in order to increase network lifespan. This technique allows grouping sensors into clusters and electing a *boss* namely a Cluster Head (CH) in each cluster. Each CH is capable to collect data from the cluster members, aggregate and transfer the aggregated data to the BS.
2.2.2 Architectures of WSNs

There are two main types of network architectures for WSNs namely the flat architecture and the hierarchical architecture.

2.2.2.1 Flat architectures

In the flat architecture, except for the sink node, the other sensors are identical, they have the same capacity in terms of energy and computing. Also, they have the same role in the sensing task. A sensor can directly communicate with a sink either in a single or a multi-hop manner [39]. The simplicity presented in this architecture enables low communication latency. Furthermore, when the network becomes denser, the scaling problem arises mainly as regards the routing. Figure 2.1 presents WSNs’ flat architectures.

Figure 2.1: WSNs’ flat architectures.

2.2.2.2 Hierarchical architectures

In most cases, hierarchical architectures are used in large sensor networks [40]. In such architectures, the network is divided into several groups or clusters which are the organizational unit of the network. Depending on cases, a more expensive sensor type and more powerful than other sensors or a normal sensor in the cluster is designated as group leader namely the CH that is responsible for the coordination of the sensors under its responsibility and acts as a gateway to another cluster. The CH is responsible for the aggregation and/or compression of all the collected data in order to route it to the sink [41]. This allows the reduction of the transmission data within the network. However, there may be more latency in communications due to the density of the network and higher energy
consumption for the CHs. Figure 2.2 highlights the clustered architectures for multi hop and single hop clusters.

Figure 2.2: WSNs’ hierarchical architectures.

2.2.3 Offered Services in WSNs

The offered services in WSNs are organized into provisioning, control and sensors management [4, 42]. Coverage and localization are the provisioning services. Control and sensors management enable WSN middle-ware to deliver services such as coverage; localization; synchronization; data compression and data aggregation; security; and fault tolerance.

2.2.3.1 Coverage

It involves the placement of sensors in a deployment area to ensure coverage of the entire area by the network [43]. Coverage depends on the application, the number of sensors and localization of these sensors.

2.2.3.2 Localization

Localization consists of finding position of a sensor in the network [44]. In sensor networks, three methods of localization are usually used [45]:

- the GPS is the easiest but the cost of energy consumption is high and cannot work on dense environment as forest;
- the anchor node approach that consists of a sensor called anchor, which knows its location and helps its neighboring sensors to evaluate their own;
• close localization which consist of a sensor that using the neighboring sensors to determine their locations and then become an anchor node of other sensors.

2.2.3.3 Synchronization

Synchronization is an important service in WSNs that allows the realization of an activity or a process at the same time as other sensors. Synchronization is very important especially in routing [46].

2.2.3.4 Data compression and aggregation

Data compression reduces the cost of communication and increases the reliability of data transfer. Compression involves the strict reduction of the amount of data to be routed towards the BS. Data compression requires decompression, which can reproduce compressed data in their original format. Usually, the decompression of data is achieved at the BS [47].

The data aggregation can greatly help to conserve the scarce energy resources by eliminating redundant data, thus achieving a longer network lifetime [48, 49]. Data aggregation process usually achieved by CHs, consists of collecting data from all cluster members, applying an aggregation function to all collected data and transmitting just one value as measured data [12].

2.2.3.5 Security

WSNs are vulnerable to attacks that consist of compromising a sensor, altering the integrity of the data, listening the network to retrieve messages or injecting false messages in order to create resources’ wastage [50]. Despite the difficult task of properly securing a WSN because of the significant limitation of resources, security protocols exist and ensure the security service in WSNs [11, 51].

2.2.3.6 Fault tolerance

The main goal of fault tolerance in WSNs is to achieve the network scheduling even if there is a faulty sensor in the network. Indeed, fault tolerance in sensor networks can be seen as an ability to maintain the network running without interruption in the presence of failure of a sensor [3]. Fault tolerance is generally implemented in routing and transport protocols. Usually, it consists in the realization of the following two steps: detection of failure and limitation of effect; recovery and treatment of failure [52, 53].
2.2.4 Applications of WSNs

The rapid evolution of sensor’s technology has led to the design of very small and smart sensors, which allow WSNs to be employed in various applications. WSNs’ applications can be categorized mainly into two categories namely monitoring and tracking [4]. In Figure 2.3, we summarize the classification of WSNs’ applications.

Figure 2.3: Classification of WSNs’ applications.

2.2.4.1 Monitoring

Monitoring is used to analyse, supervise and carefully control operations of a system or a process in real time [2]. WSN-based monitoring applications are various. Below some of them are briefly presented:

1. Environment: monitoring of water quality, weather, pressure, temperature, seismic phenomena, vibration and monitoring of forest fires.
4. Industry: supply chain, inventory monitoring, industrial processes, machinery and productivity.
5. Smart house: monitoring any addressable device in the house.
2.2.4.2 Tracking

Tracking in WSN is generally used to follow an event, a person, animal or even an object. Existing applications in tracking can be found in various fields.

1. Industry: traffic monitoring, fault detection.
2. Ecology: tracking the migration of animals in various areas.
4. Military: a WSN can be deployed on a battlefield or enemy zone to track, monitor and locate enemy troop movements.

2.2.5 WSNs’ Challenges

The rapid development of wireless sensor technology is mainly due to the different needs in terms of applications. The main challenge in WSNs is the designing of a network by taking into account a limited energy capacity; resource constraints; random and large deployment; and dynamic and not controlled environment.

Enable reliable communication while maintaining the Energy Efficiency in the network is a challenging issue in WSNs research since sensors are very limited in their capacity of storing energy. Besides the efficiency in terms of energy conservation, the Throughput is another important requirement of WSNs. Indeed, the amount of packets received by the BS allows the evaluation of the data delivery reliability and therefore the throughput. Then, the capacity of a WSN to handle a great amount of sensors, which is called the Scalability, is a critical requirement in the design of large scale sensor networks. Finally, the network Coverage, which is an important characteristic in sensor networks, especially in WSNs requiring a high availability of gathered information, is another challenging issue in a static WSN.

To achieve these challenges in a routing protocol, clustering allows sensors to efficiently coordinate their local interactions for the achievement of global goals namely energy efficiency, throughput, coverage and scalability [14, 54]. Due to the limited transmission range of sensors while sensors are usually deployed in large areas of interest, it is not evident to use a deterministic polynomial algorithm for routes establishment [31]. Moreover, bio-inspired solutions are progressively applied in WSNs by proposing some metaheuristic based algorithms for routing in WSNs [1, 13, 16, 21, 23, 55, 56]. Swarm Intelligence (SI), Artificial Immune System (AIS), Genetic Algorithm (GA) and other nature-inspired phenomenon in which self-organization and collective intelligence can emerge, are increasingly used in the fields of sensor networks in order to optimize the whole management of WSNs [57, 58].
2.3 Bio-inspired Solutions

2.3.1 Background

Biologically inspired solutions also known as nature inspired solutions are metaheuristic solutions based on the collective behavior of social individual communities. These solutions provide efficient tools and algorithms that deal with a lot of desirable and interesting properties applied in WSNs [13, 19, 28]. These solutions enable a set of extremely effective sensory systems that are structurally simple, functionally versatile and powerful, and highly distributed, as well as noise and fault tolerant [59]. The natural behaviors featured by these individuals can lead to the optimization of real life problems [60]. For instance, the Ant Colony Optimization (ACO) metaheuristic [61] has been applied for multipath cluster-based routing in [31]; the Particle Swarm Optimization (PSO) algorithm [62] has been used in [29, 56] to optimize clustering; A Genetic Algorithm (GA) has been used in [63] to ensure target coverage in wireless sensor deployment; and the Artificial Bee Colony (ABC) metaheuristic [64] has been successfully used for clustering and routing in [13, 65, 23]. In addition, metaheuristic algorithms have been applied in many scientific and engineering problems. For instance, Simulated Annealing (SA) has been used for modelling empirical paths loss for IEEE 802.11n wireless networks at 2.4 Ghz in rural regions in Cameroon [66]; Bacterial Foraging Optimization Algorithm (BFOA) has been successfully applied in power system reconfiguration [67] and in photovoltaic parameter estimation [68]; a honey-bee social foraging has been applied for feedback control of smart lights in [69]; and a modified version of the ABC by internal feedback information has been applied in the bioinformatic domain for the prediction of protein secondary structures in [70].

In this section, we present an overview of honeybees swarm intelligence and two used Bio-inspired solutions: the Artificial Bee Colony (ABC) and the collective decision making in honeybees nest-sites selection process. These solutions will be applied to formulated problems in Chapter 4 and Chapter 5.

2.3.2 Overview of honeybees swarm intelligence

Honeybees are fascinating and highly organized insects capable of individual cognitive abilities and self-organization. These insects grouped in a colony and living within a hive, show impressive auto-solving problem capabilities by exhibiting a combination of individual traits and social cooperation that is unparalleled in the animal kingdom [71]. These individual capabilities lead to unanimous intelligent decisions in a collective self-organized manner and a decentralized control mechanism. In a honeybee colony, individuals are organized to perform various tasks that are necessary to the survival of the colony. Indeed, they are engaged in several activities: foraging, mating, waggle dance, polarization,
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defending the hive and swarming. In this work, we use the honeybees swarm intelligence, which is focused on the collective behaviors that result from local and simple interactions of individuals of a honeybee *Apis mellifera* colony with their environment. Particularly, we are interested in their foraging behaviors.

The foraging behaviors of honeybees *Apis mellifera* consist of a remarkable set of simple and organized tasks in which individuals each with a role, are engaged. Indeed, in a honeybee colony, each individual has a defined role and some qualifications. There are three types of individuals: the queen, the workers and the drones. The queen bee is a mated female bee and there is only one queen per hive, i.e., per colony. The queen has the main role of reproduction and cohesion, necessary to perpetuate the colony. Drones are male bees that have the main role of mating with the queen for the reproduction of the colony. Workers that are female bees as to them, are responsible for the foraging. They perform the most important task of the hive by making trips in order to supply water, pollen, nectar and other substances from blooming plants, within 3 to 4 km around the hive [72]. Workers make the link between the colony and the ambient environment.

The swarm intelligence of honeybees *Apis mellifera* foraging behavior has been studied by Karaboga [64]. The author presents three essential components on which he has built a minimal model of foraging behaviors that leads to the emergence of a collective intelligence. These components are given hereinafter:

1. The food sources. The profitability of a food source depends on many factors including its closeness to the hive, its richness or the concentration of the energy within, and the facility of extracting this energy. In order to simplify its model, Karaboga takes goodness to qualify these qualities.

2. The employed foragers. These worker bees are associated with a particular food source, which is currently being exploited until its exhaustion. They carry information about that particular food source, i.e., the direction toward the food source, its distance from the hive and the profitability of the food source. So, these foragers share these information with other foragers who remained in the hive.

3. The unemployed foragers. They are continually looking out for a food source to exploit. Unemployed foragers are in two types: scouts that are engaged in the search of new food sources around the hive, and onlookers, who wait in the hive and establish a food source through the information shared by employed foragers.

In these components, we can see that the exchange of information among bees on explored food sources is important for maintaining a collective knowledge. These information are exchanged by performing a special dance of bees called *waggle dance*. Indeed, an onlooker bee will decide by itself to employ the most profitable food source according to a certain
probability, simply by watching the dances and then choosing the best dancer source [64].

The self-organization that emerges from the foraging activity of honeybees relies on four characteristics:

1. Positive feedback: it occurs for instance when the amount of nectar in a source increases or the number of onlookers visiting a food source increases proportionally.

2. Negative feedback: the exploitation process of exhausted food sources is stopped by bees.

3. Fluctuations: the scouts perform a random search process for discovering new food sources.

4. Multiple interactions: Employed bees share their knowledge about food sources with onlookers waiting in the hive.

The aforementioned bio-inspired characteristics of honeybees are used in solving optimization problems. The well known algorithm in honeybees metaheuristic is the Artificial Bee Colony algorithm introduced by Karaboga [64].

### 2.3.3 Artificial Bee Colony Algorithm

The Artificial Bee Colony algorithm is a swarm based metaheuristic algorithm developed for numerical optimization. The ABC algorithm is based on a minimal modelling of the intelligent foraging behaviors of honeybees [64]. The proposed model consists of three essential components that are previously described, and of two leading modes. The components are three groups: employed foragers, unemployed foragers and food sources. The first are associated with particular food sources and the second are in two types: onlookers and scouts. At all times, onlookers and scouts are in the search of a rich food source to exploit. In fact, the first half of the colony consists of employed bees and the second half consists of onlooker bees. Onlookers bees are foragers who watch the waggle dance of employed foragers within the hive, for a decision of choosing a food source. That decision is taken according to the quality of the food source. The scout bees as for them, have a job of searching new food sources.

The self-organization and the collective intelligence in ABC are achieved by the leading modes. Thereof consists of the recruitment of foragers to rich food sources and abandoning poor food sources. According to the previously described four characteristics on which self-organization of honeybees relies, the first is assimilated to a positive feedback and the second causes a negative feedback. Concretely, the proximity and richness of a food source represents a good solution to a given optimization problem and the goodness of a food source is the fitness of the associated solution. For a global optimization problem, the
ABC algorithm consists of looking the best food source, i.e., the best solution. The ABC scheme given in Algorithm 2.1 consists of four phases: employed bees phase, onlooker bees phase, scout bees phase and the memorization of the best solution achieved so far [64].

**Algorithm 2.1** Algorithm simulating the ABC

Begin
1. *Initialization Phase*
2. Generate initial population \( X_i, i = 1, ..., SN \)
3. **Repeat**
4. *Employed Bees Phase*
5. For each employed bee
6. Produce new solutions \( v_i \) according to Equation 2.1
7. Calculate the fitness according to Equation 2.2
8. Apply the greedy selection process
9. *Onlooker Bees Phase*
10. For each onlooker bee
11. Choose a solution \( x_i \) depending on \( p_i \)
12. Produce new solutions \( v_i \) according to Equation 2.1
13. Calculate the fitness according to Equation 2.2
14. Apply the greedy selection process
15. *Scout Bees Phase*
16. When solutions can’t be improved (reach a limit parameter), then replace it with a new solution produced by a formula given by Equation 2.3
17. *Memorize the best solution so far*
18. **Until** Maximum Cycle Number
End

Firstly, scout bees have the job of searching the positions of all food sources. In the ABC algorithm, initial positions of food sources are randomly generated. Each employed bee is associated to one randomly generated food source. For simplicity reasons, the number of employed bees is equal to the number of food sources (\( SN \)). During employed bees phase, each employed bee determines a new food source with a good amount of nectar, within the neighborhood food source according to Equation 2.1. Then, each employed bee calculates the fitness, i.e., the goodness of the food source. If the current employed bee finds that the obtained fitness value according to the formula given in Equation 2.2 is higher than the previous one, it moves to the new food source and abandons the old one, otherwise it remains on its old food source.

\[
v_{ij} = x_{ij} + \psi_{ij} \times (x_{ij} - x_{kj}) \tag{2.1}\]

Where:
• $\psi_{ij} = \text{rand}(-1; 1)$;

• $x_k$ is a neighbor solution;

• $j \in \{1, 2, ..., D\}$ is a randomly chosen parameter index, $D$ is the dimension of the solution vector.

The $i^{th}$ food source position is represented by the vector $X_i = (x_{i1}, x_{i2}, ..., x_{iD})^T$ and the fitness of the food source located at position $X_i$ is $f(X_i)$. At the end of this phase, employed bees share their knowledge, i.e., the information on the fitness value, with the onlooker bees. Each onlooker has to select a food source according to the probability given by Equation 2.2. That probability depends on the goodness of the food source. This scheme allows good food sources to have a greater chance of being chosen.

$$p_i = \frac{f(X_i)}{\sum_{n=1}^{SN} f(X_n)} \quad (2.2)$$

When selecting their food sources, each onlooker selects a new food source within the neighborhood food source and evaluates its fitness. The onlooker will memorize the new position if the obtained fitness value is higher than the previous one and will forget the old, otherwise it keeps the current food source.

Then, food sources are exploited by employed bees and onlooker bees until their exhaustion. The best food source is looked up until reaching a certain number of cycles, i.e., the limit parameter. Hence, if the fitness value is not improved during the number of cycles, the food source is assigned as abandoned and the employed bee becomes a scout bee, then it is now the scout bees phase. A new solution is randomly generated by the scout according to the formula in given Equation 2.3.

$$x_{ij} = l_j + \text{rand}(0; 1) \times (u_j - l_j) \quad (2.3)$$

Where:

• $x_i$ is the abandoned food source;

• $l_j \leq x_{ij} \leq u_j$.

### 2.3.4 Collective Decision in Honeybees Nest-sites Selection Process

Collaborative decision-making is an important goal of distributed processes. In a bee swarm, a collective decision emerges by individual actions that lead to a global intelligence over the colony. This natural feature of a bee is a very interesting tool for the
achievement of distributed self-organized sensor networks. In this section, we present honeybee behaviors and the nest-sites selection process.

The nest-sites selection process is the last and the most complex part of the house hunting process of the honeybee [73]. The selection of a site where the new hive will be established is based on a distributed non-hierarchical decision making process. Indeed, when the size of a colony (members of the same hive) becomes too large, a young queen coming from a fertilized egg is enthroned by the old queen. Therefore, the old queen, some drones and about a half of the colony leave the hive and look for a new site near or far off the old hive. Meanwhile, the young queen continues to manage the remaining bees.

Passino and Seeley [74] have defined the nest-sites selection in honeybees as a process of social decision making in which the scout bees in a swarm locate several potential nest-sites, evaluate them and select the best one by means of competitive signaling. Indeed, after leaving the hive, the new colony settles on a temporary site and from there, a number of workers called scout bees start looking for a new site. Once a scout finds a site with sufficient quality, it returns to the other bees who remained in the temporary site and performs a series of movements called waggle dance. Other bees follow these dances and may fly to the site, inspect it themselves, and dance in their turn. The dancer communicates the proposed nest-site direction and distance to her swarm mates [75]. The number and intensity of the performed waggle dances by a scout denote the quality of site that has been found. All other scouts follow the same process and a thousand of honeybees remain in the temporary site, make a collective decision for one among many discovered nest-sites [76]. The site chosen by the other bees will be that one for which the scout will have made the most waggle dance.

Passino and Seeley [74] developed a stochastic discrete time model of the nest-sites selection process that occurs on the temporary site and also the quorum sensing at the nest-site. In particular, we are interested in models of site quality assessment and dance strength determination. In fact, authors define nest-site quality assessment \( S^i(k) \) (see Equation 2.4) by \( i^{th} \) scout bee and \( L^{ij}(k) \) (see Equation 2.5) represents how the \( i^{th} \) scout bee will dance for the \( j^{th} \) site after the \( k^{th} \) expedition.

\[
S^i(k) = \begin{cases} 
J(\theta^i(k)) + \omega^i(k) & \text{if } J(\theta^i(k)) + \omega^i(k) > \epsilon_t \\
0 & \text{if } J(\theta^i(k)) + \omega^i(k) \leq \epsilon_t 
\end{cases} \tag{2.4}
\]

where:

- \( J(\theta^i(k)) \) represents the combined overall assessment of nest-site quality for a site at location \( \theta^i \) of bee \( i \) during expedition \( k \).
- \( \omega^i(k) \) represents the noise due to errors made in the scout assessing a nest-site.
2. WSNs and Bio-inspired Solutions

- $\epsilon_t$ is the quality or dance threshold for an acceptable site.

$$L^{ij}(k) = \begin{cases} 
\max\{(\gamma S^i(k^j_i) - \epsilon_s(k - k^j_i)), 0\} & \text{if } S^i(k^j_i) > \epsilon_t \\
0 & \text{if } S^i(k^j_i) \leq \epsilon_t 
\end{cases} \quad (2.5)$$

where:

- $k^j_i \geq 1$ ($k \geq k^j_i$) is the time index of the expedition that nest-sites explorer $i$ first finds and assesses the quality of nest-site $j$.

- $\gamma$ is a parameter that represents the proportionality between nest-site quality and initial dance strength the first time that the scout bee dances for the site.

- $\epsilon_s > 0$ is a parameter used to represent the decrease in dance strength between successive expeditions.

According to these equations and others that represent the models of nest-sites selection process, Passino and Seeley [74] have studied the design of nest-sites selection process. Also, their model was validated by various simulations. We were inspired by this model for the election of CHs in our contribution to clustering sensor networks in Chapter 4.

2.4 Conclusion

In this chapter, we provided an overview of WSNs by highlighting some aspects of this particular type of ad hoc networks. Moreover, swarm intelligence based algorithms that promise more innovative solutions for designing distributed auto-organised WSNs have been defined and the used bio-inspired solutions for optimizing the routing in WSNs have been presented.
Chapter 3

Review of Cluster-based Routing Protocols

3.1 Introduction

Clustering sensors is usually adopted in large scale networks. Like reported by Liu [18], it is proved that the cluster-based networks, also known under the names of hierarchical or multi-tier networks, are more scalable, provide more reliability, better coverage, good fault tolerance and are energy efficient. Moreover, Moussaoui et al. [77] argue that the clustering can be seen as a graph partitioning problem with some added constraints since the size and the geometric form of the obtained graphs (clusters) is not known in advance. Thus, because of these constraints, the clustering is known to be a NP-Hard optimization problem [22]. Nevertheless, the hierarchical routing issue for WSNs has been investigated a lot and many protocols have been developed. These protocols include heuristic and meta heuristic (bio-inspired) based approaches [2, 19, 78]. In this chapter, we present a comprehensive review of the most relevant cluster-based routing protocols.

The rest of the chapter is organized as follows: Section 3.2 presents the heuristic based approaches; Section 3.3 presents the meta heuristic based approaches; A synthesis of these approaches is proposed in Section 3.4 and we conclude this chapter in Section 3.5.

3.2 Heuristic based Approaches

3.2.1 Low Energy Adaptive Clustering Hierarchy

Heinzelman et al. [25] proposed a Low Energy Adaptive Clustering Hierarchy (LEACH), which is the most popular and widely referenced periodical data gathering cluster-based routing protocol for WSNs. The adopted completely distributed clustering mechanism
allows the random creation of CHs in order to prolong the network’s lifetime. In LEACH, the network’s operation is divided into rounds. Each round includes two phases, namely the setup phase and the steady-state phase. The CHs are selected and clusters are built during the setup phase and these CHs have the responsibility of aggregating and delivering the data gathered by sensors to the BS.

During the setup phase, each sensor independently decides to elect itself or not as a CH for the current round according to a certain probability. This decision is based on the suggested percentage of CHs for the network that is determined a priori and the number of times the sensor \( n \) has been a CH so far. This decision is made by the sensor by choosing a random number between 0 and 1. The sensor becomes a CH for the current round if the selected number is less than a threshold \( T(n) \) given in Equation 3.1. When a sensor is selected as a CH, it broadcasts an advertisement message to the rest of the sensors by using the CSMA MAC protocol. The non CH sensors decide which cluster they will join for this round according to the RSSI value of the advertisement. In the data transfer phase, LEACH uses the TDMA to avoid inter-cluster and intra-cluster collisions.

\[
T(n) = \begin{cases} 
\frac{P}{1-P \times (r \mod P)} & \text{if } n \in G \\
0 & \text{Otherwise} 
\end{cases}
\]  

Where \( P \) is the desired percentage of CHs. The optimal number of CHs is estimated to be about 5% of the total number of sensors, i.e., \( P = 0.05 \); \( r \) is the current round; and \( G \) is the set of sensors that have not been elected as CHs in the last \( \frac{1}{P} \) rounds.

Furthermore, the data routing is performed in a single-tier, i.e., in a single-hop manner. That is not realistic for large scale WSNs. It causes the quick death of sensors and therefore, it largely affects the lifetime. Otherwise, the LEACH algorithm allows the selection of a sensor to a CH position even if its remaining energy is too low. In addition, the CH status dynamically rotates between sensors in each round according to a given probability. This mechanism limits the proposal since a sensor may die right away after it is selected as a CH. Also, the adopted dynamic scheme for the construction of clusters causes extra overheads.

Unfortunately, since the selection of CHs is randomly done, the distance between a given sensor and its corresponding CH may be too long. This causes a weak distribution of CHs over the sensing area and hence a lot of power wastage. de Frén et al. [36] introduced efficient CH trajectories for collaborative mobile sensing. The proposed approach is similar to LEACH by considering the challenges presented in the use of smartphones as a sensing platform. Their proposal increases the power lifetime associated with sensor data transmissions of the mobile handsets in a LEACH-like scenario by 20-40% without incurring a sensing accuracy penalty.
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3.2.2 Energy Efficient Hierarchical Clustering

Bandyopadhyay and Coyle [79] proposed an Energy-Efficient Hierarchical Clustering (EEHC) algorithm for WSNs, which is a distributed randomized clustering algorithm designed to organize sensors into clusters. The EEHC protocol assumes that communication environment is contention and error free and does not demand clock synchronization between the sensors. Moreover, the CHs in EEHC collect the gathered data from the sensing nodes and transmit an aggregated report through the hierarchy of CHs to the BS. The EEHC algorithm allows the generation of a hierarchy of CHs and in order to increase the energy saving. To become a CH, each sensor in the network has to compute the probability \( p \) given in Equation 3.2 and send an announcement message to indicate itself as a CH named volunteer CH, to the sensors within its neighborhood. The announcement message is forwarded to all the sensors that are located not more than \( k \) hops away from the CH. The value of \( k \) is given by the formula given in Equation 3.3.

\[
p = \left( \frac{1}{3c} + \frac{\sqrt{2} \lambda}{3c \times \sqrt{(2 + 3c^2)^2 + 3\sqrt{3c^2 c^2 + 27c^2 + 4}} \times \frac{1}{\sqrt{2}}} \right)^2 \tag{3.2}
\]

Where \( c = 3.06\alpha \sqrt{\lambda}; 2\alpha \) denotes the length of a side of the sensing square; and \( \lambda \) is the intensity of the Poisson process.

\[
k = \left\lfloor \frac{1}{r} \times \sqrt{-0.917 \times \ln\left(\frac{p}{\frac{\alpha}{r}}\right)} \right\rfloor \tag{3.3}
\]

Where \( r \) is the radio range of each sensor and \( \alpha \) is a parameter to be properly chosen.

Any sensor that is not itself a CH that receives such an announcement message joins the closest CH. Since the forwarding of the announcement message by sensors is limited to \( k \) hops, when a sensor does not receive an announcement message during a given time \( t \) that is a defined time required for data to reach a CH from any sensor \( k \) hops away, it becomes a CH named a forced CH. Furthermore, the limit on the number of hops thus allows CHs to well schedule their transmissions. In fact, since all sensors within a cluster are at the worst cases \( k \) hops away from the CH, the CH should transmit the aggregated data to the BS after every \( t \) time. Hence, the energy consumed in the network for the information gathered by the sensors to reach the processing center will depend on two parameters: \( p \), which is the probability of a sensor to become a CH at each level in CHs hierarchy and \( k \), which is the maximum number of hops allowed between a sensor and its corresponding CH. These optimal clustering parameters are obtained through hierarchical clustering in order to minimize the overall amount of consumed energy.

Unfortunately, the hierarchical CHs approach adopted in the design of the EEHC allows...
CHs to consume relatively more energy than other sensors since CHs have more data and communication to handle. This leads to battery run out in CH sensors faster than in sensing nodes. Thus, the EEHC algorithm can be run periodically for load balancing or triggered as the energy levels of the CHs fall below a certain threshold [80].

3.2.3 Hybrid Energy-Efficient Distributed clustering

Younis and Fahmy [26] have extended the clustering mechanism of the LEACH by introducing the Hybrid Energy-Efficient Distributed clustering (HEED). The proposed protocol aims at providing an energy-efficient clustering protocol with explicit consideration of energy. The HEED was designed with four primary goals: prolonging network lifetime by balancing the energy consumption; terminating the clustering process within a constant number of iterations; minimizing and controlling the overhead; and producing well-distributed CHs and compact clusters. To achieve these goals, the HEED protocol uses two parameters: the residual energy and the sensor degree or density. The first parameter has been introduced to increase the energy efficiency and hence prolong the network’s lifetime. The second parameter deals with the cost of the intra-cluster communication based on the density of sensors in a considered neighborhood, in order to allow a power balancing in the selection of CHs.

The HEED algorithm periodically selects CHs probabilistically by calculating the probability of becoming a CH that includes the residual energy and by evaluating the cost of the intra-cluster communication, a combination of two clustering parameters. Like in the LEACH, an initial percentage of CHs in the network $C_{prob}$, is predefined. To become a CH, each sensor evaluates the probability $CH_{prob}$ with the formula given in Equation 3.4.

$$CH_{prob} = C_{prob} \times \frac{E_{residual}}{E_{max}} \tag{3.4}$$

Where $E_{residual}$ is the estimated current residual energy in this sensor and $E_{max}$ is the maximum energy corresponding to a fully charged battery, which is typically identical for all sensors in the network. $CH_{prob}$ value is not allowed to be lower than a certain threshold $p_{min}$ that is selected to be inversely proportional to $E_{max}$. In order terms, the $CH_{prob}$ value must be greater than a minimum threshold $p_{min}$.

Typically, there are two types of status that a sensor could announce to its neighborhood: tentative status and final status. A CH is either a tentative CH, if its $CH_{prob} < 1$, or a final CH, if its $CH_{prob} = 1$. During each round, if a sensor never heard from a CH, it elects itself to become a CH according to the probability $CH_{prob}$ and it sends an announcement message to its neighborhood. In general, if a sensor is selected to a CH candidate position, it broadcasts an announcement message as a tentative CH or a final CH. A given sensor that hears the CH list, has to join the CH that computed the lowest communication cost.
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Then, each node doubles its $CH_{\text{prob}}$ and goes to the next iteration until its $CH_{\text{prob}}$ value reaches 1. If the $CH_{\text{prob}}$ value of a sensor has reached 1, that sensor permanently becomes a CH.

In HEED, the balancing of energy consumption extends the lifetime of all the whole network, thereby sustaining stability of clusters. Contrary to the LEACH, CHs in HEED send the aggregated data to the BS in a multi-hop manner. In addition, cluster members automatically update their neighborhood in multi-hop networks by periodically sending and receiving messages. However, in certain cases, more CHs are generated in the HEED than the expected number and this fact leads to an unbalanced energy consumption \[81\].

The clustering mechanism adopted in the HEED improves network lifetime compared to the LEACH since the LEACH randomly selects CHs without energy level consideration that resulted in faster death of sensors. Unfortunately, because of a great number of iterations in its execution, the HEED algorithm generates maximum overheads.

3.2.4 Clustering Algorithm for Efficient Energy Saving in WSNs

Moussaoui et al. [77] proposed a clustering algorithm for efficient energy saving that uses a distributed approach to setup non-overlapping clusters while performing CHs rotation as well as carrying out other energy intensive tasks. The proposed algorithm combines parameters such as the cluster size, the transmission power and the energy level of sensors with certain weighting factors properly chosen according to the system needs. The proposal allows only sensors with a sufficient energy level to be selected as CHs while those with low energy prolong their lifetime by performing tasks that require low energy costs. The execution of the proposed algorithm is performed in three phases namely the cluster setup, CHs election and the schedule creation of CHs. At this point, the cluster formation takes place in five steps:

1. Each sensor $s_i$ constructs its neighbor set $NS(s_i)$ that is the set of sensors within its transmission range $tx_{\text{range}}(s_i)$, like given in Equation 3.5

$$NS(s_i) = \{s_j \in V \mid d(s_i, s_j) < tx_{\text{range}}(s_i)\}$$ (3.5)

Where $V$ represents the set of sensors and $d(s_i, s_j)$ is the euclidean distance between sensors $s_i$ and $s_j$.

2. Each sensor $s_i$ computes its equivalency classes $EC(s_i)$ (see Equation 3.6), which is the set of sensors that belong to $NS(s_i)$. Two sensors $s_j$ and $s_k$ belong to the same $EC(s_i)$ if $s_j$ and $s_k$ are neighbors to each other.

$$EC(s_i) = \{s_j \in NS(s_i) \mid \forall s_k \in EC(s_i) \Rightarrow s_j \in NS(s_k)\}$$ (3.6)
3. For each equivalency class $EC$, each sensor computes the combined weight $W_{EC}$, like defined in Equation 3.7.

$$W_{EC(s_i)} = \alpha \cdot |\text{Card}(EC(s_i)) - m| + \frac{2 \cdot \beta}{\left( \text{Card}(EC(s_i)) \right)^2 - \text{Card}(EC(s_i))} \times \sum_{s_j, s_k \in EC(s_i)} d(s_j, s_k) + \gamma \cdot \sum_{s_j \in EC(s_i)} \frac{1}{C_e(s_j)}$$

(3.7)

Where $\alpha$, $\beta$ and $\gamma$ are the weight factors; $\text{Card}(EC(s_i))$ is the size of $EC(s_i)$; $m$ is a defined number that represents the maximum number of sensors within a cluster and $C_e(s_j)$ is the actual energy level of sensor $s_j$. This combined weight metric $W_{EC(s_i)}$ is composed by different components reflecting the number of sensors enclosed by the cluster, the distance among sensors and the energy level of each sensor.

4. Choose equivalency class with the smallest $W_{EC(s_i)}$ as cluster.

5. Repeat the steps 2-4 for the remaining sensors that do not belong to any cluster yet.

After the clustering procedure, sensors are grouped into clusters. Each sensor belongs to only one cluster. Then, each cluster is represented by a CH, which is elected from the nodes set. Thereby, cluster members communicate each other only through their CH. Since CHs perform functions that consume more energy, it is important to re-elect. Schedule creation is the last major issue related to the setup phase. The proposed algorithm utilizes the TDMA scheduling scheme to minimize collisions among sensors. Simulation results proved that the number of clusters decreases with the increase in both the cluster size threshold and the transmission range. However, the average latency increases as the cluster size threshold increases. Thus, a high system throughput can be achieved by limiting or optimizing the size of each cluster.

3.2.5 Hierarchical Energy Efficient Routing Protocol

Nesrine and Ben Jemaa [82] proposed the Hierarchical Energy Efficient Routing Protocol (HEERP) that aims at designing a hierarchy-based multi-path and multi-hop routing algorithm, which guarantees the fiability, simplicity and energy efficiency in order to prolong the network lifetime. The HEERP algorithm allows the formation of hierarchical relations, where sensors can build autonomous relationships without any centralized control mechanism such as cluster and CHs selection. The steps involved in the HEERP algorithm include the construction of the network hierarchy and neighbor tables, data transmission and network maintenance.
The first step enables the hierarchy setup and the neighbor table construction for each sensor. To achieve this, the BS initiates formation of hierarchy by broadcasting an LCREQ packet. Other sensors choose LCREQ packets from sensors with lesser hop count. In this way, sensors store records and keep flooding the packet until the network is constructed. During this process, each sensor keeps in its Parents-information-table the identities of the parent sensors with the less hop towards the BS. After the network construction step, each sensor is ready to send data to its parents. During the data transmission a given sensor risks to run out its battery or to be damaged due to some environmental factors. Therefore, the sensor may lose its path towards the BS and thus data loss will occur. To overcome this problem, the HEERP algorithm introduces some control to ensure reliability. The maintenance step ensures the routing availability by removing entry of faulty sensors. Compared to the LEACH, the HEERP consumes less energy while improving the delay in the packet delivery to the BS.

### 3.2.6 Energy-Aware Clustering Algorithm

Yu et al. [83] proposed a cluster-based routing protocol for WSNs with nonuniform node distribution, which includes an Energy-Aware Clustering Algorithm (EADC) and a cluster-based routing algorithm. The EADC algorithm constructs clusters of even sizes using competition range \( R_c \) in order to well balance the energy consumption among cluster members. The problem of imbalanced energy consumption among CHs due to the nonuniform node distribution is solved by a cluster-based routing algorithm, which disseminates data forwarding task of densely spaced CHs to sparsely spaced CHs with higher energy to balance the energy consumption among CHs by adjusting the energy consumed in the intra-cluster and inter-cluster communication. The proposal supports both multi-hop and single-hop transmission by CHs. The whole process of the proposal is divided into four phases namely the information collection phase, the CH competition phase, the cluster formation phase and the cluster-based routing algorithm.

During the information collection phase each sensor broadcasts within its radio range \( r \), a Node_Msg containing the sensor \( id \) and its residual energy. In the same manner it receives the Node_Msg messages from its neighborhood, according to which, each sensor \( s_i \) calculates the average residual energy \( E_{ia} \) of its neighbors according to the formula given in Equation 3.8. Also, each sensor calculates its waiting time \( t_i \) for broadcasting Head_Msg, according to the formula given in Equation 3.9.

\[
E_{ia} = \frac{1}{d} \times \sum_{j=1}^{d} E_{jr} \tag{3.8}
\]

Where \( E_{jr} \) denotes the residual energy of \( s_j \) that is a neighbor of sensor \( s_i \) and \( d \) is the
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The number of all neighbors of sensor $s_i$.

$$t_i = \begin{cases} T_2 \cdot V_r \times \frac{E_{ia}}{E_{ir}} & \text{if } E_{ir} \geq E_{ia} \\ T_2 \cdot V_r & \text{if } E_{ir} < E_{ia} \end{cases}$$

(3.9)

Where $T_2$ is the duration of the CH competition phase, $E_{ir}$ is the residual energy of $s_i$ and $V_r$ is a real value uniformly distributed in $[0.9, 1]$, which is introduced to reduce the probability that two sensors send $Head_Msg$ at the same time.

During the CH completion phase, if sensor $s_i$ receives no $Head_Msg$ messages when timer $t_i$ expires, it broadcasts the $Head_Msg$ within radio range $R_c$ to advertise that it will be a CH. Otherwise, it gives up the competition. In the cluster formation phase each non-CH sensor chooses the nearest CH and sends the $Join_Msg$ that contains the id and residual energy of this sensor. According to the received $Join_Msg$ messages, each CH creates a sensor schedule list including the $Schedule_Msg$ for its cluster members, the $Schedule_Msg$ is used for telling the cluster members when they can transmit their data to the CH and in other time interval they can alter their state to asleep in order to reduce the energy consumption.

After the formation of clusters, each CH constructs a routing tree among the elected CHs. Therefore, each CH determines whether to communicate directly with the BS or in a multihop manner, based on the threshold value $DIST_TH$. In fact, if the distance from the CH $s_i$ to the BS is less than $DIST_TH$, $s_i$ communicates with the BS directly, and sets the BS as its next hop. Otherwise, the CH $s_i$ communicates with the BS through its next-hop CH $s_j$ based on an indicator called $relay(s_i, s_j)$ given in Equation 3.10. Then, each CH chooses the neighbor CH with the largest relay value and closer to the BS as its next hop. Simulation shows that CHs in EADC are evenly distributed across the sensing area either in the case of randomly deployed or non-uniformly deployed sensing area because of the completion range $R_c$. The proposal significantly improves the network lifetime.

$$relay(s_i, s_j) = \alpha \times \frac{E_{jr}}{E_{max}} + (1 - \alpha) \times \frac{1}{S_{j(cm-num)}}$$

(3.10)

Where $E_{jr}$ is the residual energy of cluster head $s_j$, $E_{max}$ as the maximum initial energy of sensors in the network, $S_{j(cm-num)}$ is the number of cluster members of $s_j$ and $\alpha$ is a real value uniformly distributed in $[0, 1]$. 


3.3 Meta Heuristic based Approaches

3.3.1 Low Energy Adaptive Clustering Hierarchy - Centralized

Unlike the LEACH that is a completely distributed protocol, the LEACH-C [27], which is an amelioration of the LEACH, uses a centralized control algorithm for the selection of CHs and the formation of clusters. At the start of each network round, i.e., during the setup phase, when receiving sensors’ locations and their energy levels during the network initialization step, the BS launches the clustering process. To ensure even distribution of the energy load among all the sensors in the network so that there are no overly-utilized sensors that will run out of energy before the others, the BS computes an average energy level and whichever sensors have energy below this average, cannot be eligible to become CHs. The clusters are chosen to minimize the amount of energy for the non-CH sensors to transmit their data to the CH, by minimizing the total sum of squared distances among all the non-CH and the closest CH according to formula given in Equation 3.11.

\[
f = \sum_{i=1}^{N} \min_{s_k \in K} \left( d^2(s_i, s_k) \right)
\]  

(3.11)

Where \( N \) is the number of sensors; \( K \) is the set of CHs; and \( d(s_i, s_k) \) is the euclidean distance between the sensor \( s_i \) and the CH \( s_k \).

The clustering algorithm in the LEACH-C uses the Simulated Annealing (SA) approach with sensors’ locations and their available power information to build a predetermined number of CHs and so, a fixed number of clusters, each with a certain number of member. In addition, clusters are built such a way that the amount of energy consumed by cluster members in the transmission of their gathered data to their corresponding CH is minimized. Each sensor should choose to become a CH at round \( r \) with probability \( P_i(t) \) given in Equation 3.12.

\[
P_i(t) = \begin{cases} 
\frac{k}{N-k \times \left( r \mod \frac{N}{k} \right)} & \text{if } C_i(t) = 1 \\
0 & \text{if } C_i(t) = 0 
\end{cases}
\]

(3.12)

Where \( r \) is the current round; \( k \) is the expected number of CHs for the current round; and \( C_i(t) \) is the indicator function determining whether or not a sensor \( s_i \) has been a CH in the most recent \( (r \times mod \frac{N}{k}) \) rounds. \( C_i(t) = 0 \) if the sensor \( s_i \) has been a CH and \( C_i(t) = 1 \) otherwise.

Furthermore, once CHs and their associated clusters are found, the BS broadcasts a message that contains the CH id for each cluster members. If a CH id matches its own id, the sensor is a CH; otherwise, the sensor determines its TDMA slot for data transmission.
and goes to sleep until it is time to transmit data. The steady-state phase of LEACH-C is identical to that of LEACH [25]. The LEACH-C approach produces a better positioning of CHs on the sensing area, it slightly reduces the power consumption and data loss compared to LEACH. But the adopted single-hop routing mechanism remains a limitation. However, the LEACH-C protocol improves the LEACH in terms of data delivery at the BS and power consumption.

### 3.3.2 Energy-aware Clustering for WSNs using the PSO Algorithm

Latiff et al. [22] used the Particle Swarm Optimization (PSO) algorithm [62], which is based on social behaviors of bird flocking or fish schooling to design the PSO-C protocol. The proposed protocol implements a centralized clustering algorithm at the BS. It is supposed that, each sensor knows its location. In order to assign sensors to a cluster, the BS, i.e., the clustering algorithm, considers the energy level and the euclidean distance between a sensor and selected CHs. The PSO-C protocol operates in rounds. Each round begins with a setup phase at which clusters are built, followed by a steady state phase.

During the setup phase, sensors send information about their current energy levels and their locations to the BS. Based on these information, the BS computes the average energy level of all sensors. Only sensors with an energy level above the average are eligible to be candidates for a CH position for the current round. A defined cost function that aims at minimizing the intra-cluster distance while optimizing the power consumption of sensors is adopted. This allows the selection of the best set of CHs that can maximize the cost function. Then, the BS runs the PSO algorithm to determine the best \( K \) CHs that can minimize the cost function given in Equation 3.13.

\[
f = \beta \times f_1 + (1 - \beta) \times f_2
\]

\[
f_1 = \max_{1 \leq i \leq K} \left( \sum_{s_i \in C_p,k} \frac{d(s_i, CH_{p,k})}{|C_{p,k}|} \right)
\]

\[
f_2 = \frac{\sum_{i=1}^{N} E(s_i)}{\sum_{k=1}^{K} E(CH_{p,k})}
\]

(3.13)

Where \( \beta \) is a user-defined weight factor; \( N \) is the number of sensors; \( |C_{p,k}| \) is the number of sensor that belong to cluster \( C_k \) of particle \( p \); \( f_1 \) is the maximum average euclidean distance of sensors and to their associated CHs; and \( f_2 \) is the ratio of total initial energy of all sensors with the total current energy of CHs’ candidates in the current round.

Therefore, when the BS has identified the optimal set of CHs and their associated cluster members, it informs each sensor the cluster and the \( id \) of the CH in which it belongs. The sensors that becomes a CH acts as a local control centre to coordinate the data transmission in its cluster. The CH sets up a TDMA schedule for its members to avoid
collisions among data messages, allowing the radio devices of each member to be turned off at all times, except during their transmission time, to further reduce sensors’ energy consumption. When receiving all gathered data by its cluster members, the CH aggregates and transmits the aggregated data to the BS by using a fixed spreading code and CSMA approach.

Authors compared the PSO-C protocol with the above described LEACH and LEACH-C protocols. The results show that PSO-C outperforms the compared protocols in terms of network lifetime and throughput. In their performance comparison, authors found that the PSO-C protocol outperforms the Genetic Algorithm (GA) and K-means based clustering protocols in terms of the convergence of the defined cost function, the data delivery and the network lifetime. In spite of the promising performance outputted by this swarm intelligence based algorithm, the PSO-C protocol assumes that sensors know their location. This fact seems not realistic for randomly deployed sensors and thus, non-scalable.

### 3.3.3 Cluster-based WSN Routing using the ABC Algorithm

The ABC algorithm [64], which is inspired by foraging behaviors of honeybee swarms has been successfully used to design clustering algorithms [13, 23]. Karaboga et al. [23] proposed the ABC-C protocol, a cluster-based routing algorithm having no global positioning system, inspired by the ABC metaheuristic. The clustering mechanism of the proposed protocols is based on the clustering technique of the LEACH [25] protocol where CHs perform data aggregation. CHs use TDMA MAC in intra-cluster communication and CDMA MAC communication with the BS. The clustering and routing strategy is performed at the initialization phase, as a centralized control mechanism at the BS and information messages about the configuration and cluster organization are broadcast over the network. At this stage, information about the distances between all sensors and their energy status are gathered. Indeed, to obtain the values of distances, sensors send advertisement messages to the network. When receiving these advertisement messages at various signal strengths, each sensor computes distances $d_{ij}$ between sensors $s_i$ and $s_j$ according to the formula given in Equation 3.14.

\[
d_{ij} = c \times \frac{\sqrt{P_r}}{4\pi \cdot f} \times \frac{1}{\sqrt{P_s}}
\]

(3.14)

Where $f$ is the communication frequency; $c$ is the speed of the light; $P_r$ is the received signal strength; and $P_s$ is the sender signal strength.

After receiving and calculating cross-distance values, sensors send these values to the BS. These information are used in the selection process, which is achieved with a centralized program using the ABC algorithm. In this algorithm, the selection process of CHs is
achieved using the fitness function obtained analytically in which the communication energy is considered as the significant factor. In the first step, cluster organization is made by selecting the CHs for the current round. Then, sensors are joined to the nearest CHs. After this selection process, periodical data from the network is gathered by cluster members and sent to CHs as the second step. Similar to the LEACH approach, the ABC-C performs the election of CH periodically. This choice introduces overhead communication in the network. However, because in their proposed semi-distributed approach, the CH election step is achieved in a centralized manner by the BS, the energy cost of the CH election process is minimized on sensor nodes.

3.3.4 Multi-tier Cluster-based Routing Protocol for Sensor Networks

da Silva Rego et al. [84] introduced the Bee-C that is a multi-tier cluster-based routing protocol for sensor networks. Based on LEACH-C algorithm, the Bee-C is a bio-inspired algorithm inspired by the Honey Bee Mating Optimization (HBMO) [85], which is based on the reproduction behaviors of honeybees. Like LEACH [25] and LEACH-C [27] protocols, the main idea in the Bee-C design is the energy saving. To achieve this goal, authors designed a network with a continuous data dissemination, principally for the energy saving purpose. Besides the use of a metaheuristic algorithm, Bee-C implements new objective functions that aim at optimizing the energy consumption. The Bee-C protocol works in rounds, the time of each round is defined as a parameter of the protocol. Each round is composed of two phases: cluster formation and data transfer.

The construction of CHs phase is carried out similarly to LEACH-C, where each sensor sends its location and its amount of energy to the BS. According to the data, the BS computes the average consumed energy. Only the sensors with energy level over the average are eligible to become CHs. To find the best clusters, the BS performs the HBMO-based algorithm, to minimize or maximize the objective functions of the algorithm. The first objective function (see Equation 3.15) is calculated by obtaining the sum of the averages of the remaining energy of sensors in each cluster. The second objective function given in Equation 3.16 is the combination of three sub-objective functions where one of the sub-objective functions is the objective function of the LEACH-C algorithm.

$$F_1 = \sum_{k=1}^{p} \frac{E_{T_k} - E_{C_k}}{N_k}$$ (3.15)

Where $p$ is the number of clusters; $E_{T_k}$ is the total energy of the cluster $k$; $E_{C_k}$ is the total spent energy by the cluster $k$; and $N_k$ is the number of sensors in the cluster $k$.

$$F_2 = \left( \sum_{i=1}^{N} \min_{s_k \in K} \left( d^2(s_i, s_k) \right) \right) \times \left( \sum_{i=1}^{N} \frac{E(s_i)}{E_{s_k}} \right) \times \left( \sum_{k=1}^{K} d(s_k, BS) \right)$$ (3.16)
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Where $K$ is the set of CHs; $E(s_i)$ is the energy of the sensor $s_i$; $E(s_k)$ is the energy of the CH $k$; $d(s_i, s_k)$ is the euclidean distance between sensor $s_i$ and the CH $s_k$; and $d(s_k, BS)$ is the euclidean distance from the CH $k$ to the BS.

The Simulation of the Bee-C showed the gains with the two objective functions, in regards to the number of packets sent to the BS, the network lifetime and the total network coverage time. Unfortunately, while increasing the number of sensors, the Bee-C protocol delivers poor results, it simply means that the protocol is not scalable.

3.3.5 Energy-Efficient Clustering and Routing Algorithms for WSNs

A semi-distributed clustering strategy based on Non Linear (NLP) and linear Programming (LP) formulations of the clustering and routing problem is proposed by Kuila and Jana [16]. These problems are solved by proposing algorithms based on the PSO. The routing algorithm is developed with a trade-off between transmission distance and number of data forwarded with an efficient particle encoding scheme and multi-objective fitness function. The clustering algorithm is presented by considering energy conservation of sensors through load balancing.

The proposal considers a WSN model where all the sensors are randomly deployed along with a few gateways and once they are deployed, they become stationary. A sensor can be assigned to any gateway if it is within the communication range of the sensor. The network setup is performed in three phases namely: the bootstrapping, the route setup and the clustering. During the bootstrapping process, all sensors and gateways are assigned unique identifiers. Then all sensors and the gateways broadcast their identifiers using CSMA/CA MAC layer protocol. Therefore, the gateways can collect the identifiers of the sensors and the other gateways which are within their communication range and finally send the local network information to the BS. Now, using the received information of the network, the BS executes the routing and clustering algorithm. Then, all the gateways are informed about their next hop relay sensor towards the BS and the sensors are also informed about the id of the gateway they belong to. Then the gateways provide a TDMA schedule to their sensor members for intra cluster communication. Gateways use slotted CSMA/CA MAC protocol to communicate with its next hop relay sensor.

The routing problem is solved by minimizing the maximum transmission distance between two sensors in the routing path and maximum hop count. The first objective (see Equation 3.17) is to minimize the maximum distance ($Max_{Dist}$) between two sensors and the second objective (see Equation 3.18) is to minimize the maximum number ($Max_{Hop}$) of hops used by the gateways.

\[
Max_{Dist} = \max_{1 \leq i \leq M} d\left(g_i, NextHop(g_i)\right) \quad (3.17)
\]
Where $g_i$ is the $i^{th}$ gateway; $NextHop(g_i)$ denotes the next gateway towards the BS; and $d\left(g_i, NextHop(g_i)\right)$ is the distance between the gateway $g_i$ and its subsequent.

\[
MaxHop = \max_{1 \leq i \leq M} \left( HopCount(g_i) \right)
\]  

(3.18)

Where $HopCount(g_i)$ denotes the number of next hops required to reach to the BS from $g_i$.

The proposed fitness function enables a good balancing of consumed energy by CHs. Like the approach presented in [23], the cluster formation is done in a centralized manner. The proposed algorithms improve the network lifetime, but it seems not realistic for randomly deployed environments.

3.3.6 PSO protocol for Hierarchical Clustering in WSNs

Elhabyan and Yagoub [29] proposed a centralized PSO based protocol for hierarchical clustering (PSO-HC) in WSNs, which uses a realistic energy model. The clustering algorithm of the PSO-HC protocol is implemented at the BS. The PSO-HC includes a PSO-based clustering protocol with a trade-off between energy efficiency, network coverage and data transmission reliability; and a PSO-based routing protocol with a novel particle encoding scheme for complete routing tree solution and derivation of efficient multi-objective fitness function.

In the PSO-HC, each round consists of two phases, the setup phase and the steady state phase. In the setup phase, the network is configured. Indeed, the setup phase consists of a Neighbor discovery and transfers the collected information on the network to the BS. Based on the information the BS received, the BS will compute the average energy level of all sensors. Only sensors with an energy level above the average are eligible to be candidates to a CH position for this round to ensure that only nodes with sufficient energy are selected as CHs. The BS will use these information to find the optimal set of CHs and their associated cluster members as well as relay nodes and optimal routes from those CHs to the BS.

The clustering mechanism takes into consideration the sensor’s received signal strength and its energy level. The received signal strength helps in the evaluation of the communication link quality between two sensors. To improve the scalability, a two-tier cluster is adopted in such a way that the coverage is maximized. A multi-objective fitness function in both the clustering and routing problem is considered in the PSO-HC.

Like PSO-C [22], LEACH [25] and LEACH-C [27] protocols, the network operating time is splitted into rounds in which CHs are selected. In the steady-state phase, each non-CH sensor uses its TDMA schedule to transmit its data to its respective CH. When a CH receives this data, it uses its next relay sensor to forward the data to the BS. When
a non-CH sensor finishes its data transmission slot, it enters the sleep state to save its energy.

The PSO metaheuristic is exploited in the selection of a minimal number of active CHs. In fact, since the whole coverage of the network is not well guaranteed in the case of a fixed number of CHs, authors consider a predetermined percentage of CHs according to the network density. The performance analysis shows that PSO-HC outperforms PSO-C, LEACH-C and LEACH protocols in terms of the average consumed energy and the throughput.

### 3.3.7 Energy-efficient and Scalable Multipath Routing Protocol for WSNs

Cai et al. [21] proposed an amelioration of Bee-C called Bee-Sensor-C. Principally designed for event driven sensor networks, the Bee-Sensor-C protocol uses a dynamic clustering scheme in order to reduce the routing overhead and improves the scalability. Authors adopted an on-demand multipath cluster-based routing mechanism inspired by some foraging behaviors of a bee swarm. Indeed, the Bee-Sensor-C builds a cluster structure and selects the CH when an event occurs. Bee-Sensor-C is mainly divided into three phases namely: the cluster formation, the multipath construction and the data transmission. The first phase is to build cluster structure when an event happens. The second phase consists of the construction of multipath between a CH and relative sink, followed by carrying data to sink through the stochastically selected path. The last phase consists of the route maintenance.

Concretely, when an event occurs in a place of the sensing environment, all sensors close to that event may need to gather and transfer the data. So, the first sensor that declares the event becomes the CH and other sensors have to follow him and by this way, a cluster is constructed. The multipath construction between CH and destination sensor is done by computing a reward value according to the formula given in Equation 3.19.

\[
R_{jp} = \frac{w_1 E_{avg} + (1 - w_1) E_j^p}{H_{jp}}
\]  

(3.19)

Where \(E_{avg}\) is the average remaining energy of the path; \(w_1\) is the control parameter and \(H_{jp}\) is the number of hops to reach the sensor \(s_p\) from sensor \(s_j\). At the last phase, when the backward scout with unique path id arrives at the CH, it recruits foragers and data is transmitted through the stochastically selected path by computing the dance number which represents the quality of the path according to the formula given in Equation 3.20.

\[
DN_{pid} = \left\lceil \frac{(\beta - H_{pid} \times (w_2 (E_{initial} - E_{avg}) + (1 - w_2) E_{min}))}{\gamma} \right\rceil
\]  

(3.20)

Where \(w_2\) is the weight value; \(\gamma\) and \(\beta\) are user-defined constants; \(E_{initial}\) is the initial
energy of sensor; $E_{\text{min}}$ is the minimum residual energy in the path, $E_{\text{avg}}$ is the average residual energy of sensors in the path; and $H_{\text{pid}}$ is the hop count of the path.

However, the adopted on demand cluster construction will introduce a great overhead in a case of high event-driven and large-scale networks. Nevertheless, compared to Bee-C, Bee-Sensor-C improves the whole network performance.

### 3.4 Synthesis

The aforementioned protocols and many others in the literature excepting those in [13, 29], adopted the first order energy model initially proposed by Heinzelman et al. [27] for the LEACH-C protocol. Of course, it is the first stable theoretical modelling of energy consumption for radio sensors, but that model seems not realistic. Indeed, in this energy model, authors haven’t taken into account the energy of listening that is known to be non-negligible in power discharging of a wireless sensor battery [7]. Moreover, similar to the previous PSO-C protocol, most of the existing clustering and routing protocols suppose that sensors know their locations. This implicitly implies that sensors are equipped with localization hardware. It is not realistic for large scale networks and also it leads to the use of costly sensors. Furthermore, that energy model is essentially based on the distance between the sender and the receiver for evaluating the link quality. Yet, a number of research demonstrated that the distance is not a valid criteria for the evaluation of the quality of a link in a WSN. The most convincing work that justifies this assertion is the empirical study of low-power wireless achieved by Srinivasan et al. [6].

Table 3.1 presents a comparison of the aforementioned clustering protocols.

### 3.5 Conclusion

In this chapter, we provided a comprehensive review of the most relevant heuristic and metaheuristic cluster-based routing protocols. Some of them will be used principally for the comparison purpose with contributions presented in Chapter 4 and Chapter 5.
Table 3.1: Synthesis of cluster-based protocols

<table>
<thead>
<tr>
<th>Clustering protocol</th>
<th>method</th>
<th>approach</th>
<th>CHs¹</th>
<th>Energy model</th>
<th>Link quality based on</th>
<th>Location awareness</th>
<th>Connectivity to the BS</th>
<th>Network type</th>
<th>Protocol Objective</th>
<th>EE²</th>
<th>TH³</th>
<th>SC ⁴</th>
<th>LQ⁵</th>
</tr>
</thead>
<tbody>
<tr>
<td>LEACH [25]</td>
<td>Distributed</td>
<td>Prob./Random</td>
<td>Variable</td>
<td>First order</td>
<td>Distance</td>
<td>No</td>
<td>Single-hop</td>
<td>Ho.⁷</td>
<td>✓ x x x</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EEHC [79]</td>
<td>Distributed</td>
<td>Prob./Energy</td>
<td>Fixed</td>
<td>First order</td>
<td>Distance</td>
<td>No</td>
<td>Single-hop</td>
<td>Ho./He.⁸</td>
<td>✓ x x x</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HEED [26]</td>
<td>Distributed</td>
<td>Prob./Energy</td>
<td>Variable</td>
<td>First order</td>
<td>Distance</td>
<td>No</td>
<td>Multi-hop</td>
<td>Ho.</td>
<td>✓ x x x</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CAEES [77]</td>
<td>Distributed</td>
<td>Link/Energy</td>
<td>Variable</td>
<td>First order</td>
<td>Distance</td>
<td>No</td>
<td>Single-hop</td>
<td>Ho.</td>
<td>✓ ✓ x x</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HEERP [82]</td>
<td>Distributed</td>
<td>Link</td>
<td>-</td>
<td>First order</td>
<td>Distance</td>
<td>No</td>
<td>Multi-hop</td>
<td>Ho.</td>
<td>✓ x ✓ x</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EADC [83]</td>
<td>Distributed</td>
<td>Prob./Energy</td>
<td>Variable</td>
<td>First order</td>
<td>Distance</td>
<td>No</td>
<td>Multi-hop</td>
<td>Ho./He.</td>
<td>✓ ✓ x x</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LEACH-C [27]</td>
<td>Centralized</td>
<td>SA</td>
<td>Fixed</td>
<td>First order</td>
<td>Distance</td>
<td>Yes</td>
<td>Single-hop</td>
<td>Ho.</td>
<td>✓ x x x</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bee-C [84]</td>
<td>Centralized</td>
<td>HBMO</td>
<td>Fixed</td>
<td>First order</td>
<td>Distance</td>
<td>Yes</td>
<td>Multi-hop</td>
<td>Ho.</td>
<td>✓ x x x</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PSO-C [22]</td>
<td>Centralized</td>
<td>PSO</td>
<td>Fixed</td>
<td>First order</td>
<td>Distance</td>
<td>Yes</td>
<td>Single-hop</td>
<td>Ho./He.</td>
<td>✓ x ✓ x</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ABC-C [23]</td>
<td>Centralized</td>
<td>ABC</td>
<td>Fixed</td>
<td>First order</td>
<td>Distance</td>
<td>No</td>
<td>Single-hop</td>
<td>Ho./He.</td>
<td>✓ ✓ x x</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EECRA [16]</td>
<td>Centralized</td>
<td>PSO</td>
<td>Fixed</td>
<td>First order</td>
<td>Distance</td>
<td>No</td>
<td>Multi-hop</td>
<td>Ho./He.</td>
<td>✓ ✓ x x</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PSO-HC [29]</td>
<td>Centralized</td>
<td>PSO</td>
<td>Fixed</td>
<td>CC2420</td>
<td>RSSI</td>
<td>No</td>
<td>Multi-hop</td>
<td>Ho./He.</td>
<td>✓ ✓ ✓ ✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bee-Sensor-C [21]</td>
<td>Distributed</td>
<td>PSO</td>
<td>Fixed</td>
<td>First order</td>
<td>RSSI</td>
<td>No</td>
<td>Multi-hop</td>
<td>Ho.</td>
<td>✓ x ✓ x</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

¹The number of CHs
²Energy Efficiency
³Throughput
⁴Scalability
⁵Link Quality
⁶Probabilistic
⁷Homogeneous
⁸Heterogeneous
Part II

Contributions
Chapter 4

A Self-organized Clustering Algorithm for WSNs: the honeybee swarms nest-sites selection process based approach

4.1 Introduction

In this chapter, we proposed a distributed clustering approach based on the nest-sites selection process of a honeybee swarm. In the design of our proposed algorithm called NEST, we focused on the distribution of load balancing among each cluster member in order to extend the network lifetime. The performance of the proposed approach was evaluated by performing extensive experiments and the results demonstrated that our algorithm delivers better performance in terms of network lifetime, energy consumption and amount of packets received by the base station. The main contributions can be summarized as follows: social decision-making process formulation of the clustering problem; proposition of a cost-based fitness function; proposition of a clustering algorithm that includes a tradeoff between the energy consumption and the quality of the communication link; simulation of the NEST to demonstrate its performance compared to some existing protocols.

The rest of the chapter is organized as follows: some assumptions and adopted network model are presented in Section 4.2; in Section 4.3, the design goals are presented; the details of the proposed clustering approach are analyzed in Section 4.4; this is followed by simulation and discussion in Section 4.5; and we conclude this chapter in Section 4.6.
4.2 Network model

4.2.1 Assumptions

We considered a network with \( N \) stationary randomly deployed sensors on a \( M \times M \) square. The set of sensors is represented by \( S = \{ s_1, s_2, \ldots, s_N \} \). We also assume that the BS is stationary. Each sensor has a unique identifier \( i \in [1, N] \). A sensor can communicate with another sensor if the sensor is within its communication range. We consider that all sensors are homogeneous. Also, sensors’ batteries cannot be recharged and each sensor has power control capabilities to vary their transmit/receive power.

We suppose that, the location \( (x_i, y_i) \in \mathbb{R} \) of each sensor \( i \) is represented by \( \theta^i \). We assumed that all sensors are locations unaware, but the location of the BS is known by each sensor. The BS is outside the sensors square, near the middle edge of the square, and has sufficient resources. Each sensor can receive a message from another, if it is in the communication range of the sender sensor. It is supposed that, the communication range \( R_c = 2 \cdot \pi \times d_s \) of the sensor \( s_i \), is a circular region where the sensor is at the center. The sensing distance is denoted by \( d_s \). In fact, a given sensor \( s_i \) located on \( \theta^i \) with a sensing range \( d_s \) can sense information on locations \( \theta^m \) if the Euclidean distance between these two points respects the condition given in Equation 4.1.

\[
\sqrt{(x_i - x_m)^2 + (y_i - y_m)^2} \leq d_s
\]  

(4.1)

Table 4.1: The used Notations in the NEST Algorithm

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Cl_m )</td>
<td>Cluster members</td>
</tr>
<tr>
<td>( CH_f(i) )</td>
<td>Followers of CH ( i )</td>
</tr>
<tr>
<td>( CH_{c} )</td>
<td>CH candidate</td>
</tr>
<tr>
<td>( CH_{c}(i) )</td>
<td>Set of CH_( c ) received by sensor ( i )</td>
</tr>
<tr>
<td>( \epsilon_1 )</td>
<td>Minimum energy level to be CH_( c )</td>
</tr>
<tr>
<td>( \epsilon_2 )</td>
<td>Quality assessment threshold</td>
</tr>
<tr>
<td>( \epsilon_s )</td>
<td>Dance decay rate</td>
</tr>
<tr>
<td>( R_c )</td>
<td>Communication range</td>
</tr>
<tr>
<td>( T_1 )</td>
<td>Time of initialization step</td>
</tr>
<tr>
<td>( T_2 )</td>
<td>Time of CH election step</td>
</tr>
</tbody>
</table>

Table 4.1: The used Notations in the NEST Algorithm

In addition, in order to design our approach, we proposed in Table 4.3, a few analogies between some features of the bee colony and sensor network elements. We consider that our WSN consists of a number of bee colonies that are seen as clusters. Also, for simplicity reasons, we suppose that all colonies are closed to each other and are located on a defined network square.
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Table 4.2: Messages in the NEST Algorithm

<table>
<thead>
<tr>
<th>Message</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHc(MSG)</td>
<td>Cluster candidate message</td>
</tr>
<tr>
<td>CH(FOLLOW)</td>
<td>Cluster join message</td>
</tr>
<tr>
<td>CH(TDMA)</td>
<td>TDMA scheduling message</td>
</tr>
<tr>
<td>ELECT</td>
<td>Election message</td>
</tr>
</tbody>
</table>

Table 4.3: Considered analogies between a Bee Colony and a Sensor Network

<table>
<thead>
<tr>
<th>Bee colony</th>
<th>Sensor network</th>
</tr>
</thead>
<tbody>
<tr>
<td>Queen</td>
<td>CH</td>
</tr>
<tr>
<td>Nest-site</td>
<td>CH location</td>
</tr>
<tr>
<td>Colony</td>
<td>Cluster</td>
</tr>
</tbody>
</table>

4.2.2 Energy model

We used a simplified energy model introduced by Heinzelman et al. [27] and adopted by most proposals in cluster-based sensor networks like those presented in [16, 23, 55, 56]. In this model, authors describe a free space and multi-path fading channels depending on the distance between the source and the destination. In fact, the transmission energy depends on the threshold distance \( d_0 \). If the distance from the source to the destination is less than \( d_0 \), the free space \( \epsilon_{fs}(pJ/(\text{bit.m}^{-2})) \) parameter is used, otherwise, the multi-path \( \epsilon_{mp}(pJ/(\text{bit.m}^{-2})) \) parameter is used. To transmit \( b \)-bits of data over a distance \( d \), the energy of transmission \( E_T(b, d) \) is given by Equation 4.2:

\[
E_T(b, d) = \begin{cases} 
  b \times E_{elec} + b \cdot \epsilon_{fs} \cdot d^2 & \text{if } d < d_0 \\
  b \times E_{elec} + b \cdot \epsilon_{mp} \cdot d^4 & \text{if } d \geq d_0 
\end{cases}
\]  

(4.2)

Where:

- \( E_{elec}(\text{nJ/bit}) \) is the sum of electrical energy required by digital coding, modulator and some other electronic circuits, to transmit or receive one bit of data.

- \( \epsilon_{fs} \) is the required energy by the amplifier to send data directly to the recipient.

- \( \epsilon_{mp} \) is the required energy by the amplifier to send data by using other sensors in a multi-hop way.

- \( d_0 = \sqrt{\frac{\epsilon_{fs}}{\epsilon_{mp}}} \)

The amount of energy expanded by the radio to receive \( b \)-bits of data is given by Equation 4.3.
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\[ E_R(b, d) = b \times E_{elec} \]

(4.3)

In addition to the \( E_{elec} \), we considered the energy of data aggregation \( E_{agg} \) and the energy of sensing \( E_{sen} \).

4.3 Design Goals

Unlike most existing centralized bio-inspired clustering approaches, we designed a completely distributed approach for clustering in WSNs. In fact, most nature-inspired proposed clustering processes are centralized [16, 20, 23, 55, 56]. In these approaches, the clustering algorithms are performed in a BS and generally each sensor knows its location that it communicates to the BS. The BS retrieves all sensor locations, their energy levels and performs the clustering algorithm. Then, the BS sends a message to each sensor in order to inform it the cluster in which it belongs and the id of its corresponding CH. Designing a honeybee based technique for the choice of the CH and thus, for the formation of clusters in a distributed way, i.e., by the sensors themselves, would be a novel approach.

Certainly, the creation of completely distributed clustering protocols in WSNs is a very appealing and important line of research, given the limitations exhibited by centralized approaches. At first sight, the realization of such an approach seems not very interesting for WSNs. Indeed, the collective designation of a CH causes a lot of communication in the network, resulting in a lot of overhead. But, given the requirements in terms of applications, it is imperative that the sensor networks become smarter.

To achieve this goal, we proceed according to the BeeAdHoc approach introduced by Wedde et al. [86], which uses some foraging behaviors of honeybees to design an energy efficient routing algorithm for Mobile Ad Hoc Networks. We made a little abstraction by using some features of swarm intelligence in order to simulate a collective decision in WSNs. Especially in our case, it is possible to use just a few steps of the nest-sites selection process in particular: quality assessment and dance strength determination. According to the aforementioned goals, we proposed a clustering approach in which CHs are elected in a distributed manner. In the NEST algorithm, there is no periodical cluster-reformation as adopted by most approaches [13, 16, 23, 27, 56], but a new CH is elected by the cluster members when the quality of the actual CH becomes less than the given threshold.

4.4 Proposed Clustering Protocol

In this Section, our distributed bee inspired clustering algorithm is described. First, an overview of our proposed approach is presented and then the details of the constituent
4.4. Proposed Clustering Protocol

steps are given.

4.4.1 Overview of our approach

Like the categorization of the collective behaviors of social insects achieved by Garnier et al. [73], our approach includes four functions: coordination, cooperation, deliberation and collaboration. The coordination function is achieved in the network initialization, the cooperation and the deliberation functions are achieved in the selection of the CHs while the collaboration function consists of network scheduling. Similarly to the existing distributed clustering protocols for WSNs, the proposed scheme at its core follows the same steps as other distributed clustering protocols: sensors competing to be CHs, sending their bids, other sensors selecting the best CHs by following the best bids.

Even so, the innovation introduced by our approach is on how the best CHs are chosen by normal nodes. Indeed, in the honeybees nest-sites selection process, honeybees remain on the temporary site and follow the waggle dance performed by each scout bee that has discovered a potential nest-site, in order to select the best dancer. This selection is called dance strength determination. The CH selection approach is based on the dance strength determination, modeled by Equation 4.8 and Equation 4.9 and this is well explained in Section 4.4.3.

Initially, there is the node-competition after which the CH is elected, followed by the formation of clusters and these clusters cannot change during the network lifetime and finally, when a CH dies, there is the election of a new CH within the cluster. This is another innovation of our proposed approach. Indeed, when the CH finds that its energy level is below the threshold, it informs its CH and initiates the CH election process within the cluster. Unlike LEACH [25], HEED [26] and other distributed clustering approaches, each proceeding CH election is launched if and only if it is necessary, i.e., when the CH energy level is lower than the threshold value $\varepsilon_t$. This is an added value in the proposal.

The design of the proposed clustering approach takes into consideration the fact that, sensors are uniformly distributed according to the discrete uniform probability distribution, see Equation 4.4. Each sensor can be a candidate to a CH status, if that sensor is eligible to certain criteria. At the initialization step during $T_1$, each sensor computes its quality assessment according to Equation 4.6. If that quality is above the threshold $\varepsilon_t$, then the sensor becomes a CH and broadcasts its status by sending a $CH_{c}\_MSG$.

After the initialization step, all CH are known and the election process can start. During $T_2$, when a sensor receives just one candidature for the CH status, that sensor follows the CH by sending a $CH_{FOLLOW}$ message. In case of receiving more than one candidature, each CH will execute a waggle dance in order to determine the best candidate. In
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fact, the sensor that receives these candidatures will compute the dance strength of each CH_c according to Equation 4.9. These actions occur during the first part of T_2. In the second part of T_2, if a CH_c does not receive a CH_FOLLOW message, i.e., each sensor that is not a CH, it changes its status to normal node and then it joins a CH_c for which, it received a CH_c_MSG by sending a CH_FOLLOW message. This will be done in the same way as actions described in the first part of T_2.

At the last step (T_3), every sensor knows its CH, each CH knows its CH_f list and all clusters are built. During this steady state phase, each CH establishes a TDMA scheduling in order to indicate to each Cl_m, the time in which they will report their gathered data.

In fact, as proposed in [12, 23, 55], the CHs divide the time into frames, and during each frame, each Cl_m has one reserved slot: a broadcast slot, in which a Cl_m sends its gathered data to its CH. This based scheduling method is adopted here in order to avoid collisions among data messages throughout the network. The inter-cluster and CH to BS communication is achieved by using CDMA while intra-cluster communication is done by TDMA.

4.4.2 Initialization step: CH candidate

Each sensor has the same chance to become a CH_c. By taking into consideration the fact that all sensors are uniformly distributed, it is therefore necessary to use a constant probability distribution in order to give the same chance to each sensor to be a CH. We used the discrete uniform probability distribution. The probability density function for the discrete uniform distribution is given by \( P(i|N) \), which is the probability of choosing one sensor among \( N \) sensors, see Equation 4.4. Since the number of sensors is fixed, the uniform discrete probability is a constant.

\[
P(i|N) = \frac{1}{N} I_{1,...,N}(i) \quad (4.4)
\]

The quality of the CH_c i, i.e., the sensor located at \( \theta^i \) is calculated by the function \( J(\theta^i) \), see Equation 4.5. In our case, because sensors are locations unaware, we brought back the computation of the quality \( J(\theta^i) \) to the residual energy of the sensor \( i \).

\[
J(\theta^i) = \frac{\text{Actual Energy of sensor } i}{\text{Initial Energy of sensor } i} \quad (4.5)
\]

So, each sensor computes its quality assessment \( S^i(k) \), see Equation 4.6, where \( k \) is an ordering number that counts the number of participations of a sensor in the CH election process.
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\[ S^i(k) = \begin{cases} 
1 & \text{if } P(i) \times J(\theta^i(k)) + \Omega^i(k) > \varepsilon_t \\
0 & \text{else} 
\end{cases} \tag{4.6} \]

Where \( \Omega^i(k) \) is a certain error/noise due to the transmission channel. As considered in [74], the sensor \( i \) randomly and uniformly takes this error into \([-0.1, 0.1]\), i.e., in the order of 10%.

Therefore, the set of potential nest-site \( NS_p \), i.e., the list of \( CH_c \) is given by Equation 4.7.

\[ NS_p(k) = \{ i \mid S^i(k) = 1 \} \tag{4.7} \]

Each sensor \( i \in NS_p(k) \) broadcasts a \( CH_{c,MSG} \).

4.4.3 CH competition step: dance strength determination

At \( CH \) election time \( k \), when a sensor receives more than one candidature, it has to proceed to a dance strength determination in order to choose the best nest-site, i.e., the best \( CH_c \). Each \( CH_c \) has to perform a waggle dance and the best \( CH_c \) will be the one that will perform a maximum number of waggle dances. For simplicity reasons, the dance strength is determined by the sensor that receives more than one candidate. To achieve this, the sensor \( i \) has to choose the best candidate \( b \in CH_c(i) \) that will execute the maximum dance strength \( L^j(k), j \in CH_c(i) \). The corresponding cost-based fitness function that takes into account the energy objective and the received signal strength objective is given by Equation 4.8 and Equation 4.9.

\[ j \in CH_c(i) \mid L^j(k) = \max_{m \in CH_c(i)} \{ L^m(k) \} \tag{4.8} \]

\[ L^j(k) = \frac{S^j(k)}{\gamma_{ij} - \varepsilon_s \cdot (k - 1)} \tag{4.9} \]

Where \( \gamma_{ij} \) is the strength of the received signal by \( s_i \) from \( s_j \). This parameter represents the quality of the communication link between \( s_i \) and \( s_j \). For simplicity reasons, in our implementation we consider \( \gamma_{ij} \) as the distance between \( s_i \) and \( s_j \).

When the best \( CH_c \) is determined, the sensor \( i \) sends a \( CH_{FOLLOW} \) message. If there are \( CH_c \), which have not received a \( CH_{FOLLOW} \) message, they have to follow a \( CH_c \) in the same manner as described previously. After the reception of all following messages, each \( CH \) constructs its followers’ list \( CH_{f}(i) \). These lists represent the clusters of the network. Each cluster is constituted by the \( Cl_m \).
4.4.4 Scheduling step and CH election strategy

During the network scheduling time, each CH builds a TDMA and informs each Cl_m, the moment they must send their gathered data. Thus, to save energy, each sensor turns off its radio and activates it only for transmission when its slot time comes. Concerning the proceeding CH election, each CH which finds that its energy level is lower than the threshold $\varepsilon_l$, launches the above described election process for a new CH election within the same cluster.

Furthermore, in simulation, the threshold $\varepsilon_l$ is fixed in a way that when the CH launches the election of the new CH, its energy is not depleted. When the new CH is elected, the old one will act like a follower as the others and it will perform the sensing task and the sending of its gathered data to its new CH.

4.4.5 Proposed clustering algorithm

Our proposed distributed clustering approach inspired by the biological principles of nest-sites selection process of honeybee is resumed in the following algorithm. This algorithm is executed locally by each sensor and maintains the four functions categorized in [73] that permit a self-organization and self-adaptive features on the network.

4.4.6 Complexity analysis

In this section, the complexity analysis of the proposed algorithm (Algorithm 4.1) is performed. Since all sensors are assumed to be the same in terms of enabled features, we evaluate the complexity of the execution of the NEST algorithm on one sensor. During the clustering process, i.e., in steps 1 and 2 of Algorithm 4.1, the algorithm complexity is $O(m)$ if the current sensor is a CH and $O(1)$ if the current sensor is a follower of a given CH. Where $m$ is the number of followers of the current sensor. While in the data routing process, i.e., in the scheduling step, in which each sensor has the main function of sending or receiving the gathered data, the the convergence time is in the order of $O(m \cdot b)$ for CH sensors and $O(1)$ for followers. Where $b$ represents the size of the data packet.

4.5 Simulation and Discussion

To evaluate the performance of the proposed algorithm, we analyzed three principle metrics. First, the network re-clustering is observed, i.e., the number of CH elections during the network scheduling time. Then, we observed the network lifetime that is an important characteristic usually analyzed in the performance evaluation of sensor networks by measuring the power consumption, the energy efficiency, the time at which the first sen-
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Algorithm 4.1 Algorithm Simulating the NEST

BEGIN

Step 1: CH candidate, /* Step duration: $T_1$ */
1. $k = 1$ /* $k$ is the number of participations in the election process */
2. $STATE = 1$
3. /* if $STATE$ is set to 1, the sensor is in the election process */
4. 1.1. Compute the quality assessment according to Equation 4.6.
5. 1.2. if $S^i(k) = 1$ then
6. Broadcast a $CH_cMSG$

Step 2: Reception and confirmation of candidature /* Step duration: $T_2 = t_2 + t_2^*$ */
2.1. First part /* duration: $t_2$ */
7. if $S^i(k) = 1$ then
8. Wait for a $CH_FOLLOW$ message
9. else
10. 2.2. if $\text{length}(CH_c(i)) \geq 2$ then
11. Proceed to a dance strength determination according to Equation 4.8 & 4.9
12. Send a $CH_FOLLOW$ message
13. else
14. Send a $CH_FOLLOW$ message to the best dancer

2.3. Second part /* duration: $t_2^*$ */
15. if $\text{length}(CH_f(i)) = 1$ then
16. Perform 2.2.
17. $STATE = 0$

Step 3: Scheduling /* Until the end of lifetime */
3.1. if $\text{length}(CH_f(i)) \neq 0$ then /* The current sensor is CH */
18. Construct TDMA
19. Send a $CH_TDMA$ to each cluster member, $f \in CH_f(i)$
20. while (CH energy level $> \epsilon_l$)
21. Receive sensed data from each $f \in CH_f(i)$
22. Aggregate these data and send it to the BS by using CDMA
23. if CH energy level $< \epsilon_l$ then /* Launch the CH election amongst $CH_m$ */
24. Send $ELECT$ message to each $f \in CH_f(i)$
25. $k = k + 1$
26. $STATE = 1$
27. /* Start the election process */
28. Execute Steps 1 to 3

3.2. else /* The current sensor is a $CH_f$ */
29. Receive $CH_TDMA$
30. while (not receive $ELECT$ message)
31. Send sensed data to CH
32. if receive $ELECT$ message then
33. $k = k+1$
34. $STATE = 1$
35. Execute Steps 1 to 3

END
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Sensor will deplete all its power and the end-to-end delay. Finally, in an efficient WSN, the throughput is expected to be maximal. So, the amount of packets received by the BS is observed by measuring the rate of successful packets delivered to the BS.

The proposed distributed clustering approach was implemented by using a discrete model developed in Matlab. We evaluated the NEST algorithm by conducting a series of intensive experiments. Unlike the semi-distributed biological inspired clustering approach proposed in [13, 16, 56], as well as the completely centralized clustering algorithms introduced in [23, 55], all sensors in our proposed approach have almost the same features. All sensors are homogeneous and can perform any task over the network. There is no special sensor with a particular behavior. All sensors are locations unaware. The only particular feature is that, 20% of sensors randomly considered, have more energy than the rest.

Simulation is performed by taking into consideration a WSN with 100 stationary sensors randomly and uniformly deployed on a $500 \times 500$ m$^2$ sensing area during 5000 iterations. The BS is located at $(250, 575)$ and 20% of randomly considered sensors have 100 Joules of initial energy, while the remaining sensors have 40 Joules of initial energy. Different energy levels are adopted in order to be closer to the reality. The transmission range of each sensor is fixed to 87 meters. We used energy parameters introduced in [27]. Energy loss due to the communication channel is assumed to be proportional to the distance square $d^2$. The simulation parameters are summarized in Table 4.4.

Like the modeling and the analysis of the nest-sites selection process achieved in [74], the noise $\Omega$ due to the communication channel in the assessment of $CH_{ec}$ quality is taken in $[-0.1, 0.1]$. The thresholds of the quality assessment and the dance decay rate presented in Table 4.5 have been taken at their best values after performing various experimentations. In these experiments, the network is up until the number of dead sensors reaches 80% of all sensors.
Table 4.5: Adopted Swarm Parameters for the NEST

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Omega$</td>
<td>$[-0.1, 0.1]$</td>
</tr>
<tr>
<td>$\varepsilon_I$</td>
<td>20</td>
</tr>
<tr>
<td>$\varepsilon_t$</td>
<td>0.15</td>
</tr>
<tr>
<td>$\varepsilon_s$</td>
<td>0.6</td>
</tr>
</tbody>
</table>

The proposed semi-distributed PSO-based clustering approach in [16, 56] and the centralized PSO algorithm used in performance comparisons achieved by Latiff et al. [55] concluded that, PSO-based protocols perform successful results. In the same mind, Karaboga et al. [23] as well as Ari et al. [13] have proposed centralized clustering approaches implemented at the BS, based on efficient and fast searching features of the ABC optimization algorithm. They showed that their proposed protocols optimize the construction of clusters and the selection of CHs. Unlike these centralized and semi-distributed approaches, the NEST algorithm is completely distributed and self-organized.

In simulation, we considered the same fitness for PSO and ABC, as adopted in [23], in order to make a reliable comparison. Also, the number of CHs is set to 5 for PSO and ABC, and the probability value for a given sensor to be chosen as a CH is set to 0.05 for the LEACH. In the NEST protocol, the number of CHs cannot be fixed because the election of CHs is achieved in a distributed self-organized manner, i.e., by sensors themselves.

Figure 4.1 shows a box plot of the number of CHs during 10 runs of the proposed protocol. It can be seen that the median of the CH number is about 5. Also, in order to demonstrate the advantage of the proposed CH election strategy, Figure 4.2 shows the number of CHs and the number of CH elections during 10 runs of the NEST. This test shows the improvement achieved in the number of CHs’ elections since the results show that there is a lesser number of CH changes within clusters. In contrast of the aforementioned LEACH, PSO and ABC clustering approaches that achieve CH election at each iteration time, it is clear that, the number of CH elections, i.e., the number of re-clustering, is really optimized in NEST. This low number of CH elections is an important issue that prolongs the network lifetime.

For the performance evaluation of our proposed approach, we made comparisons with some of well known WSN cluster-based protocols:

- The LEACH [25] that is the most popular, widely used and completely distributed clustering algorithm for WSNs.
- The PSO [87] based clustering approach that is a completely centralized bio-inspired approach.
- The ABC [23] cluster-based WSN routing approach that implements a centralized
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Figure 4.1: Box plot of CH number in the NEST during 10 runs.
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Figure 4.2: Number of CHs and number of CH elections in the NEST during 10 runs.

![Number of CHs and number of CH elections in the NEST during 10 runs.](image)

clustering strategy inspired by the foraging behaviors of honeybees.

In Table 4.6, equations of fitness functions of these protocols are briefly presented.

To measure the efficiency of our distributed clustering algorithm, we evaluated the network
4.5. Simulation and Discussion

Table 4.6: Fitness functions of compared protocols with the NEST

<table>
<thead>
<tr>
<th>Fitness</th>
<th>Protocol</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L^j(k) = \frac{S^j(k)}{\sum_{i=1}^{k} L_i}$</td>
<td>NEST</td>
</tr>
<tr>
<td>$T(i) = \begin{cases} P_1 &amp; \text{if } i \in G, \ P_1 \cdot \left\lfloor r \cdot \text{mod}(\frac{P_1}{P}) \right\rfloor &amp; \text{otherwise} \end{cases}$</td>
<td>LEACH</td>
</tr>
<tr>
<td>$f_{ICWAQ} = \delta \cdot f_{ICWA} + (1 - \delta) \cdot f_{qos}$</td>
<td>PSO ABC</td>
</tr>
</tbody>
</table>

lifetime, the remaining network energy and the delivery time, versus the amount of packets received by the BS. Performance comparisons of these protocols with the proposed protocol are depicted in Figures 4.3, 4.4 and 4.5.

Figure 4.3 shows the number of sensors alive versus the amount of packets received by the BS. It can clearly be observed that, our approach improves the network lifetime. In the NEST, when the number of dead sensors reaches 60% of all sensors, the BS receives two times the number of packets received by the LEACH, 20% more than the packets received by PSO and 3% more than the packets received by the ABC. So, it is clear that the NEST protocol allows the minimum death of sensors.

Figure 4.3: Network lifetime

Moreover, we evaluated the network lifetime by observing the time at which the first sensor dies. To achieve that, we simulated the network lifetime until the first sensor becomes out of battery. We have taken the mean and the standard deviation of results of all the runs.
of the considered algorithms. In Table 4.7, it can be seen that, the first dead sensor in the NEST occurs long after the first dead in the PSO and LEACH algorithms. However, even if the NEST algorithm has the smallest standard deviation, in the ABC based clustering algorithm, the first dead sensor occurs at almost the same time as in the NEST.

Table 4.7: Mean of time at which the first sensor dies ($\mu$) and standard deviation ($\sigma$).

<table>
<thead>
<tr>
<th></th>
<th>NEST</th>
<th>ABC</th>
<th>PSO</th>
<th>LEACH</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu$</td>
<td>2003</td>
<td>2017</td>
<td>1009</td>
<td>403</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>6</td>
<td>13</td>
<td>21</td>
<td>17</td>
</tr>
</tbody>
</table>

The amount of energy consumption is highlighted in Figure 4.4 by plotting the average network residual energy versus the number of received packets. It can be observed that, our approach performs a great number of operations while minimizing the energy consumption. At $4 \times 10^3$ packets received by the BS, about 45% of the network remaining energy is still available while the network remaining energy for ABC is about 30%. PSO and LEACH are less performant than others. The results obtained here in addition to the early mentioned results for the network lifetime and the time at which the first sensor becomes out of battery, demonstrate the effectiveness in the distribution of the energy consumption among the network in the NEST algorithm. The reason for this significant energy conservation in the NEST is due to the intelligence introduced by the adopted bee swarm behaviors in the CH selection process.

Figure 4.4: Amount of energy consumed

Furthermore, in order to show that the NEST algorithm allows an efficient energy-balanced
topology, we evaluated the energy efficiency by computing the average of the residual energy of each node in the network at the end of the simulation time. The results presented in Table 4.9 show the comparison of the NEST algorithm and other protocols in terms of the average residual energy of each node and the associated standard deviation. It was noted that, in the case of large scale sensor network, the average residual energy of each node at the end of simulation time in the NEST algorithm is higher than ABC, PSO and LEACH. This is mainly due to the adopted quality assessment and dance strength models in the NEST.

Table 4.8: Average residual energy of each node ($\bar{\mu}$) and standard deviation ($\sigma$) during 10 runs.

<table>
<thead>
<tr>
<th></th>
<th>NEST</th>
<th>ABC</th>
<th>PSO</th>
<th>LEACH</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\bar{\mu}$</td>
<td>0.447</td>
<td>0.302</td>
<td>0.174</td>
<td>0.000</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>0.017</td>
<td>0.074</td>
<td>0.031</td>
<td>0.000</td>
</tr>
</tbody>
</table>

In Figure 4.5, it is seen that, the ABC performs greater amounts of packets received by the BS according to the iteration time. Certainly, in the ABC protocol, the BS receives a bit more packets, but, in our proposed clustering approach, until 1500 iterations are made, the BS in the NEST receives slightly more packets than in the ABC and PSO. Also, at 4000 iterations, the number of received packets by the BS in the NEST tends to reach that of ABC. Unfortunately, in the LEACH the amount of received packets by the BS is worst. This is explained by the poor management of the cluster election in the LEACH algorithm. In fact, each living sensor participates in the election at each iteration. Whereas in our approach, a given sensor takes part in the CH election process only if its CH launches the process.

Besides, over and above of the measurement of the throughput, we computed the mean as well as the standard deviation of the Packet Delivery Rate (PDR) for data packets received by all the CHs from their respective followers during 10 runs of the algorithm. The results are presented in Table 4.9. It can be observed that the proposed protocol has significantly better PDR than the compared protocol. Indeed, the mean of PDR allowed by the NEST algorithm is maximum with almost minimum deviations in the mean of PDR.

Table 4.9: Mean of PDR ($\bar{\mu}$) and standard deviation ($\sigma$) during 10 runs.

<table>
<thead>
<tr>
<th></th>
<th>NEST</th>
<th>ABC</th>
<th>PSO</th>
<th>LEACH</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\bar{\mu}$</td>
<td>0.898</td>
<td>0.801</td>
<td>0.628</td>
<td>0.469</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>0.007</td>
<td>0.031</td>
<td>0.027</td>
<td>0.020</td>
</tr>
</tbody>
</table>

Figure 4.6 plots the average of end-to-end delay encountered by packets in the NEST during the simulation time compared to ABC, PSO and LEACH. The curves present
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Figure 4.5: Amount of packets received by the BS
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the average end-to-end delay of ten runs of each protocol. We observed that the NEST algorithm has lower average end-to-end delay than the compared protocol. This visible performance is favored by two main factors. First, the NEST forwards data on relatively shortest path from each follower to its corresponding CH, hence, reduces queuing and propagation delays. Then, the observed outcome is allowed by the adopted values of the noise parameter $\Omega \in [-0.1, 0.1]$ due to the communication channel in the assessment of the quality of candidates to a CH position. However, LEACH algorithm enabled major delays. Indeed, LEACH allows nodes to transmit their gathered data at their slot time in the entire network TDMA schedule in a single hop communication. It introduces major delays due to the period during which failed paths can be recovered.

In the clustering approach adopted in the LEACH and other more recent clustering approaches such as PSO protocol for hierarchical clustering developed by Elhabyan and Yagoub [15], the CH election for the entire network is achieved at every iteration. This introduces greater overhead and so, the amount of energy wastage is high. In the ABC and PSO protocols, the clustering operation is performed at the BS at the beginning of each iteration. Then, information about clusters and $C_l.m$ is transmitted to each sensor during each iteration. To avoid this additional overhead in our approach, after network initialization, the CHs are elected by sensors themselves during iteration if it is necessary. The CH election is performed within clusters, which have a CH with insufficient energy with respect to the threshold value $\epsilon_l$.

The advantage of using the bio-inspired model proposed here over the most extended
ABC algorithm introduced by Karaboga [64] and successfully applied in WSN clustering in [13, 23], is based on the fact that, with ABC it is not possible to choose the CH in a distributed manner. It is only done in a centralized manner. Indeed the ABC allows a periodical choice of the CH at the BS. However good, designed for large-scale networks, the NEST allows the election of the CHs by sensors themselves, in a distributed self-organized way. This is an important goal of clustering in sensor networks.

4.6 Conclusion

In this chapter, we addressed the issue of clustering in WSNs by using social behaviors of honeybees. In particular, we have given an importance to the CH election process in order to reduce energy wastage introduced by the most existing clustering and routing algorithms. In the NEST, CHs are elected in a distributed and a self-organized manner by sensors themselves and each proceeding CH election is done inside the cluster, if the CH election is necessary. Thus, the energy consumption of the network is significantly balanced within all cluster members. This avoids the rapid death of CHs. The results of experiments showed that, our approach is more performant than the most existing clustering solutions in terms of the network lifetime, energy consumption and amount of packets received by the BS.
Chapter 5

A Power Efficient Cluster-based Routing Algorithm for WSNs: Honeybees Swarm Intelligence based approach

5.1 Introduction

This chapter presents a novel cluster-based routing protocol called ABC-SD. The proposed protocol exploits the biologically inspired fast and efficient searching features of the ABC metaheuristic to build low-power clusters [65]. For the choice of cluster heads, a multi-objective fitness function is designed by using a LP formulation. The routing problem is addressed by a cost-based function that makes a trade-off between the energy efficiency and the number of hops of the path. The clustering process is achieved at the BS with a centralized control algorithm, which exploits energy levels and the neighborhood information of location-unaware sensors. As for the routing of gathered data, it is realized in a distributed manner. Furthermore, a realistic energy model is adopted in the considered network model. The proposed protocol is intensively experimented with a number of topologies in various network scenarios and the results are compared with the well-known cluster-based routing protocols that include the swarm intelligence based protocols. The obtained results demonstrate the effectiveness of the proposed protocol in terms of network lifetime, network coverage and the amount of packets delivered to the BS. The main contributions can be summarized as follows: a LP formulation of the clustering problem; the routing problem addressed by a CF; proposition of an ABC-based clustering algorithm with a tradeoff between the energy consumption and the quality of the communication link; the introduction of a pre-established routing mechanism in which
routing paths are less costly in terms of power consumption; the integration of a realistic energy model and realistic network settings; the simulation of the proposed protocol to demonstrate its performance compared to some existing protocols.

The rest of the chapter is organized as follows: the network model is presented in Section 5.2; in Section 5.3, the design goals as well as the proposed clustering and routing algorithms are described; this is followed by the performance evaluation and discussion in section 5.4; and the conclusion and directions for future work are presented in section 5.5.

5.2 Network Model and Vocabulary

In this Section, we present the used realistic energy model based on the signal strength indicator. Moreover, we describe the used vocabulary and the adopted assumptions.

5.2.1 Energy Model

Like done by Elhabyan and Yacoub [29], our energy model uses sensors that include the realistic features of Chipcon CC2420 radio transceiver of which the data sheet is given in [88]. The Chipcon CC2420 is a low-cost highly integrated 2.4 GHz IEEE 802.15.4 compliant and ZigBee™ radio transceiver designed for low power WSNs’ applications. The CC2420 features include a hardware support for packet handling, data buffering, multiple transmissions, clear channel assessment, link quality indication and packets synchronization.

In consonance with the IEEE 802.11 implementation of the Received Signal Strength Indicator (RSSI) that is a measurement of the power present in a received radio signal, in a wireless environment, the received signal strength is assumed to be a realistic approach for quantifying power consumption in WSN environments [5]. To exploit that in our energy quantification, it is assumed that a sensor battery has linear charge and discharge characteristics. So, the energy $E_i$ consumed by sensor $s_i$ is equivalent to the accumulation resulting from that of its components [7]. The energy consumption of components contains energy of event execution and the energy spent in the transition between states. The energy $E_S$ spent by a sensor within states is given in Equation 5.1:

$$E_S = \sum_j (p_j \times t_j)$$

(5.1)

Where:

- The index $j$ refers to one of the four states of the Chipcon CC2420: idle, sleep, reception or transmission. The values of power consumption in each of these states is given in Table 5.1.
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- $p_j$ is the mean of the power consumed in each state $j$.
- $t_j$ is the operation time in the corresponding state.

Then, the energy $E_T$ spent in transition between states is given in Equation 5.2:

$$E_T = \sum (e_t \times c_t)$$  \hspace{1cm} (5.2)

Where:

- $c_t$ is the occurrence frequency.
- $e_t$ is the mean of the consumed energy in each state transition.

Hence, the total energy consumed by the sensor $s_i$, $E_i$ is given by Equation 5.3. The values of $p_j$ and $e_t$ are given in the data sheet of the Chipcon CC2420, which can be found in [88].

$$E_i = \sum \left( E_S + E_T \right)$$
$$= \sum \left( \sum_j (p_j \times t_j) + \sum (e_t \times c_t) \right)$$ \hspace{1cm} (5.3)

Table 5.1: Energy consumption of the different states in the Chipcon CC2420.

<table>
<thead>
<tr>
<th>State</th>
<th>Consumption (µA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>idle</td>
<td>426</td>
</tr>
<tr>
<td>sleep</td>
<td>20</td>
</tr>
<tr>
<td>receive (rx)</td>
<td>$19,7 \times 10^3$</td>
</tr>
<tr>
<td>transmit (tx)</td>
<td>$17,4 \times 10^3$</td>
</tr>
</tbody>
</table>

5.2.2 Vocabulary

The considered expressions are given hereinafter:

- The sensing environment is a 2-dimensional square field denoted by $D \subseteq \mathbb{R} \times \mathbb{R}$.
- $S = \{s_1, s_2, \ldots, s_N\}$, the set of $N$ sensor nodes.
- The identifier of the BS is 0 and each sensor node has a unique identifier $id \in [1, N] \cap \mathbb{N}$.
- A Candidate to a CH position is represented by $CH_c$.
- The set of CHs is represented by $\Xi(ch) = \{c_1, c_2, \ldots, c_m\}$, where $m$ is the number of CHs, i.e., the size of $\Xi(ch)$. 
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- The field of cluster represented by the $CH c_j, j \in [1, m] \cap \mathbb{N}$, is denoted by $A_j$.
- The followers’ list of the $CH c_j, j \in [1, m] \cap \mathbb{N}$ is represented by $f(c_j)$.
- The cluster member is represented by $Cl_m$.
- The number of $Cl_m$ in the cluster represented by $c_j, j \in [1, m] \cap \mathbb{N}$ is denoted by $N(A_j), j \in [1, m] \cap \mathbb{N}$.
- The $x^{th} x \in [1, N(A_j)] \cap \mathbb{N}$ cluster member of the cluster represented by the head $c_j, j \in [1, m] \cap \mathbb{N}$ is represented by $Cl_{m_j}(x)$.
- The $RSSI$ value received by sensor $s_i$ from sensor $s_j, i,j \in [1, N] \cap \mathbb{N} : i \neq j$, is represented by $\Re(i,j)$.
- The remaining energy of sensor $s_i, i \in [1, N] \cap \mathbb{N}$ is represented by $E_r(s_i)$.
- The neighbor table of sensor $s_i, i \in [1, N] \cap \mathbb{N}$ is represented by $N(s_i)$.

5.2.3 Assumptions

Let us consider a network with $N$ stationary randomly deployed sensors on a two-dimensional square field. We assume that the $BS$ is stationary and located at the coordinate $(0,0)$. Each sensor in the network has a unique identifier $i \in [1, N] \cap \mathbb{N}$. Let’s consider that all sensors are homogeneous and the computation and power capabilities of all of them are the same. Each sensor can communicate with another sensor if that sensor is within its communication range. It is assumed that communication links are bidirectional. Sensors’ batteries cannot be recharged and each sensor is equipped with a power control device that has capabilities to vary their transmit/receive power. We assume that sensors are locations unaware. However, the location of the $BS$ is known by each sensor. We assume that all sensors maintain a synchronization protocol, which allows a consistent time synchronization among the sensors in the network.

5.3 Algorithms Design

In this Section, we first present the design goals of the proposed ABC-SD approach and then, we describe specifications and the used mechanisms in the proposed clustering and the routing algorithms.

5.3.1 Design goals

The requirements of sensor-based applications require that sensor networks become smarter. Since sensors are designed with limited resources, networking these sensors remains a very
appealing and important issue of WSNs research. Thus, in this paper, we are positioned in WSNs’ applications that require the use of energy efficient routing strategies that aim at prolonging the network lifetime while taking into account the delivery of a good network QoS, especially in terms of throughput and data delivery. Hence, given the requirements in terms of the applications’ needs, designing an energy efficient protocol for routing the gathered data remains actual, given the resource limitations exhibited by sensor’s design. To achieve this goal, we designed a bio-inspired cluster-based routing in which the clustering algorithm uses some foraging behaviors of honeybees.

Since the main goals are the achievement of a good scalability and the extension of the network lifetime, our proposed protocol design aims at providing a good load balancing within clusters by using a multi-hop communication among sensors and their corresponding CHs. Indeed, the proposed approach schematized in Figure 5.1 is designed in such a way that the clustering algorithm is performed in a centralized manner at the BS while the routing is performed in a distributed manner inside clusters and among CHs. So, the protocol acts in a semi-distributed manner.

In fact, when receiving sensor’s information at the start of each round, the BS will build clusters by paying attention to the choice of the CH, which is well achieved by the position update of the ABC algorithm and by doing so, the energy expenditure is reduced as we can see in the results of simulation (see section 5.4.3). When clusters are built, the BS sends a message to each sensor in order to inform it about the cluster in which it belongs and the id of its corresponding CH. Then, the distributed part of the proposed algorithm, i.e., the routing mechanism, starts within each cluster by paths discovery followed by data gathering and transferring operations. These operations of transferring data to CHs
follow a convergecast tree, i.e., *many-to-one* within the cluster. Transferring aggregated data to the *BS* follows also the same process in which *many* represent CH sensors and *one* represents the *BS*. Since a lot of traffic is generated, particularly during the network initialization and the route discovery, our design implements a mechanism that filters out redundant data. The whole steps performed in the execution of the ABC-SD protocol is highlighted in Figure 5.2.

Figure 5.2: The main steps of the proposed ABC-SD protocol.

5.3.2 ABC-SD clustering mechanism

The clustering process is preceded by the setup of the network that consists of bootstrapping and neighbor discovery.

5.3.2.1 Bootstrapping and setup

When the sensors deployment is carried out, each sensor \( s_i, i \in [1, N] \cap \mathbb{N} \) and also the *BS* broadcasts a *H_MSG* packet that is received by each node positioned in the communication range of the *hello* sender. Each node maintains two informations about its neighbors in its neighbor table: the *id* of the neighbor and the value \( \mathcal{R}(i, j) \) of the *RSSI* received. Whenever a given sensor receives a *H_MSG* packet, it adds an entry in its neighbor’s table. At the end of the neighbor discovery time, each sensor \( s_i, i \in [1, N] \cap \mathbb{N} \) sends its triplet \((id, E_r(s_i), \mathcal{N}(s_i))\) to the *BS* by using a controlled flooding mechanism that forces a sensor not to forward a packet if it already forwarded it. The flooding operation is executed during a certain time limit. When receiving the triplets, the *BS* starts the clustering process.
5.3.2.2 Clustering process

Before giving the description of our proposed clustering algorithm, we present some mathematical concepts used for the clustering process. Let $\lambda_d$ (see Equation 5.4), $d \in \mathbb{N}\setminus\{0\}$ represents the $d$-dimensional Lebesgue measure defined on subsets of $\mathbb{R}^d$:

$$\lambda_d(A) = \int_A 1 \, dx \quad (5.4)$$

Since the considered sensing environment $D$ is a 2-dimensional square field, the area of $A_j \subseteq \mathbb{R} \times \mathbb{R}$ is given by $\lambda_2(A_j)$, $j \in [1, N] \cap \mathbb{N}$. Then, let us consider that, sensors are deployed by a random process that positions the sensors at random points in $D$. Now, for each $A_j \subseteq D: j \in [1, N] \cap \mathbb{N}$, let us consider the number $N(A_j)$ of sensors in $A_j$. Then, $N(A_j)$ obeys the following axioms:

**Axiom 5.1.** $\{N(A_j) : A_j \subseteq D, j \in [1, N] \cap \mathbb{N}\}$, which is the set of random variables that represents clusters, is a Poisson process on the sensing environment $D$ with the density parameter $r > 0$.

**Axiom 5.2.** $N(A_j)$ has the Poisson distribution with parameter $r\lambda_2(A_j)$ . The probability mass function of $N(A_j)$ is given by Equation 5.5 (see [89]):

$$p(k) = \frac{(r\lambda_2(A_j))^k}{k!} \times e^{-r\lambda_2(A_j)} \quad (5.5)$$

**Axiom 5.3.** Since areas $(A_1, A_2, \ldots, A_j)$ are such that $\bigcup A_j \subseteq D$ and $\bigcap A_j = \emptyset$, the collection of variables $(N(A_1), N(A_j), \ldots, N(A_j))$ is a sequence of independent random variables.

Then, after the bootstrapping and setup phase, the BS has to compute the set $\Xi(ch)$ of CHs and construct the clusters. The process starts by the construction of the set $S_{CH_c}$ of candidates to a CH position according to Equation 5.6. Having sufficient energy is the main condition to be eligible as a $CH_c$. In other words, only the sensor that has energy level above the threshold value $\varepsilon_t$, can be taken as candidate.

$$S_{CH_c} = \{s_i, i \in [1, N] \cap \mathbb{N} : E_r(s_i) \geq \varepsilon_t\} \quad (5.6)$$

Next, the ABC algorithm presented in Chapter 2 is used in the assignment of followers of each $CH$ in $\Xi(ch)$. So, the initial population of the ABC algorithm is generated according to the number of $CH$s. Each individual containing a sequence of $m$ randomly selected $c_j \in \Xi(ch)$, $j \in [1, m] \cap \mathbb{N}$ in such a way that each $CH$ can directly communicate with at least one $CH$ and at least one $CH$ can directly communicate with the BS by exploiting their neighbor tables. The number of elements of $\Xi(ch)$ is not greater than 5% of the
whole sensors. For the followers assignment, a population of bees is used to find the best CH where each bee flies in the \textit{m-dimensions} search space. Each CH is assimilated to an employed bee.

The energy wastage that can be introduced by data transferring is intended to be reduced in a way that, the distance as well as the number of hops among sensors and their corresponding CHs is kept as small as possible. Since our proposed protocol aims at being a multi-hops cluster-based routing protocol, the number of hops within a cluster is not reduced but the path that takes the data towards the CH is chosen in a way that the number of crossed nodes is smallest as possible. This is explained in Section 5.3.3. So, to achieve the distance shortening, each sensor \( s_i \in S, i \in [1, N] \cap \mathbb{N} \), becomes a follower of a given \( c_j \in \Xi(ch), j \in [1, m] \cap \mathbb{N}, \) i.e., an element of the list \( f(c_j) \), by considering the best RSSI value \( \Re_b \) (see Equation 5.7) among the \( \Re(i,j) \) values. See illustration 5.1 for a good understanding.

\[
\Re_b = \max_{j \in [1, m] \cap \mathbb{N}} \left( \Re(i,j) \right)
\] (5.7)

\textbf{Illustration 5.1.} If the CHs \( c_1 \) and \( c_2 \) receive RSSI values from sensor \( s_3 \), \( s_3 \) will be assigned as a follower of the CH that received the best RSSI from \( s_3 \). Thereby, for each sensor \( s_i, i \in [1, N] \cap \mathbb{N}, \) sensors are evaluated and assigned to their corresponding heads.

So, when the followers are built, the best CHs are selected according to the fitness function depicted in Equation 5.15, and the position update process of the ABC algorithm (see Algorithm 2.1). The proposed clustering algorithm is given thereafter (see Algorithm 5.1). The main relationship between the proposed ABC-SD protocol and the original ABC protocol lies in the position update process of the ABC algorithm, which is used in the optimization of sensors assignment to clusters in ABC-SD.

\textbf{Algorithm 5.1 ABC-SD: Clustering Algorithm}

\begin{verbatim}
Begin
1. Construct the set \( \Xi(ch) \)
2. Generate the initial population \( X_j, j \in [1, m] \cap \mathbb{N} \)
3. Repeat
4. For each sensor \( s_i, i \in [1, N] \cap \mathbb{N} \)
5. Evaluate RSSI values received by each CH in \( X_j \)
6. Assign the sensor \( s_i \) to a CH according to Equation 5.7
7. Compute the fitness function according to Equation 5.15
8. Launch ABC algorithm for position update
9. Until Maximum Cycle Number
End
\end{verbatim}

Besides that, since the number of clusters in this approach follows the Poisson distribution, and as demonstrated in [89], at the end of followers assignment, the number of sensors within each cluster will follow a geometric distribution, particularly in the case of data
packets retransmission (see Section 5.4.1.2). That combination of the Poisson and the geometric distributions is known as the geometric Poisson distribution that is usually used in the description of clusters and their members.

At the end of the network configuration, the BS informs each sensor, the cluster in which it belongs, i.e., the id of its corresponding CH, again by using a controlled flooding mechanism. Also, each CH receives the number of sensors in its cluster, the id of its next hop (i.e., the next CH or the BS) and optionally the id of its child CH. Again, the controlled flooding operation is executed during a certain time and after that time, each Clm starts the route discovery process that is highlighted in Section 5.3.3. Then, when that operation is completed, in order to save energy and as adopted by Labraoui et al. [12], the CH builds the TDMA slots time of each Clm. This is described in the following Section.

5.3.2.3 Network scheduling: energy saving method

The MAC layer protocol is quite important in the design of sensor networks, especially for energy saving. Fairness, latency and throughput are the main challenges in traditional MAC protocols. In addition to these challenges, sensor networks aim at being designed with power efficiency and scalability. The S-MAC protocol, which is a complex and powerful MAC protocol designed for WSNs, which allows sensors to periodically sleep, has been introduced in order to achieve these aims. Of course, in the S-MAC protocol, the self-configuration of sensors is well performed and energy saving is significant, but latency and throughput remain problems. However, adaptive listening improves it significantly [90].

In networks with clusters in which communications are achieved in a multi-hop manner, usually where there are N sender sensors and one receiver sensor, i.e., many-to-one, a good time synchronization among all sensors is important particularly for synchronous networks, i.e., there is not idle time for sensors, all sensors can send/receive packets in the same time. In the design of the proposed clustering approach, sensors’ radios are not always turned on, as adopted by a wide number of clustering algorithms for sensors networks [14, 21, 23]. Also, sleep periods can be different from a sensor to another. Because of this fact, communications in the proposed sensor network especially inside the constructed clusters are asynchronous. So, in order to save energy, each sensor has a TDMA slot time in which it wakes up its radio for sending or receiving packets. A number of works showed that asynchronous networks do not need complex and expensive synchronization needs. Interested readers may refer to [10]. In addition, because low-power operations are preferred in large-scale sensor networks, our design expects a medium access protocol that includes effective and low-power operations. That fact allows, the extension of the number of sensors. In this light, Polastre et al. [9] proposed a very simple and powerful implementation of MAC protocols for ad hoc networks called B-MAC and the
performance evaluation achieved by Karaba and Calle [8] shows its values added compared to others. Moreover, B-MAC alternates sleep and wake up periods during the network lifetime like other simplified medium access protocols designed for sensor networks. Furthermore, B-MAC implements a sleep/wake up mechanism known as the low power listening and the protocol is reconfigurable by upper layers through the proposed flexible application interface. Our proposed protocol exploits the B-MAC features in the construction of TDMA slot time. However, for simplicity reasons, we assume that sensors can only access the channel during their allocated slot time unlike the B-MAC in which a method of periodically checking the channel for radio activity is implemented. Moreover, since our routing protocol is a cluster-based one, we introduced a mechanism in which each sensor can only receive packets from its $Cl_m$ (see Section 5.3.3), this allows the avoidance of collisions. The implemented TDMA mechanism for energy saving is highlighted in the following paragraphs.

In each round, at the end of the clustering process, the network scheduling step takes place. After the route discovery process (see Section 5.3.3), it is now the time for CHs to build TDMA frames. In fact, during the steady state phase (see Section 5.3.2.4), each sensor has to gather information and transmit it to its CH, at its TDMA slots time. Of course, in WSNs design, the way as well as the time of transmitting the data depends on the application requirements. Indeed, tracking applications such as bush fire must immediately relay the reported temperature that is higher than the fixed threshold, whereas soil monitoring application, e.g., in irrigated agriculture, sensors can just need to report gathered data during a defined time. In our approach, when each cluster completed the route discovery process, each CH builds distinct TDMA slots for its followers by dividing the time into a different size of a fixed number (the number of $Cl_m$ of each cluster) of slots, each slot unit lasts $s_t \mu s$.

Indeed, since sensors can communicate by using a multi-hop path, before switching off its radio, a sensor that is in the path of a given sensor has to wait a little extra time in which it receives and forwards all packets that must transit through it. In our approach, the path is seen as a tree where the CH is the root. A simple case is given in Illustration 5.2.

Illustration 5.2. For instance, we schematize a cluster $c_1$ with the set of followers $f(c_1) = \{s_1, s_2, s_3, s_4, s_5, s_6, s_7, s_8, s_9, s_{10}\}$ in Figure 5.3. So, depending on the number of hops, the size of each slot may differ. An illustration of the TDMA frame of the cluster $c_1$ is given in Figure 5.4.

Concretely, a fixed slot time is first assigned to all leaf nodes, then progressively, the length of the slot time of the next hop is set to one unit of slot (its own slot) plus the number of its sensor child, i.e., the depth of the subpath, times the unit of slot. The length $S_t$ of the slot time of an intermediary node is given by Equation 5.8, $h$ is the number of child sensors.
5.3. Algorithms Design

Figure 5.3: Cluster presented like a k-way tree where the $CH$ is the root and at each level of the tree, each sensor $s_i \in c_1$ has no more than $k$ children.

![Cluster diagram]

Figure 5.4: An illustration for the construction of the $TDMA$ frame for the cluster $c_1$.

$$S_t = (h + 1) \times s_t \quad (5.8)$$

By assuming that, each sensor has to send its gathered data each $u$ unit of time (a defined number of minutes or hours) and there is a small additional time $\epsilon$ in $\mu s$ for data acknowledgement messages, each sensor will switch off its radio at time $w$ (see Equation 5.9):

$$w = u + S_t + \epsilon \quad (5.9)$$

This way of dividing the time periods for cluster scheduling ($TDMA$) will allow that, a sensor goes to sleep when it sends its packet to its parent node (next hop) and when it receives and forwards packets of its child nodes. The same mechanism, which also allows $CHs$ to sleep in order to save their energy is implemented for inter-cluster communication. In fact, since each $CH$ knows its next hop towards the $BS$, which is either another $CH$ or the $BS$ itself, we implemented also simplified $TDMA$ mechanism for data transfer by $CHs$ to the $BS$. Once it receives and aggregates all its followers’ gathered data, the $CH$ sends the aggregated data in a unique $D\_AGG$ message to the next hop toward the $BS$. 
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After that, it switches off its radio and wakes up at the start of the next unit of time in order to receive a new sequence of gathered data from its followers. Indeed, each CH receives its slots length and the frequency at which it will wake up for the inter-cluster communication, from the BS at the start of each round.

Besides that, in order to avoid interference of signals that usually exist in the case of large scale sensor networks, in addition to the clear channel assessment feature, we use the effective collision avoidance mechanism that uses the signal strength (RSSI) implemented in the B-MAC protocol. At the end of the creation of the TDMA frame, each CH sends the slot length of each of its followers again by using a controlled flooding mechanism. Then, the steady-state phase is launched.

5.3.2.4 Steady-state

For each sensor, the steady-state phase consists of the use of its TDMA slots time to transmit the gathered data to its corresponding CH, either in a single-hop or in a multi-hop manner, depending on the density of the cluster and the location of the CH. This is well explained in Illustration 5.4 with an UML sequence diagram (see Section 5.3.3.2).

When receiving all gathered data from its followers, the CH aggregates the received data and sends it to the BS by using the inter-cluster communication, i.e., by using intermediary CH or directly to the BS if the next hop of the considered CH is the BS.

5.3.2.5 Fitness function derivation

The previously described clustering process in Section 5.3.2.2, aims at maximizing the network lifetime by well selecting CHs. In the selection of CHs, we take into account two criteria: the energy efficiency and the quality of service (QoS). The first constraint that has to be respected is the energy saving criterion while choosing a sensor as a CH. Indeed, since the CH is responsible for data aggregation and transferring all the Clm gathered data, more energy is used and these sensors’ energy levels can decrease quickly. So, since in our network design there is no sensor with a particular power resource, CHs must be selected in an optimal way. Therefore, the evaluation of fitness considers the energy level of the CHc, which should be greater than the fixed threshold value \(\varepsilon_t\). Moreover, the proposed clustering algorithm aims at reducing the energy depletion that can be introduced during CHs’ operations, by minimizing the number of CHs since sensors’ intra-cluster communication is achieved in a multi-hop manner. So, we define the energy criterion of the fitness function \(f_{\text{energy}}\) in Equation 5.10.

\[
f_{\text{energy}} = p \times \frac{k}{m}
\]  

(5.10)

Where the constant \(p\) is a proportionality constant and \(k\) is the number of distinct CHs.
in the position vector of the ABC algorithm. Like adopted by Heinzelman et al. [25], the optimal number of CHs should be approximately set to 5% of all nodes. Since in our proposed approach the fitness is used only for a comparison purpose, without loss of generality, we assume that \( p = 1 \).

The TDMA based multi-hop approach adopted for the intra-cluster communication could slightly prolong the cluster scheduling time for a cluster with more \( Cl_m \) than others. This might introduce a supplementary delay. So, especially for the communication link quality, the QoS is considered as the second criterion, which aims at maximizing the packet delivery to the BS while reducing the delay. Thereby, in order to maximize the cluster communication link quality, let us define a quality parameter indicator \( QP_{Cl_{mj}}(x) \), \( j \in [1, m] \), \( x \in [1, N(A_j)] \) of a member of the cluster with the head \( c_j \in \mathcal{N}(ch) \) in Equation 5.13. This quality indicator includes \( R_m(Cl_{mj}(x)) \) (see Equation 5.11), which is the best RSSI value received by the \( Cl_{mj}(x) \), and the worst value is \( R_w(Cl_{mj}(x)) \) (see Equation 5.12).

\[
R_m(Cl_{mj}(x)) = \max_{i \in [1, N(A_j)]} \left( R(Cl_{mj}(x), i) \right)
\]
\( i \in [1, N(A_j)] \) and \( i \neq x \) (5.11)

\[
R_w(Cl_{mj}(x)) = \min_{i \in [1, N(A_j)]} \left( R(Cl_{mj}(x), i) \right)
\]
\( i \in [1, N(A_j)] \) and \( i \neq x \) (5.12)

\[
QP_{Cl_{mj}}(x) = \left[ R_m(Cl_{mj}(x)) \times \frac{1}{R_m(Cl_{mj}(x)) - R_w(Cl_{mj}(x))} \right]
\]
(5.13)

Then, we define the QoS criterion \( f^{QoS} \) in Equation 5.14 in such a way that the quality of the communication link within the cluster becomes maximal by minimizing the worst link qualities.

\[
f^{QoS} = \sum_{x=1}^{N(A_j)} QP_{Cl_{mj}}(x)
\]
(5.14)

We bring back the fitness function to a linear programming problem. In fact, we need to minimize the energy loss and the worst link quality. To achieve this, the two proposed criteria in Equation 5.10 and Equation 5.14 are used to build a multi-objective fitness function. For simplicity reasons, we use the weighting parameter \( \alpha \) and \( \beta \) in order to transform these objective functions into a single fitness function. Thus, let us give the fitness function that includes the energy level criterion, the QoS criterion and the weighting parameters \( \alpha \) and \( \beta \), as a linear programming problem in Equation 5.15.

\[
\text{Minimize } fit = \alpha \times f^{energy} + \beta \times f^{QoS}
\]
(5.15)
Indeed, since the objective of the fitness function is to minimize the energy consumption and to minimize the use of worst link, i.e., maximize the QoS, we use $\beta$ to control the QoS and $\alpha$ to control the energy consumption. For a good weighting, $\alpha$ and $\beta$ are subjected to the constraints given in Equation 5.16 and Equation 5.17.

\[
\alpha = 1 - \beta \quad (5.16)
\]
\[
0 < \beta < 1 \quad (5.17)
\]

5.3.3 ABC-SD routing mechanism

Our proposed routing algorithm adopts an oblivious routing in which the routing path is discovered by each $C_l_m$ before starting the steady-state phase. These paths cannot change throughout the round. The design of the routing algorithm is described before presenting the route discovery process in Section 5.3.3.2.

5.3.3.1 The packet format

In the design of the proposed routing protocol, we adopt a unique packet format. The packet is structured into eight fields: packet id, packet type, source sensor id, CH id, the number of hops in the path, sum of the remaining energy of the path, minimum energy of the path and data. The packet format is given in Figure 5.5 and the complete description of the packet fields is given in Table 5.2. The fields $hopC$ and $sumE$ are initially set to zero. $minE$ initially contains the remaining energy of the sender, i.e., $E_r(srcId)$.

Figure 5.5: The adopted unique packet format with its eight fields for the data transfer over the network.

<table>
<thead>
<tr>
<th>id</th>
<th>type</th>
<th>srcId</th>
<th>destId</th>
<th>hopC</th>
<th>sumE</th>
<th>minE</th>
<th>data</th>
</tr>
</thead>
</table>

Each packet in the whole network must have a unique identifier. Permitting a unique identification of a packet is necessary for the used controlled flooding mechanism. So, each packet generated by a sensor has an id compound of the sensor id that is concatenated with a sequence number. The field data is structured differently depending on the type of the packet. The used messages are described in Table 5.3.

The $H_{MSG}$ message is executed in the same mind as the hello message of the B-MAC protocol. For a $P_{DISC}$ message, the field data initially contains the srcId. In the $P_{ACK}$ message, fields id, type, srcId and destId are modified as explained in Section
Table 5.2: Descriptions of the fields in the packet format.

<table>
<thead>
<tr>
<th>Field</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>id</td>
<td>is the unique identifier assigned by sensor to a packet.</td>
</tr>
<tr>
<td>type</td>
<td>is the type of the message.</td>
</tr>
<tr>
<td>srcId</td>
<td>is id of the source sensor.</td>
</tr>
<tr>
<td>destId</td>
<td>is the id of the destination sensor. destId always contains the id of the CH.</td>
</tr>
<tr>
<td>hopC</td>
<td>is the number of hops crossed by the packet before reaching the destination.</td>
</tr>
<tr>
<td>sumE</td>
<td>is the sum of the remaining energy of all sensors in the path.</td>
</tr>
<tr>
<td>minE</td>
<td>is the energy of the sensor that has the minimum remaining energy in the path.</td>
</tr>
<tr>
<td>data</td>
<td>is the data field.</td>
</tr>
</tbody>
</table>

Table 5.3: The used messages in the ABC-SD routing algorithm.

<table>
<thead>
<tr>
<th>Message</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>H.MSG</td>
<td>is a hello neighborhood discover message.</td>
</tr>
<tr>
<td>P.DISC</td>
<td>is a path discovery message.</td>
</tr>
<tr>
<td>P.ACK</td>
<td>is a path acknowledgement message sent by the CH to a source sensor.</td>
</tr>
<tr>
<td>R.MSG</td>
<td>is a route message that contains the chosen path from a Clm and its CH.</td>
</tr>
<tr>
<td>D.MSG</td>
<td>is a data message sent by each Clm to its CH.</td>
</tr>
<tr>
<td>D.ACK</td>
<td>is a data acknowledgement message sent by the CH to the sender sensor.</td>
</tr>
<tr>
<td>D.AGG</td>
<td>is an aggregated data by a CH for sending to the BS.</td>
</tr>
</tbody>
</table>

5.3.3.2. In addition to the information to transfer, the path toward the CH is concatenated with the information in the data field in D.MSG messages. The D.ACK message is transformed into a simple ACK message like in the B-MAC implementation.

5.3.3.2 Route discovery mechanism

When the network is initialized and the clustering process is completed, each Clm starts a route discovery in order to construct a pre-determined path toward its CH. To start the route discovery process, each Clm broadcasts a P.DISC message in the network with its CH id as the destination sensor. When a given Clm receives a P.DISC message, it’ll perform the following actions:

1. increments the number hopC of hops.
2. updates the sum of the remaining energy in the path sumE.
3. if the Clm remaining energy is lower than that in the current minE, replace the value of minE by the actual Clm remaining energy.
4. adds the Clm id in the data field.
5. rebroadcasts the P.DISC.

In this way, the packet will reach the CH. Certainly, because clusters are not really disjoints in practice, a Clm of a given cluster may receive a P.DISC packet from a Clm of a close
cluster, if these sensors are in the same communication range. In such a case, by using some features of the B-MAC protocol, the receiver will consider the packet only if the destId field contains its CH id, i.e., if they have the same CH. When receiving the P_DISC packet, the CH will launch a path acknowledgement packet P_ACK to the sender srcId. The P_ACK packet is built from the received P_DISC packet by altering id, type, srcId and destId fields. The value of the id field in the P_ACK packet structure is assigned by using the id of the received P_DISC packet in such a way that a Clm (i.e., the sender) can recognize that, it is the path acknowledgment message of its sent path discovery message. Of course, since the CH may receive many versions of a same initial P_DISC message and launch path acknowledgement messages for them, the source sensor may therefore receive more than one P_ACK packet at the end of the route discovery time. Well, in such a situation, the source sensor has to choose the best path.

The choice of the best path is achieved by making a tradeoff between the number of hops in the path and the path’s available energy. In order to realize that, we introduced a non-linear choice parameter \( \zeta \) in the design of the proposed routing algorithm that aims at choosing the path with at least hops and better remaining energy. So, let us define the cost-based function \( \zeta(p(l)) \) that evaluates the energy strength of a path \( p(l) \) in Equation 5.18.

\[
\zeta(p(l)) = \left( \frac{(n(p(l)))^{-1} \times \text{sumE} - (n(p(l)))^2}{\text{minE} - n(p(l))} \right)
\]

(5.18)

Where \( l \in [1, N(A_j)] \cap \mathbb{N} : j \in [1, m] \). \( l \) is the \( l \)th P_ACK packet received by the P_DISC sender, i.e., the Clm and \( n(p(l)) \) is the number of hops in the path \( p(l) \). Finally, when the best paths are chosen, each Clm sends a R_MSG to its CH by using the controlled flooding mechanism implemented in the proposed protocol. While receiving all R_MSG from its followers, the CH can now proceed to the construction of TDMA frames as explained in Section 5.3.2.3. We give in the following, the algorithm (see Algorithm 5.2) for route discovery, which is executed by each Clm.

In this way, unlike other bio-inspired routing algorithms for WSNs like those proposed in [1, 16, 21], each sensor \( s_i \), \( i \in [1, N] \) keeps just one route towards its CH. Of course, while clustering and routing processes are executed at the start of each round, the Clm established route may not be the same. An illustration is given below.

**Illustration 5.3.** For instance, in Figure 5.6, a sequence of performed actions for establishing routes is described. In this illustration, we take a simple case in which a cluster with the head \( s_2 \) and its followers \( f(s_2) = \{ s_1, s_3, s_4 \} \). During the time \( t_1 \), each follower will perform a number of actions (send/receive messages) in order to receive one or more paths toward \( s_2 \) and during the time \( t_2 \), it’ll choose the best path and informs \( s_2 \) the chosen
Algorithm 5.2 The ABC-SD route discovery algorithm

Begin
1. broadcasts($P_{DISC}$)
2. while ($t_1$)
3. if (receive($P_{DISC}$)) then
4. hopC = hopC + 1
5. sumE = sumE + $E_r(Cl_m)$
6. if ($E_r(Cl_m) < \minE$) then
7. $\minE = E_r(Cl_m)$
8. data = data $\odot Cl_m$
9. rebroadcasts($P_{DISC}$)
10. else if (receive($P_{ACK}$)) then
11. Compute the path strength according to Equation 5.18
12. while ($t_2$)
13. if (receive($P_{ACK}$)) then
14. Compute the path strength according to Equation 5.18
15. else if (receive($P_{DISC}$)) then
16. destroy($P_{DISC}$)
17. Choose the best path among all computed path strength
18. Launch a $R_{MSG}$ message.
End

route among the received paths. In the figure, the filled arrow — $\rightarrow$ represents the send of a new message. The open arrow $\rightarrow$ represents the forwarding message. The dashed arrow $\rightarrow\rightarrow$ represents the path acknowledgement message both in sending and forwarding.

In this instance, let’s take the case of sensor $s_5$. At the start of $t_1$, the sensor $s_5$ sends the message $s_5(P_{DISC})$. Sensors $s_4$ and $s_5$ will then receive its sent discovery message since they are in its neighbor’s table. So, the sensor $s_4$ will forward the message $s_5(P_{DISC})$ to its next hop, i.e., $s_3$ and the sensor $s_3$ will then forward it to their head $s_2$. In the same way, since the sensor $s_3$ also directly received the message $s_5(P_{DISC})$, it’ll also forward again that message to their head $s_2$. Thus, when receiving these discovery messages the head $s_2$ will launch two distinct acknowledgement messages $s_5(P_{ACK})$ to $s_5$ since it received two distinct discovery messages from $s_5$, from two different paths. To conduct well the steps in Algorithm 5.2, we took a case that one of these acknowledgement messages reaches the sensor $s_5$ during the time $t_2$. At last, the sensor $s_5$ will inform its head $s_2$ the chosen path by launching the route message $s_5(R_{MSG})$.

5.3.3.3 Data transfer and acknowledgement mechanism

At the end of paths discovery process and the establishment of routes between each $Cl_m$ and their $CH$, then comes the time of data gathering and transferring, which is explained in Section 5.3.2.4. In fact, during its slots time (see Equation 5.9), a sensor will send its gathered data to its $CH$. In the simulation, we stored the total number of received data from each $Cl_m$ in each round, in order to analyse the energy efficiency and throughput metrics that is explained in Section 5.4.2. An illustration of this process is given hereinafter.
Illustration 5.4. To illustrate the data transmission step, i.e., the steady-state, we provide an UML sequence diagram in Figure 5.7. In this instance, let’s consider a case of the BS and two clusters represented by heads $s_2$ and $s_6$. In the diagram, the filled arrow $\rightarrow$ represents the send of a new message. The open arrow $\longrightarrow$ represents the forwarding message. The dashed arrow $\rightarrow\rightarrow$ represents the data acknowledgement message both in sending and forwarding.

For simplicity reasons, we illustrate the inter-cluster communication just in the cluster with the head $s_2$. So, let’s define $f(s_2) = \{s_3, s_4, s_5\}$. In the sequence diagram, let’s take the case of $s_4$. The sensor $s_4$ sends its gathered data to the head $s_2$ by launching the data message $s_4(D_{MSG})$. Then its next hop, i.e., $s_3$ will receive and forward that message to their head $s_2$. When receiving the message, $s_2$ will launch a data acknowledgement message to $s_4$. When receiving all data messages from their followers during their cluster’s TDMA frames, the heads $s_2$ and $s_6$ have to switch off their radios and wake it up at the appropriate time for the inter-cluster communication.

Since data packets are exclusively sent towards the discovered and registered path and because our design aims at providing a WSN with less rate of data loss, we implement a simplified acknowledgement message of a sent data packet. Indeed, during data transfer on a given path, when a cluster member $Cl_{m_j}$ receives a $D_{MSG}$ from a $Cl_{m_{j-1}}$ in the same path $p(l)$, the $Cl_{m_j}$ sends back a $D_{ACK}$ message to $Cl_{m_{j-1}}$ during the additional time $\epsilon$ (see Equation 5.9). When not receiving the $D_{ACK}$ message after the first part of $\epsilon$ (in our implementation, $\epsilon$ is divided in 7 different parts), $Cl_{m_{j-1}}$ will retransmit the
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Figure 5.7: Steady-state: a sequence of actions in data transfer and acknowledgement mechanism in the ABC-SD.

Figure 5.8: Packet retransmission process in the ABC-SD.

*D_MSG* message 3 times again. This process is described in Figure 5.8.

The above described retransmission process is also used in the inter-cluster communication. So, by this mechanism, a sent *D_MSG* message is acknowledged hop-by-hop in *p(l)* until it reaches the *CH*.

In summary, in order to have a clear picture about the operation of the proposed scheme, Figure 5.9 provides a flow chart showing the various phases and the whole operations of the ABC-SD protocol.

**5.4 Performance Evaluation**

In this Section, we propose a performance evaluation of the proposed routing algorithm, which includes a theoretical analysis of energy consumption and the simulation according
5. Theoretical analysis of energy consumption

5.4.1 Energy consumption derivation

According to the proposed design, the consumed energy at each round includes the energy of bootstrapping, the energy of paths discovery and the energy of data transfer. At the beginning of each round, the bootstrapping process in which each sensor $s_i, i \in [1, N] \cap \mathbb{N}$ discovers its neighbors takes place. Each sensor has to broadcast a $H\_MSG$ packet that will be received by a number of sensors in its communication range. A priori, we cannot know the number of neighbors of a given sensor since the deployment is done randomly.
Despite that, we suppose that, in the adopted sensors’ deployment strategy, the maximum number of neighbors $\beta$ is given in Equation 5.19.

$$\beta = \left\lfloor N \times \frac{r}{\lambda_2(D)} \right\rfloor \quad (5.19)$$

By taking that into account, the expended energy $E_{boot}(s_j)$ by a sensor $s_j$, $j \in [1, N] \cap \mathbb{N}$ in the bootstrapping process is equal to the energy consumed $E_i$ for sending the $H\_MSG$ plus the energy consumed in the reception of $\beta$ $H\_MSG$ packets from its neighbors (see Equation 5.20). Hence, the overall network energy consumed $E_{boot}$, i.e., the energy consumed by all sensors, in the bootstrapping process is given in Equation 5.21.

$$E_{boot}(s_j) = E_i \times (1 + \beta) \quad (5.20)$$

$$E_{boot} = \sum_{j=1}^{N} E_{boot}(s_j) = N \cdot E_i \times (1 + \beta) \quad (5.21)$$

Then, the energy consumption in paths discovery is computed according to the energy expended while sending and receiving $P\_DISC$ and $P\_ACK$ packets. Let $E_{pdisc}(Cl_{m_j})$ and $E_{pack}(Cl_{m_j})$ be the expended energies respectively in sending and receiving a $P\_DISC$ packet (respectively, a $P\_ACK$) by the $Cl_{m_j}$, which is a follower of the head $c_j \in \mathbb{Z}(ch)$, $j \in [1, m] \cap \mathbb{N}$. In a worst case, i.e., by assuming that a $P\_DISC$ packet sent by $Cl_{m_j}$ will be received by all followers of the head $c_j$, the expended energy $E_{pdisc}(Cl_{m_j})$ (see Equation 5.22) is equal to the energy consumed $E_i$ by the $Cl_{m_j}$, in the broadcast of the $P\_DISC$ packet and the energy consumed in the receiving and rebroadcasting (i.e., $2 \cdot E_i$) of the $P\_DISC$ by followers, i.e., by $Cl_{m_j} \in f(c_j)$.

$$E_{pdisc}(Cl_{m_j}) = E_i \times (1 + 2 \cdot N(A_j)) \quad (5.22)$$

For all members of the cluster with the head $c_j$, the expended energy by $P\_DISC$ packets is computed as shown in Equation 5.23 by multiplying the energy expended by one follower with the number of followers of the head $c_j$. Then let us give in Equation 5.24, $E_{pdisc}$, which is the sum of the expended energy by each cluster, i.e., the energy expended by each $s_i$, $i \in [1, N] \cap \mathbb{N}$.

$$E_{pdisc}(c_j) = N(A_j) \times E_{pdisc}(Cl_{m_j}) = E_i \cdot N(A_j) \times \left(1 + 2 \cdot N(A_j)\right) \quad (5.23)$$
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\[
E_{\text{pdisc}} = \sum_{j=1}^{m} E_{\text{pdisc}}(c_j) \\
= E_i \cdot \sum_{j=1}^{m} N(A_j) \left( 1 + 2 \cdot N(A_j) \right) 
\]

(5.24)

Unlike the energy expended by the broadcast and reception of \( P\_\text{DISC} \) packets, we compute the exact value of the energy expended for the \( P\_\text{ACK} \) packets, since the acknowledgement paths are known. So, by using the number of hops \( n(p(l)) \) of each path \( p(l) \) taken by \( P\_\text{ACK} \) packets, the energy expended in an acknowledgement of a \( P\_\text{DISC} \) packet initiated by the head \( c_j \) to a follower \( Cl_{m_j} \) is given in Equation 5.25.

\[
E_{\text{pack}}(Cl_{m_j}) = E_i \times \left( 1 + 2 \cdot (n(p(l)) - 2) \right) 
\]

(5.25)

Where \( l \in [1, N(A_j)] \cap \mathbb{N} \). By considering all followers of the head \( c_j \), i.e., each \( Cl_{m_j} \in f(c_j) \), the expended energy for \( P\_\text{ACK} \) packets by each cluster is given in Equation 5.26. In addition, the expended energy by the network in \( P\_\text{ACK} \) packets, which corresponds to the sum of each cluster’s expended energy in \( P\_\text{ACK} \) packets is given in Equation 5.27.

So, the energy expended in the routes establishment (\( E_{re} \)) is given in Equation 5.28.

\[
E_{\text{pack}}(c_j) = N(A_j) \times E_{\text{pack}}(Cl_{m_j}) \\
= E_i \cdot N(A_j) \left( 1 + 2 \cdot (n(p(l)) - 2) \right) 
\]

(5.26)

\[
E_{\text{pack}} = \sum_{j=1}^{m} E_{\text{pack}}(c_j) \\
= E_i \cdot \sum_{j=1}^{m} N(A_j) \left( 1 + 2 \cdot (n(p(l)) - 2) \right) 
\]

(5.27)

\[
E_{re} = E_{\text{pdisc}} + E_{\text{pack}} \\
= 2E_i \cdot \sum_{j=1}^{m} N(A_j) \cdot \left( N(A_j) + n(p(l)) - 1 \right) 
\]

(5.28)

Furthermore, we can compute the expended energy in the routing of data packets since the number of hops is known in advance when a \( Cl_m \) tries to send its gathered data to its \( CH \). Thereby, the resulting energy consumption in a data packet transfer toward a path \( p(l) \) is equal to the energy expended by the \( Cl_m \) in the sending and the energy expended by the \( CH \) at reception plus the energy of reception and forwarding at the intermediary sensors in the path, plus the energy of sending and receiving the \( D\_\text{ACK} \) messages. (see Equation 5.29). So, by assuming that each \( Cl_m \) has to send \( n_{data-t} \) data packets to its \( CH \) in each round, the energy consumption \( E_{data-t} \) in a best situation for data packets transfer for the whole network is given in Equation 5.30.

\[
E_{data-t}(Cl_{m_j}) = 2 \cdot E_i \left( (n(p(l)) - 2) + 1 \right) + 2 \cdot E_i (n(p(l)) - 1) \\
= 4 \cdot E_i (n(p(l)) - 1) 
\]

(5.29)
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\begin{equation}
E_{\text{data-}t} = n_{\text{data-}t} \sum_{j=1}^{m} \sum_{l=1}^{N(A_j)} E_{\text{data-}t}(Cl_{m_j}) \\
= 4 \cdot E_i \cdot n_{\text{data-}t} \sum_{j=1}^{m} \sum_{l=1}^{N(A_j)} (n(p(l)) - 1) \tag{5.30}
\end{equation}

Finally, according to the aforementioned energy derivations, the energy expenditure \(E_{\text{exp}}\) in each round, which includes the expended energy in the bootstrapping, routes establishment and data packets transfer, in a good network condition is given in Equation 5.31.

\begin{equation}
E_{\text{exp}} = E_{\text{boot}} + E_{\text{re}} + E_{\text{data-}t} \\
= E_i \cdot \left( N \times (1 + B) + 2 \cdot \sum_{j=1}^{m} N(A_j) \cdot (N(A_j) + n(p(l)) - 1) \\
+ 4 \cdot n_{\text{data-}t} \sum_{j=1}^{m} \sum_{l=1}^{N(A_j)} (n(p(l)) - 1) \right) \tag{5.31}
\end{equation}

5.4.1.2 Packets retransmission derivation

The previous energy derivation for data packets transmission is achieved by assuming that all data packets are normally routed towards clusters. In practice, due to the hostile environment in which WSNs are generally deployed, for instance, in a forest or in an environment with many obstacles like buildings, loss of packets during the data transfer may occur. Therefore, according to the adopted packet retransmissions mechanism previously described in Section 5.3.3.3, let’s define the probability \(P(p(l), k)\) (see Equation 5.32) of success on each data packet transmission on the path \(p(l)\).

\begin{equation}
P(p(l), k) = e^{-rn(p(l))} \tag{5.32}
\end{equation}

Where \(r > 0\) is the density parameter of the used Poisson distribution in Section 5.3.2.2 for the distribution of clusters on the sensing environment. Then in the case of a data packet retransmission, the modeling of the energy consumed in a certain number of retransmissions depends on the probability (see Equation 5.33) that the \(k^{th}\) retransmission leads to the first successful transmission. That probability \(P(X = k)\) is given such that the number of data packet retransmissions follows the geometric distribution.

\begin{equation}
P(X = k) = \left( 1 - P(p(l), k) \right)^{k-1} \cdot P(p(l), k) \tag{5.33}
\end{equation}

Where \(X\) is the random variable that represents the number of successes in a data packet delivery. Therefore, the energy consumption \(E_{\text{data-}r}(Cl_{m_j})\) for \(n\) retransmissions of one data packet sent by \(Cl_{m_j}\) can be expressed as done in Equation 5.34. Hence, in each round, the energy consumption \(E_{\text{data-}r}\) for the retransmission of \(n_{\text{data-}t}\) data packets for the whole network is given in Equation 5.35. In the routing algorithm, the maximum number of retransmissions is set to 3.
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\[ E_{\text{data-r}}(Cl_{m_j}) = \sum_{k=1}^{n} \sum_{l=1}^{N(A_j)} \left\{ \left(1 - P(p(l), k)\right)^{k-1} \cdot P(p(l), k) \right\} \times \left( E_{\text{data-t}}(Cl_{m_j}) + (k-1)E_i \right) \]  

This energy derivation provides a theoretical overview of the overall network energy consumption in each round. Since, we aim at providing a WSN with high throughput, i.e., with a maximum number of delivered packets, the introduced packets acknowledgement and the retransmission mechanism have added a supplementary energy consumption. But, as we observed in simulation, the proposed clustering routing algorithm significantly improves the overall performance of the considered WSNs.

5.4.2 Metrics of the performance evaluation

To evaluate the performance of the proposed algorithm, we analyzed the following metrics:

5.4.2.1 Network lifetime

Since the lifetime is an important characteristic commonly analyzed in sensor networks performance evaluation, in the simulation we observed 3 metrics to evaluate the network lifetime of our algorithm:

- **Energy consumption.** It is a metric that allows us to analyze the average energy expended by each sensor \( s_i, i \in [1, N] \) during the simulation times.

- **Energy efficiency.** This metric is measured by evaluating the ratio of the total number of delivered packets to the BS and the overall network’s consumed energy during the simulation times. At a given simulation time, that ratio is calculated according to the formula given in Equation 5.36. We use this metric to analyze the network lifetime as well as the throughput.

\[ EE = \frac{\sum \text{data packets delivered to the BS}}{\sum \text{sensor’s consumed energy}} \]  

- **First sensor dead.** This metric allows us to know the amount of time that a sensor of our WSN design will be fully operative by evaluating the time until the first dead of a sensor during the simulation times.
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5.4.2.2 Throughput

Given the fact that a lot of applications of WSNs need routing protocols with a high rate of successful packets delivered to the BS, we use two metrics in order to analyse the throughput:

- *Amount of delivered packets.* This metric is used to evaluate the amount of packets received by the BS at the end of the simulation times.

- *Packet loss rate.* This metric is calculated according to the formula given in Equation 5.37 in order to know the rate of packet losses caused by the designed routing algorithm.

\[
PL = 1 - \frac{\sum \text{received data packets by the BS}}{\sum \text{sent data packets to the BS}}
\]  

5.4.2.3 Network coverage

The network coverage is an important characteristic in sensor networks, especially in WSNs requiring a high availability of gathered information. Even if sensors are well distributed on the sensing environment, unclustered sensor nodes cause the loss of information on their coverage area. To evaluate the performance in terms of network coverage, we reported the number of unclustered sensors in each round during the simulation time.

5.4.3 Simulation and discussion

We evaluated the proposed ABC-SD protocol by conducting series of intensive experiments in various scenarios. To be closer to the reality, we exploited the behaviors of the Chipcon CC2420 that is briefly described in Section 5.2.1 and its complete data sheet can be found in [88]. In this simulation, we used the realistic sensors’ characteristics, the wireless channel and radio models included in the Castalia 3.2 simulator. Castalia is a simulator for WSNs and generally, for networks of low-power embedded devices, which is based on the OMNet++ platform. Since, the B-MAC is not found by default in the node communication module of the Castalia simulator, for this simulation, we have integrated a separated implementation in C++ of the B-MAC.

Unlike the bio-inspired clustering and routing approaches proposed in [16, 23], sensors of the proposed WSN model are homogeneous and can perform any task in the network. We have not used some special sensors with particular behaviors that act as pre-deployed gateways. It is assumed that all sensors are locations unaware. Indeed, all sensors of our network model are not equipped with a self-locating hardware such as the global positioning system. In the proposed clustering algorithm, we use an initial population of 50 bees and
we run the positions update of the ABC algorithm under a maximum of 500 cycles. The ABC swarm parameters are summarized in Table 5.4.

Table 5.4: The used ABC parameters for simulating the ABC-SD.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of cycles</td>
<td>500</td>
</tr>
<tr>
<td>Population size</td>
<td>50</td>
</tr>
<tr>
<td>Limit for neighborhood search</td>
<td>20</td>
</tr>
</tbody>
</table>

Experiments were carried out with randomly and uniformly deployed stationary sensors on a square field of 100 × 100 m² that represents the sensing area. The BS is positioned at the coordinate (0; 0) of the field. The initial energy of each sensor is equal to the energy of two AA batteries, which is set to 18720 J. To evaluate the powerful and the full adaptability of the ABC-SD protocol, we consider four scenarios of networks in which each sensor network has a size of 100 × n : n = 1, 2, 3, 4. In each considered network scenario, the proposed algorithm is executed during 5000 seconds. Since the number of sensors increases, in order to minimize the effect of communication overhead, the length of each round is set to 500 seconds and the TDMA slot length is taken 2/4 as of a second. The obtained results in both clustering and routing are presented in a combined output. The complete simulation parameters are given in Table 5.5.

Table 5.5: Adopted Simulation parameters in the ABC-SD.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Square (m²)</td>
<td>100 × 100</td>
</tr>
<tr>
<td>BS location (0,0)</td>
<td></td>
</tr>
<tr>
<td>Number of sensors</td>
<td>100, 200, 300, 400</td>
</tr>
<tr>
<td>Maximum number of CHs</td>
<td>5%</td>
</tr>
<tr>
<td>Initial Energy (J)</td>
<td>18720</td>
</tr>
<tr>
<td>εt (J)</td>
<td>4680</td>
</tr>
<tr>
<td>Radio frequency (GHz)</td>
<td>2.4</td>
</tr>
<tr>
<td>Packets length (Bytes)</td>
<td>128</td>
</tr>
<tr>
<td>Packets rate (packet/s)</td>
<td>1</td>
</tr>
<tr>
<td>Transmission speed (Kbps)</td>
<td>250</td>
</tr>
<tr>
<td>Transmission range (m)</td>
<td>75</td>
</tr>
<tr>
<td>TDMA Slot time (s)</td>
<td>0.4</td>
</tr>
<tr>
<td>CDMA MAC protocol</td>
<td>B-MAC</td>
</tr>
<tr>
<td>Times (s)</td>
<td>5000</td>
</tr>
<tr>
<td>Round length (s)</td>
<td>500</td>
</tr>
</tbody>
</table>

In order to highlight the value added introduced by the proposed clustering and routing approaches, the performance of the ABC-SD protocol is compared with some well known cluster-based protocols for WSNs:

- The LEACH [25] protocol that is the widely used in comparison purpose, the most popular and completely distributed clustering algorithm for WSNs;
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- The LEACH-C [27] protocol, which is the centralized version of the LEACH protocol;
- The PSO-C [22] protocol that is a completely centralized swarm based approach, which is inspired by social behaviors of bird flocking and fish schooling;
- The PSO-HC [29] protocol that is a hierarchical bio-inspired clustering approach for WSNs.
- The ABC-C [23] protocol that is a centralized clustering protocol which is inspired by the foraging behaviors of honeybees.

In each network scenario, we proceeded to 10 runs of these aforementioned protocols, including the ABC-SD. In each simulation run, 4 different network topologies are generated, totaling 40 network topologies. Each result presented hereafter is the average of outputs obtained in these runs. Also, all results are given at 99% confidence interval. Before presenting the results, let us evaluate by simulation the best value of the weighting parameter $\alpha$ used in the fitness function (see Section 5.3.2.5), which maximizes the performance of the ABC-SD protocol. To do it, eleven distinct values of $\alpha \in [0; 1]$ have been tested. In order to choose the best one, we measure the average energy consumed by each sensor during the simulation time. While considering the network scenario with 100 sensors, it can be observed in obtained curves (see Figure 5.10) that the best value of $\alpha$ is 0.1. Also, with the 3 other network scenarios, we found the same value of $\alpha$.

Globally, we measured the three principal metrics described above in section 5.4.2: network lifetime, the throughput and the network coverage. The network lifetime is studied here by the measurement in each network scenario, of the energy consumption of each sensor, the energy efficiency and the time at which the first sensor dies. In their experiments, Latiff et al. [22] as well as Karaboga et al. [23] showed that the PSO-C protocol performs better than the LEACH and the LEACH-C. In the same mind, in their proposed protocol, Elhabyan and Yagoub [29] reported that, the PSO-HC protocol provides better results than the compared protocols. The results obtained by the conducted experiments are given in Figures 5.11 - 5.19. These graphics show the obtained results of the ABC-SD including the ABC-C, PSO-HC, PSO-C, LEACH-C and LEACH protocols.

The energy consumption is measured by the average energy expended by each sensor in each of the four network scenarios. It can be observed in the results’ diagrams presented in Figure 5.11 that the proposed cluster-based ABC routing protocol performs better than the compared one in terms of energy consumption. In each network scenario, the average energy expended by each sensor as well as their standard deviations in each case is computed and highlighted in Table 5.6. It can clearly be seen that, sensors in the ABD-SD protocol consume less energy than the sensors in the compared protocols. However, we must recognize that in terms of amount of variation of the expended energy by each sensor,
Figure 5.10: Energy consumed by each node in each value of $\alpha$.

Table 5.6: Average sensor’s energy consumption ($\bar{\mu}$) and standard deviation ($\sigma$).

<table>
<thead>
<tr>
<th>Protocol</th>
<th>Network scenario</th>
<th>#100</th>
<th>#200</th>
<th>#300</th>
<th>#400</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$\bar{\mu}$</td>
<td>$\sigma$</td>
<td>$\bar{\mu}$</td>
<td>$\sigma$</td>
</tr>
<tr>
<td>ABC-SD</td>
<td></td>
<td>70.21</td>
<td>1.10</td>
<td>57.03</td>
<td>1.83</td>
</tr>
<tr>
<td>ABC-C</td>
<td></td>
<td>73.01</td>
<td>1.63</td>
<td>59.13</td>
<td>1.93</td>
</tr>
<tr>
<td>PSO-HC</td>
<td></td>
<td>75.10</td>
<td>1.97</td>
<td>60.41</td>
<td>1.94</td>
</tr>
<tr>
<td>PSO-C</td>
<td></td>
<td>80.03</td>
<td>0.27</td>
<td>80.02</td>
<td>0.51</td>
</tr>
<tr>
<td>LEACH-C</td>
<td></td>
<td>83.13</td>
<td>0.81</td>
<td>82.61</td>
<td>1.02</td>
</tr>
<tr>
<td>LEACH</td>
<td></td>
<td>158.01</td>
<td>3.09</td>
<td>162.14</td>
<td>2.36</td>
</tr>
</tbody>
</table>

Although it is needed that the quantity of the expended energy by each sensor be minimal, the amount of data delivered at the BS, in other terms, the reliability of the network, is very important specially in the case of large scale WSNs. So, in Figure 5.12, we present the obtained energy efficiency that is equivalent to the amount of data received by the BS with 1 joule of power, during the simulation time in each network’s scenario. Also,
for evaluating the network lifetime, diagrams in Figure 5.13 show the time at which the first sensor dies in each network’s scenario. It can be seen that the first dead sensor in ABC-SD occurs long after the first dead in LEACH-C and LEACH. Moreover, according to the curves visible in Figure 5.12a-d, we conclude that the energy efficiency in the ABC-SD protocol is far better than the others since the proposed protocol offers a high data delivery to the BS while consuming less power during all the simulation time.

However, it’s important to note that the ABC-C protocol enables good results in terms of first dead. However, concerning the results obtained in the evaluation of the energy efficiency in the ABC-C, the curves in Figure 5.12 show good results for network scenarios with and 100 and 200 sensors, but in network scenarios with 300 and 400 sensors, the ABC-C enabled results close to those obtained in PSO-HC and PSO-C. This means that, the ABC-C protocol presents some shortcomings in terms of management of energy when the number of sensors grows.

On the other hand, it is important to note that, results obtained in PSO-HC, PSO-C and LEACH-C protocols aren’t much far away from each other. Unfortunately, the LEACH protocol presents poor results in all network scenarios. This is due to the adopted long radio transmission range and the single hop routing strategy in LEACH’s design. In addition, in LEACH, there is a random and probabilistic based mechanism for the selection of CHs that doesn’t consider the energy level of the sensor. Also, there is not a sleep/wakeup mechanism for energy conservation during the idle time. The adopted strategies in their design led to weakness results, in particular, it caused a considerable energy wastage and a low data delivery rate.
Furthermore, the adopted fitness function in the building of clusters favored this visible gain in performance obtained in the ABC-SD protocol. Indeed, the fitness function (see Section 5.3.2.5) is designed in such a way that it takes into account the energy as well as the QoS criteria. First, the energy criterion allows the choice of CHs with sufficient energy since they act as relay sensors that aggregate and forward gathered data to the BS. Moreover, since CHs and of course clusters change at each round, the power used by CHs is balanced among other sensors. The second criterion as to it, concerns the assignment of the cluster members to a given cluster according to the quality of the communication link. The position update mechanism existing in the ABC algorithm used here in the proposed clustering algorithm efficiently helps us in providing optimal assignment of cluster members. Moreover, the adopted mechanism in the route discovery process allows the choice of the path with fewer number of hops, and which is less power expensive (see the proposed model in Equation 5.18), in which gathered data will be forwarded to CHs. These
mechanisms help the ABC-SD for the well balancing of the overall power consumption of sensors. The results obtained here by the proposed ABC-SD protocol, specially for network lifetime, confirm the results obtained by authors in [23]. This is probably favored by the use of the ABC optimization algorithm in our clustering algorithm.

Even if in the design of sensor networks, it is necessary to save sensor’s energy as long as possible, keeping a good throughput is also essential since the main objective in WSNs is to collect the gathered data. Besides the energy consumption metrics, the overall network performance is also measured by the amount of packets delivered to the BS as well as the packets loss rate. Unlike the much adopted evaluation of the amount of data packets received by the BS, which considers the amount of aggregated data packets sent by CHs to the BS, we computed that quantity by considering all the data received by each CH before the aggregation. This allowed us to know the exact amount of data generated by the overall network.

Diagrams in Figure 5.14 present the amount of packets successfully received by the BS from CHs in each network’s scenario. Table 5.7 shows the means and the standard deviations of the amount of packets received by the BS of the 10 simulation runs. By observing the results obtained for ABC-SD and those of the compared protocols, it can clearly be seen that the ABC-SD protocol produces a greater amount of packets received by the BS. In addition, given the standard deviation values, the ABC-SD presents minimum fluctuations in the mean while in PSO-C, LEACH-C and LEACH protocols, there is a lot of fluctuations around the mean. Moreover, as it is seen in the diagrams, the compared PSO based protocols, i.e., PSO-HC and PSO-C, also produce a good performance in this evaluation metric. However, results of this test show that the ABC-C protocol presents
some difficulties to handle a growing amount of sensors since the performance of the algorithm starts to decrease from 300 sensors.

Figure 5.14: Amount of data packets received by the BS.

Table 5.7: Mean of throughput ($\bar{\mu}(\times 10^6)$) and standard deviation ($\sigma(\times 10^6)$).

<table>
<thead>
<tr>
<th>Protocol</th>
<th>Network scenario</th>
<th>#100</th>
<th>#200</th>
<th>#300</th>
<th>#400</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\bar{\mu}$</td>
<td>$\sigma$</td>
<td>$\bar{\mu}$</td>
<td>$\sigma$</td>
<td>$\bar{\mu}$</td>
</tr>
<tr>
<td>ABC-SD</td>
<td>0.46</td>
<td>0.001</td>
<td>1.10</td>
<td>0.003</td>
<td>1.31</td>
</tr>
<tr>
<td>ABC-C</td>
<td>0.42</td>
<td>0.003</td>
<td>0.87</td>
<td>0.005</td>
<td>1.21</td>
</tr>
<tr>
<td>PSO-HC</td>
<td>0.41</td>
<td>0.002</td>
<td>0.84</td>
<td>0.002</td>
<td>1.26</td>
</tr>
<tr>
<td>PSO-C</td>
<td>0.38</td>
<td>0.006</td>
<td>0.77</td>
<td>0.009</td>
<td>1.18</td>
</tr>
<tr>
<td>LEACH-C</td>
<td>0.40</td>
<td>0.009</td>
<td>0.80</td>
<td>0.017</td>
<td>1.20</td>
</tr>
<tr>
<td>LEACH</td>
<td>0.31</td>
<td>0.011</td>
<td>0.60</td>
<td>0.053</td>
<td>0.90</td>
</tr>
</tbody>
</table>

Then, always for the evaluation of the throughput, we execute considered protocols in order to evaluate the packet loss rate. The means and their corresponding standard deviations of the packet loss rate is given in Table 5.8. It is clear from Figure 5.15 that, in all considered network scenarios, the packet loss rate for the ABC-SD protocol is far lesser than in LEACH-C and LEACH protocols. These protocols produce a high rate of data loss. This is owing to the adopted single hop communications.

Besides, since the proposal includes a centralized clustering algorithm installed at the BS, we evaluated the impact of the communication overhead in the whole execution of the
5.4. Performance Evaluation

Figure 5.15: Packets loss.

<table>
<thead>
<tr>
<th>Protocol</th>
<th>Network scenario</th>
<th>#100</th>
<th>#200</th>
<th>#300</th>
<th>#400</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABC-SD</td>
<td></td>
<td>0.119</td>
<td>0.001</td>
<td>0.111</td>
<td>0.002</td>
</tr>
<tr>
<td>ABC-C</td>
<td></td>
<td>0.142</td>
<td>0.001</td>
<td>0.133</td>
<td>0.003</td>
</tr>
<tr>
<td>PSO-HC</td>
<td></td>
<td>0.183</td>
<td>0.001</td>
<td>0.180</td>
<td>0.002</td>
</tr>
<tr>
<td>PSO-C</td>
<td></td>
<td>0.206</td>
<td>0.001</td>
<td>0.219</td>
<td>0.003</td>
</tr>
<tr>
<td>LEACH-C</td>
<td></td>
<td>0.296</td>
<td>0.002</td>
<td>0.308</td>
<td>0.003</td>
</tr>
<tr>
<td>LEACH</td>
<td></td>
<td>0.332</td>
<td>0.005</td>
<td>0.349</td>
<td>0.008</td>
</tr>
</tbody>
</table>

ABC-SD protocol during the simulation. To achieve that, we computed the cumulated amount of messages in each round, from the bootstrapping and setup step till the establishment of route paths and data transfer steps. Figure 5.16 shows the evolution of the communication overhead during each round in the four network scenarios. The obtained results show that the cumulated amount of generated messages increases proportionally to the number of sensors in each round. In addition, the adopted controlled flooding mechanism in the bootstrapping step contributed to contain the blast of the generated messages. This implies that, there is no significant communication overhead in the ABC-SD.

Now, in order to evaluate the performance of the proposal in terms of network coverage, we evaluated the number of unclustered sensors, i.e., the amount of inactive sensors, per round in each network scenario. To achieve this, we suppose that a sensor is considered inactive
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Figure 5.16: The communication overhead in ABC-SD.

if its energy level is not equal to zero and if it is not a follower of a given CH. Diagrams in Figure 5.17 show the comparison of our proposal with the compared protocols in terms of the average number of unclustered sensors per round. It can be observed that the amount of unclustered sensors in ABC-SD is significantly lesser than in its comparatives. This is allowed by the adopted fitness function in the clustering algorithm which takes care of energy consumption of sensors and the QoS of communication link within clusters. Moreover, it can be seen that the ABC-C and PSO-HC protocols yield good results. This is respectively allowed by the positions update of the ABC algorithm in the ABC-C and the adopted particle encoding scheme in the PSO-HC. However, the results of the PSO-C protocol for this test are very poor. This is due to the used cost-based function for the intra-cluster communication, which does not allow far sensors to be members of a cluster. Regarding the LEACH and LEACH-C protocols since their design’s aim at balancing the load of CHs, sensors are assigned to CHs that are far away from them. This fact leads to a lot of death of CHs and this considerably increases the amount of unclustered sensors.

In the above presented results, we have used the $100 \times 100$ m$^2$ sensing area varying the number of sensors in the performance evaluation. However, in order to confirm the effectiveness of the ABC-SD, 10 simulation runs of the four network scenarios in an area of $500 \times 500$ m$^2$ with the BS positioned at the coordinate $(0;0)$ of the field have been used in order to evaluate the potential impact of changing the sensing area on the average energy consumed by each sensor and the throughput. Figure 5.18 and Figure 5.19 respectively show the results of the average energy consumed by each sensor and the results obtained in the evaluation of the throughput. In addition, in each network scenario, the average energy expended by each sensor and the standard deviations is given in Table 5.9 and Table 5.10.
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Figure 5.17: Amount of unclustered sensors.

It can be observed from Figure 5.18 that the ABC-SD enables good results for the energy expenditure in each sensor than the compared protocol even if the sensing area becomes larger. Nevertheless, the standard deviations presented in Table 5.9 show that the PSO-C protocol has a minimum dispersion. In addition, it’s important to note that the ABC-C and PSO-HC also outputted good results when changing the sensing area. Figure 5.19 reveals the effectiveness of the ABC-SD in terms of amount of data packets received by the BS with a minimum dispersion, in a sensing area of 500 × 500 m². Although the ABC-SD enables a better throughput than the compared, it can be found from Table 5.10 that the ABC-SD enables higher dispersion in the results.

Table 5.9: Average sensor’s energy consumption ($\bar{\mu}$) and standard deviation (σ) - sensing area of 500 × 500 m².

<table>
<thead>
<tr>
<th>Protocol</th>
<th>Network scenario</th>
<th>#100</th>
<th></th>
<th>#200</th>
<th></th>
<th>#300</th>
<th></th>
<th>#400</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$\mu$</td>
<td>$\sigma$</td>
<td>$\mu$</td>
<td>$\sigma$</td>
<td>$\mu$</td>
<td>$\sigma$</td>
<td>$\mu$</td>
<td>$\sigma$</td>
</tr>
<tr>
<td>ABC-SD</td>
<td></td>
<td>74.81</td>
<td>1.03</td>
<td>59.98</td>
<td>1.63</td>
<td>61.82</td>
<td>1.01</td>
<td>52.72</td>
<td>1.03</td>
</tr>
<tr>
<td>ABC-C</td>
<td></td>
<td>79.11</td>
<td>1.01</td>
<td>64.23</td>
<td>1.03</td>
<td>71.01</td>
<td>0.95</td>
<td>76.10</td>
<td>0.98</td>
</tr>
<tr>
<td>PSO-HC</td>
<td></td>
<td>81.41</td>
<td>2.12</td>
<td>71.44</td>
<td>2.14</td>
<td>76.43</td>
<td>1.69</td>
<td>74.96</td>
<td>1.53</td>
</tr>
<tr>
<td>PSO-C</td>
<td></td>
<td>87.83</td>
<td>0.29</td>
<td>82.11</td>
<td>0.41</td>
<td>85.12</td>
<td>0.63</td>
<td>86.40</td>
<td>0.62</td>
</tr>
<tr>
<td>LEACH-C</td>
<td></td>
<td>99.03</td>
<td>1.01</td>
<td>98.93</td>
<td>1.04</td>
<td>97.03</td>
<td>0.98</td>
<td>96.33</td>
<td>0.30</td>
</tr>
<tr>
<td>LEACH</td>
<td></td>
<td>169.01</td>
<td>5.54</td>
<td>178.41</td>
<td>2.97</td>
<td>165.32</td>
<td>1.97</td>
<td>164.09</td>
<td>2.19</td>
</tr>
</tbody>
</table>
Finally, by returning to the design goals of the ABC-SD protocol (see Section 5.3.1), the results obtained in the evaluation of the network lifetime as well as the network coverage and the throughput, confirm that the ABC-SD protocol aims at maintaining a good link quality, as well as providing a great number of delivered packets while preserving the sensor’s power consumption as best as possible.
5.5. Conclusion

In this chapter, we investigated problems of clustering and routing in WSNs and then, we proposed a centralized cluster-based routing protocol called ABC-SD. The clustering problem is formulated as a LP problem and the routing problem is solved with a cost-based function. Clusters are built in an energy efficient way by exploiting the efficient features and the fast convergence characteristics of the ABC metaheuristic. As for the routing problem, it is brought back to a problem of choosing a low-cost path among existing paths from a source to a destination, for the intra-cluster communication. The choice of CHs in the clustering algorithm also helps us in the construction of routes for the inter-cluster communication. The results of simulation show that, the proposed protocol delivers better performance than its comparatives in terms of the network lifetime, the network coverage and the amount of packets received by the BS.

Table 5.10: Mean of throughput (\(\bar{\mu}(\times10^6)\)) and standard deviation (\(\sigma(\times10^6)\)) - sensing area of 500 \(\times\) 500 \(m^2\).

<table>
<thead>
<tr>
<th>Protocol</th>
<th>Network scenario</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>#100</td>
</tr>
<tr>
<td>ABC-SD</td>
<td>0.42</td>
</tr>
<tr>
<td>ABC-C</td>
<td>0.41</td>
</tr>
<tr>
<td>PSO-HC</td>
<td>0.39</td>
</tr>
<tr>
<td>PSO-C</td>
<td>0.31</td>
</tr>
<tr>
<td>LEACH-C</td>
<td>0.38</td>
</tr>
<tr>
<td>LEACH</td>
<td>0.27</td>
</tr>
</tbody>
</table>
Chapter 6

Conclusion and Future Research Directions

6.1 Conclusion

During the last few years, advances in miniaturization and low power design of electronic devices have allowed the development of small and smart sensors that are capable of detecting ambient conditions from a given environment such as temperature, movement, vibration and acoustic phenomenon.

Research in this field is very exciting because of a variety of offered services by sensor networks. Usually, sensors are organized into a massively deployed WSN, which cooperatively gather and transmit information to an end user or a BS. The technology of WSNs has enabled a number of opportunities for diverse applications. The sensing platforms and the existing applications are fastly growing. In the case of large scale networks, the management of sensors becomes a challenge. Energy efficiency, throughput and scalability are key requirements in WSNs.

To address these goals, sensors are often organized into disjoint and mostly non-overlapping groups named clusters. Clustering and routing that are well known optimization problems have been widely studied for extending the network lifetime, which is a critical issue in sensor networks.

Owing to the complexity introduced by large scale sensor networks and the limited resources enabled by individual sensors, the wonderful behaviors of biological systems and its different solutions for optimization problems are progressively applied in order to optimize a whole management of WSNs. In this thesis, we contributed in clustering and routing protocols for improving the management of WSNs by using biologically inspired solutions.
6. Conclusion

We started this thesis by presenting an overview of the domains of WSNs and applications. This is followed by a survey of different well known clustering algorithms for WSNs by highlighting their design, features, complexity and insufficiency.

Then, we first addressed the issue of distributed clustering in WSNs by paying attention to the CH election process in order to reduce the energy wastage. The proposed approach called NEST for CH election and clustering is inspired by the nest-sites selection process of honeybee swarms. CHs are elected in a distributed and a self-organized manner by sensors themselves and each proceeding CH election is done inside the cluster, if the CH election is necessary. Thus, the energy consumption of the network is significantly balanced within all cluster members. This avoids the rapid death of CHs. So, the network lifetime is well improved. For the validation of the NEST, extensive simulations were made with a great number of sensors, in order to be closer to the reality of large scale sensor networks. The results of experiments showed that, the NEST is more performant than the most existing clustering solutions in terms of the network lifetime, energy consumption and throughput.

In large scale networks, it is demonstrated that, the optimal clustering mechanism has a strong influence on the overall performance of the network. For this reason, in the second contribution, we investigated problems of centralized clustering and routing in WSNs and then, we proposed a cluster-based routing protocol called ABC-SD. In the proposal, the clustering problem is formulated as a Linear Programming problem and the routing problem is addressed with a Cost-based Function. We opted for a centralized clustering optimization carried out in the BS, which has a rich resource suitable for it. Clusters are built in a low costly way by exploiting the efficient features and the fast convergence characteristics of the Artificial Bee Colony metaheuristic. The routing problem is brought back to a problem of choosing a low-cost path among existing paths from a source to a destination, for the intra-cluster communication. The choice of CHs in the clustering algorithm also helps us in the construction of routes for the inter-cluster communication. Contrary to the existing protocols, the major contributions of our proposal are illustrated as follows. Firstly, in order to be closer to the real sensing environment and existing sensor’s hardware, a realistic energy consumption model is used. Secondly, it defines a new cluster balancing mechanism that makes a trade-off between sensor’s energy level and the quality of the communication link. Thirdly, we designed a pre-established routes approach in which the chosen routing path is less-costly in terms of power consumption and employs a least number of hops. Fourthly, unlike the most existing methods, which focus on one metric, the ABC-SD protocol performs well in three evaluation metrics. Intensive simulations were made with a number of network topologies in different network sizes and the obtained results show that, the proposed protocol delivers better performance than its comparatives in terms of the network lifetime, the network coverage and the throughput.
6.2 Future Research Directions

In our contributions, we obtained encouraging results but it could lead to several improvements at various levels.

1. Always for reducing the energy consumption in the NEST, the envisaged amelioration concerns an optimal integration of a collective decision-making in a honeybee swarm, in order to preserve coverage during the CH election. Also, we are planning to study the effects of some network and physical layer issues in the NEST algorithm, such as channel contention, noise, retransmissions, dropped packets and errors.

2. For mobility purpose, we plan to study the effects of mobile sensors as well as mobile sink in the proposed ABC-SD algorithm. Furthermore, we would also focus on the design of a TDMA frame in the case of variable packet lengths.

3. To highlight strengths and weaknesses of proposed protocols, we plan to conduct some experiments on our contributions by using a real physical WSN in various sensing environments.

In the forthcoming future, we plan to design a new scheme of mobile sensing that aims at providing a good coverage and throughput while maintaining better energy efficiency and high network availability. Indeed, in a given WSN, determining the sensor coverage in a designated sensing environment is an important goal that allows the evaluation of the WSN effectiveness. Moreover, the sensor coverage problem depends on the application. For example, target tracking applications may require a higher degree of coverage while environmental or agricultural monitoring applications can digest a less degree of sensor coverage. In target tracking applications, in order to get more reliable gathered data, the adoption of a strategy in which multiple sensors monitor the same location is needed. It has been confirmed that mobility significantly improves the overall network lifetime, reliable data gathering, delay and latency problems [24, 91, 92, 93].

In WSNs, mobile sensing refers to the presence of one or more mobile sinks or mobile sensors, which have the main role of collecting the gathered data by sensor nodes. Mobile WSNs enable more dynamic topology since mobile sinks move continuously over the network in a more or less random fashion. However, the problem of designing a strategy that allows mobile sinks to move in a distributed self-organized manner is not evident to solve by a deterministic polynomial algorithm. Bacterial Foraging Optimization Algorithm (BFOA) [94] that is inspired by some features of the social foraging behaviors of the *Escherichia coli* bacteria, can be applied to model a trial solution for the autonomous movement of mobile sinks, which is an optimization problem. As future research direction, we plan to design models that allow mobile sinks to move over the network in a self-organized and self-adaptive way. We provided a start of solution in [95].
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Abstract: During the past few years, wireless sensor networks witnessed an increased interest in both the industrial and the scientific community due to the potential wide area of applications. However, sensors’ components are designed with extreme resource constraints, especially the power supply limitation. It is therefore necessary to design low power, scalable and energy efficient protocols in order to extend the lifetime of such networks. Cluster-based sensor networks are the most popular approach for optimizing the energy consumption of sensor nodes, in order to strongly influence the overall performance of the network. In addition, routing involves non negligible operations that considerably affect the network lifetime and the throughput. In this thesis, we addressed the clustering and routing problems by hiring intelligent optimization methods through biologically inspired computing, which provides the most powerful models that enabled a global intelligence through local and simple behaviors. We proposed a distributed clustering approach based on the nest-sites selection process of a honeybee swarm. We formulated the distributed clustering problem as a social decision-making process in which sensors act in a collective manner to choose their cluster heads. To achieve this choice, we proposed a multi-objective cost-based fitness function. In the design of our proposed algorithm, we focused on the distribution of load balancing among each cluster member in order to extend network lifetime by making a tradeoff between the energy consumption and the quality of the communication link among sensors. Then, we proposed a centralized cluster-based routing protocol for wireless sensor networks by using the fast and efficient searching features of the artificial bee colony algorithm. We formulated the clustering as a linear programming problem and the routing problem is solved by proposing a cost-based function. We designed a multi-objective fitness function that uses the weighted sum approach, in the assignment of sensors to a cluster. The clustering algorithm allows the efficient building of clusters by making a tradeoff between the energy consumption and the quality of the communication link within clusters while the routing is realized in a distributed manner. The proposed protocols have been intensively experimented with a number of topologies in various network scenarios and the results are compared with the well-known cluster-based routing protocols. The results demonstrated the effectiveness of the proposed protocols.