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Titre : Une exploration des visualisations-mots pour du texte
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Résumé : Ma dissertation explore comment l'intégration de
petites visualisations contextuelles basées sur des données
peut complémenter des documents écrits. Plus spéci�quement,
j'identi�e et je dé�nis des aspects importants et des directions de
recherches pertinentes pour l'intégration de petites visualisations
contextuelles basées sur des données textuelles. Cette intégration
devra �nalement devenir aussi �uide qu'écrire et aussi utile que
lire un texte. Je dé�nis les visualisations-mots (Word-Scale Vi-
sualizations) comme étant de petites visualisations contextuelles
basées sur des données intégrées au texte de documents. Ces
visualisations peuvent utiliser de multiples codages visuels in-
cluant les cartes géographiques, les heatmaps, les graphes circu-
laires, et des visualisations plus complexes. Les visualisations-
mots offrent une grande variété de dimensions toujours proches
de l'échelle d'un mot, parfois plus grandes, mais toujours plus
petites qu'une phrase ou un paragraphe. Les visualisations-mots
peuvent venir en aide et être utilisées dans plusieurs formes de
discours écrits tels les manuels, les notes, les billets de blogs, les
rapports, les histoires, ou même les poèmes. En tant que complé-
ment visuel de textes, les visualisations-mots peuvent être util-
isées pour accentuer certains éléments d'un document (comme
un mot ou une phrase), ou pour apporter de l'information ad-
ditionnelle. Par exemple, un petit diagramme de l'évolution du
cours de l'action d'une entreprise peut être intégré à côté du nom
de celle-ci pour apporter de l'information additionnelle sur la ten-
dance passée du cours de l'action. Dans un autre exemple, des

statistiques de jeux peuvent être incluses à côté du nom d'équipe
de football ou de joueur dans les articles concernant le champi-
onnat d'Europe de football. Ces visualisations-mots peuvent no-
tamment aider le lecteur à faire des comparaisons entre le nom-
bre de passes des équipes et des joueurs. Le béné�ce majeur des
visualisations-mots réside dans le fait que le lecteur peut rester
concentré sur le texte, vu que les visualisations sont dans le texte
et non à côté.
Dans ma thèse j'apporte les contributions suivantes : j'explore
pourquoi les visualisation-mots peuvent être utiles et comment
promouvoir leur création. J'étudie différentes options de place-
ment pour les visualisations-mots et je quanti�e leurs effets
sur la disposition du texte et sa mise en forme. Comme les
visualisations-mots ont aussi des implications sur le comporte-
ment de lecture du lecteur, je propose une première étude qui
étudie les différents placements de visualisations-mots sur le
comportement de lecture. J'examine aussi comment combiner les
visualisations-mots et l'interaction pour soutenir une lecture plus
active en proposant des méthodes de collection, d'arrangement
et de comparaison de visualisations-mots. Finalement, je propose
des considérations de design pour la conception et la création de
visualisations-mots et je conclus avec des exemples d'application.
En résumé cette dissertation contribue à la compréhension de pe-
tites visualisations contextuelles basées sur des données intégrées
dans le texte et à leur utilité pour la visualisation d'informations.

Title : An Exploration of Word-Scale Visualizations for Text Documents
Keywords : Information visualization, small contextual visualization, word-scale visualization, text visualization, sparklines, glyphs.

Abstract : This dissertation explores how embedding small data-
driven contextual visualizations can complement text documents.
More speci�cally, I identify and de�ne important aspects and rel-
evant research directions for the integration of small data-driven
contextual visualizations into text. This integration should even-
tually become as �uid as writing and as usable as reading a text.
I de�ne word-scale visualizations as small data-driven contextual
visualizations embedded in text documents. These visualizations
can use various visual encodings including geographical maps,
heat maps, pie charts, and more complex visualizations. They
can appear at a range of word scales, including sizes larger than
a letter, but smaller than a sentence or paragraph. Word-scale
visualizations can help support and be used in many forms of
written discourse such as text books, notes, blog posts, reports,
stories, or poems. As graphical supplements to text, word-scale
visualizations can be used to emphasize certain elements of a
document (e.g. a word or a sentence), or to provide additional
information. For example, a small stock chart can be embedded
next to the name of a company to provide additional informa-
tion about the past trends of its stocks. In another example, game
statistics can be embedded next to the names of soccer teams or
players in daily reports from the UEFA European Championship.

These word-scale visualizations can then for example allow read-
ers to make comparison between number of passes of teams and
players. The main bene�t of word-scale visualizations is that the
reader can remain focused on the text as the visualization are
within the text rather than alongside it.
In the thesis, I make the following main contributions: I explore
why word-scale visualizations can be useful and how to support
their creation. I investigate placement options to embed word-
scale visualizations and quantify their effects on the layout and
�ow of the text. As word-scale visualizations also have implica-
tions on the reader's reading behavior I propose a �rst study
that investigates different word-scale visualization positions on
the reading behavior. I also explore how word-scale visualiza-
tions can be combined with interaction to support a more ac-
tive reading by proposing interaction methods to collect, arrange
and compare word-scale visualizations. Finally, I propose design
considerations for the authoring of word-scale visualizations and
conclude with application examples.
In summary, this dissertation contributes to the understanding of
small data-driven contextual visualizations embedded into text
and their value for Information Visualization.
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1
I N T R O D U C T I O N

The combination of text and various forms and sizes of graphics in
different con�gurations has been popular for a long time. Already
the ancient Egyptians included additional visual elements to their
hieroglyphs for example to differentiate, or to add additional seman-
tic information. They for example used a visual element called Car-
touche around the Pharaoh's name to clearly mark that person as the
Pharaoh (see Figure1.1a). Moreover, hieroglyphs are text and illustra-
tion at the same time (see Figure 1.1b).

Figure 1.2: Bandeau
at the top of the page,
rules (�lets) in the
middle surrounding
ACTE PREMIER. Im-
age in the public do-
main.

Writing systems evolved and their form became more and more
abstract, loosing some of their illustrative side. Still, additional visual
elements were added to text. For example the bandeau, a typographic
ornament added to embellish a page (see Figure1.2), or the rule (�let)
which is a line of variable size and weight that emphasizes for exam-
ple text parts or images (see Figure1.2). There exists many more such
additional typographic elements that can be added to text.

Before the15th century and before Gutenberg invented the printing
press, texts were handwritten works. Thus, it was simple to add new
graphics. Writers could design their own graphics and include them
into their texts. The simplicity to add visual elements resulted in mul-
tiple variations only limited by the creativity of the writer. Graphics
were also an opportunity to make these texts unique. An example of
such a handwritten text, full of additional visual elements, are illu-
minated manuscripts. In Figure 1.3 two example pages from such an
illuminated manuscript can be seen. Even though this speci�c exam-
ple is from the 15th century, illuminated manuscripts—or at least the
ones that survived—appeared already around the 6th and 7th century.
Thus, the combination of text and graphics has a long history.

However, starting with the in�uence of copyists and culminating
with the emergence of Gutenberg's printing press, texts became more
and more consistent. The invention of the printing press led to less
variations in these additional graphics embedded into text. It was
a time of simpli�cation and streamlining the process of producing
text. The emphasis was on the reproduction of these works and not
their beauti�cation. Nevertheless, visual elements never disappeared.
Frutiger [ 51] provides an overview of the multitude of visual ele-
ments that designers embed into text for different reasons and pur-
poses.

He shows that, various types of graphics of different sizes and
forms exist and are used in combination with text. In this disserta-
tion the graphics I am interested in are graphics based on or driven

1



2 introduction

(a) The name of the
Pharaoh—Thutmose
III—is encircled by a
cartouche. Image in the
public domain.

(b) Section of the Papyrus of Ani show-
ing hieroglyphs. Image in the public
domain.

Figure 1.1: Hieroglyphs and additional visual elements.

by data—data visualizations. As Heer and Shneiderman [75] noted “Vi-
sualization provides a powerful means of making sense of data.”

The earliest appearance of data visualizations is dated to the 10th
century as explained by Friendly [ 50]. However, it is dif�cult to iden-
tify how and when they appeared �rst to illustrate text with data. I
found early examples of the combination of text and visualizations
in the work of Leonardo da Vinci from the 16th and 17th century. Da
Vinci explainscomplex situations such as the phenomenon of planet-
shine in Figure 1.4a. Other examples are Copernicus who illustrates
his theory on the Heliocentric model of the solar system by adding a
graphical representation of the planets circulating around the sun as
can be seen in Figure1.4b, or Galileo who supportshis planet theory
by using sketches of his observations of Saturn through a telescope
placed in-line instead of words (see Figure 1.4c). These visualizations
were achieved by either providing visual representation of informa-
tion from the text or by including relevant outside information as
visualizations to better understand what has been written in the text.

Nowadays, researchers regularly use visualizations based on data
from experiments to support their arguments in their research articles.
Journalists and editors add map visualizations to illustrate the stories
about the Syrian war in their newspaper articles. Chemistry teachers
use visualizations of chemical formulas in chemistry textbooks to ex-
plain or teach how and why certain reactions occur.

More recently, interactive visualizations embedded in text have e-
merged in newspaper articles such as by the New York Times, to only
mention one. Rooze [125] for example provides a curated collection of
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Figure 1.3: Two pages from the “Hours of Catherine of Cleves” from 1440
depicting different scenes of Catherine of Cleves; a magni�cent
example of the combination of text and graphics. Image in the
public domain.

such articles from the Guardian and the New York Times. In an effort
to include data in Wikipedia pages, Wikipedians can now add interac-
tive visualizations to Wikipedia [ 97] using Vega [151]—a declarative
language.

This dissertation describes the integration of small, contextual and
data-driven graphics into text that we call word-scale visualizations.
Their goal is to communicate information that could not be succinctly
conveyed by the text itself, close to where that data is referred to, and
concurrently keeping the source text as the main point of interest for
the reader. Examples include small stock charts embedded next to the
name of a company such as Apple , game statistics next
to the name of a soccer team such as for Belgium's soccer team
87% pass success, or weather trends like rain averages next to the
name of a city such as for Paris .

Word-scale visualizations depict data associated with the text. For
example the article Europe in Wikipedia has relevant data associated
with it in an “infobox” such as population number and area. More-
over, relevant data is also embedded within the text, for example the
population numbers of the different member states in a table, the
states which have the Euro as a currency visualized on a map, and
various other interesting �gures and statistics. Similarly, an article in
a newspaper discussing different strategies towards immigration has
associated data such as the nationalities of immigrants, their num-
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(a) Leonardo da Vinci's
“Codex Leicester”,
1510, Image credit: [33].

(b) Nicolaus Coperni-
cus' “De Revolu-
tionibus Orbium
Caelestium”, 1543,
Image credit: [38].

(c) Page of Galileo Galilei's
manuscript showing his
�rst observation of Saturn
through a telescope, 1632,
Image credit: [147].

Figure 1.4: Three examples of the combination of text and visualizations.

bers, but also predictions of the outcome of these strategies on the
number of immigrants. This associated data is either inherent to the
text or linked from outside the text. Inherent to the text refers to the
data being already in the text or embedded in text elements such
as �gures or tables as in the Wikipedia example before. Data linked
from outside the text is data that cannot be found in the article, for ex-
ample for the newspaper article example data from the immigration
department that is linked (e.g. a reference) to the article describing
the current immigration situation.

In the following chapters I provide the background and de�nition
for these word-scale visualizations with respect to what they are and
can be, their placement regarding the layout of the text, the interac-
tion techniques used in connection with the visualizations and the
text, a step towards understanding the effects of word-scale visualiza-
tions on readers, what should be considered when designing a word-
scale visualization authoring system, and �nally the illustration of an
original application.

1.1 research context : a continuum from document -cen -
tric to visualization -centric analysis

Different �elds of research use documents as a source of data in a
leading role, for example in the Digital Humanities [ 82]. Digital Hu-
manities scholars are interested in the analysis of related document
and text snippets. In Information Visualization and Visual Analyt-
ics [86] includes the sub�elds of Text Visualization and Visual Text
Analytics. Text Visualizationand Visual Text Analytics refers to Infor-
mation Visualization techniques that either focus on raw text data or
on the results of text mining algorithms [ 91]. Similarly, Document Vi-
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Figure 1.5: The document-centric side (left) and the visualization-centric
side (right).

sualizationfocuses on documents that includes text but also attributes
and metadata. An example for a document is a report. A report has
attributes such as format (pdf) and typeface (Helvetica) and it has
metadata such as author and last edit. In Document Visualization, re-
searchers are either interested in representing the content of a single
document, for example for the purpose of a summary, or they are
interested in discovering the relationships among the documents of a
corpus.

The embedding of word-scale visualizations into text is a �rst step
towards bridging the gap between a document-centric analysison one
side and a visualization-centric analysison the other side. These two
sides are illustrated in Figure 1.5. In a document-centric analysis, the
text is the main object of analysis. One representative of document-
centric analysis is text as a substrate with embedded small-scale vi-
sualizations. In a visualization-centric analysis, the visualizations are
separate from the text. An interesting example and counterpart of
embedded small-scale visualizations is Jigsaw by Stasko et al. [65,
137]. Jigsaw visually represents documents and entities using multi-
ple coordinated views with the aim to support sense-making tasks
(Figure 1.6). With entities Stasko et al. refers to people, places, dates,
organizations among others, but also includes higher level concepts
like time and money. While the text is still present for example in
a separate view in Jigsaw, it can still contain annotations such as
highlights but usually not more evolved visualizations. Thus, the text
has a secondary role. The analysis on the visualization-centric side is
about the entities and how these are connected to each other.

The data used as an input to each of these visualizations or sys-
tems on both sides in Figure 1.5 is document data. Document data
can be raw source text or data that originates from one or multiple
text processing algorithms run on the source text, but also document
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Figure 1.6: Three of the multiple views of Jigsaw: the list view, the graph
view and the document view. Image credit: [65, 137].

attributes and document metadata such as who changed text in this
document or when was the last edit.

In this dissertation I do not concentrate on one speci�c application
domain of document data. I only explore a small part of this broad
space between document-centric and visualization-centric analysis
where document data plays a major role. Chapter 2 goes into more
detail about where different visualizations and systems �t into this
space. In Chapter 6 we suggest how to transition from a document-
centric view to a visualization-centric view using interaction.

1.2 research scope

The topic of this dissertation resides in Information Visualization(In-
foVis). InfoVis is the �eld of research that deals with abstract data-
driven graphics or visualizations. It studies and designs interactive
visual representations with the goal to amplify human cognition [ 21].

The space of visualization-centric analysis based on document data
has already been well documented. However, the space of document-
centric analysis has been relatively unexplored. In this space, I con-
centrate on small-scale graphics embedded in text which we call word-
scale graphics. More speci�cally I am interested in the data-driven ver-
sions of these word-scale graphics—word-scale visualizations. We de-
�ne word-scale visualizations as graphical encodings of data that are
roughly word-size (ranging from the size of a single character to sev-
eral words) that are placed in context with text. Word-scale visualiza-
tions can help support many forms of written discourse and can be



1.3 thesis problem and approach 7

used in text books, manuals, notes, blog posts, reports, stories, or po-
ems. As graphical supplements to written text, word-scale visualiza-
tions can be used to emphasize certain elements of a document (e. g.
a word or a sentence), or to provide additional information; they can
enable e. g. graphical comparisons, support complex relationships vi-
sually, or simply highlight quantities in the text to facilitate under-
standing. For example a small stock chart can be embedded next to
the name of a company to provide additional information about its
past performance (Apple ). Hence, a reader can check
the stock trends of that company. Another example is to add game
statistics next to the name of the soccer teams that are quali�ed for
the last sixteen at the Euro to allow simple comparisons between
ball possession ( ) or more elaborate statistics.
In contrast to larger graphics and visualizations, word-scale visual-
izations allow the reader to remain focused on the text, as they are
set within the text, rather than alongside it. As such, word-scale visu-
alizations have the potential to deeply change the form and meaning
of a written document, and designing and integrating them requires
important editorial and rhetorical decisions.

1.3 thesis problem and approach

This dissertation investigates different ways on how embedding word-
scale visualizations can complement written text documents. It pro-
vides the foundation and inspiration to develop ways to create illus-
trative, and interactive texts with the aid of small embedded visual-
izations. To quote Bret Victor [ 153] “People currently think of text as
information to be consumed. I want text to be an environment to think in.”
This dissertation is a step in that direction.

There have been previous examples for integrating small visualiza-
tions into text such as sparklines [148] ( ), Gestaltlines [16]
( ) or SportLines [118] ( ), however they only scratched the
surface of what could be. One possible explanation is that when Tufte
coined the term sparklines, today's ease-of-use of the internet as a
source of large amounts of text and data but also as an interactive en-
vironment was not yet ready. Nowadays, almost everybody that has
some programming pro�ciency can create interactive environments
around resources provided through the internet such as text. Some of
that has been made possible by for example the vast ecosystem of li-
braries around the language JavaScript. Moreover, the high-resolution
displays currently in use were not yet available to provide the neces-
sary screen resolution to have embedded word-scale visualizations.

The success of word-scale visualizations hinges on a mix of various
potential research directions that need to be explored. These research
directions are the design and the creation of small-scale visualizations
(Information Visualization and Design), the study of their usability in
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context with text and their readability in terms of understanding and
perception (Human-Computer Interaction), but also the understand-
ing of the effects of the integration of these visualizations on the text
and on the reader, and the exploration of novel ways on how read-
ers and analysts can use these sorts of visualizations (applications,
software engineering).

If we join all these reasons with the scarce previous research on
small embedded visualizations and the space constraints which calls
for creative and well-thought decisions, then it is not a surprise that
there are not more examples out in the wild.

In order to bring word-scale visualizations into newspaper text,
blog posts or reports, I concentrated on investigating a speci�c set
of research questions. I do not attempt to describe and solve all rel-
evant questions around small, contextual and data-driven graphics.
Instead my research strategy consisted of identifying and de�ning
important aspects and relevant research directions towards making
the integration of text and small-scale contextual visualizations as
�uid as writing text and as usable as reading text.

In this dissertation each core chapter (Chapter 4 to Chapter 9) deals
with one main research question (RQ1 to RQ6). The details about the
study methods used are outlined in each respective chapter.

RQ1: We know very little about why and how a writer, designer or
editor would want to integrate word-scale visualizations into his or
her text. If these visualizations can be useful, how can their creation
be supported and maybe even promoted? (Chapter 4)

RQ2: There is plenty of empty space available around and between
written text. Yet, there has not been much research about what suit-
able placements would be good for small contextual visualizations.
Where can they be placed and what are the implications of these
placement options? (Chapter 5)

RQ3: Small contextual visualizations are usually static. What are the
possibilities for using interaction and what could these interactions
be used for? In addition, how could interaction support a more ac-
tive reading and support an analyst's tasks such as sensemaking?
(Chapter 6)

RQ4: What are the implications of embedding word-scale visualiza-
tions in text on reading behavior and how can they be assessed? If
there are negative implications on the reading behavior, are there
ways to minimize them? (Chapter 7)

RQ5: To make small contextual visualizations more wide spread
for example designers need adapted authoring tools. What are the
building blocks for such tools? (Chapter 8)

RQ6: What are potential novel applications for these small contex-
tual visualizations? (Chapter 9)
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1.4 main contributions

My research builds on knowledge from two research �elds: Informa-
tion Visualization and Document Visualization. The main contribu-
tion of this dissertation is an expanded set of design considerations
on the integration of small contextual data-driven graphics—called
word-scale visualizations—into text documents. In this dissertation I
contribute:

• a classi�cation of small-scale contextual visualizations with def-
initions, encompassing encodings, size and connections to text
(entity) (Chapter 3 and Chapter 4)

• a design space and design guidelines for the placement of small
contextual visualizations illustrated with examples (Chapter 5)

• design considerations and a set of methods to interact with
small contextual visualizations embedded in text (Chapter 6)

• three typical use cases of small contextual visualizations thought
as a higher-level approach to generate new designs and appli-
cations and a set of main building blocks to design an author-
ing system for small contextual visualizations (Chapter 4, Chap-
ter 8).

1.5 overview of the dissertation

This dissertation is framed around a set of guiding research questions
(Section 1.3) about the integration and embedding of small, contex-
tual, and data-driven graphics (word-scale visualizations) into text.
I framed the beginning of this dissertation around the description of
where small contextual visualizations �t into the research on Informa-
tion Visualization and Document Visualization. The questions guid-
ing my research on small contextual visualizations consisted of under-
standing what they are, assessing their usefulness, investigating their
placement options, exploring and understanding the advantages of
using interaction in the digital environment of text and visualization,
exploring the implications of small contextual visualizations embed-
ded in text for readers, investigating tools for authoring word-scale
visualizations and explore potential real world applications.

In this introductory chapter, I discussed the motivation on why I
explored the embedding of visualizations into text, the background
and provided a high level view on what my research is all about.
Moreover, I presented two analysis approaches where word-scale vi-
sualizations could be a way to bridge the gap between these two ap-
proaches. I organized the remaining chapters of the thesis as follows:

Chapter 2: This chapter provides background and related work from
Document Visualization.
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Chapter 3: In this chapter I revisit the different types of small-scale
visualizations such as sparklines and micro visualization. Moreover,
I show past examples of small-scale visualizations. I also provide
examples of word-scale visualizations in the wild.

Chapter 4: This chapter discusses an open ended exploratory study
with graphic designers focused on the design and function of small
contextual visualizations embedded in text documents. We present
a systematic overview of the proposed designs and examine how
designers used them. Based on the results of the study we propose
three typical use-cases for small contextual visualizations as high-
level inspiration for authors and designers.

Chapter 5: This chapter presents an exploration of the placement of
small contextual visualizations within text documents. We provide
an illustrated design space of placement options for small contextual
visualizations and identify six important variables that control the
placement of the visualizations and the level of disruption of the
source text. We also contribute a quantitative analysis that highlights
the effect of different placements on readability and text disruption.
Finally, we use this analysis to propose guidelines to support the
design and placement of small contextual visualizations.

Chapter 6: This chapter presents a design space for interaction with
small contextual visualizations. The design space covers where, when,
and how interaction can be triggered for small visualizations em-
bedded in a text document. In addition to this design space, we
contribute a set of interaction techniques that allow analysts to dy-
namically collect, arrange, and compare small contextual visualiza-
tions while still maintaining the connection between the visualiza-
tions and the text.

Chapter 7: This chapter presents a study on how the integration of
small contextual visualizations into a sentence affects reading speed
and memorization during a brief reading task. In particular, we dis-
cuss how different placement types—with their inherent text appear-
ance and layout changes—affect readers.

Chapter 8: This chapter discusses implications for the design of au-
thoring tools for small contextual visualizations, and explores how
new authoring environments could make it easier for designers to
integrate them into documents.

Chapter 9: This chapter presents an original application of small
contextual visualizations where they can be used to share informa-
tion from and in personal notes. We provide two examples that il-
lustrate the challenges and implications of using small contextual
visualizations to share data in digital notes.
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Chapter 10: This �nal chapter summarizes the contributions of this
dissertation. In addition, I outline promising future research direc-
tions to study more closely the integration of word-scale visualiza-
tions into text, to further evaluate the effects of word-scale visualiza-
tions on reading behavior, and to investigate how to close the gap
between document-centric analysis and visualization-centric analy-
sis.





2
T H E S PA C E O F D O C U M E N T V I S U A L I Z AT I O N

In the previous chapter I introduced the topic of my dissertation and
differentiated between document-centric analysis and visualization-
centric analysis to put my research into context. In this chapter, I
provide an overview of the research that addresses the visualization-
centric analysis side. For that purpose I �rst provide a discussion
on document-centric analysis and visualization-centric analysis and
relate them to two analysis approaches from the humanities. Further,
I illustrate the diversity of document visualization systems which are
on the visualization-centric analysis side. Finally, I provide a high-
level overview of how text and visualization can be combined.

The purpose of the following section is not an exhaustive account
of visualization systems that visualize documents but an illustration
of the diversity of systems visualizing one or multiple documents.
Examples were selected to demonstrate this diversity and to show
how users have access to the underlying document.

2.1 document -centric and visualization -centric anal -
ysis

In Section 1.1 I propose the distinction between a document-centric
analysis and a visualization-centric analysis (see Figure 2.1). In a
document-centric analysis the document is the main object of inter-
est. The analyst needs to be able to read and immerse him or herself
into the document during the analysis. This is very similar to what
in the humanities is called close reading. Close reading [82] is a tradi-
tional approach for the analysis of the sources content. It refers to the
comprehensive analysis of a text and the study of its main themes
and their evolution. This includes the analysis of entities such as per-
sons and events, the relationship between entities, the evolution of
these entities, but also the analysis of word and phrase usage, and
the text structure and its style.

Jänicke et al. [82] identify color, font size, connections and glyphs as
techniques that support close reading. The difference between close
reading and document-centric analysis is that in a document-centric
analysis I suggest to also use small, contextual and data-driven graph-
ics to provide quantitative information. I hypothesize that word-scale
visualizations can be used in a document-centric setting, because
these types of visualizations can contribute additional information
close to the point of interest without destroying the sequence of words.
Word-scale visualizations add additional information that is relevant

13
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Figure 2.1: The document-centric side (left) and the visualization-centric
side (right).

to the analysis of the document, as they can contribute information
that is abstracted from the source document or from related docu-
ments.

In a visualization-centric analysis the text is secondary and often in
a separated view, only called when needed. The visualizations used
in a visualization-centric analysis are often an abstraction or sum-
marization of one or multiple documents. These visualizations are
the main point of interest for the analyst. It is still about for exam-
ple analyzing entities, their relationship and their evolution as in a
document-centric analysis but using abstract visualizations and inter-
actions, away from the source text. A visualization-centric analysis is
similar to what in the humanities Moretti [ 101] called distant reading.
Jänicke et al. [82] identify heat maps, tag clouds, timelines, graphs,
and a category called miscellaneous as techniques that support dis-
tant reading. Miscellaneous seems to include all visualizations they
came across but did not mention previously. Visualization-centric
analysis is also often referred to as distant reading. I use visualization-
centric analysis as a term to emphasize that visualizations are the
tools to analyze a single document or a collection of documents.

As argued by Jänicke et al. [82] and others, combining close read-
ing and distant reading is important to the humanities scholar, be-
cause they often do want to go back from their visualizations to
the source document, or the other way round from the source doc-
ument to higher level views. Similarly, it should be possible to tran-
sition �uidly back and forth between a document-centric analysis
and a visualization-centric analysis. Word-scale visualizations are al-
ready a step away from a pure document-centric analysis towards a
visualization-centric analysis. Thus, I propose word-scale visualiza-
tions as a �rst step towards a transition to the visualization-centric
side.
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Figure 2.2: Kucher and Kerren's taxonomy of text visualization techniques.
Image credit: [91].

2.2 document visualization

There are several surveys in the literature that discuss document visu-
alizations or related problems. I illustrate three proposed taxonomies
that are in relation to document visualization in more details. These
surveys show a diversity of possible taxonomies.

Gan et al. [55] proposed an overview of document visualizations.
They classify document visualization methods into three main groups:
single document visualization, document collection visualization, and
extended document visualization. They further subdivide the single
document visualization category into visualizations that represent:
vocabulary, semantic structure and document content. The document
collection visualization category is split into visualizations that show:
document themes, document core content, changes between different
document versions, document relationships, and document similarity.
The third category contains text streaming visualizations and search
visualizations.

Kucher and Kerren [ 91] provided an extensive and �ne grained
classi�cation of text visualization techniques (see Figure 2.2). The tax-
onomy consists of �ve main categories: data, visualization, domain,
analytic tasks, and visualization tasks. The �rst three categories are
further subdivided into straight forward categories such as source
for the data category and dimensionality for the visualization cate-
gory. The analytic tasks category and the visualization tasks category
build the core of their proposed taxonomy. Unfortunately, the catego-
rization into analytic tasks is not well documented, as the reasoning
behind this mix of analyses is not clear. The authors are mixing high-
level analyses like the analysis of discourse with low-level analyses
like the analysis of patterns.

The �nal taxonomy I describe is by Jänicke et al. [ 82] and intro-
duced a categorization of text analysis tasks related to the digital
humanities (Figure 2.3). They propose �ve main tasks: text of inter-
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Figure 2.3: Taxonomy of visual text analysis tasks. Image credit: [82].

est, corpus analysis, similar patterns, topics, and named entities. The
task of text of interestgroups multiple various tasks that relate to a
single literary work. Tasks in that group include the visualization of
text interpretations and the analysis of the story �ow. Corpus analysis
includes the analysis of word statistics and the relationships between
words. The task of similar patternsincludes the analysis of linguistic
patterns, text re-use and the comparison of text editions. The task
called topicsdescribes the analysis of topics for example their cluster-
ing, the analysis of their evolution, and their extraction from the text.
The last task they single out is called named entitiesand includes the
extraction of different types of entities.

Similarly, to the overview of document visualization by Gan et al. I
separate into single document visualization and document collection
visualization. Further, I divide into different low-level analysis tasks.
I used the three described taxonomies to inspire my own categoriza-
tion into tasks.

Before going into more details on document visualization I would
like to point to the relation between the two analysis approaches men-
tioned in the section before—document-centric analysis and visualiza-
tion-centric analysis—and document visualization. The data used for
document-centric analysis stems from the techniques used in docu-
ment visualization. The word-scale visualizations that form the basis
for the document-centric analysis integrates that data close to where
it is needed and keeps the text as the central point of interest for the
analyst. For the visualization-centric analysis, techniques from the do-
main of document visualization are used to analyze a document or a
collection of documents.
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Figure 2.4: Word Tree visualization showing the search term ”love the” in
context. Image credit: [160].

2.2.1 Single Document Visualization

Here, I present single document visualizations that support the fol-
lowing tasks: analysis of words in context, analysis of patterns, and
providing an overview.

2.2.1.1 Terms in Context

A document visualization that provides terms in context are Word
Trees. The Word Tree visualization is similar to the concept of keyword-
in-context (KWIC) which has been described by Hearst [ 72]. KWIC is
used in Information Retrieval and refers to parts of sentences that
show where the search terms are used within the document. Thus,
KWIC does not only show in which document the search term ap-
pears but also reveals the context of where they appear.

Similarly to KWIC, the Word Tree document visualization by Wat-
tenberg and Viégas [160] provides the visualization of search terms
in context of the words that are following the search term (see Fig-
ure 2.4). Word Trees provide a simple way of exploring repetitive con-
text as they place a tree structure over the words that follow a search
term. The tree structure arranges the words following the search term
spatially. Through interaction (clicking) the root node of the tree struc-
ture can be changed, thus, supporting navigation through the docu-
ment. The authors also described how Word Trees have been used in
Many Eyes [155]. They observed that Word Trees were also used to
visualize collections of text.

Wattenberg and Viégas's initial description of Word Trees did not
mention access to the source text. Further implementations now pro-
vide access to the source text. One that provide access to the source
text is the implementation of the Word Tree visualization by Davies
[37].
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Figure 2.5: SeeSoft visualizing a document. Image credit: [45].

2.2.1.2 Pattern Analysis

Another type of analysis that is often supported by single document
visualizations is pattern analysis. Pattern analysis refers to �nding a
set of data that follows a characteristic or a recognizable form.

A document visualization that supports the analysis of patterns is
Eick et al.'s [45] SeeSoft. Seesoft support the quick recognition of pat-
terns by providing an overview of line-based statistics. Initially, it was
build to visualize source code. SeeSoft reduces the size of source code
by transforming each line of code to a thin rectangle (see Figure 2.5).
Each line can then be colored according to a statistic of interest such
as location of variables or loops. Another interesting statistic that can
be shown is which programmer wrote which line. A sort of brushing
and linking is also implemented as clicking on a given colored line
highlights all other lines with the same color. SeeSoft also provides
access to the underlying source code. Clicking on a button a magni-
fying lens appears. By using the lens to hover over one of the thin
rectangles the corresponding source code line is displayed in context
of the neighboring lines. The authors also suggest that this visual-
ization system can be used to visualize documents or a collection of
documents.

2.2.1.3 Overview of a Document

The summary of a document provides information about what is in-
side a document. I illustrate three different approaches: TextArc by Pa-
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Figure 2.6: TextArc visualizing “Alice's Adventures In Wonderland”. Image
credit: [110].

ley which displays the content of a document through the frequency
and distribution of words, DocuBurst by Collins et al. that combines
the frequency of words and their semantic relation, and Document
Cards by Strobelt et al. which summarizes the content of a document
by extracting key terms and images to provide an overview of the
content.

Paley's TextArc [110] visualizes raw text by arranging each line of
the text around a large ellipsis (see Figure 2.6). The same words are
then added a second time inside this large ellipsis. The positioning of
the words inside the ellipsis depends on where in the text the word
appears. If a word appears often in the text it appears closer to the
centre of the ellipsis. TextArc is a visualization that provides informa-
tion on the distribution of the words in a document. The source text
can be accessed in a separate window through brushing and linking.

Collins et al.'s DocuBurst [ 34] visualizes an overview of the doc-
ument's content by combining word frequency and semantic rela-
tion based on a human-created lexical structure (see Figure 2.7). The
source document can be accessed in a separate view linked to the
visualization for details on demand. DocuBurst can also be used to
compare documents. One way of reading the visualization is to follow
a straight line from the node in the centre to a node on the outer cir-
cle. Each of the visited node is semantically connected to the previous
node through the IS-A relation. The further away from the center the
node is the more speci�c the classi�cation gets. DocuBurst provides
the source text in a separate window.
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Figure 2.7: DocuBurst rooted at the node “physical phenomenon”, and a
search query for “electricity” has been performed. The nodes
that match are colored in light yellow. Image credit: [34].

Strobelt et al.'s Document Cards [141] provide a succinct summary
of what is inside a document by providing a mix of images and key-
words from the document (see Figure 2.8). The authors propose meth-
ods to extract key images and keywords. To extract the key images the
documents are passed through an algorithm based on semi-semantic
image weighting and image classi�cation. The extraction of keywords
of a document is using a text mining approach. The authors imple-
mented a layout algorithm to group and position the images and key-
words into the document card. This algorithm �rst iteratively places
images, based on pre-calculated weights, until there is no space left to
�t an image, the remaining space is �lled with the keywords. On the
side of each document card there are little rectangles with numbers.
These numbers represent the pages of the document. Clicking on one
of these numbered rectangle will open the corresponding page in the
doument.

2.2.2 Document Collection Visualization

Here, I present document collection visualizations that support the
following tasks: showing terms in context, showing patterns between
documents, providing an overview, and showing the variation of top-
ics over time.
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Figure 2.8: The view of a Document Card with each rectangle on the right
side representing a page of the document. Image credit: [141].

2.2.2.1 Terms in Context

Similarly, to single document visualizations, search terms can be vi-
sualized in context of multiple documents. One such visualization
is the TileBars by Hearst [71]. TileBars are an iconic representation
of the document (see Figure 2.9). The document is represented as a
rectangle that contains little squares. Each little square represents at
TextTile. A TextTile [ 70] is a multi-paragraph segment of a document.
These segments are generated by using an algorithm called TextTill-
ing developed by Hearst [ 70]. It partitions a text according to term
repetition patterns. TileBars provide an indication of the length of a
document, the frequency of the term in the document and its dis-
tribution within the document and across documents. The darker a
TextTile, the more frequent the search term is present in that speci�c
TextTile. The text can be accessed by selecting a document.

2.2.2.2 Pattern Analysis

Similarly to SeeSoft in its visual representation is the Compus sys-
tem by Fekete and Dufournaud [ 47]. In contrast to Seesoft, Compus
visualizes entire collections of structured documents such as XML
documents (see Figure 2.10). The position and size of each XML el-
ement is visualized using color and a space �lling approach. Each
document is represented as a set of colored segments. Each element
type which for example is de�ned by the tag name gets its own color.
The Compus system supports the comparison of document size and
overall structure. It also helps the user to recognize correlations and
differences between documents. It also has a very powerful sorting
mechanism to sort documents according to different attributes such
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Figure 2.9: On the left the TileBars can be seen, where as on the right the
titles of the document are shown. Image credit: [71].

as the number of colored elements. The original source text can be
accessed over a tab.

2.2.2.3 Overview of a Collection of Document

A visualization that provides an overview of a collection of docu-
ments but also of single documents are tag clouds (see Figure 2.11).
They have their origin in an experiment by social psychologist Mil-
gram [99] and were later popularized by Many Eyes [ 155] and Viégas
and Wattenberg [154]. Tag clouds map word frequency to font size.
Parallel tag clouds by Collins et al.'s [ 35] is a visualization system that
uses the concept of tag clouds and parallel coordinates. It visualizes
a document collection and provides access to the source document in
a separate view.

2.2.2.4 Variation of Topics

ThemeRiver by Havre et al. [ 69] is a visualization that shows varia-
tion of topics in document collections over time (see Figure 2.12). It
uses the metaphor of rivers to provide information on topics at differ-
ent points in time. The width of the river represents the strength or
degree of use of the topic. There is no connection back to the original
source document.

2.3 combining text and graphics

Data visualizations are usually associated with text in two ways either
embedded into the text as in Figure 2.13a and Figure 2.13b or as visu-
alizations external to the text like in Figure 2.13c. External visualiza-
tions are for example placed in separate windows accessed through
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Figure 2.10: The view of a collection of structured documents represented
by the Compus system. Image credit: [47].

Figure 2.11: One-word tag cloud of a document. Image credit: [154].

a hyperlink, or details-on-demand but multiple other possibilities ex-
ist. Connecting the visualization and the part in the text that refers
to it is one of the main challenges. This has also been suggested by
Colin Ware [ 159], where he says: “If both words and images are used,
methods for linking them must be selected.” One of the most often
used methods to link text and visualization are text references such
as “see Figure x”, which is also use in this dissertation. Other meth-
ods are to use graphical techniques such as lines (e. g. Steinberger et
al. [138]'s visual links) or color, or to use interaction as suggested by
Faraday and Sutcliffe [46]. Faraday and Sutcliffe argue for introduc-
ing the notion of “contact points” or coreferences between text and
a representation to effectively combine two types of media. Kwon et
al. [94] expressed that often there is a lack of guidance for the reader
on how to interpret and manipulate embedded visualizations which
sometimes are interactive. A small in-line graphic tells the reader that
a guided action can be invoked by interacting with the text snippet
(clicking on it). Moreover, the reader is often left alone to connect text
and visualization, even for simple static bar charts as illustrated by
Kong et al. [88]. Nevertheless, separate text and visualization forces
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Figure 2.12: Each topic is visualized using a different color, the wider the
current the more the topic is used. Image credit: [69].

(a) Text �ows around
the visualization.

(b) Text is interrupted
by the visualiza-
tion.

(c) Visualization is in a sepa-
rate view.

Figure 2.13: Three different associations of text and visualizations.

the reader to split attention between disparate sources of information
and only their combination lead to the full picture (split-attention
effect) as is explained by Chandler and Sweller [24]. Word-scale visu-
alizations are a way of reducing the space between text and visualiza-
tion, as they are placed close to the text that refers to its data.

2.4 summary

In this chapter I �rst described the two analysis approaches: document-
centric analysis and visualization-centric analysis. Then, I related these
two approaches back to what in the humanities is called close reading
and distant reading. Further, I employ different examples of Docu-
ment Visualization to illustrate the visualization-centric side and pro-
vide an impression of what sorts of visualizations can be used for a
visualization-centric analysis. Finally, I conclude this chapter by pro-
viding related work on the combination of text and graphics.

In this chapter I did not discuss related work for visualizations that
can be used on the document-centric analysis side. Therefore, in the
next chapter I focus on small-scale and data-driven graphics which
can be used to support a document-centric analysis.
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In the previous chapter I provided an overview of the visualization-
centric analysis side by illustrating the space of document visualiza-
tions, but I did not discuss what sorts of visualizations can be used
for a document-centric analysis. Thus, in this chapter I focus on vi-
sualizations for the document-centric analysis side and provide the
context for small-scale and data-driven graphics, the actual topic of
my dissertation. To provide a solid foundation for my research, I re-
port on past examples of small, contextual and data-driven graphics,
highlight existing designs, and illustrate the space of non-data-driven
word-scale graphics. Finally I conclude with examples of word-scale
visualizations used in the wild.

3.1 small contextual visualizations

Edward Tufte's sparklines[148] are probably the best-known exam-
ple of data-driven word-scale graphics. Tufte describes sparklines
as small, intense, simple, word-sized graphics with typographic resolution.
He provides several different designs, including line charts
depicting �nancial or health data and win/loss sparklines (see Fig-
ure 3.1) that show game result data. Tufte further suggest to em-
ploy sparklines wherever words and numbers are found, including
in a sentence, a table, a headline, a map, a spreadsheet or a graphic.
Small “cell-sized” sparklines modeled after Tufte's examples have
been available in Microsoft Excel since 2010[98].

Expanding on Tufte's de�nition, my co-authors and I have previ-
ously proposed the term word-scale visualizations[60] to de�ne a wider
variety of small embedded data-driven graphics. Typically, word-scale
visualizations are open to greater variations in size than sparklines,
ranging from e. g. as small as a single character to as large as several
words. Word-scale visualizations are placed in context with text. In
this previous work, my co-authors and I also introduced the notion
of an entity—a speci�c word or sequence of words to which a word-
scale visualization can be associated.

Figure 3.1: Win/loss sparkline generated using Schwartz's random
sparkline generator [ 132]. All four and more game winning
streaks are shown in red.

25
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Recently Parnow and Dörk introduced the term micro visualization
[111, 112] to describe data-driven word-scale graphics that are small in
physical space and represent few data dimensions or points. This de�nition
reduces the concept of word-scale visualizations to those with few
data dimensions or points. The authors further discuss micro visual-
izations in the context of typography and typographic data visualiza-
tions such as FatFonts [104]. Similar to this dissertation and previous
work [ 60], the authors describe characteristics of micro visualizations
such as their placement in or next to text and their connection to data.

While all three existing de�nitions vary slightly, the authors of the
respective works all postulate that small data-driven graphics can “en-
hance” text content in particular through the addition of detail in
context that could not otherwise be reported. Parnow and Dörk even
postulate that micro visualizations can enhance the comprehension of
text by making it more accessible, comprehensible, and memorable.
However, no studies on these bene�ts have been proposed, yet.

3.1.1 Word-Scale Visualization Designs

While evaluations on the bene�ts of word-scale visualizations are still
relatively rare, researchers have previously proposed and tested some
speci�c word-scale visualization designs. SportLines[118] ( ), for
example, show phases of player actions across a soccer �eld. The au-
thors also conducted a user study where participants ranked �ve dif-
ferent sizes and two different design variations of SportLines. The
�rst design variations consisted of a view onto the soccer �eld from
the top and for the second design variation they used a 3D perspec-
tive view of the �eld. They also compared �ve different sizes ( 80×60,
65×45, 50×37, 35×26 and 20×15px) relatively as they did not control
for screen resolution which resulted in different physical sizes de-
pending on the DPI of the study participant's screen. To compare
the different sizes they did not embed the SportLines into text. The
smallest size was the least preferred across all designs by the study
participants.

Brandes and Nick introduced the concept of Gestaltlines[15] which
are sparkline-sized data-intensive graphics designed to convey a gen-
eral gestaltor overall form that resembles patterns in the data. They
applied Gestaltlines to time-varying network data and showed ex-
amples of their embedding into text. However, their work mostly fo-
cused on their use in small multiples. Brandes et al. [ 16] re-introduced
Gestaltlines as a general visualization technique to visualize mul-
tivariate data sequences. The authors tested one Gestaltline design
( ) and found that untrained readers could quickly detect holis-
tic patterns, outliers, and breaks in the data. The used design was
based on multiple Gestalt laws to show patterns in the data. For exam-
ple, the design included the law of symmetry ( ) to show changes
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in the data, or the law of similarity and the law of proximity to show
local trends ( ).

Greenhill et al.'s Separation Plots[67] ( ) can help read-
ers assess the predictive power of models with binary outcomes. A
dark red stripe stands for the actual outcome of one observation. All
stripes are ordered by the �tted value the model produced and the
�tted values of each observation are plotted as a black line over the
plot. A perfect model would correctly predict all actual outcomes of
an event and produce a plot with all dark red stripes clustered to
the right side (as in the in-line example). Greenhill et al. discussed
several examples and potential problems with the interpretation of
their plots but did not conduct a user study. The authors also dis-
cussed the limitations of their Separation Plots, for example that if
the sample size observed is too large it is impossible to distinguish
between events (dark red stripes) and nonevents (light red stripes).
For these cases they propose to group the probabilities of the events
into discrete bands ( ).

While the three word-scale visualization designs discussed above
are meant to be used within a text document, other designs have
been proposed for non-continuous documents such as tag clouds
or tables. For example, SparkClouds[95] ( ) convey tempo-
ral trends for words in a tag cloud by attaching small line charts to
each word. In their original paper, Lee et al. compared SparkClouds
to three other trend visualizations and found that participants could
read SparkClouds comparatively quickly across several tasks and pre-
ferred them over other representations.

Nguyen et al. [ 106] follow a similar approach and propose several
tag designs that use the background of a word to convey temporal
information, while placing tags on a map to further convey geospa-
tial relationships, for example a calendar table to recognize patterns
( ), or color-coded segements to represent the tag frequency
over time ( ).

Beck et al. [4] proposed word-sized eye tracking visualizations(e. g.
) which are meant to be used alongside think-aloud tran-

scripts in a tabular view but can also be used within text. They pro-
pose multiple designs of their word-sized eye tracking visualizations
showing different data. The authors re-analyzed data from a previ-
ous small user study using the new graphics and showed how their
observations could be reported using word-sized eye tracking visual-
izations in-line.

Another type of small data-driven graphics are data glyphs which
are data-driven visual marks that “make use of different visual chan-
nels to encode multiple data dimensions” [ 53]. While not always the
case, glyphs are often small-scale and used in small-multiple display
settings. Several overview papers and chapters have been published
on data glyphs [ 9, 31, 53, 126, 157, 158] that focus on different charac-
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Figure 3.2: HorizonGraph [ 122]. Top: original chart, with colored bands. Bot-
tom: resulting HorizonGraph. Image credit: [122].

Figure 3.3: Visual scent providing information on the widget [ 162]. Left: vi-
sual scent provides number of comments. Right: visual scent pro-
vide data totals per tick. Image credit: [162].

teristics of their design space. Some well known data glyphs are the
Chernoff faces [27] ( ), the Autoglyph [ 5] ( ), the Starglyph [134]
( ) or the Stick Figures [119] ( ). The work of Fuchs et al. [53] is in-
formative for this dissertation as it summarizes user studies on data
glyphs and points out the many open questions regarding the perfor-
mance of representations drawn at small sizes—that similarly apply
to word-scale visualizations. Open research questions according to
Fuchs et al. include the evaluation of glyphs on exploration tasks to
gather insights from unknown datasets, the evaluation of glyphs us-
ing different layouts such as treemaps and not only in small multiples
settings, and using quantitative studies to compare different glyph de-
signs such as pie chart glyphs where the number of dimensions is a
factor.

Finally, there are a number of small visualizations besides sparklines
and glyphs which share similar size constraints, but have not typically
been embedded with text. Horizon graphs [ 49, 122, 128] are one such
example (see Figure3.2). Horizon graphs use a split-space technique
to represent a large number of time series in a single compact view
with constrained vertical height. The height of the visualization can
be kept very small by using an approach called “two-tone pseudo-
coloring” [ 128].

Scented Widgets [162]—small data graphics embedded in GUI con-
trols to support social navigation—showcase another opportunity for
embedding small visualizations into other interfaces (see Figure 3.3).
Similarly, word-scale visualizations can be used to provide informa-
tion scent cues within text documents—for example by showing visi-
tation data for hyperlinks on web pages.
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3.1.2 Non-Data-Driven Word-Scale Graphics

Here, I illustrate �ve different non-data-driven word-scale graphics.
The purpose of this section is not an exhaustive account of non-data-
driven word-scale graphics but serves as an illustration of the diver-
sity of existing word-scale graphics.

Small pictogrammatic, iconic, and symbolic graphics have been
used alongside text for centuries. Galilei's drawings of Jupiter and
its moons ( [54]) are one famous example. Equally well
known is how Galilei illustrated the shape of Saturn when seen through
a �awless telescope and perfect vision ( ) [147] in contrast to
how Galilei saw it with suboptimal vision and a suboptimal telescope
( ) [147].

Figure 3.4: An “es-
cort card” that is tran-
scribed as “May I see
you home my dear?”
from 1865. Image in
the public domain.

Another example is the rebus (see Figure 3.4). A rebus is a sequence
of images and letters created by exchanging words or parts of words
in a sentence with images. It is an allusional device that was used in
the Middle Ages to denote surnames.

Emoticons (,/ ) are a more recent example of iconic representa-
tions that are incredibly common in computer mediated communi-
cation. Emoticons are usually placed in-line. Dresner and Herring
[43] describe emoticons' rich set of functions within written com-
munication that goes well beyond the expression of emotion. They
categorize emoticons into three broad functional groups: emotional
meanings, nonemotional meanings, and illocutionary force indicators.
Emotional meanings are directly mapped to facial expressions such
as happy or sad. For nonemotional meanings, the meaning is conven-
tionally mapped onto facial expressions, such as a wink that indicates
joking intent. The last category is illocutionary force indicators which
have no conventional mapping to a facial expression such as a smile
as a signal for downgrading a complaint to a simple assertion.

Children's books are another place where iconic graphics are some-
times used to replace words in a sentence to help beginning readers
as in “Benny's Big Bubble” by J. O'Connor [ 108]. For example when-
ever the word baby would appear in the text it is replaced by an im-
age of a baby , similarly instead of using the word hat an image
representing a hat is used.

Designers have also used symbols or icons as word-scale graphics
to tag words in text to provide meta-information. Verjat [152], for
example, uses a human pro�le icon to make names stand out on his
online CV.

Another example of extensive word-scale graphics use, is the auto-
mobile travel guidebook from 1909-1911, which was published by the
Automobile Club of America [ 41]. In that guidebook, various word-
scale graphics are used to explain how to travel from one destination
to another. The word-scale graphics provide information about land-
marks such as bridges, turns, and train crossings (see Figure3.5).
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Figure 3.5: This is an excerpt from an automobile travel guidebook from
1909-1911by the Automobile Club of America. Here, word-scale
graphics are used to provide detailed landmarks for driving ori-
entation. Image credit: [41].

3.2 word -scale visualizations in the wild

I only found a couple of instantiations of word-scale visualization
designs embedded in text. The most interesting case of embedded
word-scale visualizations appeared in an article [ 19] by Bycoffe from
FiveThirtyEight about the endorsement process for the primary in the
United States. FiveThirtyEight is an online media news site special-
ized in data journalism. This example is interesting because it does
not only show the trend of the endorsements as little word-scale vi-
sualizations in the text but the word-scale visualizations also serve
as an index into the larger visualizations in the article. These larger
visualization are interactive, the word-scale visualizations are not.

Figure 3.6: Sparklines function as references back to the larger interactive
visualizations in the article. Image credit: [19].



3.3 summary 31

Figure 3.7: Example of a Sparktweet created with [ 81]

Word-scale visualizations have also been integrated into Twitter
feeds. These word-scale visualizations are called Sparktweet and one
such example can be seen in Figure3.7. These Sparktweets can be
created with a tool by James [81]. The original tool to create Spark-
tweets was created by Zach Seward, however his tool is not accessible
anymore.

Another �eld where word-scale visualizations have appeared is in
clinical research. For example Johnson et al. [84] suggest to use word-
scale visualizations for comparing patterns of intracoronary pressure
data. Furthermore, the authors suggest to employ them in medical
records and published scienti�c data. Their argument is that they
provide a concise representation of the data. However, the authors
do not show embeddings of their word-scale visualizations in-line in
text.

The current lack of integration of word-scale visualizations is prob-
ably driven in large part by the lack of appropriate tools to design
and add such visualizations in-line. Current keyboard-centric author-
ing tools make it easy to write text, but it is hard to expressively create
and integrate visualizations at the level of individual words.

3.3 summary

In this chapter I identi�ed three similar de�nitions of data-driven
word-scale graphics: sparklines, word-scale visualizations, and mi-
cro visualizations. The authors of these de�nitions all agree and hy-
pothesize that data-driven word-scale graphics can complement text
content with for example additional information. Furthermore, I pre-
sented a limited set of designs of data-driven word-scale graphics
that have been proposed by various authors. However, the authors,
did not extensively explore their integration into text.

Examples of word-scale visualizations embedded in text in the wild
are rare. There has been some limited examples in data journalism
such as the one by FiveThirthyEight where word-scale visualizations
show the trend of endorsements for the republicans and democrats.
Some examples of sparkline use have appeared in tables or as part
of dashboards such as for Twitter analytics [ 150]. These examples
usually follow the sparkline de�nition and their design often corre-
sponds to a line or bar chart. However, research on the use, function,
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and design of small, contextual and data-driven graphics and their
application in the wild is still relatively rare. Therefore, as a �rst step
I propose to investigate how word-scale visualizations can be used
and what possible designs are.



4
U S E A N D D E S I G N O F S M A L L C O N T E X T U A L
V I S U A L I Z AT I O N S

In the two previous chapters I �rst presented the space of document
visualizations followed by an overview of already existing small, con-
textual, and data-driven graphics that can be embedded into text such
as glyphs. In this chapter, I focus on investigating how authors and de-
signers use and design small contextual visualizations such as word-
scale visualizations (e. g. , , , ).

I start by describing an open-ended exploratory study with 9 de-
signers. The study resulted in a rich collection of different types of
graphics, data provenance, and relationships between text, graphics,
and data. Based on this corpus of 200 resulting graphics (see Fig-
ure 4.1 for a subset of the designs or Section A.3 for all designs),
I present a systematic overview of word-scale visualization designs
and examine how designers used them. I also discuss the designers'
goals in creating their graphics and characterize how they used small
contextual visualizations to present data, add emphasis, and create
alternative narratives. From our study, I then derive three typical use-
cases for word-scale visualizations, which I propose as high-level in-
spiration for authors and designers. I end this chapter with a re�ec-
tion on small contextual visualization in light of our study results and
discuss challenges that arose during the study.

The main parts of this chapter are from Gof�n et al. [ 63] which is
in submission to TVCG. Hence, the use of “we” in the remainder of
this chapter refers to Pascal Gof�n, Jeremy Boy, Wesley Willett, and
Petra Isenberg.

4.1 motivation

Previous examinations of small-scale visualizations embedded in text
have focused mostly on contrasting data-driven graphicswith larger,
more-fully featured data graphics [ 60, 112, 148, 153]. However, re-
searchers have not explored the broader space of possible designs of
word-scale visualizations or potential uses for them. The rhetorical
impact of word-scale visualizations remains similarly unexplored, as
is the process of authoring and integrating them with text. As a result,
most guidelines on whereand howto use word-scale visualizations are
based only on a very limited, curated, and strictly data-driven set of
examples (such as Tufte's [148]). We argue that these represent a mere
fraction of the possibilities offered by word-scale visualizations, and
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Figure 4.1: Examples of word-scale graphics collected in our study.

that many practical questions regarding their design and use remain
unanswered.

To address this issue, we present the results of a study we con-
ducted with nine graphic designers, in which we asked participants
to annotate Wikipedia articles with word-scale visualizations of their
own design.

4.2 study –designing word -scale visualizations

To explore this diversity of possible uses and designs of word-scale
visualizations, we conducted a qualitative study in which we asked
nine professional graphic designers to graphically annotate existing
documents. We chose Wikipedia articles as the documents to annotate
because they provide a realistic scenario and environment for the inte-
gration of word-scale visualizations. We designed the study expressly
to elicit new and interesting possible designs for word-scale visual-
izations and to explore how designers might use them to enhance
existing documents and engage readers.
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P Age Occupation

0 21-30 PhD student working on design and learning

1 21-30 Independent graphic and interaction designer

2 31-40 PhD student working on design �ctions

3 21-30 (Data) graphic designer for an online news site

4 31-40 Designer and assistant professor in visualization

5 21-30 PhD student working in disability and media studies

6 21-30 Freelance graphic designer

7 21-30 Graphic designer and application/game developer

8 21-30 Teacher and practitioner in the applied arts

Figure 4.2: Participant details

4.2.1 Participants

We recruited designers (4 male, 5 female) via word-of-mouth. Partici-
pants had to be expert users of Adobe Illustrator ( mean =8.5 years us-
ing Illustrator, SD = 2.60) with professional design experience through
their work or �eld of study ( mean =6.6 years as a practitioner, SD =
3.97). We required expertise in Illustrator, as it allows �exible digi-
tal manipulation and generation of text and graphics and, compared
to other vector graphics editors, is a relatively standard tool in the
design community. Figure 4.2 gives details on the participants' occu-
pations and age ranges. All were graduates or did a post-master at a
prominent French design school. We compensated participants with
a 20 e Amazon gift certi�cate.

4.2.2 Task

We provided participants with a Wikipedia article in Adobe Illustra-
tor format. Participants had to read the article carefully and envision
how small visualizations embedded in the text could provide a richer
reading experience. We then asked them to create small word-scale
visualizations and embed them into the document using Illustrator.
Participants repeated this task for three articles in total.

4.2.3 Dataset

We selected subsets of three English language Wikipedia articles for
participants to annotate. Figure 4.3 shows a high-level overview of the
curated articles and the full documents can be found in Appendix A.
We chose these articles for their high density of various data types
and diversity of sub-topics. Taken together the articles contained ex-
amples of the seven data types highlighted by Shneiderman [ 133], in-
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Figure 4.3: Thumbnails of the three Wikipedia articles. From left to right:
“Regions of France”, “Europe”, and “Human Body”.

cluding 1D, 2D, 3D, multi-dimensional (MD), temporal, hierarchical
(tree), and network data.

We used the shortest article on the “Regions of France” (see Fig-
ure A.1) as the starting article. It consisted of three short paragraphs
describing the administrative regions of France and the history of
their creation. At the bottom of the article, a large table provided ba-
sic information about the regions, including �ags, capitals, and cur-
rent presidents. To the right, an infobox included a schematic map of
France and additional facts such as the populations of the largest and
smallest regions. This article had only a limited set of data types: 1D,
2D, temporal, and MD.

The second text was an article on “Europe” (see Figure A.3). It
contained �ve general paragraphs about the continent, followed by
separate sections on Europe's history, economy, languages, climate,
biodiversity, and the creation of the European Union. Each of these
sections included one image or data table. At the beginning of the
article, an infobox provided data on various indicators (area, popula-
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tion, etc.) and a map. In total, the “Europe” article contained 1D, 2D,
MD, temporal, hierarchical, and network data.

The third article, the “Human Body”, contained three introductory
paragraphs followed by sections about the body's structure, its phys-
ical composition, and its anatomical systems (see Figure A.6). The ar-
ticle also included a large table at the bottom, which provided more
detailed information about individual anatomical systems. Each sec-
tion had at least one associated image. Unlike the other articles, this
article contained 3D data (including diagrams of the human body). It
also contained 1D, MD, hierarchical, and network data.

For each article we created an Adobe Illustrator �le. To improve
performance and make it easier for participants to manipulate the
document, we grouped the characters in each line of text together as a
single rasterized object. As a result, the smallest movable units in each
document were lines of text, rather than words or characters. This al-
lowed designers to concentrate on designing the visualizations rather
than manipulating and rearranging the text. However, they were free
to change the text color if needed.

Instead of the “Human Body” article, our very �rst participant (P 0)
used a Wikipedia article on the city of “Zurich” which contained no
3D or network data. We exchanged the “Zurich” article with the “Hu-
man Body” article after the �rst participant because we had decided
in retrospect to cover all seven data types highlighted by Shneider-
man with our articles. The “Human Body” article has 3D and network
data which we did not have yet in our articles. To see the curated
Wikipedia article on Zurich see Figure A. 10. Despite this change, we
chose to include P0's data in our analysis as it did not signi�cantly
differ in quality or creativity from the other data we collected.

4.2.4 Study Procedure

One experimenter was present throughout each design session. The
study started with a questionnaire in which we asked about par-
ticipants' age and experience. Next, the experimenter gave a short
presentation on word-scale visualizations, showed past examples of
word-scale visualizations, and explained the study procedure. After
this presentation, participants started the study with the article “Re-
gions of France” (“Zurich” for P 0). For 15 minutes, we allowed partic-
ipants to familiarize themselves with the text of the article, generate
initial ideas, and start to instantiate them with Illustrator. In order
to reduce the overall study time, we allowed participants to approx-
imate the actual data rather than trying to retrieve and reproduce
exact values in their designs.

After a short break, participants then started with one of the two
larger remaining Wikipedia articles. We counter-balanced the order of
the larger articles between participants to mitigate fatigue effects. We
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gave participants as much time as they wanted to familiarize them-
selves with each larger article. For the next 20 minutes participants
created and integrated their data graphics into the article using Illus-
trator. We instructed participants to insert visualizations into the inter-
line space of the main text, but not inside of tables, images, captions,
infoboxes, or the navigation bar. After 20 minutes of design work, we
gave participants the option to spend 5–10 additional minutes �nish-
ing their designs. All participants asked for at least 5 more minutes.
We then allowed participants another short break before moving on
to the second article, following the same procedure.

At the end of the study we debriefed each participant and asked
them to explain each of their designs, describing their intended mes-
sage and where the data originated. We also discussed the rationale
behind our study and asked for any additional thoughts on the sub-
ject. Finally, we asked participants to describe how future authoring
tools might make it easier for them to create and integrate graph-
ics and text. The debrief was audiotaped and later on the responses
were transcribed. On average, participants took roughly 2.5 hours to
complete the entire study.

4.2.5 Set-Up and Materials

We conducted the study in a small of�ce with tables and chairs for up
to three people. We provided blank sheets of paper for note-taking
or quick idea sketches. Each participant brought their own laptop
with Adobe Illustrator already installed. We asked them to do the
study on their own laptop, so that they would have access to their
own customized Illustrator con�guration. We provided participants
with a USB �ash drive with the three curated Wikipedia articles, as
well as a PDF copy of the slides we used to explain the study and
task. All participants were conversant in English, and used English
when including text in their word-scale graphics, but completed the
interviews and demographic questionnaire in French.

4.2.6 Analysis Procedure

During our analysis we �rst extracted all word-scale graphics pro-
duced by our participants. For each design we took a snapshot con-
taining the entire illustration, along with any words or sentences as-
sociated with it. One of my collaborators and I then printed and clus-
tered these snapshots using an open-coding approach, then re�ned
the clusters through several rounds of discussion with all four col-
laborators. This process helped us identify a number of dimensions
along which to compare and categorize word-scale graphics.
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Participant P0 P1 P2 P3 P4 P5 P6 P7 P8

# Designs 23 10 13 44 16 22 19 30 23

Figure 4.4: Number of word-scale graphics per participant

Category Count Examples

data-driven 159 , , , ,

non-data-driven 41 , , , ,

Figure 4.5: Examples of data-driven and non-data-driven designs.

4.3 results

We collected exactly 200 different word-scale graphics—a mean of
22 (SD = 10) per participant (see Figure 4.4). In order to better un-
derstand the broader space of possible word-scale designs or poten-
tial uses for them, we coded all word-scale graphics according to: 1)
whether or not they encoded data, 2) what types of visual represen-
tation they used, 3) how they were connected to the text , 4) how
they supported comparison and provided context , 5) what interac-
tion they suggested, and 6) the designer's intent . The data for the
points 4, 5 and 6 was mainly collected through our interviews during
which we discussed each of the designs. For the points 4 and 5 we
do not provide quantitative data on how many instances of each de-
sign type per category we collected but only discuss the designs we
observed. Similarly in point 6, we provide counts per study partici-
pant and not per design. Our main focus was to describe the diversity
of designs, with a particular attention to the designers' editorial and
rhetorical choices.

4.3.1 Data vs. Non-Data-Driven Encodings

We �rst examined whether the graphics in our collection represented
quantitative data or were more conceptual in nature. We coded graph-
ics that used one or more visual variables (position, length, hue, value,
. . . ) to encode data asdata-driven. We refer to the 79.5% (159/200) of
word-scale graphics that were data-driven as word-scale visualizations.
The remaining 20.5% generally represented broad concepts, ideas, or
messages not backed by abstract, quantitative data (see Figure4.5).
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Level Count Examples

proportions, cumulative quantities 57 , ,

absolute quantities 35 ,

location data 22 , ,

changes, variations or trends 20 ,

temporal data 19 ,

rankings 15

relational data 1

Figure 4.6: Levels of types of data, their counts and examples.

4.3.1.1 Data Provenance

Having determined which word-scale graphics were data-driven, we
examined the provenanceof the data they used. We found that data
came from one or multiple sources. Word-scale visualizations with
just one data source took their data either from the associated sen-
tence (49.7%; 79/159) or from somewhere else in the article (1.9%;
3/159). Visualizations with multiple sources either included data from
the associated sentence + elsewhere in the article (11.3%; 18/159) or
from the associated sentence + outside the article (37.1%; 59/159).
While in theory word-scale visualizations can also visualize data ex-
clusively from outside the article, we found no examples of this in our
collection.

4.3.1.2 Types of Data

We then coded the types of data used in our word-scale visualiza-
tions. While we designed the three Wikipedia articles to contain all
of Shneiderman's data types [133], our coding deviated from his set
to make more �ne-grained distinctions. From Shneiderman's set we
kept location data, temporal dataand relational data, but added propor-
tions & cumulative quantities, absolute quantities, rankings, and changes,
variations or trends(see Figure4.6).

Proportions, cumulative quantities: , , .
Visualizations in this category—such as stacked bars or pie charts—
put absolute quantities in relation to other quantities. We classi�ed
57/159(35.8%) visualizations in this category.

Absolute quantities: , .
The 35 (22.0%) designs in this category represented single quanti-
tative data values, often using visualizations made up of countable
units—such as the black dots for countries, and blue bars for regions
in the examples above.
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Level Count Examples

quantitative abstract visualizations 141 ,

geographic and schematic maps 16 ,

icons & symbols 36 , ,

illustrations 7 ,

Figure 4.7: Levels of types of graphic, their counts, and examples

Location data: , , .
Location context or highlights were the basis of 22 (13.8%) visualiza-
tions—many of which were small maps.

Changes, variations or trends: , .
The 20 (12.6%) visualizations in this category showed data values
changing according to another data dimension such as time.

Temporal data: , .
The designers included 19 (11.9%) visualizations depicting temporal
data; mostly in the form of timelines and often highlighting a speci�c
time point or period.

Rankings: , .
Rankingswere present in 15/159(9.4%) designs that showed ordered
sets in which typically a focus object was highlighted.

Relational data: .
A single design (0.1%) included relational datadepicting connections
between different systems in the human body.

4.3.2 Design of Word-Scale Representations

We coded the types of visual representations used in our word-scale
graphics and also noted whether or not designers followed any spe-
ci�c process in making their designs.

4.3.2.1 Types of Visual Representation

We found examples of quantitative abstract visualizations, geographic and
schematic maps, icons & symbols, and illustrations (see Figure4.7).

Quantitative abstract visualizations: , .
The 70.5% (141/200) of word-scale visualizations in this category
used visual variable(s) like length, position, or color to encode quan-
tities—which were typically numbers drawn from the text.

Geographic and schematic maps: , .
8% (16/200) of the word-scale graphics were geographic and/or sche-
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matic maps. We coded these separately from quantitative abstract vi-
sualizations, as it was often unclear whether they actually encoded
quantitative data (beyond the geo-coordinates of regional bound-
aries). For example, is a schematic representation
of the topological surroundings of the city of Zurich—from left to
right: a mountain, a lake, and a forest.

Icons & symbols: , , .
Of the word-scale graphics 18% (36/200) did not encode any quan-
titative data at all. Instead, they replaced a single concept or word
in the text. Some icons & symbolsdirectly resembled the object they
referred to (such as a standing for cranial bones), while others
described an entity—a concrete piece of text (a word or sequence of
words) that can have associated metadata—but needed to be learned
to be understood (for example, standing for France). Icons &
symbols were also sometimes used as a part of quantitative abstract
visualizations. Here, they had a secondary function to help relate the
shown quantities to know ones [ 28], or to give contextual cues. For
example in the standard heights of men and women are re-
lated to a “known” height of a cow (according to the designer who
created the graphic). In a second example , the graphic
shows a ranking with a human �gure on the left signalling that the
graphic shows population data.

Illustrations: , .
This group of 7 (3.5%) word-scale graphics included more complex
diagrams and sketches. Often, these illustrations tried to convey
a message. For example, the following small graphic , shows
two human skeletons with one sitting in a wheelchair. The designer
wanted to convey the message that people with disabilities are often
not considered in articles on the human body.

4.3.2.2 Reusable Graphical Systems

Several designers used a coherent visual theme for their word-scale
graphics. They largely remained consistent in terms of coloring schemes
and connection between entity and graphic (see Section 4.3.3.2). One
designer (P0) went further and proposed a visual language based
on the assembly of small data-driven units (see Figure 4.8). This
system consisted of introducing tokens (token grammar) and then
assembling them (assembly model) to express various quantities. It
was similar to the construction of unit-based visualizations discussed
by Huron et al. [ 77]. An example of such a reusable and unit-based
graphical system is Isotype (“International System Of Typographic
Picture Education”) coined by Neurath [ 105] but �rst described by
Brinton [ 18] a couple of years earlier. The main idea behind Isotype is
to employ countable units represented as simple pictograms that pro-
vide a semantic. These countable units are then organised in a layout
that permits the comparison and countability between different cate-



4.3 results 43

Figure 4.8: Example of an implementation of a reusable graphical system.
The square stands for a region unit and the circle for a depart-
ment. A bar chart and a trend visualization are assembled from
these units.

Level Count Examples

font color, existing hyperlink 51 ,

frame 36

underlining 11

background color 7

Figure 4.9: Types of connections between designs and text.

gories within a visualization but also between visualizations. Isotype
is an interesting type of visualization that could be transformed into
word-scale visualizations.

4.3.3 Connections Between Text and Graphics

We started this study with the premise that the de�nition of an entity
is: a single word or a word sequence with associated metadata that
can be encoded in a word-scale visualization. However, this de�ni-
tion did not specify in detail how entities and their corresponding
visualizations can be connected. As part of our study, we wanted to
analyze these text-to-graphic connections in more detail and build
a better understanding of how designers chose and communicated
these relationships.

4.3.3.1 Size of the Associated Text

Designers often associated graphics with one- or multi-word entities.
In the study results, we identi�ed 139 entities, with lengths ranging
from a single number or word up to the size of a sentence, para-
graph, or document subsection (median =2.0 words per entity, SD =
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4.9). One-word ( 39%; 54/139) and two-word ( 25.9%; 36/139) entities
were the most common. However, the relationships between entities
and graphics was not always one-to-one. Although 42.5% (85/200)
of graphics were connected to a single entity, 9.5% (19/200) were
connected to multiple distinct entities at different locations. We also
found a number of word-scale graphics ( 48%; 96/200) that were not
clearly associated with any speci�c subset of the text.

4.3.3.2 Type of Connection

The designers in our study linked 52% (104/200) of the graphics they
created to one or more entities using a variety of different graphical
techniques (see Figure4.9):

Font color / existing hyperlink: In 49% (51/104) of the cases, a font
color associated with a word served as the graphical connection be-
tween word-scale graphic and text. In 19% (20/104) of the cases the
designer altered the color of the text to create the mapping—often
using color present in the graphic itself. In 30% (31/104) of the cases,
designers used the existing highlighted Wikipedia hyperlinks in the
article as entities, sometimes even reusing the link color (dark blue)
in the graphic to emphasize the connection.

Frame: The second most common technique (35%; 36/104) used a
frame around associated words and sometimes added a reference
link between frame and graphic.

Underlining: In 11% (11/104) of the cases, designers used a line
drawn under an associated word to connect text to the graphic.

Background color: In 7% (7/104) of the cases, designers created a
visual connection by changing the background color of the text.

Another 48% (96/200) of our word-scale graphics were not linked
to text by graphical techniques but rather using spatial proximity. Ef-
fectively creating an implicit and loose connection. Thus this implicit
connection creates uncertainty around what the exact boundaries of
the entity are. In most cases, designers either left- or center-aligned
the word-scale graphics with a related word or phrase. In some cases,
designers associated graphics with whole paragraphs or subsections.
For example, in Figure 4.10, P4 visually associated the word-scale
visualization with a complete paragraph by placing the visualization
immediately to the left of the entire text block. Similarly, in Figure 4.11
the same designer placed a word-scale visualization next to a section
heading, effectively associating the visualization with the entire sub-
sequent section. Two designers (P4, P8) added few (P4) or almost all
(P8) of their designs below the entity. Several of these designs showed
long vertical bars (for example in a stacked bar chart) that served as
an underline in terms of its connection to the associated entity as can
be seen in Figure 4.12. In total 14.5% (29/200) of the designs were po-



4.3 results 45

Figure 4.10: The word-scale visualization has been positioned to the left of
the paragraph, showing the proportion of countries using the
Euro (18)—represented as 18 e signs—versus the number of
countries actually in Europe ( 28)—represented using 28 icons
of a �ag.

Figure 4.11: The word-scale visualization has been added to the title of the
paragraph. It is a horizontal bar chart comparing the assets un-
der management in Europe and North America.

sitioned below the entity instead of above but used the same general
connection types as discussed before.

4.3.3.3 Legends and Captions

The design of small-scale visualizations allows little space to add cap-
tions or labels to explain a visualization. Interestingly, the designers
in our study addressed this challenge in a variety of ways, summa-
rized in Figure 4.13.

The top graphic in Figure 4.13, for example, shows how word-scale
graphicsthemselves can serveas part of a legendto a larger graphic.
Here, small icons added to the individual element names (carbon, cal-
cium, phosphorus) label the elements of the stacked bar chart above.

Figure 4.12: The three word-scale visualizations are placed below the en-
tity. The �rst graphic represents the average adult body as a
container. Then, in the second graphic the 5 liters of blood are
added. And the third graphic connects “blood” to the red/or-
ange color.
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Type of Legend or Caption Examples

word-scale graphics as legends

entities as legends

entities as captions

Figure 4.13: Several ways in which graphics and entities serve as legends or
captions.

In cases such as this one, the larger visualization was typically con-
nected to multiple entities which in turn had small associated iconic
representations placed in close proximity to them. For example, the
designer who introduced a token-based grammar for the design of
her visualizations (Section 4.3.2.2) used this mechanism to introduce
the tokens of her grammar, placing individual instances of each token
near the �rst occurrence of the corresponding term.

The second example in Figure 4.13 shows the same text as in the
row before illustrated by another designer. The designer colored the
element names to together serve as the legend to the associated pie
chart. In general, visualizations with associated entities as legendsin-
cluded multi-entity associations in which the entities were colored
according to the elements of the visualizations they were associated
with.

These �rst two techniques used entity text to label parts of word-
scale visualizations. The last example on the bottom, instead, uses an
entity as a captionto describe the overall content of the visualizations
without giving any details about the individual stacked bars.

While Figure 4.13 summarizes three common uses of legends and
captions, designers also explored a range of other variations. In a few
cases designers even created compound captions and legends like the
one shown in Figure 4.14a. Here, the designer introduced a multi-line
entity with nested caption and legend elements that help readers to
interpret the larger bar chart.

Finally, one designer also created an explicit legend in the margin
explaining the types of graphics introduced in her article, including
representations showing geographic, temporal, and population data
(see Figure4.14b).

4.3.4 Supporting Comparison and Providing Context

Designers also used a variety of strategies to support comparison
between word-scale visualizations in the document:
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(a) Nested example of
legends and a caption.

(b) Explicit legend in the margin.

Figure 4.14: A nested legend and caption explains the top bar chart in (a).
The right image (b) shows an example of an explicit legend
created and placed in the margin by a designer.

Figure 4.15: Connecting multiple visualizations with a support grid.

Shared reference structure: Multiple designers used shared reference
structures, including reference lines and grids which spanned mul-
tiple visualizations. In one example (Figure 4.15), P1 added a grid
connecting two word-scale visualizations on the same line such that
the viewers could more easily compare them. In cases where visu-
alizations were further apart in the document, some designers cre-
ated duplicate reference structures to preserve comparability. In Fig-
ure 4.16, for example, P3 repeated the same reference grid and icons
in two word-scale visualizations, highlighting small differences be-
tween heights more clearly.

Traces: Another static method we saw (P 1, P4, P7) for comparing
word-scale visualizations used a graphical overlay or trace of one
visualization on to another (Figure 4.17).

Sequencing: Several designers (P3, P5, P7) created sequences of word-
scale visualizations in which each visualization built upon the pre-
vious ones. For example, in Figure 4.18, P7 placed a small timeline
over each date in the text. Each successive timeline also included de-
saturated versions of all of the previous dates, helping to place the
current date in context with the earlier ones. Other examples of se-
quencing included sets of maps which built upon one another, each
containing elements of the previous one.
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Figure 4.16: Repeated grid and icons support comparison (we added the
grey annotations for explanatory purposes).

Figure 4.17: Overlaying a trace of one visualizations over another (we added
the grey annotations for explanatory purposes).

4.3.5 Interaction

We did not ask the designers to consider interaction when creating
their word-scale visualizations. However, during the post-study de-
brief several participants proposed ways of augmenting their designs
with interaction:

Connecting word-scale visualizations: P6 suggested adding interac-
tive brushing and linking to the visualizations such as in Figure 4.19—
allowing readers to interactively explore the relationship between
hormonal changes and the development of fat and muscle tissue.

Comparing word-scale visualizations: P3 proposed several techni-
ques for bringing multiple word-scale visualizations together to fa-
cilitate comparison. By dragging one word-scale visualization onto

Figure 4.18: Sequencing of timeline word-scale visualizations.
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Figure 4.19: Three connected word-scale visualizations. Moving the cursor
in one graphic results in highlighted values in the others (we
added the red dots and the cursor to explain the interaction)

Figure 4.20: Using interaction to overlay the word-scale visualizations for
one country on top of the graphic for another. (Sizes are
approximate—as estimated by the participant. We added the
cursor and line for illustration.)

another (as in Figure 4.20) a reader could overlay the two visualiza-
tions on top of one other. Similarly, dragging one visualizations next
to another could facilitate side-by-side comparison. Both approaches
would allow for dynamic comparison without the use of static sup-
port structures like those seen in the preceding section.

Revealing word-scale visualizations: P2 suggested using interaction
to show word-scale visualizations on demand—displaying visualiza-
tions only in the paragraph that a reader is currently attending to.
All word-scale visualizations outside of the paragraph could either
be hidden, desaturated, or scaled down to reduce visual clutter.

Data interactions: Interaction could also be used to trigger �lter-
ing or highlighting on the visualizations themselves. For example,
P2 proposed using interaction with labels on the right side of the
word-scale visualization in Figure 4.21 to transition between alter-
native views. In this case, hovering over the labels for “population”
(only the �llings are shown without the rectangle border) and “size”
(the �llings of the rectangles are not shown) would toggle which of
the two data sets the chart displayed. If there is no hovering both
datasets are shown simultaneously.

4.3.6 Designer's Goals

During their debrief sessions, designers described a diverse range of
goals that guided the ways they designed and integrated word-scale
visualizations with the documents.
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Figure 4.21: Word-scale visualization showing the contrast between popula-
tion and surface area for the EU, Russia, and Vatican City (we
added the grey dashed lines and annotations for explanatory
purpose).

Facilitating understanding: The main goal all nine designers cited
was facilitating understanding. Concretely, they mentioned using vi-
sualizations to illustrate concepts (3 out of 9 designers), make quan-
tities explicit ( 6 out of 9 designers), provide scales (3 out of 9 de-
signers), or put information into context ( 4 out of 9 designers). One
designer also suggested using word-scale visualizations to provide
more detailed information about the entity as a way to facilitate un-
derstanding.

Summarizing the content: Moreover, six designers expressed the use
of word-scale visualizations to help summarizing the contentof a sen-
tence. Designers discussed using word-scale visualizations to pro-
vide a preview of the content or to expose the most important in-
formation from the text, providing readers with a clearer take-home
message.

Emphasis: Two designers mentioned using word-scale visualizations
to emphasize and draw attention to content they felt was particularly
important. We were surprised that only two designers mentioned
this explicitly as the presence of word-scale visualizations in text
already provides a type of intrinsic emphasis effect as de�ned by
Kyle et al. [68] where the process of mapping content to a visualiza-
tions increases its visual prominence. In addition, many of the text-
to-graphic connections (font color, frames, underlining, background
color) give further extrinsic emphasis [ 68] to the associated entities.

Providing alternative representations: Two designers also explicitly
stated that they used word-scale visualizations to provide alternative
representationsas a supplement to the written text. They emphasized
that introducing a redundant encoding of the information in the
text could help make the text both more understandable and more
memorable [10]. For example one of the designer suggested to add a
visual representation of a cell—as known from Biology text books—
to the entity “cell ” in order to make it more memorable.

Providing contrasting viewpoints: Interestingly, two designers also
described creating visualizations to express a contrasting viewpoint
that differed from what was written in the text. Here, designers
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mentioned hoping to encourage readers to think more deeply about
the text and consider alternative interpretations of it. For example
one designer proposed to add a map of the world showing where
Europe was perpetrating slavery in the 16th century to provide a
contrasting viewpoint on how Europe “controlled” the world at that
time. Especially, pointing out that the word choice “controlled ”
seems too neutral.

4.4 discussion : using word -scale visualizations

Having developed a �ne grained understanding of the different de-
sign dimensions of word-scale visualizations, we here propose a higher-
level de�nition of use-cases for them. We intend these to serve as in-
spiration and starting points for authors and designers who wish to
integrate word-scale visualizations into text documents. We believe
this higher-level approach is generally more accessible for generating
new designs and applications, in contrast to the low-level character-
istics from Section 4.3 which are more suitable for describing exist-
ing examples. Furthermore, we re�ect upon our premise from before
starting this study of what an entity is in light of the study results and
propose an extension to the notion of associated entity. Moreover, we
discuss challenges that arose during the study.

4.4.1 Applications of Word-Scale Visualizations

We characterize three different ways in which designers can apply
word-scale visualizations to alter the rhetorical structure of a docu-
ment. Speci�cally, word-scale visualizations can support the content,
extend the content, or go beyond the content.

4.4.1.1 Supporting the Content

From an editorial perspective, one of the sim-
plest ways of applying a word-scale visual-
ization is using it to support its associated
entities. In these cases, word-scale visualiza-
tions display data (shown above in green)
that comes directly from the entity text itself.
Thus, when creating word-scale visualizations that support the con-
tent, editorial choices are relatively restricted. The editor or designer
needs to choose which entities to visualize, how to design the rep-
resentations, and how to place and connect the visualizations to the
associated text. However, they do not need to locate or prepare ad-
ditional data. For example, an editor could choose a number in the
text as an entity and represent that value using a chart to show the
number as a part of a whole (e. g. as a pie chart). Although they
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restate the existing content, these visualizations can still provide use-
ful emphasis—facilitating better understanding of numbers or con-
cepts [10], providing summaries, or highlighting alternative versions
of the entities (see Section4.3.6).

4.4.1.2 Extending the Content

Word-scale visualizations can also be used
to provide contextual data that extends the
ideas put forward by their associated entities.
These word-scale visualizations extend the
content with compatible information (shown
above in blue), and do so without purpose-
fully changing the message of the sentence or proposing novel inter-
pretations. Yet, the creation of word-scale visualizations that extend
content is somewhat more complicated than for the previous group—
it involves �nding data from elsewhere in the text or from outside the
document. For example, an author could extend a timeline connected
to the date of a WWII battle by adding outside data such as the start
and end dates of the war. Visualizations that extend the content can
help provide context or comparisons for data already contained in
the text or provide additional, supplemental material about speci�c
entities.

4.4.1.3 Going Beyond the Content

The previous two applications of word-scale
visualizations generally complement and re-
inforce the content of the original document.
However, authors and editors can also use
word-scale visualizations that go beyondthe
content, including contrasting ideas and mes-
sages (shown above in red) which may signi�cantly broaden, an-
notate, or even subvert the original meaning. By including a word-
scale visualization showing external data that contradicts the existing
narrative, an editor or designer can for example suggest an alterna-
tive, contrasting viewpoint (see Section 4.3.6). While these contrasting
viewpoints may originate with the original author, they can also be
added in response to the article at a later point.

4.4.2 De�ning “Word-Scale”

As we alluded to in Section 3.1, prior work has offered several com-
peting terms and de�nitions for describing small graphics and visual-
izations embedded in text. Here, we revisit these descriptions in light
of our study results.
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Tufte`s de�nition of sparklines refers to them as “datawords” and
describes them as “word-sized” [ 148]. While many of Tufte's exam-
ples—such as his baseball win/loss charts—are much longer than
typical words, most are still essentially word-height. In our study
and elsewhere, we have observed many word-scale visualizations that
go well beyond this size limit. As such, our de�nition of word-scale
visualizations in Section 3.1—which allows visualizations that “are
roughly word-sized, ranging from e. g. as small as a single character
to as large as several words”—better captures the variety of visualiza-
tions we saw in the study.

Parnow and Dörk's work on micro visualizations [ 111, 112] pro-
vides another de�nition for small embedded visualizations. Rather
than focusing explicitly on size, their de�nition instead stresses sim-
plicity—emphasizing that such visualizations contain few data di-
mensions or points. While we found a number of simple data-driven
graphics that do �t this de�nition, we also found more data-intense
graphics that would not be covered. As such, our de�nition of word-
scale visualizations better captures the graphics we saw, as it does not
explicitly restrict the number of data dimension or data points.

However, while our de�nition of word-scale visualizations seemed
to be a good term to capture the data-driven graphics we saw in the
study, it does not encompass the full range of non-data-driven graph-
ics designers produced. Yet, our study clearly suggests that non-data-
driven graphics at these scales can express a variety of design intents
and may be just as useful a communication tool as their data-driven
counterparts. A higher-level designation such as “word-scale graph-
ics” can capture both data-driven and non-data-driven variants, and
serve as a unifying term for characterizing a wide range of small
graphics that can be embedded in text. Nevertheless, I would like to
stress that in this dissertation I concentrate on word-scale visualiza-
tions.

4.4.3 What is an Entity?

When �rst de�ning the term word-scale visualization, we had as-
sumed that each visualization would explicitly be associated or linked
with a single entity (see [60]), i. e. a single word or a sequence of words
in the text. However, participants did not always follow such a close
association as we had envisioned and led us to re-evaluate our initial
assumptions. For example, in addition to using proximity to establish
the connection between a word-scale visualization and the text, they
also linked multiple disconnected pieces of text to one word-scale
visualization (see Section 4.3.3). Designers also created word-scale
visualizations without any explicit or implicit entity. In some cases
designers added word-scale visualizations to the start of a paragraph
or after a title. Designers also added word-scale visualizations verti-
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cally along a paragraph (see Figure 4.10)—effectively associating the
visualizations with the entire block of text.

A particularly interesting �nding of our study showed that entities
also served a function that went beyond the mere provision of meta-
data we had envisioned. Instead, they served a reference function and
were used as parts of legends.

As a result, we propose an updated de�nition of what an associated
entity is. An entity is still a concrete piece of text that can have asso-
ciated metadata, however, the entity also serves as a way to link the
word-scale visualization to the text, and can be part of the word-scale
visualization's legend, or of its caption. Word-scale visualizations can
have one entity, multiple entities or none associated to them. If there
is an entity, it is marked using for example font color or a frame. In
cases where the word-scale visualization has no marked entities, it
means the visualization is associated with the sentence or the para-
graph, depending on its positioning.

Finally, it may be productive to more deeply consider the relation-
ship between entities and word-scale graphics using the semiotic con-
cepts of referent, signi�er , and signi�ed [39, 107, 115]. These seman-
tic connections are particularly interesting, as entities and word-scale
graphics sometimes represent the same concept, but may also intro-
duce indirection or serve as an alternative representation of an under-
lying idea.

4.4.4 Challenges when Creating Word-Scale Visualizations

One of the main challenges our participants had was to �nd suitable
pieces of text they could complement with word-scale visualizations.
The process of deciding what should and could be represented usu-
ally happened at the very beginning of the process of integrating
word-scale visualizations. The designers also expressed concerns that
the associated entities in the text had to be below a certain length to
be representable or connectable to a word-scale visualization. We ar-
gue that our updated de�nition of an entity provides more freedom
to support the linking of word-scale visualizations to the text.

In addition and linked to this thematic of de�ning associated text,
our participants had dif�culties �nding suitable places to position
their word-scale visualizations. In our instructions, we restricted the
positioning of word-scale visualizations to the interline space, how-
ever sometimes designers still hesitated and sought alternative place-
ment options—for example at the end of a title or along a paragraph
(see Section4.3.3). One participant also told us that she would have
liked to rewrite the sentences to make it easier for her to integrate
word-scale visualizations. She found the sentences were too convo-
luted, which led her to �nd it dif�cult to �nd suitable positions for
her word-scale visualizations. Moreover, some of the information or
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data that the designers wanted to integrate into the word-scale visu-
alizations was spread over multiple lines. This made it more dif�cult
to �nd good places to position data graphics. In some cases, design-
ers also started to create a graphic �rst and then had a dif�cult time
�nding suitable text to associate with the word-scale visualization. As
Section 4.3.3 and Section 4.3.4 show, there are multiple ways to link
entities to a word-scale visualization.

4.5 limitations

The overall goal with the study was to improve our understanding of
how, when, and why one might use word-scale visualizations in text
documents. Yet, the results of our study and our discussion need to
be interpreted in light of several speci�c study design decisions. In
this study we focused on the design of word-scale visualizations and
not on their placement. To give participants enough study time to fo-
cus on design, we only allowed them to place visualizations between
lines of text. This made placement easier, since designers did not have
to shift individual words or re�ow text and could instead focus on cre-
ating interesting new designs. To increase opportunities for creative
designs, we allowed participants to freely adjust the amount of inter-
line space, allowing them to explore graphics with a greater variety
of different heights, widths, and positions relative to the text. Partic-
ipants were not able to edit the text itself besides changing the text
color, and thus did not have full control over the phrasing, language,
or organization of the content they were building on. In the post-
session interview, participants had a chance to express their ideas
and concerns about the placement of their word-scale visualizations.
Only one of our participants mentioned that she felt her design had
been restricted by the �xed text—noting that she would have liked to
rewrite sentences to better �t her word-scale visualizations and use
visualizations in-line as a legend. Thus, while 8/ 9 participants did
not report design restrictions due to the �xed placement, it is likely
that our results do not show the full spectrum of creativity that the
participants could have applied to word-scale graphic placement.

Two further factors in�uencing the reported designs are the choice
of text and the restricted study time. Wikipedia articles are usually
much more descriptive and data-driven than articles, novels, poems,
or other forms of text. Participants also did not have time to make
multiple iterations over their designs, as we asked them to maximize
the diversity of their designs rather than produce a few re�ned ones.
Therefore, the designs should be seen as initial ideas, which would
require iteration and further development before their effectiveness
could be tested.
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4.6 summary

This chapter presented the results of an exploratory study on the use
of word-scale visualizations in text documents. The study resulted in
a rich collection of different types of graphic designs, and also helped
us to identify speci�c design challenges unique to word-scale visual-
izations. Unlike larger visualizations, designers creating word-scale
visualizations must consider the immediate connections between vi-
sualizations and text, and also �nd alternatives to common visual ele-
ments like axes, legends, and captions that work given reduced space.
Designing interactions also presents a challenge, since graphics may
be dispersed, small, and only loosely associated with one another. At
the same time, our results also illustrate a variety of ways in which
word-scale visualizations can enrich text documents. To support, in-
spire and serve as a starting point for the creation of word-scale vi-
sualizations, we propose three application goals for word-scale visu-
alization: supporting the content, extending the content and going
beyond the content. We see both our study results and the three ap-
plication goals as starting points for how word-scale visualizations
might complement a variety of types of text documents.

As a result of this study, we propose a more �ne grained de�nition
of an entity. An entity is a concrete piece of text (a word or sequence
of words) that is associated to one or multiple word-scale visualiza-
tions and that can have associated metadata. The entity also serves as
a way to link the word-scale visualization to the text, and can be part
of the word-scale visualization's legend, or of its caption. Word-scale
visualization can have one entity, multiple entities or none associated
to them. If a word-scale visualization has an associated entity, it is
marked using for example font color or a frame. In cases where the
word-scale visualization has no marked entities, it means the graphic
is associated with the sentence or the paragraph, depending on its
positioning. Furthermore, we acknowledge that the space of small
contextual graphics can also include non-data-driven graphics and
proposed word-scale graphicsas an overarching term for data-driven
and non-data-driven graphics. The term word-scale graphics is based
on the same de�nition as word-scale visualizations. Thus word-scale
graphics are open to various visual encodings including geographical
maps, heat maps, pie chart, and more complex visualizations on the
data-driven side and includes among many others those that we ob-
served: icons, symbols and illustrations on the non-data-driven side.
Moreover, word-scale graphics can appear at a range of scales, includ-
ing sizes larger than a letter, but smaller than a sentence or paragraph.
However, again I would like to stress that in this dissertation we con-
centrate on word-scale visualizations but keep in mind that there is a
whole space of non-data-driven contextual graphics.
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This chapter focused on the authoring and design of word-scale
visualizations. Yet more studies are required to deepen our knowl-
edge on their integration. These studies should have a focus on the
size and the embedding of the word-scale visualization into the text
document taking into account readability of word-scale visualization
and the text but also aesthetics of the combination of word-scale vi-
sualization and text. Furthermore, the design space of how to add
captions and labels, and how they can be merged with the text is
largely unexplored.

In the next chapter I begin exploring the design space of word-scale
visualization further by looking at their placement in the text.





5
P L A C I N G W O R D - S C A L E V I S U A L I Z AT I O N S

In the previous chapter, I discussed the use and design of small data-
driven contextual visualizations. This discussion was based on the
results of a study during which designers embedded small-scale vi-
sualizations into curated Wikipedia articles.

The current chapter contributes and discusses an illustrated design
space of the placement options for word-scale visualizations. These
placements include positioning the visualizations between lines ,
within additional vertical and horizontal space in the document ,
and as interactive overlays on top of the text . I identify six es-
sential variables that control the placement of the visualizations and
the level of disruption of the source text. I also contribute a quanti-
tative analysis that highlights the effect of different placements on
readability and text disruption. Based on this analysis, I propose
guidelines to support the design and placement of word-scale visual-
izations.

The main parts of this chapter were previously published in Gof�n
et al. [60]. Hence, the use of “we” in the remainder of this chapter
refers to Pascal Gof�n, Wesley Willett, Jean-Daniel Fekete, and Petra
Isenberg.

5.1 motivation

In our previous study about the design and use of word-scale visu-
alizations, we restricted where designers could place them. Our ob-
jective for the restriction was to spare the participants time to look
for optimal placements and to simplify the embedding of the visu-
alizations. Furthermore, we were not interested in characterizing dif-
ferent types of placements. Nevertheless, participants mentioned that
it was still dif�cult and painful to �nd good placement options (see
Section 4.4.4). Actually, almost 50% (48%) of the designs were not
associated through graphical techniques with an entity and around
15% of them where placed below the piece of text instead of above
as we had instructed. The dif�culty to �nd good placements lead the
designers to explore several techniques—visual and non-visual (see
Section 4.3.3.2)—to associate word-scale visualizations and text.

The most frequent method of association was to use spatial proxim-
ity. As a result of our placement restrictions to the inter-line space, we
could not observe the designers' full creativity in using proximity as a
placement option. Still, we wanted to explore placement as a way to
implicitly—without using visual links—associate word-scale visual-

59
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ization and text. An additional consideration was also that placement
can be dependent on the medium and the mutability of the text where
a designer integrates the word-scale visualizations. Sparklines for ex-
ample have typically been placed before or after the word they are
related to. However, this is often not possible for different reasons—
e. g. when adding information to scanned documents and other im-
mutable texts. One way to go around this constraint is to use OCR on
the scanned text which then results in a mutable text. Placing word-
scale visualizations in-line with text may also be undesirable in other
situations, as it requires re�owing the text and restricts the visual-
izations' maximum height to that of the font—making visualizations
hard to read when small font sizes are chosen. In-line visualizations
can also disrupt sentences, making the text more dif�cult to read.

The consequences of these placement decisions, in particular, are
not well-understood. Thus, to better understand these consequences
and to explore the large space of placement options available for in-
tegrating word-scale visualizations in text documents, we outline a
design space of possible placements relative to the text.

5.2 background

The topic of this chapter closely relates to four research areas: (a) the
use and placement of word-scale visualizations (b) the integration of
meta-data within text documents, (c) research on labeling in visual-
ization, and (d) the readability of texts and visualizations.

5.2.1 Sparklines and Word-Scale Visualizations

According to Tufte [ 148] sparklines are “small, intense, simple, word-
sized graphics with typographic resolution” that can be included any-
where a word or number can be—e. g. in a sentence, table, headline,
map, spreadsheet or graphic. However, Tufte provides little guidance
for placing word-scale visualizations with respect to text, suggesting
only that they be placed in a “relevant context”—usually just after the
word that they complement. He presents several examples of these
embeddings. One example shows sparklines embedded in-line with
text in order to provide metadata for a single word, for example glu-
cose measurements next to the word glucose ( ).
In another, sparklines show temporal trends in a data table to pro-
vide information that would otherwise have required many columns.

Besides these examples, the embedding of word-scale visualiza-
tions have been discussed relatively infrequently in the research lit-
erature. Four of the examples mentioned in Section 3.1 propose more
details on their placement inside the text: SparkClouds [ 95], Gestalt-
lines [16], Separation Plots [67] and SportLines [118]. SparkClouds
( ) embed sparklines below words in a tag cloud to convey
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(a) Ruby use in Japanese (b) Ruby use in Chinese

Figure 5.1: Two examples of ruby placement: on top of the kanjis (a) and
to the right of the kanjis (b). 5.1a Image in the public domain, 5.1b
Image credit: [79]

temporal trends. Gestaltlines ( ) by Brandes et al. show an em-
bedding in-line with text, similar to Tufte's glucose example. Similar
embeddings are shown for Separation Plots ( ) and Sport-
Lines ( ). In this chapter, we show that other placement options
exist, and can also be used to place Gestaltlines, Separation Plots,
SportLines, and many other small-scale visualizations within text doc-
uments.

Glyphs are another type of small visualizations related to sparklines
but are not typically placed in the context of text documents. In-
stead, glyphs are often used as small-multiples or replace data marks
in other visualizations, e. g. on maps, scatterplots, or in graphs. Yet,
glyphs are also sometimes placed inside text documents. Abdul-Rah-
man et al. [1], for example, used glyphs to encode and visualize a
large set of poetic variables and place these glyphs in the space be-
tween lines. In the context of the glyph overview article by Ward [ 157],
he also contributes a taxonomy of glyph placement strategies. He
categorizes these strategies into data-driven and structure-driven ap-
proaches. A data-driven placement positions glyphs based on some
of the dimensions of the represented data point, whereas structure-
driven approaches use existing relationships between the data points
(e. g. an order, hierarchy, or network links). The problem of placing a
word-scale visualization next to an entity within a text document is re-
lated to the structure-driven placement option. Thus, Ward shares sev-
eral placement concerns with our work, including overlap between
glyphs and the addition of space to make room for glyphs.

In summary, while research has considered the problem of design-
ing small visualizations and even embedding them in various con-
texts we are aware of no previous work that has explored the place-
ment of word-scale visualizations in text documents.

5.2.2 Meta-Data within Text Documents

While the literature contains little advice on how to place word-scale
visualizations in text, others have considered how to place general
meta-data within text documents.
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Annotations are a general category of meta-data placed in text doc-
uments. In East Asian scripts often parts of the ”base text” is anno-
tated with short annotations called Ruby [ 130]. Their purpose is usu-
ally to provide a reading on how to pronounce the base text. They
are frequently used in Japan, where they are called furigana and of-
ten appear in books and magazines. They are also used in China,
where they often can be found in schoolbooks. The name ”ruby”
originated from the 5.5pt font size used in British printing, which
corresponds to half the 10pt font size used commonly in normal text.
Ruby text is often placed on top as in Figure 5.1a, or on the side
as in Figure 5.1b or it can also appear below the base text. Alterna-
tively, some research has shown that the most preferred placement for
larger annotations in a text document may be the margin [ 114]. De-
spite this �nding, researchers have explored how to use and improve
other placements. TextTearing [166], for example, allows readers to
place annotations in the inter-line space via a lightweight interaction
technique. Fluid Documents [ 26] similarly adds additional informa-
tion into a text document by adjusting inter-line spacing. Fluid text
includes links that expand in place to allow the text to still be read
linearly while preserving the surrounding information. In an obser-
vational study Zellweger et al. [ 168] investigated different placement
options for meta-information related to hypertext links (e. g. margins,
footnotes, and in-line). They found a large variability in participants'
preferences but observed that, in general, it was desirable to keep
meta-information close to the original link. Where information was
placed also had a signi�cant impact on reading speed with informa-
tion close to the links being read signi�cantly faster. An additional
feature allowed meta-information to be “frozen” or kept visible in
the view and participants used this feature regularly to compare dif-
ferent meta-information. This last feature is important for our design
space and is one of the reasons we discuss both dynamic and static
placements.

5.2.3 Labeling

The labeling problem is also related to our problem of placing word-
scale visualizations in text documents. Bertini et al. [ 6] de�ne label-
ing as attaching text labels to graphical marks to convey associated
semantic information. Transferred to our problem, the entity is the
graphical mark and the word-scale visualization is the label. Fekete
and Plaisant [48] propose a taxonomy of labeling techniques with
two categories: a) static labeling with the goal of �nding a universal
placement con�guration for a whole visualization, and b) dynamic la-
beling where each label is treated as a dynamic object that can appear
or disappear or change its location depending on the user's interac-
tion.
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The transient visualization concept by Jakobsen and Hornbæk [ 80]
relates to our work if we look at the labeling problem from the view-
point of interaction and information-in-context. Their goal is to visu-
alize information near the user's focus of attention only when needed
and without using extra screen space. This concept relates to our
word-scale visualization placement problem since there are cases whe-
re a reader only wants to see the data graphics when needed. We,
thus, discuss both dynamic and static placement options.

5.2.4 Readability of Text and Small-Scale Visualization

Thus far, very little work has explored how word-scale visualizations
might impact the readability of surrounding text. The most closely-
related work is the previously mentioned study by Zellweger et al.
[168] on Fluid Documents. The authors conducted eye tracking mea-
surements and concluded that subjects were quite sensitive to dif-
ferent placement strategies but also that adjustments to document
typography did not cause their point of focus to shift wildly.

Similarly, there is little existing research characterizing how small
size affects the readability and perception of visualizations. For ex-
ample, while several studies have compared the readability of differ-
ent glyph designs (e. g. [52, 126]), we are aware of only one study
(by Heer et al. [74]) that has explored the impact of size on read-
ability. Heer et al. compared small line charts against two types of
Horizon Graphs ( 1-band and 2-band) and investigated the impact of
chart height on both designs. They found that small chart heights neg-
atively impacted how accurately and quickly participants estimated
the difference between two data points. The authors also saw that the
Horizon Graph design had an in�uence on the amount of estimation
error and that both horizon graph designs performed better than line
charts. The authors conclude with the recommendation to draw line
charts of 24 pixels (6.8mm) height and 2-band Horizon Graphs at 6
or 12 pixels (1.7 / 2.4 mm)—all vertical heights that �t the de�nition
of word-sized graphics at common font sizes and display resolutions.

When designing small-scale visualizations, the choice of aspect ra-
tio impacts the perception of trends and patterns in the data. The
knowledge of how aspect ratios impact readability of different charts
is relevant to our work, as some of our placement strategies are based
on de�ning none, just one, or both of width and height of a word-
scale visualization. Cleveland et al. [32] recommend banking to 45X

to choose the aspect ratio of a line chart. This is due to the fact that
an average orientation of 45X maximizes the discriminability of adja-
cent line segments. Banking to 45X selects an aspect ratio for a chart
such that the average orientation of all line segments is 45X. Based on
this work, Heer and Agrawala [ 73] presented a multi-scale banking
technique which identi�ed the different trends in the data at various
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frequency scales to generate banked charts. Yet, Talbot et al. [143]
showed that aspect ratio selection is not as simple as it may seem and
that trade-offs between reducing errors for some tasks and increasing
it for others have to be made. The authors provide a descriptive model
of slope ratio estimation as a �rst step towards fully understanding
the functions to consider when selecting an aspect ratio.

Finally, color perception is known to be impacted by changes in
size [140] and, thus, is an additional important aspect to keep in mind
when designing word-scale visualizations.

Next, we introduce the design space, its focus, and dimensions. Sec-
tion 5.4 will detail several placement options and discusses trade-offs
between word-scale visualization's placement options. In Section 5.5
we then discuss three examples that demonstrate the importance of
the association between word-scale visualization and entity for the
purpose of layout and interaction. Finally, in Section 5.6 we provide
an in-depth analysis that examines how various placement options
affect word-scale visualization placement in real documents. Based
on this analysis, we provide recommendations that can help design-
ers choose the appropriate word-scale visualization placement given
their own constraints.

5.3 a design space for word -scale visualizations

According to Schulz et al. [ 131] a design space consists of a �nite
number of design dimensions. Each of these dimensions captures
one particular design decision needed to fully specify the whole. The
dimensions of our design space describe constraints placed on the
word-scale visualization design and text layout. Our goal is to pro-
vide a design-centered view on word-scale visualization placement
that takes into account both the size of the visualization and the de-
gree to which the visualization can disrupt the text.

5.3.1 De�nitions and Framing

We �rst provide a refresher on the de�nition of size of word-scale
visualizations, introduce important terminology used in our descrip-
tions, and situate the design space within a larger set of layout choices.

5.3.1.1 The Size of Word-Scale Visualizations

For word-scale visualizations, we consider a wide range of visualiza-
tions that are “word-scale”—usually larger than the size of a letter,
but smaller than a sentence or paragraph. For example, the height
of a word-scale visualization can be restricted to font height as in
most of Tufte's examples (Section 5.2.1) but can also be larger. Word-
scale visualizations can also overlap or fall within the inter-line spac-
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ing —the vertical white space between the bottom of one line of
text and the top of the next—and/or the inter-word spacing —
the horizontal white space between two consecutive words (see Fig-
ure 5.2). Allowing word-scale visualizations that are taller and
wider than words introduces a number of alternative layout
options, including using the existing inter-line and inter-word space,
allowing visualizations to overlap with text , or changing the
text layout to introduce additional space .

Similarly to the inter-line space, the space between two words is
called inter-word space and consists of the standard spacing between
words and any additional horizontal padding.

5.3.1.2 Static vs. Dynamic Integration

To place word-scale visualizations into text documents we have two
fundamental options: static or dynamic integration. This is similar to
the labeling problem as discussed in Section 5.2.3.

With dynamic integration, word-scale visualizations are displayed in
response to user-input. In the most limited case, a user might hover
the mouse cursor over an entity revealing a small visualization next to
it. Alternatively, user interaction could be used to simultaneously re-
veal or hide all graphics in the document. The dynamic presentation
of word-scale visualizations has the advantage that the text is not
cluttered and can be read without the visualizations present. How-
ever, it also has several disadvantages: it requires an interactive envi-
ronment and is not amenable to print media, showing visualizations
individually can make comparisons more dif�cult, and—depending
on placement options chosen—the text may have to re�ow whenever
visualizations appear or disappear.

Static integrationon the other hand, means that visualizations are
always present within the text. This strategy is well-suited to print
media, and may also make it easier for users to compare word-scale
visualizations (as noted by Zellweger et al. [ 168]). However, large
numbers of word-scale visualizations might overwhelm or disturb
reading the text.

Both static and dynamic integration entail trade-offs and it is up
to the designer to make the right choice for their usage context. Our

Figure 5.2: Important terminology used in the paper in the context of entity,
word-scale visualization, and surrounding text.
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Figure 5.3: The word-scale visualization has three different entities each us-
ing a color. The designer chose the numeral of the second entity
as the main entity.

design space applies equally to static and dynamic placements but in
this chapter we do not discuss interaction techniques to invoke a dy-
namic placement (this topic is discussed in more depth in Chapter 6).

According to the de�nition of word-scale visualization, they can
have multiple associated entities such as in Figure 5.3. If there are
multiple associated entities, either one of the entities is the “main en-
tity” and has the most weight concerning integration or the entities
have all the same weight. If there is a main entity, that entity drives
the integration of the data graphic—the word-scale visualization is
placed with respect to this entity. Why an entity is chosen as the
main entity is highly dependent on variables such as the intended
message the designer or writer wants to transmit or the given space
constraints. When there is a “main entity” the same design rules as
for the single entity cases applies. If all entities have the same weight
then one entity can be chosen at random as the reference point for
the integration. After one of the entities has been chosen the designer
can proceed similarly to the single entity integration case. Other in-
tegration possibilities can exist, but the placement of a word-scale
visualizations according to multiple entities is not the focus here. For
the remainder of this chapter, we will focus on placement options
where the word-scale visualization is associated with only one entity,
irrespective of how this entity has been chosen.

5.3.1.3 Placement Context

We de�ne three main placement options that relate to the contextual
integration of word-scale visualizations in text. It has to be kept in
mind that entities associated with word-scale visualizations are typ-
ically marked using a frame or color (see Section 4.6). According to
our de�nition, context is based on the relationship between an entity's
bounding box and the bounding box of its associated data graphic.
The three types of contextual placement are:

Strong context: The entity's and visualization's bounding boxes touch
or overlap—e. g. a word-scale visualization is placed just above or
next to a word.
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Weaker context:The two bounding boxes do not touch, but the po-
sition of the visualization is still de�ned by the entity's position
in the text—e. g. a word-scale visualization is placed in the same
general text region as the entity, but the two do not touch. This
placement context can be suitable for word-scale visualizations
with multiple entities, but also for word-scale visualizations that
are associated with a sentence (e. g. placed at the beginning of a
sentence).

Out-of-context: Visualization position is not related to the entity po-
sition—e. g. a word-scale visualization is placed somewhere in the
margin of the text.

Our design space concentrates on the strong context case where
word-scale visualizations are placed in a sense “as close as possible”
to the entity. We do not consider the weaker context and the out-of-
context case as these introduce their own set of challenges related
to linking the visualizations back to the entities. This is an interest-
ing area of study in which there has already been some promising
research (e. g. Steinberger et al.'scontext-preserving visual links[138]).

5.3.2 Design Space Dimensions

The dimensions for our design space can be roughly divided into
two categories: dimensions that have an impact on the word-scale
visualization ( 1–4) and dimensions that impact the text ( 5 and 6):

Control over the maximum height of the visualization:The height of a vi-
sualization is closely related to the amount of information encoded
in its vertical dimension. A designer may have limited control over
the height of a visualization if it is intrinsically bound to a prop-
erty of the text, such as the font height or the inter-line spacing. Full
control over visualization height means that the designer can freely
choose any desired height and can make height choices based on
the visual encoding.

Control over the maximum width of the visualization:The width of a vi-
sualization is closely related to the amount of information encoded
in its horizontal dimension. A designer may have limited control
over the width of a visualization if it is bound to properties of the
text, such as the width of the entity. Full control over visualization
width means that the designer can choose the width freely.

Word-scale visualization position:The strong-context position of a word-
scale visualization is de�ned by a reference point on the visualiza-
tion's bounding box—we use the left bottom corner through-
out the remainder of the paper. Generally, the visualization can be
placed anywhere around the entity as long as the two bounding
boxes intersect. For simplicity we focus on three main positions:
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Figure 5.4: Visual description of the three placement positions: baselineposi-
tion, top position, and right position.

a) baseline position: on the left bottom corner of the entity's bound-
ing box,
b) top position: on the upper left corner of the entity's bounding box,
c) right position: at the bottom right corner of the entity's bounding
box (see Figure5.4).

Visual encoding: The choice of visual encoding (e. g. line chart, bar
chart, etc.) for the word-scale visualization has an effect on how
much information can potentially be encoded within a given aspect
ratio. The choice of data and visual encoding can thus affect how
much control over width and height is necessary in order to ensure
effective presentation of the data.

Amount of inter-word spacing introduced:Given a speci�c visualization
width (freely chosen or de�ned through text properties), a designer
can introduce additional inter-word space before or after the entity
in order to control the amount of overlap between visualization and
text.

Amount of inter-line spacing introduced:Given a speci�c visualization
height (freely chosen or de�ned through text properties), a designer
can decide to introduce additional inter-line space above or below
the entity in order to control the amount of overlap between visual-
ization and text. For example, additional inter-line space could be
introduced to �t a visualization of given height between two lines
of text without any overlap.

5.4 word -scale visualization placement in practice

When considering how to place word-scale visualizations, a designer
may face several practical problems based on the characteristics of
the document, the visualization, the data, and the usage scenario:

• Is the text static, or can it be re�owed? If word-scale visual-
izations are added to a scanned document, for example, it may
not be possible to adjust the positions of words or phrases to
accommodate the visualizations. However, in an electronic read-
ing environment re�owing is easier and the inter-word spacing
can be expanded to make space for word-scale visualizations.
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• Can the inter-line spacing be modi�ed? By increasing the space
between lines, a designer can insert larger word-scale visualiza-
tions positioned above or below the text. However, adding inter-
line spacing can also considerably increase the overall length
and amount of whitespace in the document.

• Should the visualizations be read along with the text? If word-
scale visualizations are intended to be read in the context of
the sentences (as with the stock trends in Tufte's original exam-
ple [149]), the designer may wish to place them in-line with the
text. If the word-scale visualizations provide supplemental in-
formation that could disrupt reading, positioning it in the inter-
line space may be more appropriate.

• How important are the visualization's size and dimensions for
readability? The designer may need to enforce a minimum size
for visualizations, e. g. for maps that contain small marks. Line
charts and other slope-based visualizations may also need to
be rendered using a particular aspect ratio in order to facilitate
accurate reading and comparison as discussed in Section5.2.4

• Is there an appropriate visual encoding for the data? Visualiza-
tions that include text labels, axes, or visually complex marks
may not be effective at small scale, or may need to be re-in-
terpreted to work within the available space. Various possible
ideas for legends or captions can be found in Section 4.3.3.2

Answering these questions can be challenging, in part, because
each individual choice may impact the size and layout of the doc-
ument, as well as the readability of the text and word-scale visual-
izations. Moreover, the relationships between these decisions can be
complex and their severity may depend heavily on the characteris-
tics of the source document. For example, assume the following two
designs:

(A) Visualizations are placed in the baselineposition and rendered in
front of their entities at 20% opacity, but are displayed at full opacity
when hovered with the mouse.
(B) Visualizations are always shown at full opacity and placed to the
top or right of their entities.

In Case A the visual encoding makes overlapping text and visual-
izations less problematic, but also makes comparison tasks more dif-
�cult. In Case B, comparison is easier. However, if there is not enough
inter-line or inter-word space, overlap between visualizations and text
will impede reading. A designer can avoid overlap by increasing the
inter-line and/or inter-word spacing, but this can change the size and
layout of the document considerably. To help illustrate the impact of
and interactions between these design decisions, we discuss seven
common placement options (illustrated in Figure 5.5) in greater de-
tail.
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Case1: Traditional In-Line Placement: The most common placement
strategy for word-scale visualizations is to increase the inter-word
spacing before or after an entity and to insert the visualization in
this space. This gives the designer control over the width of the visu-
alization and avoids collisions between visualizations and text, but
restricts the maximum height of the visualization to the font height
plus the height of the inter-line space. Text may also need to be re-
�owed if adding visualizations increases line lengths past the page
or column width, which may be problematic for print documents.
In-line placement may also be undesirable if visualizations are hid-
den and revealed in response to user interaction, since hiding or
revealing a visualization may change the layout of all subsequent
text.

Case2: Overlay Word-Scale Visualizations on Entities: Alternative-
ly, we can choose to draw visualizations directly in front of or be-
hind the entity. Since we introduce no additional whitespace, the lay-
out of the text is not affected. However, the designer has restricted
control over the width and height of the visualizations, which are
limited by the width of the entity and font height plus inter-line
spacing, respectively. This can make comparisons between visualiza-
tions dif�cult and can hurt readability if the entities are very short.
In this placement strategy visualizations alwayscollide with the en-
tities they annotate, thus interaction may be necessary in order to
disambiguate the two. For example, we can draw the visualization
with a high transparency by default, but increase the opacity when
a user hovers over it.

Case3: Using Existing Inter-Line Space: For some documents it is
possible to avoid layout changes and collisions by making visual-
izations the same width as the entity and positioning them within
the existing inter-line space. In contrast to Case 2, this approach
supports visual comparison between visualizations, but because vi-
sualization widths vary, those comparisons may still be dif�cult. Ad-
ditionally, because the strategy constrains the visualization height to
the current inter-line spacing, it is only viable for documents that are
already widely-spaced, or that use very compact visual encodings.

Case4: Using Inter-Line & Increased Inter-Word Space: To improve
comparison and guarantee consistent visualization widths, we can
combine the approaches from Case 1 and Case 3—placing �xed-
width word-scale visualizations in the existing inter-line space, and
increasing the inter-word spacing after the entity to avoid collisions.
However, like Case 1, this approach means that text will be re�owed.

Case5: Increasing Inter-Line & Inter-Word Space: We can extend the
approach used in Case4 and also insert additional inter-line space to
accommodate visualizations with a chosen height. This provides the
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designer with full control over width and height of the word-scale
visualization, while still avoiding collisions. However, introducing
padding requires text to be re�owed between lines and can increase
the length of the document (especially if visualization width and
height are large). Adding horizontal padding to increase the inter-
line spacing means that the spacing is increased for the whole docu-
ment and not for each line independently. This results in text that is
potentially easier to read as the eyes always have to jump the same
distance from line to line. Moreover, the composition of the text is
aesthetically more consistent in contrast to the solution proposed
by Chang et al. [25] where inter-line spacing is added for each line
independently. When selecting word-scale visualization sizes, a de-
signer must compromise between visualization readability and the
level of text disruption. While we know of no previous work that
has studied this trade-off in detail, we provide a series of disruption
and readability measures in Section 5.6 that can be used to evaluate
candidate designs and inform designers' decisions.

Case6: Allowing Visualizations To Overlap: All of the previous ca-
ses have excluded the possibility of overlap between word-scale vi-
sualizations. However, relaxing this constraint introduces a number
of new placement options. For example, by adding control over vi-
sualization width to the approach in Case 3, we can guarantee visu-
alizations with consistent dimensions. This approach may be a good
alternative if a text only has very few, widely spaced entities with vi-
sualizations. However, collisions between visualizations can appear
when short entities occur in close proximity to one another (as seen
in Figure 5.5). An interaction (such as hovering the mouse over one
of the visualizations) may be necessary to resolve these kinds of col-
lisions.

Case7: Allowing Visualizations to Overlap Surrounding Text: Fin-
ally, while all of the previous examples have prohibited visualiza-
tions from overlapping surrounding text, this restriction can also
be relaxed. Any of the prior cases can be extended by allowing
the height or the width to extend beyond the padded boundaries
of the current word or line. This relaxation makes it possible for
some visualizations to collide with the surrounding text, as well as
with other visualizations, and interaction may be required to dis-
ambiguate them. Thus, this placement option may be most suitable
when larger widths and heights are necessary to make word-scale
visualizations readable, and no alternative visualization technique is
viable.

While illustrative, these seven cases represent only a few points in
a much larger space of placement options. Each option can be further
modi�ed by additional design decisions not yet discussed here.
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For example, a number of possible strategies exist for selecting max-
imum visualization widths. A designer might choose the word-scale
visualization width based on the number of dimensions in the data,
the length of the longest entity, by using perceptual guidelines for
chart banking [ 73], or some other approach. The length could be cho-
sen to be the same for all visualizations or chosen on an individual
basis. In summary, the cases above are meant to outline the space
and serve as starting points for selecting speci�c variations appropri-
ate for a given setting, audience, viewing scenario, or reading task.

5.5 word -scale visualization placement examples

In this section we describe three “real-world” examples that we cre-
ated to illustrate different types of word-scale visualization embed-
dings. These examples are meant to demonstrate the diversity of po-
tential applications of word-scale visualizations and spark creativity
in their application to text documents. The interactions proposed in
these three examples will be discussed in more detail in Chapter 6.

5.5.1 Word-Scale Visualizations in Scanned Documents

Figure 5.6 shows a clipping of a scanned transcription of a historical
World War I artifact from one of the historians we collaborated with.
The discussion that occurred around this project with the historians
sparked some of the ideas discussed in this chapter. The text was
scanned using a text recognition technique (OCR) to avoid manual
transcription of the document. In this case, the historian was inter-
ested in knowing how exact the OCR technique was to potentially
adjust the automatic transcription. In the speci�c example shown in
Figure 5.6, every word became an entity as the OCR technique made
a reasonable match for every word. To highlight uncertainty, we over-
lay rectangular bounding boxes on each entity and color-code them
based on the uncertainty returned by the OCR algorithm (darker =
more uncertain). When the mouse hovers over an entity, a tiny bar
chart is drawn in the inter-line space, where each bar represents a
possible alternative match. The height and color of each bar indicates
the relative uncertainty of each of the alternative translations pro-
duced by the algorithm. Hovering over each bar shows the potential
matching word and clicking a bar selects that match as the correct
one.

In this example, one can consider the colored bounding box as one
extremely simple word-scale visualization (a one-item heatmap) that
has been placed at the baseline position and sized to the width and
height of the entity. The small bar chart serves as a second word-
scale visualization and is placed in the inter-line space. Together, the
heatmap and bar chart illustrate two different placement strategies
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Figure 5.6: Word-scale visualizations used in a scanned World War I artifact
(courtesy of J. Benes). Words are overlaid with colored rectangles
that express certainty of the OCR applied to the word. Small bar
charts appear in the inter-line space when the mouse hovers over
an entity showing alternative transcriptions of the word accord-
ing to the OCR.

that are possible even if word positions cannot be adjusted. Addition-
ally, this example highlights the importance of having a direct and
close strong contextassociation between visualization and entity. A
viewer can look at each entity and decide whether the current match
makes sense depending on available data, the semantic context, and
syntax. Using the terminology from the previous section, this exam-
ple illustrates both Case 3—because of the top position without over-
lap or control of visualization width and height—and a simple ver-
sion of Case2—due to the overlap of visualization and entity and the
�xed size of the visualization. Interestingly, this particular version of
Case2 does not require interaction due to the simplicity of the visual
encoding.

5.5.2 Word-Scale Visualization For Information Scent

Information scent is a viewer's (imperfect) perception of the value,
cost, or access path of information sources obtained from proximal
cues [121]. Word-scale visualizations can be used to present proximal
cues that provide information scent for viewers so they can make
a decision whether or not it is worth their effort or time to pursue
an exploration or reading path. Figure 5.7 shows a Wikipedia article
augmented with word-scale visualizations placed above links to other
pages. Each link in this example has become an entity paired with
a horizontal-bar visualization whose length encodes the number of
visits to the linked page. We also draw a smaller gray reference line
underneath each bar to aid comparisons between them. This is similar



5.5 word -scale visualization placement examples 75

Figure 5.7: Small word-scale visualizations that provide information scent to
help viewers decide whether or not they are interested in follow-
ing an article linked to from a Wikipedia page. Small bar charts
show how frequently the page linked to has been visited in the
last 30 days. The word-scale visualizations were embedded with
inter-line and inter-word spacing to prevent overlaps. Detail-on-
demand from each data graphic gives information about the ex-
act visit count for each link.

to what designers proposed in Figure 4.15and Figure 4.16where they
used a shared reference structure to support comparison and provide
context. Here, we set the length of the reference line equal to the
length of the bar for the most frequently visited page—in this case
“futuristic” (which links to the Wikipedia page on “Future”). As in
the previous example, interaction with the visualization is available.
Hovering over the data graphic displays additional detail about the
number of visits to the page in the last 30 days.

We set the height of the visualization equal to the height of the
inter-line space and �xed the width of all visualizations at the aver-
age length of all entities in the text. In this example, we also added
a small amount of vertical padding to reduce the level of visual clut-
ter and ensure that the word-scale visualizations are associated with
the entities below, rather than above them. To avoid overlap between
visualizations we added inter-word spacing where the length of the
visualization was longer than the length of its entity. We chose this po-
sition (Case 5 and not Case 4 due to the addition of vertical padding)
because the text contains a large number of entities and the traditional
placement in the inter-word space (Case 1) might disrupt reading and
would cause many consecutive words to be far apart. This example
further demonstrates an additional use case of vertical padding. Ver-
tical padding is not only useful to get more vertical space for the
visualization but can also help to reduce the level of visual clutter
through emphasizing proximity.
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Figure 5.8: Small maps embedded as word-scale visualizations provide
details-on-demand for locations in a news story. Maps are em-
bedded using a variant of the traditional (right) sparkline posi-
tion. Interacting with a term or map expands it to show more
detail.

5.5.3 Word-Scale Visualization for Detail-in-Context

Figure 5.8 shows a news story concerning the con�ict between Rus-
sia and the Ukraine over Crimea. Within the news story the names
of countries and regions are marked as entities. The word-scale vi-
sualizations for these entities are small geographical maps that are
placed to the right of the word. The map visualizations provide loca-
tion information that helps to put countries and regions in context. If
a reader does not recognize a country from the small map, or wants
more detail, they can hover over the visualization to reveal a larger
version of the map with additional information. Here, we chose a
variant of the Case 1 placement from Section 5.4 which introduces
inter-word spacing and places each word-scale visualization slightly
below the baseline position such that it is vertically centered with
respect to the word. This slightly offset vertical position still avoids
overlap between surrounding visualizations as long as the visualiza-
tions do not extend more than halfway into the inter-line space. In
this example, adding word-scale visualizations required the text to
be re�owed. However, because the number of regions mentioned in
the text is limited and the map width is reasonably short, the amount
of re�owing was minimal.

While it would be possible to add a larger map to the news article
that shows all three regions in context, the word-scale visualizations
have the bene�t that they can a) show each region at reasonable size
(both Crimea and Transnistria would become tiny when shown to
scale next to Russia) and b) they save space in the article compared
to a larger map in which all three regions would be visible. It would
certainly be possible, however, to show the call-out of each map at a
scale that included references to all three regions. For example, a call-
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out for Russia could show small pins to indicate where Transnistria
and Crimea are located—even if they are too small to see.

5.6 evaluation

Decisions about how to integrate word-scale visualizations into a text
document have two main effects: a) they constrain the layout of the
text and the design of the visualizations, and b) they affect the legibil-
ity and understandability of the document as a whole. While both are
important areas of study, we concentrate �rst on exploring how differ-
ent word-scale visualization placement options alter the size and lay-
out of documents. We conducted a quantitative evaluation consisting
of a simulation-based computational analysis in which we measured
the impact of a number of different layout parameters, including vi-
sualization size and position, line height, and spacing. We ran the
evaluation using real text documents and systematically varied the
number of entities in the text in such a way that we could charac-
terize the trade-offs between placement options for both sparse and
dense distributions of word-scale visualizations.

5.6.1 Documents

We randomly selected a set of 15 news articles from NLTK's ABC
corpus of rural and science news [8]. These articles contained 100–
246 words with average word lengths between 4.98–5.66 characters
(median 5.29). We then created multiple versions of each article that
contained varying numbers of entities. To create each new version, we
automatically selected a number of single words in the original text
to mark as entities. Even tough we de�ned an entity as being one or
multiple words the results can be generalized to multiple words. Mul-
tiple words could be seen as one long word with the same length as
the single entity. We picked entities using a random log-normal distri-
bution using a prede�ned average entity interval M (geometric mean)
and 1.2 as the geometric standard deviation s, leading to � � log ˆM •
and � � log ˆs• as inputs to the log-normal random number generator.
We generated tagged versions of each text using seven different entity
intervals (M � 1, 5, 10, 15, 20, 25, and 30). This produced a �nal set
of 15� 7 � 105articles with entity intervals ranging from 1 (one word
on average between entities) to 30 (thirty words on average between
entities, or about one entity every two lines). We then rendered these
texts as HTML documents. To simulate the layout constraints of a
common news or print article, we rendered the text using 12pt Times
New Roman and set the maximum width of the document to 17cm,
the equivalent of a standard A 4 page with 2cm margins. We chose
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the font size based on work by Dyson et al. [ 44], who observed that
12pt type was read signi�cantly more quickly than other type sizes.

5.6.2 Factors and Procedure

Using this set of HTML documents, we analyzed a series of different
word-scale visualization placement options while varying �ve factors:

word-scale vis. position right / top / baseline

word-scale vis. width entity len. / len. of shortest / len. of longest

word-scale vis. height word height /2.5� word height

line spacing single-spaced / double-spaced

spacing adjustment none / inter-line / inter-word / both

The characteristic values for the line spacing, like font-size, were
drawn from Dyson et al. [ 44]. For the visualization height we chose
the word height (following Tufte's example) and also added the ex-
treme case of 2.5 � word height to observe a condition that exhib-
ited vertical overlap even with double-spaced text (as in Case 7, Fig-
ure 5.5). Combining these settings produced 3 � 3 � 2 � 2 � 4 � 144
design alternatives, including examples illustrating each of the cases
given in Section 5.4. We then used a sequence of scripts to automati-
cally apply the parameters from each design alternative to our set of
sample articles and measured the changes in word-scale visualization
application and document layout.

5.6.3 Measures

To quantify how the different placements impacted the size and read-
ability of the document, we computed four different metrics:

Change in Document Area:The increase in the total area of the docu-
ment following visualization insertion, padding, and re�owing (if
necessary), as a percentage of the original area.

Amount of Visualization Overlap: The % of the surface area of the visu-
alizations overlapped by other word-scale visualizations. As before,
we count as overlapping area any place where the bounding boxes
of more than one visualization overlaps.

Amount of Text/Visualization Overlap:The % of the surface area of the
text in the document overlapped by word-scale visualizations. We
count as overlapping area any place where the bounding box of
one or more visualizations intersects the bounding box of a word.

Text Shift: The average change in the X- and Y-positions of individual
words in the document following word-scale visualization inser-
tion, padding, and re�owing, as a percentage of the original doc-
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Figure 5.9: Parameters used to produce the seven placement example cases
used in our evaluation, along with average change in document
area, visualization/visualization overlap and visualization/text,
and text shift statistics for each. For each case, the table in-
cludes values computed for text with varying entity intervals:
1 (one word on average between visualizations), 5 (on average
�ve words between), and 30 (on average thirty words between).
The bar chart overlays are normalized by column and colored by
row. Cells with only zeros have been omitted.

ument dimensions. Shifts in X occur when text is re�owed and
moved within lines, while shifts in Y re�ect both re�owing and
changes to inter-line spacing. Since average shift in Y is linearly
related to the change in document size, we do not report it inde-
pendently.

5.6.4 Results

As part of our quantitative evaluation we computed placement statis-
tics for each of the 144different design alternatives using each of the
105source documents for a total of 144� 105� 15,120data points.

For the most part, the relationships between the different design
dimensions are fairly predictable—as evidenced by the results in Fig-
ure 5.9, which highlights the results for each of our seven example
cases. For example we see that Case5—which introduces a consider-
able amount of vertical space to accommodate taller word-scale visu-
alizations—causes the largest expansion of document area. Case1—
which adds horizontal padding and re�ows the document by adding
traditionally positioned visualizations, also adds space. Meanwhile,
Case4—which places word-scale visualizations in the existing inter-
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line space and adds horizontal space only to prevent overlaps on
longer words—adds less total area. Because Case1, Case4, and Case
5 all add some horizontal space, all shift the average X-position of
the words considerably, especially as the density of entities increases.
However, the other four cases—which do not alter the inter-word or
inter-line spacing—do not cause the text to shift at all. Instead, they
increase the document size only where their visualizations overrun
the original margins of the document.

Similarly, the placement options in Cases 2, 6, and 7—all of which
allow overlaps—result in more frequent collisions between elements.
In Cases2 and 7, which place word-scale visualizations over the en-
tity, the overlap between text and visualization increases fairly lin-
early with the number of entities (see Figure 5.9, Visualization/Text
Overlap). Meanwhile, Case 6—which allows overlap between adja-
cent charts—exhibits very few visualization collisions until the den-
sity of data graphics becomes high (Visualization/Visualization Over-
lap).

5.6.4.1 Comparing Vertical and Horizontal Space Adjustment

One interesting design trade-off appears when deciding where to in-
sert space to accommodate a word-scale visualization. One can, for
example, increase the inter-line space if the word-scale visualization
does not �t above the entity, thus increasing the overall length of the
document. However, if instead we add inter-word space and insert the
visualization to the right of the entity, the text that follows it must
be re�owed. Because word-scale visualization lengths are usually a
small fraction of the line width, it is often possible to add multiple
inter-word visualizations without increasing the length of the docu-
ment. However, when a new line is necessary, the document must
grow by the height of an entire line plus a full inter-line space.

The relative space-ef�ciency of these two placement strategies de-
pends on several factors, including the amount of existing inter-line
space and the frequency with which entities occur in the text. To
explore the trade-off in greater detail, we ran a second experiment
where we simulated placing word-scale visualizations into texts with
varying inter-line spacings and numbers of entities. We �xed the vi-
sualization height to the font height and tested three common vari-
ations for visualization width (the width of the current entity, the
width of the longest word, and the width of the average word). Based
on observations from our larger study we focused on inter-line spac-
ings between 1.5 (one-and-a-half-spaced) and2.0 (double-spaced). We
also used the same set of15 source documents but focused on cases
with higher numbers of entities (entity intervals M � 1 to M � 10,
inclusive).
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Figure 5.10: The effect of word-scale visualization placement strategy on the
overall expansion of the document as more visualizations are
added. Each small multiple illustrates the trade-off between in-
serting space for visualizations to the right of the entities they
annotate (in orange) and inserting space for them above their
entities (in green), for a particular combination of visualization
width, inter-line spacing, and entity interval. Intersections be-
tween the lines highlight conditions where the relative space-
ef�ciency of the two placement approaches changes.

word-scale vis. position right / top

word-scale vis. adjustment inter-line / inter-word

word-scale vis. width longest entity / average entity / entity

line spacing 1.0 / 1.5 / 1.6 / 1.7 / 1.8 / 1.9 / 2.0

Our results (Figure 5.10) highlight the relationship between the two
placement options, as well as inter-line space and word-scale visual-
ization width. When the initial inter-line spacing is small, inserting
visualizations to the right of entities can often considerably reduce
the growth of the document—often by a factor of two or more. How-
ever, in cases where the inter-line spacing is already close to the vi-
sualization height and where the number of entities is high, position-
ing word-scale visualizations above the target becomes more ef�cient.
This is especially true when longer visualizations are used, since these
are more likely to trigger re�ow events that add additional lines.

5.7 considerations for word -scale visualization place -
ment

Based on our theoretical and quantitative analyses of the design space,
as well as our experience building our word-scale visualization place-
ment test tool and examples, we discuss several considerations for
placing word-scale visualizations.
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5.7.1 Placement Advice

One of the main problems when choosing a placement for word-scale
visualizations is the wealth of inter-related factors. When the place-
ment constraints are well-de�ned (as in our OCR example in Sec-
tion 5.5.1), the space of options becomes relatively narrow and it is
easier to make an informed decision. If there are no constraints, the
options may become very overwhelming. In this case, we offer two
general points of advice from our quantitative analysis:

Use inter-line space where available . If the inter-line space
is suf�ciently tall to accommodate the desired visual representations,
placing them above the entity in the inter-line space is often the
best choice. This placement strategy reduces the need to re�ow or
expand the text and—unless visualizations have very long aspect
ratios—it typically results in little overlap. For some small visual-
izations like Horizon Graphs and small line charts Heer et al. [ 74]
give experimentally-validated minimum sizes small enough to �t be-
tween 1.5- and 2.5-spaced type. Unfortunately, similar readability or
minimum size guidelines do not yet exist for most chart types, so the
discrimination of whether the space is suf�cient rests in the hands of
the designer.

Placing visualizations to the right (usually) saves space .
If text spacing must be modi�ed, adjusting the inter-word spacing
and placing visualizations adjacent to their entities is almost always
more space-ef�cient than in�ating the inter-line spacing to accom-
modate them (provided visualization heights and aspect ratios are
word-like). As noted in Section 5.6.4.1, we found that adding addi-
tional inter-line space to position visualizations above their entity was
more space-ef�cient only in a few cases—typically when the inter-
line space was already very close to the desired height or when the
number of entities in each line was very large. Right-side placement
also has the added bene�t that visualizations can typically be taller,
including the height of the font plus whatever inter-line space is avail-
able.

5.8 sparklif icator

As part of this research, we have built a general JQuery open-source
library [ 64] called Sparkli�cator (see Figure5.11) that eases the process
of integrating word-scale visualizations into HTML documents, and
provides a range of options for adjusting the position, size, and spac-
ing of visualizations within the text. The library includes default visu-
alizations, including small line and bar charts, and can also be used to
integrate custom word-scale visualizations created using web-based
visualization toolkits such as D 3 [11]. Sparkli�cator implements all of
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Figure 5.11: Sparkli�cator can be found on GitHub under
http://inria.github.io/sparkli�cator/.

the seven placement cases proposed in Figure5.5. The source code of
this library can also be found in Section B.1.

Sparkli�cator adds word-scale visualizations to targets. Most of the
time the target will be the entity or the text part the word-scale visu-
alization is associated with. These targets can be any jQuery selection,
but are most often spans containing one or more words. For example
Sparkli�cator can add a word-scale visualization to the span around
the target (word) "Pellentesque" in the sentence below.

1 Vivamus porttitor <span class= 'spanToSpark'>Pellentesque</span> habitant morbi tristique.

Source Code5.1: HTML text with span around the entity.

To add a word-scale visualization of yearly rainfall to "Pellentesque"
we use the following JavaScript:

1 var rainData = [20,20,25,40,45,40,46,50,60,80,85,92,99,98,101,102,92,100,105,97,95,82,73,

2 66,55,64,74,98,98,99,93,94,88,85,91,85,50,50,45,40,45,86,89,95,98,100,97,92,89];

3

4 var settings = {data: rainData, renderer: classicSparkline, position: 'top' ,

5 paddingHeight: true, paddingWidth: true, width: 80, height: 25};

6

7 $( '.spanToSpark').sparklificator();

8 $( '.spanToSpark').sparklificator( 'option' , settings);

Source Code5.2: JavaScript to add a word-scale visualization to the entity
Pellentesque.

The settingsobject describes what settings are used within Sparkli-
�cator. The settings specify the visualization's data (here, the array
"rainData"), size (here 80px by 25px), position ("top"), and renderer
(here, we specify a small line chart using the "classicSparkline" ren-
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derer from the renderer.js �le). Besides a basic JavaScript type or a
variable, each of the settings can also correspond to a function return-
ing the appropriate output type for the setting. For example the width
setting can be a function that calculates the width of the current entity
and gives out its size. Each entity will then have a word-scale visual-
ization that has the length of the entity. The renderer.js �le includes
all the the visualization renderers provided by Sparkli�cator. The set-
tings also specify whether to add paddingaround the visualization
or allow the visualization to overlapthe text (here, we add vertical
and horizontal padding). The last two lines use jQuery to select the
target—in this case $(.spanToSpark')—and adds the word-scale visu-
alization with these settings. The result of Sparkli�cator can be seen
in Figure 5.12.

Figure 5.12: Output by Sparkli�cator.

5.9 considerations for future work

There are multiple research direction to tackle for future work starting
from the proposed design space of placement options for word-scale
visualizations. I picked four of them that I discuss in more details:
the investigation of the two not yet discussed placement contexts—
weaker context and out-of-context, strategies to gain space to inte-
grate word-scale visualizations, integrating word-scale visualizations
during the document lifecycle, and the legibility of word-scale visual-
izations.

5.9.1 Weaker Context and Out-Of-Context Placements

In the current chapter we focused on the strong context and there are
multiple cases we did not cover explicitly in our design space. As we
have seen in the authoring study from Chapter 4 entities can be very
diverse in size—from a short word or number (see Section 4.3.3.1)
over a sentence to a whole paragraph (see Figure4.10)—and structure
such as multiple entities associated with one word-scale visualization
(see Figure5.3), entities covering multiple lines (see Figure 4.14a), or
even disconnected entities (see Figure5.3). Entities can also be sen-
tences or paragraphs, thus, how do we position word-scale visualiza-
tions in these extreme cases? Some initial placements were already
suggested in Chapter 4 like placing a word-scale visualization close
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to the beginning of the sentence to emphasize that the sentence is the
entity. Another case we encountered in Chapter 4 was the designer
placing the word-scale visualization along a paragraph to suggest the
association of the word-scale visualizations with the paragraph. We
also saw a case where the title of a section was used as a placement
proxy that stood for the entire section (see Figure 4.11). There are vari-
ous other placement options that can be thought of when considering
longer sizes for entities. It would be interesting to investigate guide-
lines for designers and thinking about how one could potentially au-
tomate the placement of word-scale visualizations in an authoring
system.

At the beginning of this chapter we also highlighted two additional
placement contexts which we did not investigate further: weaker con-
text and out-of-context. Thus it would be an interesting avenue to in-
vestigate in which cases these placement contexts would make sense.
These two contexts suggest a less strong proximal connection between
the entity and the word-scale visualization. Thus, there is also inter-
esting research to investigate how this connection between entity and
word-scale visualization can be maintained with for example other
gestalt laws of grouping. An overview of these gestalt laws can be
found in the work of Sternberg and Sternberg [ 139]. In Chapter 4
some designers already suggested ideas for weaker proximal connec-
tions between entity and word-scale visualization such as frames or
color.

5.9.2 Gaining Space

Figure 5.13: Top:
user hovers over
NOME,AK. The
underline signals
there is additional
information. Bottom:
inter-line space is
reduced between all
other lines to �t in
the annotation below
the underlined word.
Image credit: [167].

In this chapter I only addressed strategies such as adding inter-
line space or inter-word space to introduce additional space to �t in
word-scale visualizations. There are other options such as reducing
inter-line space to accommodate word-scale visualizations in a par-
ticular text line. This is similar to the idea proposed by Chang et al.
[26] where each line of text is individually moved up or down to
compress inter-line space (see Figure5.13). Such a strategy would be
suitable when word-scale visualizations are shown on demand or if
there are only few word-scale visualizations embedded in the text.
However not enough space might be gained and additional inter-line
space might have to be added. Still, less inter-line space would have
to be added than with our strategy proposed in Section 5.4 – Case
5. In Case 5 we proposed to augment inter-line space for the whole
document to offer a coherent view of the text. Thus, each text line has
the same inter-line space. The strategy proposed by Chang is to only
change inter-line space where it is needed, and where it is not needed
to even reduce the inter-line space.

Another strategy to gain space is to slightly reduce or augment the
letter spacing. This could be employed to either generate space be-
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tween words to accommodate in-line word-scale visualizations or to
accommodate longer word-scale visualizations over the entity. There
has been previous work on the effects of increased letter spacing
(intra-word spacing) such as Paterson and Jordan's [113] that shows
that increasing letter spacing has an effect on word identi�cation and
eye guidance during reading but that this effect can be modulated
by inter-word spacing. Similarly, Slattery and Rayner [ 135] show that
intra-word spacing can be reduced as long as inter-word spacing is
increased without impeding reading. These two papers suggest that
it is possible to do space optimization. However, there is further re-
search needed to completely understand how much optimization can
be done. For us, slightly increasing or reducing intra-word or inter-
word spacing might already result in enough spaced gained to �t in
the word-scale visualizations.

Other strategies could be to modify the font-size for the entity and
keeping the surrounding text as it is. This could help to gain space
between words and above the entity. However, these are very targeted
changes and might not lead to massive gains, but it can be enough
to �t a slightly higher word-scale visualization. In summary there are
unexplored strategies to gain space to �t word-scale visualizations
into text and which would be interesting to investigate further.

5.9.3 Word-Scale Visualizations and the Document Lifecycle

The integration process of word-scale visualizations can happen at
different stages of the lifetime of a document. The �rst stage in the
lifecycle of a document is writing the text. If at this early stage the
writers want or need to include word-scale visualizations, they often
can still easily change content, form and structure of the text to opti-
mally accommodate them. For an already written text, someone other
than the writer may decide to include word-scale visualizations. This
person could for example be a designer or an editor. They may not
have the cooperation of or contact to the writer and thus have no con-
trol over the text content. Consequently, they cannot simply change
the structure of a sentence to better accommodate the visualizations.
However, they might be able to change the form of the text, for exam-
ple changing font-size or inter-line spacing. Thus, there are different
stages a text can be in and different constraints to take into account
when integrating word-scale visualizations into text. It would be inter-
esting to further investigate how these different stages of the lifetime
of a text can in�uence the placement of word-scale visualizations.

5.9.4 Legibility of Word-Scale Visualizations

The placement of a word-scale visualization dependents on the size—
width and height—of the word-scale visualization. The smaller the
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word-scale visualization can be, the easier it is to choose a placement
option that does not signi�cantly in�uence the layout and �ow of a
text. We slightly touched on the size constraints for readable small
visualization in Section 5.2.4. Similarly, to show trends in data it can
be suitable to use banking techniques, that based on width and data,
can deduce the relevant aspect ratio. With the aspect ratio, a suitable
height can be found to show the trend that is inherent to the data of
the chart. However, we did not extensively investigate these tradeoffs
between sizes for readable visualizations and sizes that allow an op-
timal �t of the visualization into the text. It would be useful to have
guidelines on size constraints for common visualizations to be still
legible for designers that want to design new word-scale visualiza-
tions. However, the best would be to be able to parameterize a word-
scale visualization authoring system with these empirically validated
size constraints. The system would then provide multiple scales of
the visualization and even suggest placement options depending on
the sizes. Thus, better understanding how size and legibility of word-
scale visualization is connected is an interesting avenue for future
research.

5.10 summary

In this chapter, we described a space of options for designing and
placing word-scale visualizations in text. We focused, in particular,
on how word-scale visualization placements constrain the design of
visualizations and the layout of documents. We illustrated the space
of alternatives by discussing seven common placement choices and
described how they can be varied. We also showed three real-world
examples that suggest how different placement options can be ap-
plied in practice and highlight the richness and diversity of possible
word-scale visualization placements, applications, and designs. In or-
der to measure the design-related impacts of word-scale visualiza-
tion placements, we conducted a quantitative evaluation consisting
of a simulation-based computational analysis that measured the effect
of different layout parameters, including visualization size, position,
line height, and spacing on text layout. Finally, we proposed several
general design considerations for placing word-scale visualizations.

We did not further investigate the weaker context and the out-of-
context placement options. These two placement contexts are simi-
lar to the problem of external labeling. The main design issues with
these two context placements is how to connect or visually link the
word-scale visualization and its associated entity. The reader needs
to know to which entity the word-scale visualization is associated to
as the entity usually contains important information to understand
the visualization. In Chapter 4 and more speci�cally Section 4.3.3 we
already saw designers using weaker context placements without ex-
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plicitly linking the two. Thus, investigating when and how to best
use word-scale visualizations as external labels is an interesting av-
enue for future research.

Certain placements of word-scale visualizations can lead to situa-
tions where the reader has to interact with the text to read or the
word-scale visualizations to see the data. For example, when the de-
signer decides to use the overlay placement option, the text has still
to be readable. Thus, the designer is rendering all word-scale visual-
izations at a low opacity to reduce visual clutter, but for the reader
to be aware that there are visualizations to look at. However, when
the reader wants to have a better look at the word-scale visualiza-
tions he/she needs to increase their saliency. To enable the change
of opacity, interaction can be used. The next chapter discusses how
interaction can be use together with word-scale visualizations.



6
I N T E R A C T I N G W I T H W O R D - S C A L E
V I S U A L I Z AT I O N S

In previous chapter, I discussed the use and design of word-scale visu-
alizations based on a study with designers. In this study in Chapter 4
some designers suggested interaction to connect multiple word-scale
visualizations, to support comparison between word-scale visualiza-
tions, to support showing word-scale visualizations on demand and
to interact with the word-scale visualization's data. These consider-
ations requires a more in-depth exploration of how interaction can
improve the use of word-scale visualizations.

In this chapter I explore design consideration for using interaction
with word-scale visualizations. For that purpose I categorize and or-
ganize possible interactions in a design space, discussing for example
what can be affected by a given interaction—word-scale visualization
or entity. Furthermore, I propose a set of interaction techniques to
support the exploration and analysis of data associated with entities
in text documents. This chapter ends with an examination of how
interactive transitions may help bridge the gap between document-
centric and visualization-centric analysis.

Parts of the �rst half of this chapter have been previously published
in Gof�n et al. [ 61]. Other parts come from a publication in progress
by Gof�n et al. [ 59]. Hence, the use of “we” in the remainder of this
chapter refers to Pascal Gof�n, Wesley Willett, Jean-Daniel Fekete,
and Petra Isenberg.

6.1 motivation

Most past examples of sparklines and word-scale visualizations have
been static. However, nowadays a lot of text can be accessed through
computers, over the internet using common formats such as PDF
or HTML and through dedicated reading environments like a PDF
viewer, or other electronic devices such as ebooks. For example re-
search articles are usually available through digital libraries (e. g. IEEE)
in PDF format, some of them even propose research articles as HTML
documents. In all these digital environments interaction is possible
allowing for various manipulations for example on word-scale visu-
alizations in the text. In addition, interaction can help to deal with the
limited space available for the rendering of word-scale visualizations.
For example, interaction can be used to provide more screen space
by shrinking associated text or by augmenting the size of the visual-
izations. Further interactive operations on word-scale visualizations

89
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include those that provide word-scale visualizations on demand and
those that re�ne or modify what a reader can see in the word-scale
visualizations. There is a multitude of ways to interact with word-
scale visualizations, however past work on interactive word-scale vi-
sualizations is scarce. Before categorizing and organizing possible de-
sign considerations for word-scale visualizations, I provide relevant
background on using interaction with word-scale visualizations and
how other interactive analysis tools have begun to explore alternative
means of integrating text and data.

6.2 background

Interaction is an important component of Information Visualization.
When using visualization to �nd appropriate answers to formulated
questions tools to drill down into the data, to re�ne the data for exam-
ple by �ltering out unwanted data points, and to be able to go back
to higher level views are welcome. Moreover, interaction can be used
to support information-seeking behavior. Shneiderman [ 133] brought
these ideas together and suggested the “visual information-seeking
mantra”: “Overview �rst, zoom and �lter, then details-on-demand.”
These operations can be supported through interaction.

Our work on interaction relates closely to Bret Victor's “Explorable
Explanations” [ 153], where he promotes the active reader, reactive
documents, and the addition of contextual information to given texts.
Victor based his “Explorable Explanations” on the premise that the
reader is an active reader. An active reader is critical about what
they read, question the proposed assumptions, ask questions when
something is not clear or suspicious and consider alternatives. It is a
reader that calls the content into question and wants to know more
about the described data in the text. For example an active reader
who reads a newspaper article about an in-depth analysis of upcom-
ing changes in the law on income taxes wants to understand and get
insights into the model behind the dependency income tax and GDP.
Reactive documents are documents in which the reader can in�uence
the rendition of embedded statistics. For example, when presenting a
document showing the income tax level (e. g., 19%) of a country and
its total tax revenue (e. g. 36.5% of GDP), dragging the mouse left or
right over the income tax text would recalculate and update the to-
tal tax revenue displayed. To create such reactive documents Victor
implemented a JavaScript library called Tangle [ 144]. Tangle uses a
similar concept to our Sparkli�cator library. The developer declares
the interactive variables using HTML attributes and uses JavaScript
to de�nes how these variables are calculated. Finally Tangle connects
the variables and proposes the interaction. Victor also describes how
interactions could be used to elicit additional contextual information
from within documents; for example, hovering over a word while
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pressing a key can trigger a search on Wikipedia and show results in
a box over the text.

Similar to Victor's approach, Fluid Documents by Chang et al. [ 25,
167] include interactions where the text can be expanded, collapsed,
and shifted to suit the current task. Our interaction techniques de-
scribed later were in particular inspired by this previous work. In
Fluid Documents the authors differentiate between primary informa-
tion in the text and supporting information like references, derivation
of formulas, and descriptions of technical terms. They add this sup-
porting information as graphical annotations to the text. Hovering
over a marked phrase causes the annotation to grow in size to im-
prove readability. The text is re�owed to provide space for the grow-
ing annotation.

Research articles proposing interaction on word-sized data graph-
ics are scarce. One example by Beck et al. [3] uses sparklines in source
code; in their tool, hovering over the sparkline results in the visual-
ization being enlarged and shown with more detail in a tool tip.

Perin et al.'s interactive horizon-graph [ 117] can be used as a word-
scale visualization. It is designed to be very compact and implements
several interaction techniques such as baseline panning and zoom.
Baseline panning allows for interactively adjusting the horizon-graph's
baseline along the y-axis while value zooming speci�es the zoom fac-
tor. Both are triggered using a continuous dragging interaction occur-
ring over the visualization.

Although word-scale visualizations have mostly been used to add
information to static text, other interactive analysis tools have begun
to explore alternative means of integrating text and data. Systems
like Popout Prism [ 142] and VisRa [109] aid document analysis by
using color, size and other visual attributes to encode information
about readability, sentiment, and important entities within the docu-
ment text. In contrast to methods like these that encode information
by modifying the text rendering itself, other work has explored en-
coding information outside of a document and using graphical meth-
ods to reconnect visualizations and text. For example, Steinberger et
al. [138] connect entities to marks in nearby visualizations by draw-
ing “context-preserving” graphical links which they describe as ex-
plicit edges that connect related pieces of information. These visual
links however introduce visual clutter. Therefore, they developed an
algorithm that determines what are salient regions and routes the
links around them. Waldner et al. [ 156] propose a system that uses
visual links to connect content from different and independent appli-
cation. Geymayer et al. [56] extended this previous work to also in-
clude visual links to hidden and potentially overlooked content that
is for example occluded or scrolled away. Through interactive brush-
ing of text and highlighting of corresponding marks in a visualiza-
tion, Kong et al. [ 88] similarly establish a text-to-graphic relationship.
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Like these previous works, we embed data in text documents, yet
at a smaller word-scale. We also employ interaction to connect text
and data graphics but support �uid ad-hoc switching between read-
ing text and exploring the embedded visualizations. Boy et al. [ 14]
discuss in more detail how non-word-scale visualizations embedded
in text document can suggest interactivity and data exploration. Sug-
gesting interactivity is relevant to our work, because word-scale visu-
alizations are supposed to be integrated into different kind of texts.
Therefore, letting the reader know that there is interaction possible to
explore the data in the word-scale visualizations has to be considered.

Our interaction techniques also take inspiration from a variety of
other visualization tools that help analysts interactively organize and
compare elements within a visualization. In particular, our approach
builds on “Bring-and-Go” interactions [ 103], which allow analysts to
explore network diagrams using their visual marks. We also take
inspiration from approaches like GraphDice [ 7] and Small MultiP-
iles [2], which provide interactive tools for organizing and compar-
ing scatterplot matrices and small multiple displays. Unlike these
systems, however, we focus on organizing and manipulating word-
scale visualizations while maintaining the context of a text document,
rather than providing interactions in a separate visualization environ-
ment.

Finally, our work relates to the visualization literature on interac-
tion design spaces. In that category Heer and Shneiderman [75] pro-
pose twelve task types that designers or developers can base their
work on if they need to create or evaluate visual analysis tools to
support information-seeking. Similarly, Yi et al. [ 165] propose seven
general categories of interaction intents that are commonly used in
Information Visualization. In contrast to our design space, however,
these articles focus only on interactions in visualization-centric views,
while we investigate interactions in document-centric views.

6.3 design considerations for interaction

In this section, we discuss where and when to trigger interactions
with word-scale visualizations and which interaction techniques can
be used in a document-centric space (Section1.1). A document-centric
space is the space where the document or the text is the central point
of attention of the reader or analyst. We also consider how to inter-
actively transition from a document-centric view to a visualization-
centric view. In the visualization-centric space the text is not central
anymore. Abstract views on the data gained from the text or docu-
ment for example through text-mining algorithms is now important
and the key for further analysis. Therefore, this data is visualized so
the reader or analyst can better make sense of that data. We, how-
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Figure 6.1: Interactions can take place directly with the entire visualization
(a), the related text entity (b), connected GUI controls like buttons
(c), or with individual marks in the visualization itself (d).

ever, concentrate on the document-centric space and discuss where
interaction can be captured.

6.3.1 Where to Capture Interaction

We differentiate interaction with the entities and the word-scale visu-
alization as a single component vs. interaction with the underlying
data and its individual marks. Figure 6.1 shows four main locations
that can capture interactions that affect word-scale visualizations: a)
the area holding the word-scale visualizations, b) the entity, c) a but-
ton or other GUI components, and d) individual data marks of the
word-scale visualization. We will not further discuss possible interac-
tions with the underlying data marks (Figure 6.1d) as other interac-
tion design space discussions have amply covered the topic [75, 165].

Once an interaction area has been de�ned, one must consider why
and how an interaction will be triggered or what the result of an
interaction will be.

6.3.2 Interaction Intents

We base our interaction intents for the document-centric space on Yi
et al.'s [165] seven general categories of interaction: select, explore, re-
con�gure, encode, abstract/elaborate, �lter and connect. All of them
can be applied to the space of document-centric interactions.

Increasing Saliency:In order to reduce visual clutter, a designer may
decide to draw all word-scale visualizations at medium or low opac-
ity. To see a visualization more clearly, the reader can then interac-
tively activate the visualization using an interaction techniques such
as hover (see Section6.3.3) and the reading environment will draw
the visualization at full opacity.

The intent to selectcan involve choosing a particular (or multiple)
word-scale visualizations for a speci�c purpose. In some cases, word-
scale visualizations may not have to be constantly present. Using in-
teractive controls, the reader can decide when to display them and
for example hide or unhide them. This may be done at the document
level, by including controls that reveal or hide all visualizations. Alter-
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natively, visualizations can be revealed on a per-entity basis by click-
ing or hovering over the entity. A non-data-driven word-scale graphic
or other visual highlight can be used to suggest this possible interac-
tion to readers as discussed by Boy et al. [14]. This non-data-driven
word-scale graphic can also serve as a way to communicate what lies
in a hidden word-scale visualization. One designer in our study in
Chapter 4 suggested a similar intent which was to reveal word-scale
visualizations on demand (Section 4.3.5). Similarly, in order to reduce
visual clutter, a designer may decide to draw all word-scale visualiza-
tions at medium or low opacity. To see a visualization more clearly,
the reader can then interactively activate the visualization (select) us-
ing an interaction techniques such as hover (see Section6.3.3) and
the reading environment will draw the visualization at full opacity.
Another example of where the selection intent is useful, is when re-
solving con�ict between word-scale visualizations. In Chapter 5 we
proposed to let word-scale visualizations overlap each other or the
surrounding text, if adjusting inter-line spacing and/or inter-word
spacing is not possible due to constraints in the document. In these
cases interactions can be used to disambiguate them—for example, by
bringing the one under the mouse cursor (select) to the foreground.

The desire to explorea word-scale visualization may in particular
be a trigger for moving between document-centric and visualization-
centric views to see more data in greater detail. Another possibility
for exploring is to get details on demand, for example when word-
scale visualizations have interactions of their own similar to larger
visualizations. In Section 5.5 we showed several detail-on-demand
cases where hovering the mouse over a visualization or even some of
its individual components brought up additional information.

However, occasionally a word-scale visualization may provide too
much detail (e. g., on a small map) in which the intent to abstract/elab-
oratemay involve zooming out.

When a reader wants to change the location of the word-scale visu-
alization, the intent is to recon�gureby, for example changing from a
strong to a weaker context placement (see Section5.3.1.3).

The encodeintent involves the substitution of a word-scale visual-
ization for another visual representation of the same data (e. g., a bar
chart instead of a line chart).

When selectively showing visualizations according to their entity
type (e. g. persons) then the intent is to �lter the set of word-scale
visualizations in the document. Entities can be categorized into cat-
egories (type) depending on the entity's attributes such as its gram-
matical association, meaning, or associated data. This categorization
can be done manually by an analyst or automatically using for exam-
ple text mining. One designer in our study from Chapter 4 proposed
to use labels of the word-scale visualization to do �ltering between
alternative views of the word-scale visualization (see Figure 6.2). In
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Figure 6.2: Word-scale visualization showing the contrast between popula-
tion and surface area for the EU, Russia, and Vatican City (we
added the grey dashed lines and annotations for explanatory
purpose).

Figure 6.3: Three connected word-scale visualizations. Moving the cursor in
one graphic results in highlighted values in the others (we added
the red dots and the cursor to explain the interaction)

Figure 6.2 hovering over the label for “population” or “size” would
toggle between the two dataset that can be displayed in the chart.

The connectintent comes into play when the reader wants to un-
derstand the relation between entities, for example by representing
metrics for more than one entity in a single word-scale visualization.
Connect could also refer to connecting or merging word-scale visual-
izations to generate new ones, like creating a diff of two word-scale
visualization. The designers in our study in Chapter 4 also suggested
connect intents, for example one designer suggested to connect word-
scale visualizations using brushing and linking to see the relationship
between entities (see Figure6.3). Another designer suggested to con-
nect two word-scale visualizations to be able to compare their data
(see Figure6.4).

6.3.3 Interaction Techniques

The main interaction techniques with word-scale visualizations in a
desktop setting are clicking, hovering, dragging, panning, and contextual
menus. Clicking is useful to select word-scale visualization or to trig-
ger events in GUI components such as a button that turns word-scale
visualizations on or off. Similarly mouse hovercan be used to highlight
or resize a word-scale visualizations to reveal more or less informa-
tion as done in Fluid Documents [ 25, 167]. Dragging can also be used
to resize a visualization, to zoom in/out in a map visualization, to
trigger speci�c interactions like in the interactive horizon-graph [ 117],
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Figure 6.4: Interaction triggers the overlay of two country word-scale visu-
alizations (we added the line between the two graphics and the
cursor for illustration purpose).

or to move a word-scale visualization for example to initiate an action.
An example, where moving a word-scale visualizations, has been pro-
posed by a designer where one word-scale visualization is dragged
onto another word-scale visualization to combine the two in one chart
(see Figure6.4). Panningcan be used to change the viewpoint of a vi-
sualization like a horizontal scrolling through a timeline to see more
of it. Contextual menusare particularly useful to present available op-
tions such as other data encodings to e. g. switch from a bar chart to
a line chart. One possible type of menu that could be used as contex-
tual menus are marking menus. If the menu items are not changing
depending on some underlying data, Kurtenbach and Buxton [ 92]
showed that marking in menus are a very ef�cient interaction tech-
nique. Marking refers to selecting an item by drawing a mark which
depends on the user remembering where the menu item is as the
menu items are not drawn.

6.3.4 Interaction Scope

Any interaction in the document-centric space can be triggered for
a single entity or word-scale visualization, or for multiple entities or
word-scale visualizations at the same time. The number of entities or
word-scale visualizations affected by an interaction matters in partic-
ular when transitioning to a visualization-centric view. If the reader
is only interested in detail-on-demand for a single entity, interaction
techniques and �nding space to �t the information have been ad-
dressed by previous work like in Victor's “Explorable Explanations”
[153], Chang et al.'s Fluid Documents [ 25] and Zellweger et al. [ 167].
However, the reader may also be interested in interacting with groups
of entities and word-scale visualizations, e. g. all dates in an article or
all word-scale visualizations of a single paragraph. In the latter case,
a contextual menu is appropriate to assist in choosing which entity
group or word-scale visualizations are selected.

6.3.5 Summary
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Figure 6.5: The interaction design space, showing the interaction intents, the
scope of the interaction, the location where interaction can be
triggered, and how this interaction can be triggered.

The design considerations described in the four previous section can
be brought together and form a design space for the interaction with
word-scale visualizations. The four main components are the intent
of the interaction, the scope of the interaction, the area of where the
interaction can be triggered, and how the interaction can be triggered.
Figure 6.5 provides a summary of the main take-aways of this design
space.

These four dimensions can be employed to describe available word-
scale visualization interactions. For example in Figure 6.6 – top, mul-
tiple word-scale visualizations are connected through brushing and
linking, interacting with one of the word-scale visualizations results
in change in the other connected word-scale visualizations. Figure 6.6
– bottom, describes the intents as explore and connect and the scope
of the interaction is multiple entities. The interaction is triggered on
individual marks and uses the hover interaction technique.

6.4 interaction techniques for visual exploration

While word-scale visualizations can provide useful information about
entities, they are less effective at supporting many other important
analysis tasks such as seeing overall trends or making comparisons.
One reason for this is that word-scale visualizations are usually spread
across the document. Moreover, word-scale visualizations are often
either statically embedded in digital documents or only provide rudi-
mentary interactions like hovering over a mark for detail-on-demand.
Therefore, we provide a set of interaction techniques that offer new
possibilities for analyzing data associated with entities in text doc-
uments. Speci�cally, we introduce interactive techniques for collect-
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Figure 6.6: An example of an word-scale visualization interaction (top) de-
scribed using the four design dimensions (bottom).

ing, arranging, and comparing word-scale visualizations embedded
in documents. We also show how readers can use these techniques to
analyze documents and navigate within them. We illustrate these in-
teraction techniques using examples from economic news and histori-
cal document analysis. Finally, we discuss the potential for additional
word-scale interactions and examine how our interactive transitions
may help bridge the gap between document-centric and visualization-
centric analysis.

To support richer active reading and data exploration with word-
scale visualizations we developed interaction techniques for three
common but currently unsupported analysis tasks:

T1. Collecting word-scale visualizations. Creating overviews by bring-
ing together visualizations from across the document to support
higher-level analysis.

T2. Arranging word-scale visualizations. Ordering visualizations to
expose trends.

T3. Comparing word-scale visualizations. Providing data manipu-
lation tools that allow analysts to make direct comparisons be-
tween visualizations.

We also demonstrate how word-scale visualizations can serve as a
visual index for the document and support a fourth task:

T4. Navigating the document. Using word-scale visualizations as an-
chors to navigate to related locations in the text.
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Figure 6.7: The top and bottom image show word-scale visualizations of
stock market trends embedded in a news article. In the bottom
image, word-scale visualizations and their entities in the docu-
ment have been gathered near FCA to support comparison. Hov-
ering over FOR reveals a trail connecting the chart to its original
location.

We focus on these four tasks because, together, they form a useful
set of basic interactions that support what Heer and Shneiderman
refer to as “view manipulation” [ 75]—making it possible to select,
navigate, coordinate, and organize visual elements that have, until
now, been mostly static.

6.4.1 Collecting Word-Scale Visualizations

When reading long documents enriched with multiple word-scale vi-
sualizations it is often dif�cult to get a full or partial overview of the
visualizations. However, seeing an overview is often an important
�rst step before other tasks such as arranging, comparing, sorting
and navigation. Already, Shneiderman [ 133] suggested to �rst pro-
vide an overview in his famous “visual information-seeking mantra”:
“Overview �rst, zoom and �lter, then details-on-demand”.

To support full or partial overviews, we introduce two interaction
techniques for collecting word-scale visualizations from across a doc-
ument: gatherand drag. Our gatherinteraction (Figure 6.8 – middle),
inspired by “Bring & Go,” [ 103] allows the analyst to quickly col-
lect a set of word-scale visualizations at one speci�ed location in the
document. The analyst can click to select multiple entities in the doc-
ument and then follow with a double click to mark one as the entity
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of interest (Figure 6.7 – bottom). All of the corresponding word-scale
visualizations then animate from their original positions in the docu-
ment to the location of the entity of interest. Alternatively, the analyst
can simply double-click one entity to gather all of the visualizations
in the document around it. The analyst can also gather pairs of visu-
alizations by selecting one entity and draggingit to another elsewhere
in the document (Figure 6.8 – right). In all cases, the original text
entities stay attached to the visualizations to serve as labels.

Figure 6.8: Collecting word-scale visualizations.

While the visualizations are gathered, we leave a ghosted copy of
the entity and visualization at the original position in the document
and de-emphasize the document text. Leaving the ghosted visualiza-
tions in place prevents the text from re-�owing and preserves the
document layout. The copies also provide provenance information
that helps the analyst remember the visualizations' original place in
the document. For that purpose hovering over one of the gathered en-
tities displays a trail connecting it to its original location (Figure 6.7 –
bottom).

Double-clicking the entity of interest a second time or clicking else-
where in the document releases the gathered charts, which animate
back to their original positions.

6.4.2 Arranging Word-Scale Visualizations

Collecting word-scale visualizations around a point of interest can
help provide an overview of the visualizations but does not support
more detailed comparisons. To see trends or differences more clearly,
the word-scale visualizations need to be arranged into layouts that
can convey an order.

6.4.2.1 Choosing a Layout

We support three main small-multiples layouts [ 147] for arranging
word-scale visualizations. We implemented these layouts so that all
collected word-scale visualizations are visible on screen if the display
space permits.

The grid layout organizes the visualizations in a grid around an en-
tity of interest (Figure 6.9 – 1st). This layout makes good use of avail-
able screen space by expanding both vertically and horizontally but
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Figure 6.9: Arranging word-scale visualizations.

makes comparison across the chart axes more dif�cult. The column
layout positions the selected word-scale visualizations in one column
around the current entity of interest (Figure 6.9 – 2nd). For wide visu-
alizations, this layout optimizes comparison across the principle axis,
but permits fewer visualizations at a time on screen. Alternatively, the
row layoutorganizes the word-scale visualizations in a row next to the
entity of interest, permitting comparison on the y-axes and occluding
only one line of text (Figure 6.9 – 3rd).

By default, we place these layouts in front of the document text
in the area around the entity of interest. This obscures some of the
text, but keeps the layout of the document stable. We also attempt to
adjust the placement of the grid and row layouts such that the line
of text containing the entity of interest remains visible. Alternatively,
when using row and grid layouts, we can re-�ow the text to create
new space for the layout just below the entity of interest—similar to
Yoon et al.'s approach for placing ink annotations [ 166] or Zellweger
et al.'s [167] Fluid Links. This no-overlapstrategy avoids collisions
between the visualizations and text, but can also change the overall
size of the document (Figure 6.9 – 4th and Figure 6.7 – bottom).

Other layouts, such as placing the word-scale visualizations in the
page margin, are also possible. However, in these cases the layout
may be compressed and the word-scale visualizations will no longer
be situated near the original entity of interest or the related text.

6.4.2.2 Ordering

When an analyst �rst gathers a set of word-scale visualizations, we
place them into the chosen layout based on their original location in
the document (Figure 6.10 – left). For example—space permitting—
we place word-scale visualizations ordered above or left of the focus
entity if they came from earlier in the document—and below or to
the right of the focus entity if they appear later. However, analysts
can also adjust the ordering manually (Figure 6.10 – middle) or sort
the visualizations based on visual similarity (Figure 6.10 – right).

6.4.3 Comparing Word-Scale Visualizations

Small multiples in an ordered or sorted layout are already much
easier to compare than word-scale visualizations embedded in the
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6.4.3.2 Direct Comparison

While side-by-side comparison can be very useful, it can be desirable
to highlight differences between visualizations more directly [ 146].
Our direct comparisontechnique overlays two word-scale visualiza-
tions so that their axes are aligned within the same frame of reference
(see Figure6.12 – left).

Figure 6.12: Comparing word-scale visualizations.

Another approach to highlight differences is to directly represent
them [57], for example by using brushing and linkingbetween word-
scale visualizations (see Figure 6.12 – right). Using brushing and
linking makes it possible to keep each visualization's position stable
within a small multiple layout and can even be used on the visualiza-
tions in their original positions.

6.4.4 Navigating the Document

One of our goals is to support ad-hoc switches between reading a
document and exploring its associated data. Therefore, we need to
support quick and �uid ways of moving from a small multiple dis-
play back to the corresponding locations in the original document. We
support this switch by using the word-scale visualizations as an in-
dex to the document. Double clicking on a gathered word-scale visu-
alization releases the current layout and the view follows the clicked
visualization as it animates back to its original location, automatically
scrolling the window if necessary. We also add colored emphasis to
the sentence surrounding the visualization to help clearly identify the
entity and visualization's original position.

6.5 example use cases

We brie�y illustrate our techniques via two examples from ( 1) eco-
nomic journalism and ( 2) historical document analysis. For that pur-
pose we implemented the proposed interaction techniques.
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Figure 6.13: Word-scale visualizations of timelines embedded in an histo-
rian's note. In the bottom image, word-scale visualizations and
entities are aligned along their dominant axes to help compare
timespans (horizontal bar).

6.5.1 Comparing Stocks Market Charts

An analyst examines a news article to learn about recent market devel-
opments. The story includes word-scale visualizations that show the
recent stock performance for the companies it mentions (Figure 6.7 –
top). When examining the article, the analyst might want to compare
the ups and downs of different companies mentioned in the story.
However, comparing the charts is dif�cult because they are far apart
in the document and are not aligned with one another. Using our
interactive tool, the analyst can collect multiple visualizations at a
single location in the document (Figure 6.7 – bottom), allowing her to
more easily see relationships and make direct comparisons.

6.5.2 Historian Revisiting Archival Documents

While visiting a National Archive, a historian uses a tool like the CEN-
DARI Note-Taking Environment [ 12] to take rich notes on the docu-
ments the historian inspected. Next, the historian annotates his/her
notes (Figure 6.13 – top) with small timelines showing important
dates associated with people and places that appear in the text. When
two timelines are embedded in the text it is dif�cult to determine
whether their timespans overlap. Arranging them in a grid may also
not help if individual timelines have varying start and end dates.
However, by interactively collecting and aligning the timelines (Fig-
ure 6.13 – bottom), the analyst can quickly get a better sense of which
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Figure 6.14: From left to right: Document with embedded word-scale visual-
izations. Word-scale visualizations collected around an entity of
interest with text visible. Small multiples without text. A single
visualization.

time spans overlap and draw new conclusions about the relationships
between these historical �gures.

6.6 discussion of interaction techniques

We focus primarily on interactions that support what Heer and Shnei-
derman [75] call “view manipulation”. Yet, the layouts and arrange-
ments created with our techniques can also easily serve as starting
points for tasks in their “data & view speci�cation” and “process
and provenance” categories. For example, the overviews we create
can simplify the task of �ltering or sharing overviews of a document
with embedded data.

Most importantly, however, our techniques may provide a way to
bridge the gap between document-centric analysis—where the docu-
ment and its sentences are the focus of attention—and visualization-
centric analysis—where the focus is on supporting visual analysis of
data related to the document as suggested in Section6.6.1. Moreover,
treating word-scale visualizations as manipulable tokens may allow
to support an even wider range of document-related analysis tasks.

6.6.1 From Document-Centric to Visualization-Centric Analysis

Currently, most document analysis takes place either around the raw
documents themselves, or in visualization-centric environments like
Jigsaw [137] that are only loosely connected to a document. Further-
more, it is dif�cult to �uidly transition from document-centric views
to visualization-centric ones and back during the course of an analy-
sis. However, our word-scale interaction techniques introduce a num-
ber of interesting intermediate stages (Figure 6.14) that may support
such transitions.

In many cases, visualizations may need to be enlarged or altered to
support more detailed exploration. We suggest three alternative ap-
proaches for moving from a document-centric view to a visualization-
centric view: 1) In-place transition: when the user interacts, the layout
and dimensions of the text and the word-scale visualization do not
change. This option is useful when the word-scale visualization al-
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Figure 6.15: Small maps embedded as word-scale visualizations provide
details-on-demand for locations in a news story. Interacting
with the entity or map grows the visualization to show more
detail. The text stays as it is and the visualization is overlaid
over the text.

ready has the appropriate size or if the other two strategies are not
applicable.
2) Growing transition:the size of the visualization is changed to adapt
to the needs of the task at hand (see Figure6.15). For example drag-
ging the cursor over an entity allows the user to grow the word-scale
visualization according to the distance traveled with the cursor. There
are two ways in which the surrounding text can react to such an en-
largement: either it can remain static and the visualization will cover
and occlude the text as it grows, or the text can re�ow around the
visualization. In the latter case, the visualization effectively becomes
an image in a document and the text �ows around the image.
3) Offsetting transition: moving the visualization to a place where more
space is available—e. g. in the margin or in a separate window—to
avoid interfering too much with the readability of the document. In
this case, the text does not need to be re�owed.

A document with word-scale visualizations represents one step be-
yond a pure document-centric view containing only text. While the
text remains the focus, the embedded visualizations reveal additional
data in-context. A small multiples layout like a grid exists in-between
the document-centric and the visualization-centric views and may
serve as a transition point between them. If the data is currently of
greater interest to an analyst, he/she might hide the text completely
and focus entirely on manipulating and transforming the visualiza-
tions in a more general analysis environment. However, if the text
again becomes important, this process could be reversed, �uidly re-
introducing the visualizations back into the document. The dif�culty
to connect a document-centric view and a visualization-centric view
lies in �nding meaningful and valid transition paths between the
views. This is a promising avenue for future research.
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6.7 considerations for future work

This set of proposed interaction techniques is a �rst step to add mean-
ingful interaction to a reading environment with word-scale visualiza-
tions. Multiple research directions for future work are open. I picked
four promising directions and discuss them further in the following
sections.

6.7.1 Word-Scale Visualizations as Tokens

In this chapter, we address several general classes of interaction tasks.
However, we have not yet deeply explored operations like �ltering,
encoding, or abstracting/elaborating word-scale visualizations—which
Yi et al. [165] also identify as important for visualization and that we
mentioned in Section 6.3.2. One possible way of supporting opera-
tions like �ltering is to treat word-scale visualizations as tokens that
can be dynamically manipulated, sifted, and organized into groups,
stacks, and piles. Using physically-inspired and force-directed inter-
actions like those in “Kinetica” [ 127] or piling and sorting techniques
like in “Small MultiPiles” [ 2] could enable more nuanced and creative
ways to explore data embedded in documents or even manipulate the
document itself. Investigating if more �exible layouts such as force-
directed layout could be more appropriate goes into a similar direc-
tion. Therefore, investigating how well this metaphor of word-scale
visualizations as tokens is useful is an interesting avenue for future
research.

6.7.2 Multiple Word-Scale Visualization Instances

An interesting point that has not yet been discussed is how such inter-
action techniques could deal with duplicate word-scale visualizations.
An interaction technique such as gathering could already handle du-
plicates at the stage when entities are collected and only keep one
instance. However, discarding entities even if duplicate early on can
lead to missing information. The word-scale visualizations can be the
same, but the sentence where the word-scale visualization is embed-
ded will de�nitely not be the same. Another way of dealing with
duplicates is, for example, to superimpose duplicate instances like a
deck of cards. The top would show the word-scale visualization but
the analyst is aware that there are multiple instances of this word-
scale visualization and entity. The analyst has then the possibility to
explore each of the sentences associated with the word-scale visual-
ization. Investigating how to deal with multiple instance of the same
word-scale visualization entity combination is an interesting area for
future work.
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6.7.3 Interacting with Word-Scale Visualizations in a Text Corpus

We proposed interaction techniques that collect word-scale visualiza-
tions, arrange word-scale visualizations, compare word-scale visual-
izations and navigate the document. However, these techniques are
currently limited to single documents. Often analyses happen over
multiple documents and even text corpora. Therefore, how can we
deal with a more substantial set of word-scale visualizations (the
number of word-scale visualizations exceeds the available screen space).
Moreover, if there are many more word-scale visualizations they will
not �t all into a browser window on a regular 15” screen after a
gathering interaction. The interaction system could support this by
proposing selective gathering when not enough space is available to
show all word-scale visualizations. Another option could be to use
this idea of a continuum between document-centric and visualization-
centric. When dealing with word-scale visualizations at the start of
a text corpus analysis the document-centric view might not be an
appropriate starting point (Figure 6.14). Therefore, starting with a
visualization-centric view might be much more helpful to tweak the
gathering of visualizations. When an initial selection has been done
moving back to a document-centric view can be feasible again. This
means that switching �uidly between document-centric and visuali-
zation-centric views is needed.

6.7.4 Evaluation of Interaction Techniques

The interaction techniques proposed in this chapter have not been
evaluated yet. Therefore, investigating how well they behave is cru-
cial. One such study could have the following form. Study partici-
pants would get two conditions. Condition 1 is a text with statically
embedded word-scale visualizations. Condition 2 is a text with word-
scale visualizations where the developed interaction techniques for
collecting word-scale visualizations, arranging word-scale visualiza-
tions, comparison word-scale visualizations, and navigating the doc-
ument through word-scale visualizations are available. The proposed
tasks would be of type information extraction tasks. Examples for
such information extraction tasks are: searching for an entity and a
data point, doing a binary comparison between word-scale visual-
izations, extracting the entity with the word-scale visualization that
has the lowest data point and the entity with the highest data point.
The metrics we would measure are time, accuracy and the interac-
tions they used. Moreover, it would be interesting to understand if
the proposed interaction techniques suit their needs and how well
the participants think the techniques helped them.
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6.8 summary

In this chapter, I discussed design considerations for using interac-
tion together with word-scale visualizations. I also introduced a set
of new interaction techniques that enable important analysis tasks
like searching for trends and comparing series which, until now, have
been dif�cult to perform across word-scale visualizations in a docu-
ment. This work is a �rst step since the space of interactions for small-
scale and text-embedded visualizations has been largely unexplored.
However, I focus on techniques that can serve as a basis for develop-
ing future tools that cover a larger and richer set of interaction tasks
and intents. I investigated different aspects of word-scale visualiza-
tions, however how word-scale visualizations might change reading
behavior has not yet been investigated. Embedding word-scale visual-
izations into text can change the appearance of the text depending on
the design and placement of the word-scale visualizations. Therefore,
reading behavior might change. Thus, the next chapter investigates
how word-scale visualizations affects the reader.
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T O WA R D S U N D E R S TA N D I N G T H E E F F E C T S O F
W O R D - S C A L E V I S U A L I Z AT I O N S O N T H E R E A D E R

In the previous chapters I discussed the design and use of word-scale
visualizations, their placement, and how to add interaction. However,
I have not yet considered the impact of word-scale visualizations on
the reader and their reading behavior. Moreover, if there is a change
in reading behavior, does this change of reading behavior have impli-
cations for the reader on the comprehension and on the retention of
the content of the text?

This chapter provides a �rst step towards the discussion of the
effects of word-scale visualizations on reading behavior. I discuss an
initial study that examines how different placements of word-scale vi-
sualizations affect reading speed, retention, and whether readers tend
to use information from the word-scale visualizations or the text. In
this study I investigate the effects on reading single sentences. After
the discussion of the study results I propose considerations for future
studies that investigate how multiple word-scale visualizations in a
more substantial piece of text in�uences the reader's reading behav-
ior.

The following evaluation of word-scale visualizations with respect
to changes in reading behavior does not take into account the legi-
bility or readability of word-scale visualization designs. These issues
have been slightly touched in Chapter 5, but I deliberately do not con-
centrate on legibility and readability as they are highly dependent on
given designs. Once certain word-scale visualizations for speci�c ap-
plications or more general purpose designs become established this
will be the occasion to evaluate their legibility and readability.

Parts of this chapter have been previously published in Gof�n et al.
[62]. Hence, the use of “we” in the remainder of this chapter refers
to Pascal Gof�n, Wesley Willett, Anastasia Bezerianos, and Petra Isen-
berg.

7.1 motivation

In Chapter 5, I explored how different placement options like word-
scale visualizations between words or between lines of text can affect
the text layout. Inserting word-scale visualizations between lines (Fig-
ure 7.1a) or words (Figure 7.1b) may require to expand the inter-line
space or to increase the space between words to �t them in. This
often requires to re�ow the text. Moreover, overlaying interactive vi-
sualizations over text such as in Figure 7.1c may also impact reading
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Figure 7.1: The four word-scale visualization positions: (a) “top”, (b) “right”,
(c) interactive “overlay” (d) “no word-scale visualization” (no
wsv).

behavior, because the text is less readable. Thus, the placement of
word-scale visualizations can signi�cantly change the layout and ap-
pearance of a text. Furthermore, the reader may have to interact with
the text to see the visualizations. Therefore, we hypothesize that read-
ers may react differently to the text depending on what placement
strategy is used.

While prior work has described use cases for word-scale visualiza-
tions (see Chapter 3 and Chapter 4), it is not clear how their inte-
gration affects reading the text. The effects of their integration has
not been studied in the literature. In order to address this question,
we conducted an initial study that examines how placing word-scale
visualizations affects reading speed, retention, and whether readers
tend to use information from the word-scale visualizations or the text.

7.2 background

While example word-scale visualizations such as Gestaltlines [ 16]

or SportLines [118] exist, no prior studies have explored the
effects on readers when word-scale visualizations are embedded in
text. Related work, however, has considered other additions to text
documents and their effect on readability. For example, Diaper and
Waelend [40] suggest that graphics surrounding blocks of text do not
distract readers of web pages and do not hinder reader's ability to
search for information in the main part of the website. Zellweger et
al. [168] conducted an observational study using an eye tracker to
study the addition of textual annotations to their Fluid Documents
[26]. They used several different placement conditions including the
inter-line space, margins, and pop-ups. They did not �nd any signif-
icant differences in eye movement between conditions but subjective
preferences were complex and depended on many different factors.
Some participants preferred having the complete static text for the
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Figure 7.3: An example sentence for the ant colony “Drusselstein” with the
statistic “average class size” characterized by a number and a
trend over the last 50 ant years. Colors added for illustration.

Each sentence given to the participants belonged to one of �ve sen-
tence type: The �rst sentence type consisted of sentences without word-
scale visualizations called no word-scale visualization sentence. The four
remaining sentence types had one word-scale visualization per sen-
tence. Each sentence contained information that had to be used to an-
swer questions after reading. For the cases that contained visualiza-
tions we explored four different information-related conditions—a)
we encoded the information only in the sentence which we called info
in sentence, b) we encoded the information only in the visualization
which we called info in visualization, c) we encoded the information re-
dundantly in both the sentence and the visualization which we called
redundant info, and d) we encoded the information in the text and the
visualization but the information contradicted each other which we
called contradicting info. The goal of the sentences from ”info in sen-
tence” was to include questions that did not ask about the trend to
force the participants to read the sentence. The goal of the sentence
with “contradicting info” (Figure 7.2) was to identify from where—
sentence or visualization—readers took the information to answer a
post-reading question.

7.3.2 Task

The participant's task was to read and remember information from a
single sentence. We concentrated on single sentences as opposed to
smaller texts or paragraphs to build up our knowledge on the effects
of word-scale visualizations on reading from small textual building
blocks. Sentences are the building blocks of text documents. There-
fore, sentences were appropriate to use as a unit to measure speed of
reading. Future studies—informed by this one—will include longer
texts.

7.3.3 Procedure

We gave participants initial written instructions explaining word-scale
visualizations and the study procedure. We included a short para-
graph explaining the concept of word-scale visualizations, because
we wanted all participants to have the same basic knowledge about
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Figure 7.4: A trial starts with the Sentence Page, here with a highlighted en-
tity and a word-scale visualization. Pushing the SPACE bar leads
to the Question Page. Answering the questions and pushing the
SPACE bar leads to the Break Page, and then pushing the SPACE
bar leads to the next Sentence Page. This trial had the informa-
tion encoded only in the sentence, therefore the �rst multiple
choice question asked about a colony name.

word-scale visualizations. The aim of the study was not �nd out if
the participants understood individual word-scale visualizations but
to better understand how they their reading process was affected
by small, contextual visualizations embedded into text. We then pre-
sented reading tasks to participants in blocks, where each participant
saw all tasks for a given presentation position ( top, right, overlayor no
word-scale visualization) before moving on to the next placement. We
used a 4 x 4 Latin square design to counterbalance the blocks. At the
beginning of each block we included a small training ( 3 sentences) to
familiarize the participants with the new word-scale visualization po-
sition. The blocks for each of the position top, right, and overlay con-
sisted of 24 sentences. The block for the position no word-scale visu-
alization consisted of 6 sentences. In total each participant was given
90 sentences (3 “position” x 24 “sentences” + 6 “no word-scale vi-
sualization sentences” + 12 “training sentences”) including the three
training sentences per position. The number 24 results from the four
different sentence types with word-scale visualization times 6 repe-
titions. For the “no word-scale visualization” position we had only
6 sentences instead of24 because only one sentence type is possible
(“no word-scale visualization sentence”). In total this study resulted
in 936 “trials” ( 78 “study sentences” x 12 “participants”). Each sen-
tence was only displayed once to each participant.

The dataset used was about a �ctional ant empire with different
colonies. The sentences were inspired by the text that is found in
the OECD's annual “at a Glance” series about diverse themes such
as education, employment and transport. Each sentence provided a
statistic (e. g. education expenses, life expectancy) about one of the
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Figure 7.5: The two multiple choice questions for the sentence on the left
(same sentence as in Figure7.2). For the �rst question that asks
for the trend there are �ve potential answers and for the sec-
ond question that asks for the statistic there are four potential
answers.

colonies at a speci�c point in time with an associated quantity and a
trend description (Figure 7.3).

First the sentence (with or without word-scale visualization) was
shown. When the participant was done reading, they had to press
the SPACE bar to advance to the questions on the sentence. Answer-
ing them and pressing SPACE concluded a trial (screens seen in Fig-
ure 7.4). Participants could take breaks if needed between trials. At
the end of the study, participants �lled out a questionnaire about their
reading strategy and preferences concerning word-scale visualization
positioning.

We instructed participants to read the sentence and to answer the
questions as quickly as possible. The questions consisted of two mul-
tiple choice questions (Figure 7.5). The �rst multiple choice question
always asked a question appropriated to the sentence type (see Sec-
tion 7.3.1). This means that for the sentence types “info in sentence”,
“info in visualization”, “redundant info”, and “contradicting info” the
�rst question always asked for the trend seen in the word-scale visual-
ization. If the sentence type was “info in sentence” then the �rst ques-
tion asked for some other information such as colony name, number
or statistic. If the �rst multiple choice question was about a trend,
�ve answers were possible (upward trend, downward trend, constant
trend, up-and-down trend, and ambiguous). For the cases where the
�rst multiple choice question was not about a trend, only four possi-
ble answers were proposed. We initially had four answers for all ques-
tions, however when we introduced the ambiguous case we needed
�ve possible answers for the trend questions to cover all options. We
decided to not change the other questions to �ve possible answers.
The second question asked either about the colony name, the statis-
tic, or the number present in the sentence. For the second multiple
choice question there were always four potential answers. The goal
of this second control question was to see how well the sentence was
read and how well the relevant information was retrieved from the
sentence.
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7.3.4 Measures

We used two measures of performance: sentence reading time and
error rate. Sentence reading time was the interval between sentence
presentation and the moment the participant pressed the SPACE bar
to advance to the questions (see Figure7.4).

We measured the error rate for the trend question for the sentences
without word-scale visualizations and for the sentences with word-
scale visualizations but only if the information was present in the
sentence, or only in the word-scale visualization, or placed redun-
dantly in both sentence and word-scale visualization. For these cases
the answer was either right or wrong. For the case where information
was ambiguously encoded we differentiated between answers that
were wrong, came from the sentence, came from the word-scale visu-
alization, or if the participant correctly reported the inconsistency by
answering “ambiguous” to the trend question.

7.3.5 Data Collection

During this study we collected quantitative data—the answers to the
multiple choice questions, and the sentence reading time. This data
was collected through the browser by storing all the necessary data
as CSV data. Besides quantitative data, we also collected qualitative
data using a questionnaire administered to the participants at the
end of the study. In this questionnaire (see Section C.1) we asked
multiple questions about demographics, but we also asked more spe-
ci�c questions concerning the participants memorising strategy for
the different sentence types we presented, and if they memorised the
trend of the word-scale visualization actively. They also had to asses
the disturbance created by the positioning of the word-scale visualiza-
tion. We also asked more speci�c question about the ambiguous cases.
For example we wanted to know how they understood the multiple
choice answer “ambiguous”, and what strategy they employed when
encountering such a case. The last questions dealt with trust. For ex-
ample we asked them if they could tell us which information they
would trust in the following scenario: reading a newspaper article
with word-scale visualizations containing ambiguous cases.

7.3.6 Participants

We recruited twelve ( 8 male, 4 female) participants with their age
ranging from 20–30. They were all PhD students at the Computer
Science department and had expertise in Human-Computer Interac-
tion (HCI) and Information Visualization (InfoVis). One had minor
dyslexia.
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7.3.7 Hypotheses

Our analysis was driven by three main hypotheses linked to reading
time and error rate.

(h1 ) Reading a sentence with a word-scale visualization increases
reading time, because the reader has to change from reading
text to reading a visualization [ 164].

(h1 .1) Comparing individual positions, “top” takes more time
than “right” since readers can no longer continue their lin-
ear reading �ow.

(h1 .2) “Overlay” needs longest as interaction is involved.

(h2 ) Questions for unambiguous sentences with a word-scale visu-
alization will be answered correctly more often given the mem-
orable visual nature of the word-scale visualization.

(h3 ) Readers will most often use information from the word-scale
visualization to answer questions for ambiguous cases given
their memorable visual nature.

7.3.8 Data Analysis

With respect to the concerns and recommendations regarding null-
hypotheses testing [36, 42] we base our analysis and discussions on
estimation, i. e., we use effect sizes with con�dence intervals. All point
estimates and 95% CI are based on 1000 percentile bootstrap repli-
cates of the statistic applied to the data [20].

We log-transformed the time measures to correct for skewness [129].
All reported means are anti-logged and therefore indicate geometric
means (GM) [129].

7.4 results

We �rst report on performance results and then move on to data from
the questionnaire.

7.4.1 Performance Results

Surprisingly, we were unable to con�rm H 1 that embedding a word-
scale visualization into a sentence had an effect on reading perfor-
mance. Figure 7.6 is a breakdown of the sentence reading time per
placement. The fastest placement position was “right” with a GM of
7s (CI [6, 8.3]). Yet, the difference to the slowest placement position
“no word-scale visualization”(GM 7.46s; CI [6.7, 8.5]) was only 0.46s—
too small to likely make a practical difference, thus we cannot corrob-
orate H1.1. It is particularly interesting to see that interaction had no
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Figure 7.6: 95% CI for participants' time across placement positions.

Figure 7.7: 95% CI for the accuracy for sentences with and without word-
scale visualization (in the non-ambiguous cases).

practical detrimental effect with the “overlay” condition's GM at 7.14s
(CI [5.6, 8.1]). Therefore we are unable to con�rm H 1.2.

We could also not con�rm H 2. Figure 7.7 shows a breakdown of the
accuracy rates for the two cases: “word-scale visualization” and “no
word-scale visualization”. No clear difference between the two cases
is evident. The difference between the case“word-scale visualization”
(GM 0.82s; CI [0.69, 0.87]) and the case “no word-scale visualization”
(GM 0.86s; CI [0.64, 0.94]) was only 0.04s—too small to likely make a
practical difference.

Figure 7.8: 95% CI for people's choices in the ambiguous case.
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Figure 7.9: Summarized questionnaire data using Berti�er [ 116]: Grouped
participant responses w.r.t. ranking for each position.

Figure 7.8 is a breakdown of the accuracy rate for participant's
choices with respect to the ambiguous case. Often participants recog-
nized the ambiguity (GM 0.37; CI [0.18, 0.56]), thus they had looked
at and remembered information from both the sentence and the word-
scale visualization. When participants did not identify the ambiguity,
they tended to pull their answer most often from the word-scale visu-
alization (GM 0.45; CI [0.27, 0.66]) rather than the sentence (GM 0.17;
CI [0.07, 0.39]). This provides some evidence in favor of H 3, in that
when readers did not spot the ambiguities word-scale visualizations
were used more often.

7.4.2 Questionnaire Results

We summarized the ranking information from the questionnaire in
Figure 7.9. We removed one participant from the pool of question-
naire responses as this participant did not correctly provide a ranked
answer. We did not visualize the data for the “disturbance” scores of
the different positions, because they more or less corresponded to the
answers from the ranking of the different positions (Questions 11 to
14 in Figure C.3).

We asked participants to rank the four word-scale visualization
positions according to their personal preference (Question 15, 16 in
Figure C.4). In Figure 7.9 “the more black” in the cell, the higher a
position was ranked. We can distinguish three groups of participants:
Three participants ranked the “top” position �rst, four ranked the
“right” position �rst, and another four ranked the interactive “over-
lay” position �rst. Given combined ranking results, the “top” position
(ranked median:3) and the overlayposition ( ranked median:3) was most
preferred, while the “right” position was the least popular ( ranked me-
dian:3) together with the “no word-scale visualization”position ( ranked
median:2).

No position was consistently ranked number 1, for different rea-
sons explained by participants. P43 said in favor of “top” : “I prefer the
“top” word-scale visualization over the “interactive” one because it provides
the best of two worlds: allows for reading smoothly and allows for quick
access to trend with one glance. It works for this particular example (short
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text).” P44 said in favor of “right” : “... right of the word was the easiest
for me as I just had to follow the line to get the information ...”. P42 pre-
ferred “overlay”: “[The] interactive version gave me the choice to display
[only when] I felt the need ...”. There were also negative comments re-
garding different positions. E. g. P 49 said: “I disliked the right position
both because it forced me to stop my reading and also for aesthetics reasons”.
One participant also mentioned that the process of interacting with
the entity distracted her from memorizing the information and there-
fore forgot some of the information.

In the questionnaire we asked participants about their reading and
memorizing strategies for sentences without a word-scale visualiza-
tion, with a word-scale visualization, and with an interactive word-
scale visualization (Question 7 to 10 in Figure C.2 and Figure C.3).
For the sentence without word-scale visualizations participants re-
ported two strategies either the participants read the sentence and
tried to remember the important information or they directly scanned
the sentence for the four information pieces (colony, trend, number
with measure, and statistic) usually asked in the following multiple
choice questions. To improve memorization some of the participants
used subvocalization or read the sentence out loud. However, one
participant felt that speaking the keywords out loud interfered with
her visual memory and as a result sometimes she did not remember
some of the information in the sentence.

When the sentence had a non-interactive word-scale visualization
the participants memorizing strategy changed slightly. Some of the
participants started by �rst looking at the word-scale visualization
and then read the sentence or scanned the sentence for the keywords.
Others did the inverse looking at the sentence �rst and then look-
ing at the word-scale visualization. Using these strategies most of the
participants realized that sometimes the trend in the text did not cor-
respond to the trend in the word-scale visualization. Therefore, they
tried to validate the trend information by checking if both trends
were the same. One participant mentioned that she spoke out loud
the trend visible in the word-scale visualization to better remember
it.

If the sentence had an interactive word-scale visualization the strat-
egy did not change besides encouraging participants to actively hover
over the entity. Some participants reported that it made them look
consciously at the word-scale visualizations, because they had to in-
teract with the entity to be able to read the word-scale visualization.
We also asked if the participants actively memorized the trend in
the word-scale visualization. Six of the twelve participants reported
to actively memorize the trend in the word-scale visualizations, three
participants reported to having it done sometimes, and three reported
having not actively memorized the trend.



122 effects of word -scale visualizations on the reader

We also asked the participants questions about the ambiguous cases
(Questions 17 to 21 in Figure C.4, and Figure C.5). All besides one
reported having identi�ed ambiguous cases. However, when asked
about what ambiguous meant to them, not all responded having iden-
ti�ed contradictions (three participants) which is what we meant with
ambiguous. These three participants mostly selected the ambiguous
answer when they did not remember the answer to the �rst multi-
ple choice question. We also asked a question to get a better sense of
how the participants reacted when they recognised a contradiction.
Some only memorized the trend information from the sentence oth-
ers did the opposite and tried to memorize the trend visible in the
word-scale visualization. One participant even reported doing an ag-
gregation of the two information, for example if the sentence trend
was upward and the word-scale visualization trend downward the
resulting answer was an up-and-down trend. For the last question on
contradiction, we asked the participants to report which information
they would trust more—the information in the sentence or the infor-
mation in the word-scale visualization—if they encountered a case of
contradiction in a newspaper article. Four out of twelve participants
reported trusting the information from the word-scale visualization
more, because they claimed that the visualization is based on the ac-
tual data, creating the visualization is more complex and more time
consuming than writing text. Four of the participants reported trust-
ing the information from the sentence. As reasons for trusting the
sentence more they reported that visualization can deceive people
who are not careful, it is easier to lie with a visualization than with
text, the text contains more information on the trend. And four partic-
ipants reported not being sure which information to trust, as it is easy
to make mistakes in the text or the visualization, unsure as different
mistakes can result in different consequences in the text but also in
the visualization, no possibility to know which information is correct,
and it depends on the credibility of the author.

7.5 discussion of the study

When combining the data from the measurements of sentence read-
ing time and error rate and the data from our questionnaire no single
position emerges as the best. Additionally, no single position was con-
sistently preferred by all participants. This may actually be a positive
result, as it suggests that a variety of word-scale visualization posi-
tions can be experimented with in the future for different use cases.
It may even be appropriate to allow readers to choose where they
want the word-scale visualizations to be placed, as our participants
voiced strong preferences for several different positions.

A further take-away from this study is that participants were drawn
to the word-scale visualization which was also reported in the ques-
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tions on reading and memorizing strategy. Moreover, they seemed to
use the information in the word-scale visualization more than the in-
formation in the sentence in cases where inconsistencies in the two
were not spotted. This suggest that participants did not just skip over
the word-scale visualization. The interactive word-scale visualization
helped some of the participants consciously look at the word-scale
visualizations because they had to interact with the entity to fully see
it. The overlay position supported some of the participant to actually
realize that there is something to look at. Therefore, an overlay posi-
tion could help to make reader aware that there is something to look
at.

However, these results have to be taken with a grain of salt, as we
only used one sentence instead of a more substantial text. Using only
one sentence made the visualization appear less disruptive and thus
had less of a visual impact on the reader. Moreover, the choice of
word-scale visualization—a line without axes—increased the impres-
sion of a non-imposing and non-dense visual object.

We also narrowed our scope of types of data we collected. We col-
lected qualitative data based on a questionnaire and we collected
quantitative data on reading time and error rate. However, we did
for example not collect eye-tracking data as we did not have immedi-
ate access to an eye-tracker.

All the study participants were students used to do studies and
they all had a background in Human-Computer Interaction or Infor-
mation Visualization. This might have lead to faster sentence reading
time, because they are used to working ef�ciently with visualizations
and written text.

Our baseline was a sentence without word-scale visualizations and
not a sentence with a non-word-scale visualization. We took this deci-
sion to have a comparatively small visualization reading time in com-
parison to the reading time of the sentence. Moreover, we wanted the
visualizations to be embedded in the sentence.

7.6 considerations for future work

The previously discussed study did not measure potential effects of
word-scale visualizations on reading behavior. Therefore, future stud-
ies have to focus on better understanding reading behavior of text
with embedded word-scale visualizations. Following, I discuss such
a study in more detail, and propose how to better understand if word-
scale visualizations have an effect on memorability and comprehen-
sion.
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7.6.1 Reading Behavior

Future studies have to, in particular, change from a single sentence
with a single word-scale visualization setting to a multiple sentence
setting (at least one paragraph) with multiple word-scale visualiza-
tions. I now illustrate such a future study in more details, as this is
the study that has to be done next. Moreover, I and the co-authors
on this initial study had already some intensive discussions around
this study. The results of that study would also provide much needed
insights into the effects of word-scale visualizations embedded in the
text on the reader.

7.6.1.1 Suggested Factors

I suggest to compare reading behavior on a paragraph without word-
scale visualizations with a paragraph having multiple embedded word-
scale visualizations, with a paragraph having visualizations exclu-
sively in the right margin, and with a paragraph having them only in
the bottom margin of the paragraph. Thus, there are four main con-
ditions. The placement option used for the word-scale visualizations
embedded in the text are either the right position or the top posi-
tion. I choose the right position, because it integrates the word-scale
visualizations in-line which places them optimally into the reading
�ow of the reader. However, the reader has to change from reading
text to reading a visualization and back. The top position adds an
additional dif�culty as the word-scale visualizations are at an unfa-
miliar place—outside of the reading �ow—for the reader, in addition
to the change from reading text to reading a visualization. The addi-
tional locations—right margin and bottom margin—are there to bet-
ter understand how the reading process is affected by the distance
between the point of interest and the additional information in the
word-scale visualizations (distance entity to visualization). There is
literature that points in favor of separating visualizations from the
text—as in the bottom or right margin—such as Wright et al. [ 164].
Wright et al. support a larger distance between text and visualiza-
tions as they suggested that it is better to separate reading the text
from viewing visualizations. However, in their experiment the visu-
alization was on a separate page and was only accessible through
clicking on a link. Text and visualization were not presented together,
only the text or the visualization could be seen at once.

Similarly to the initial study, after each condition I would ask ques-
tions about the text and the data in the visualizations. These questions
are there to better understand which information the participants un-
derstood and could later recall. Similarly, I would employ opposing
information in text and visualization to see which information is pre-
ferred.



7.6 considerations for future work 125

7.6.1.2 Suggested Setup

To get a better understanding of the reading processes I will use an
eye tracker to measure eye position and eye movements. More specif-
ically, I will gather scan path-derived metrics which includes �xa-
tions and saccades [93]. The eye tracker data is thought as a comple-
ment to reading time, accuracy rate of responses to questions, and the
subjective assessment of reading performance. However, even though
Carpendale [23] suggests that the advantages of the think-aloud pro-
tocol outweighs its disadvantages, I do not suggest the combination
of eye tracking and think-aloud protocol. The reason for that is based
on Holmes' [ 76] caution that the think-aloud protocol can slow down
the performance of the task and can in�uence eye tracking data. Look-
ing at a visualization and processing it, is much faster than articulat-
ing what can be seen in the visualization and at the same time making
sense of it. The focus of this study is the reading process and the ef-
fects of the word-scale visualizations on that reading process. Thus,
making the study as natural to a reading task as possible is important.

I did some initial tests with an eye tracker and observed that to be
able to differentiate between text and embedded word-scale visual-
izations I have to use larger font sizes and line spacings. Supporting
this decision is Rello and Pielot's work [ 123] that suggest comprehen-
sion and readability improves in online reading environments when
using larger font size up to 18 points. They also observed no further
effects for the objective measures for font sizes above22 points. Ob-
jective readability is based on eye tracking data such as the duration
of eye �xations. However, subjective readability decreased. Subjective
readability is based on the subjective perception of how easy it was to
read and understand the text. Concerning line spacing, they observed
no effects for objective readability, but extreme spacings such as 1.8
had a negative effect on objective and subjective comprehension.

7.6.2 Memorability and Comprehension

Another interesting avenue for future research is to investigate wheth-
er or not word-scale visualizations can enhance memorability and
text comprehension. If this is the case it would support the case for in-
tegrating word-scale visualizations into text. To investigate the effect
of word-scale visualizations on memorability and text comprehension
a similar setup as described in this chapter can be used. Immediately
after the reading phase of each text with the different conditions I
would add a recall phase. During these recall phases I would ask two
to four questions about the text and the visualizations. To remove a
possible learning effect, I would not provide any feedback on how
they fared in answering these questions. There would be no commu-
nication about the delayed recall phase. Two weeks later the study
participants would be asked to do a delayed recall phase, where they
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answer the same questions they already answered in the recall phase
after each text. I would then compare how much of the information
they remembered correctly after the immediate recall stage and after
the delayed recall stage. Moreover I would compare from where the
information came to answer the questions—the text or the word-scale
visualizations.

7.7 summary

In this chapter I discussed an initial study to better understand the
effects of word-scale visualizations and their placement on reading
behavior. This study used single sentences with one word-scale vi-
sualization. The results suggest that the study participants did not
prefer one placement. They also seem to not neglect word-scale visu-
alizations but use its information to answer questions even when the
information in the word-scale visualization contradicts the informa-
tion found in the text.

I also propose to run further studies to explore the effects of word-
scale visualizations on reading behavior. I describe a potential study
design in more detail where there is at least one paragraph and mul-
tiple word-scale visualizations. In addition, I suggest to use eye track-
ing data to get a better understanding of potential changes in reading
behavior.

In the next chapter I explore what is needed for a word-scale visual-
ization authoring environment to facilitate the process of integrating
word-scale visualizations into text.
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A U T H O R I N G W O R D - S C A L E V I S U A L I Z AT I O N S

In the previous chapter, I discussed a study that investigated how
different placements of word-scale visualizations affect reading be-
havior. In this chapter, I focus on tools that can help to lower the
threshold for authoring and including word-scale visualizations into
text—making integrating text and word-scale visualizations as �uid
as writing text is today. More speci�cally I investigate design implica-
tions for future word-scale visualization authoring tools and how to
make it easier for designers to integrate them into documents. One
example where a word-scale visualization authoring tool could be
bene�cial is Wikipedia. Wikipedia already has tools to integrate in-
teractive visualizations [ 97] and could be extended to also integrate
word-scale visualizations. However, for that purpose appropriate au-
thoring tools are needed.

The main part of this chapter includes work from Gof�n et al. [ 63]
which is in submission to TVCG. Hence, the use of “we” in the re-
mainder of this chapter refers to Pascal Gof�n, Jeremy Boy, Wesley
Willett, and Petra Isenberg.

8.1 why authoring tools

Designing and integrating word-scale visualizations into text is a
complex task as observed in Chapter 4's study. In that study we asked
graphic designers to read three Wikipedia articles and to conceive
how word-scale visualizations could be used. After that we asked the
designers to create and embed word-scale visualizations into these ar-
ticles using Illustrator. During our exploratory study in Chapter 4, we
purposefully recruited designers who were capable of manipulating
documents to generate new word-scale visualizations from scratch.
However, it is clear that not all writers, editors or authors are also
competent designers or visualization specialists with the expertise to
create these sorts of graphics. Currently, the amount of time neces-
sary to manually create and integrate word-scale visualizations into
a document is also very high—with individual visualizations taking
orders of magnitude more time to author than raw text. However,
simple authoring tools could make the process of creating and inte-
grating word-scale visualizations considerably easier by streamlining
or even automating portions of the creation and placement process.

We already created a tool called Sparkli�cator (see Section 5.8) that
helps content creators create and embed word-scale visualizations.
However this library is geared more towards programmers than for
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Figure 8.1: Visualization reference model by Card et al. (redrawn from Card
et al. [21]).

example designers or writers that have limited programming knowl-
edge. This library provides a lot of freedom. If some functionality is
missing the developer can easily extend the library to �t their needs.
However, a designer who is not a programmer will have their own de-
signs. Thus, a more user-friendly authoring tool is needed to support
this category of users.

8.2 background

The process of authoring visualizations in Information Visualization
can be described through a series of transformations applied to a
dataset and resulting in a visual representation of the dataset. This
process is called thevisualization reference modelor InfoVis pipeline(Fig-
ure 8.1). The InfoVis pipeline has been described by Card et al. [21]
and Chi and Riedl [ 29], and re�ned by other [ 22, 83, 145]. Grammel
et al. [66] identi�ed six different visualization authoring approaches:
visual builder, visualization spreadsheet, textual programming, vi-
sual data�ow programming, template editor, and shelf con�guration.
Sparkli�cator for example belongs to the textual programming cate-
gory, as it creates word-scale visualizations by using a regular pro-
gramming language (JavaScript).

The authoring of word-scale visualizations has not been discussed
in the research literature, but a few tools exist out in the wild. There
are a few tools and libraries that are based on the textual program-
ming approach, like Peity [ 120], sparkTable [89], or Sparkli�cator and
that propose authoring of word-scale visualizations. There are also
a few tools that use the template editor approach. For example Ex-
cel's in-house “Sparklines – Design” ribbon and “Sparklines for Ex-
cel” by Rimlinger [ 124] they both propose a template-based creation
of sparklines using Excel data. Another template-based tool to gener-
ate sparklines, this time for Twitter, and using Unicode is by Spencer
[136]. The tool generates two different kinds of word-scale visualiza-
tions, a crude line chart using dots and a box-plot. Another way to
create word-scale visualizations is to use a speci�c typeface to build
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simple word-sized visualizations. This follows the visual builder ap-
proach because the limited set of elements of the visualization are
already given. One such typeface is Kochel's [87] FF Chartwell type-
face. Using a typeface greatly facilitates the integration in-line as it is
like “writing” a visualization.

Heer and Agrawala [ 73] created a tool, also using the template edi-
tor approach, that generates word-scale visualizations using banking
to 45X for a given dataset and typeface. This tool can for example
be used to generate a word-scale visualization showing the high fre-
quency part of the data for a detailed analysis or a word-scale visu-
alization showing the low frequency part of the data to only provide
the major trends.

There are also non-visualization authoring tools that are of interest
to us due to their similarity of adding additional information close
to the point of interest. Zellweger et al. [ 169] describes a system to
author �uid annotations. Their authoring process consists of three
main actions supported by the system. First the annotator selects the
piece of text (anchor) to which a �uid annotation is added. Then,
through the use of a contextual menu the user selects the action to
write the annotation. The user writes the annotation using HTML,
that permits rich formatting and the inclusion of images. The last
step is to format the representation of the annotation and the piece
of text to which the annotation is associated. These steps are similar
to what we need to author word-scale visualizations, as we also need
to �rst select a piece of text, add data and then create the visual
representation of that data. Bouvin et al. [ 13] describes a prototype
to author �uid annotations and integrate them into websites using
different web standards. Similarly to Zellweger et al. it is based on
the aforementioned three steps of selecting a piece of text, writing
the annotation and styling the annotation.

8.3 implications for authoring tools

Based on our observations in Chapter 4 as well as our own expe-
riences designing word-scale visualizations, we identi�ed four ma-
jor decision points at which new tools could support the process of
creating and integrating small-scale visualizations. In order to add
a word-scale visualization to a document, designers or authors must
specify the design of the visualization, as well as any entities to which
it corresponds, the data it displays, and its placement relative to the
text. Following are a number of important takeaways for the design
of each of these operations:

Designing the Word-Scale Visualization: An authoring tool needs
to offer some mechanism for selecting existing word-scale visual-
ization designs or creating new ones.
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In our study, a large fraction of the designs used familiar chart
types and nearly a third ( 31%) of the visualizations were unit-
based. This suggests that support for generating simple, scalable
visualization designs based on basic geometric shapes could sup-
port a large number of the data-driven design alternatives that we
observed.

Selecting an Entity: While a word-scale visualization does not al-
ways need to be associated with text, authors in our study chose to
connect the majority of their visualizations to one or more entities.
This suggests that it can be useful for tools to provide a mecha-
nism for associating a word-scale visualization with one or more
blocks of text. These associations can make it easier to position the
visualization and can also provide context for interpreting it.

Selecting Data: Our study also suggests that, in many cases, the
data needed to populate a design is actually contained in the as-
sociated entity (see Section4.3.1.1). This means that data selection
and entity selection can often be treated as a single operation. How-
ever, the ability to link data from outside an entity or from outside
a document can support a richer and more nuanced use of word-
scale visualizations (see Section4.4.1).

Placing the Word-Scale Visualization: While selecting an entity spec-
i�es a relationship between that text and the associated visualiza-
tion, it does not necessarily determine the visualization's place-
ment relative to the text. In Chapter 5 we discussed options for
placing word-scale visualizations in text documents, and explored
the trade-offs associated with placing visualizations immediately
above an entity, in-line with the entity, or overlapping the visu-
alization and text. Authoring systems could build on this work,
showing possible placement options for each visualization and an-
alyzing how they will impact the visibility of the visualization and
the �ow of the text.

8.4 considerations for future work

More generally, tools for authoring word-scale visualizations in text
could take different forms depending on the design expertise and in-
vestment of the authors. For writers with little interest in customizing
designs, mechanisms for including simple word-scale visualizations
could be integrated into existing text entry interfaces. For example, an
interface could allow authors to create word-scale visualizations us-
ing markup embedded directly in the document text (akin to entering
equations in LATEX) or via in-editor search interfaces like those used
to select and insert emoji in most modern operating systems. Such
tools could make a number of simplifying assumptions, including
supporting a limited set of chart types and reduced control over their
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placement. Libraries like Peity [ 120], which generates simple word-
scale SVG charts based on markup included in HTML documents,
represent a �rst step towards this sort of minimalist authoring.

Alternatively, the process of adding very basic word-scale visual-
izations to documents could potentially be automated entirely. For
example, a system could generate and place visualizations automati-
cally next to known entities like dates or stock symbols. In this case,
decisions about the design, data, and placement might be made in
advance by a developer, then applied to new pages with little or no
user interaction.

Another aspect that has not yet been discussed is how interac-
tion could be integrated when authoring word-scale visualizations.
Adding interactions to word-scale visualizations could be based on
the four dimensions described in Section 6.3.5. These four dimen-
sions are: what are the interaction intents, what is the scope of the
interaction, where can the interaction be triggered, and how is this
interaction triggered. The authoring system can go through each of
the dimensions one by one. In this case, the author can �rst select one
or more intents. This results in the authoring system proposing inter-
actions. For example if the author selects the explore intent one of the
proposed options could be “brushing and linking”. Then, follows the
scope of the interaction, for some of the interactions it is already clear
if the interaction affects a single word-scale visualization or multiple
word-scale visualizations. This is also the step where the author se-
lects the word-scale visualizations affected by the interaction. After
the scope selection, the system asks for where the interaction can be
triggered, and �nally the user is asked how the interaction is trig-
gered for example the author can select the hover interaction.

Then next step in the exploration of authoring tools for word-scale
visualizations is to build such a system. An example for where such
a system can be build and also be useful is Wikipedia. It could build
on the already existing facility provided by Wikipedia to build in-
teractive visualizations [ 97]. Such an authoring tool can be used to
better understand how people from diverse backgrounds build such
word-scale visualizations and for what purposes. If then these visual-
izations are used by common Wikipedia information seekers it could
contribute an environment to better understand if the word-scale vi-
sualizations are used and how.

However, more expressive, unique, customized, or interactive de-
signs like those described by designers in our study likely call for
interfaces that provide greater control. These might include the abil-
ity to create new visual forms using image editing or coding tools,
as well as greater control over the relationship between the text and
graphics.
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A N A P P L I C AT I O N O F W O R D - S C A L E
V I S U A L I Z AT I O N S

In the previous chapter, I provided a set of design considerations for
building authoring tools for word-scale visualizations. The main mo-
tivation for this thesis lays in the Digital Humanities as exposed in
the �rst chapters. However, multiple other domains that use text data
in some way or the other could bene�t from the power of word-scale
visualizations. To show the potential and versatility of word-scale vi-
sualizations, I here propose an unconventional application of word-
scale visualizations. I sketch how word-scale visualizations could be
used in a collaborative and personal visualization setting and pro-
pose ways on how word-scale visualizations could deal with the is-
sues around sharing and privacy. Therefore, in the following chapter,
I explore the use of word-scale visualizations to enrich personal digi-
tal notes with information from collaborator's notes.

The main part of this chapter contains work from Gof�n et al. [ 58].
Hence, the use of “we” in the remainder of this chapter refers to
Pascal Gof�n, Wesley Willett, and Petra Isenberg.

9.1 motivation

Word-scale visualizations are small and can easily embed additional
information in text without being obtrusive. As a result, we can use
word-scale visualizations to add additional information in the con-
text of a note-taker's original notes. This can help note-takers better
understand the overlap between their notes and their collaborators'
without requiring a separate interface.

Digital notebooks can store a variety of different types of personal
information, including recipes, health related information, results of
web searches, shopping lists, or personal diaries. Digital notes are,
thus, a unique and common type of personal data. They offer numer-
ous opportunities for personal analysis—for example, examining the
evolution of a person's culinary tastes or retracing a person's daily
activity.

While note-taking is typically a solitary activity, for certain situa-
tions and tasks sharing the content of notes is important. Examples
include a family planning their summer vacation or the members of
a book club reading a book and preparing themselves for the next
meeting. Many note-taking tools support content sharing. However,
note-takers typically refrain from sharing their notes because they are
concerned about how their notes and note-taking style will be per-
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ceived by others [161]. As a result note-authors clean, reformat, and
even rewrite their notes before sharing or simply refrain from sharing
their notes at all. Yet, they seem to be comfortable with sharing some
information about the notes' content—including which terms in the
note are also used by their collaborators [161].

Sharing information and ideas among acquaintances and family
members can be a perfect way to spark discussions, prepare events,
and increase awareness of other people's thoughts. For example when
planning a summer vacation, several family members may use their
personal digital notebooks to collect information about potential des-
tinations, what activities or points of interest are available at these lo-
cations, or which friends live close by and could be visited. Later, the
family must collaborate and consolidate these notes in order to settle
on a single vacation plan. In this vacation planning scenario, small vi-
sualizations embedded in a note about possible vacation spots could
show which other family members have listed similar properties, lo-
cations, or countries and, thus, aid in the process of �nding a joint
destination.

We discuss how word-scale visualizations can be used to show de-
scriptive metadata from collaborators' notes. We speci�cally focus on
sharing only metadata extracted from notes as a simple channel for
communicating shared ideas and understanding collaborators' activ-
ities. By focusing on metadata we also free collaborators from the
burden of feeling that they need to reformat and clean their notes
before sharing.

In the following sections, we explore and describe which types of
information originating in notes could be shared between friends and
family members. We discuss potential problems that can arise when
sharing personal information and then elaborate on how word-scale
visualizations could help to support sharing relevant pieces of infor-
mation between members of a small social group. Finally, we illus-
trate our discussions with two examples.

9.2 background

In recent years, digital note-taking tools have become more and more
available both inside and outside the workplace. Yet, general infor-
mation on the characteristics of personal digital notes is relatively
sparse. We base most of our knowledge on digital notes on our own
previous study [ 161] of digital note-taking practices and their impli-
cations for visualization. We found that while notes that are digital
can theoretically be easily shared and distributed, people typically
felt the need to edit notes prior to sharing. Hence, we discussed how
visualization can be a good way to abstract notes and prepare them
for sharing. In that previous work, we discussed visualizations that
can create awareness of overlapping concepts and phrases in collab-
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orators' digital notes. Here, we discuss in particular how small-scale
visualizations can integrate metadata from friends' and family's notes
in-context of one's own notes.

Chuah and Roth [30] previously discussed how visualizations can
provide common ground during collaboration. One example of the
use of visualization to provide common ground was introduced by
Brennan et al. [17]. In their work, private views of a graph visual-
ization in a distributed work scenario are merged to show shared
information and common ground. Keel [ 85] discusses a similar idea,
using computational agents to identify information in private views
that should be relayed to a larger group of collaborators. Similarly, we
use word-scale visualizations to provide common ground for small
social groups.

Other researchers have used visualization to create awareness about
collaborators' search activity. Awareness of other people's data and
actions is an important prerequisite for common ground formation
and several tools have attempted to provide mechanisms for facili-
tating awareness. For example, in Cambiera [78] Isenberg et al. use
small visualizations (e. g. bars) as Scented Widgets [162] to show the
overlap between the documents two participants had searched for
and used to provide awareness of the pair's reading histories. The
authors termed this concept of explicitly visualizing collaborators' ac-
tivities “collaborative brushing and linking.” Similarly, Mayar and
Tory [ 96] use partial merging to provide subtle awareness of other
people's work. They term this concept of merging “linked common
work” and implement it in their tool CLIP. The tool includes node-
link graphs in which nodes have color coded overlapping segments
to represent common and different information among collaborators.
This is similar to our approach, which uses word-scale visualizations
to provide subtle awareness of information that is shared between
collaborators' notes. Finally, Morris and Horovitz's SearchTogether
[102] creates awareness of web search histories by showing what col-
laborators have searched for and by explicitly sharing information
via recommendations. In contrast to these previous three tools, we
use small visualizations embedded directly within the text of digital
notes rather than stand-alone visualization tools.

9.3 word -scale visualizations as an approach to present
shared information

Here, we discuss how word-scale visualizations embedded in notes
can support shared awareness among a small social group. First, we
discuss the types of data that can be shared.
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9.3.1 Sharing metadata and snippets

In our previous study of digital note-taking [ 161], we found that note-
takers were generally open to sharing their notes but were worried
that unedited notes would overwhelm collaborators with unimpor-
tant information. In order to facilitate sharing notes, we therefore pro-
pose using word-scale visualizations that show abstracted metadata
and snippets from notes. Using only metadata and brief snippets alle-
viates collaborators from the burden of having to edit their notes and,
thus, simpli�es sharing.

We speci�cally discuss descriptive metadata that is created when a
note is saved or edited and snippets extracted from the notes them-
selves.

9.3.1.1 Technical metadata

Where the note was created: Sometimes digital notebooks store GPS loca-
tions when notes are created on mobile devices with location services
turned on. Seeing where notes were written could, for example, allow
to see if a collaborator has visited and taken notes on a potential va-
cation destination. While location data can be particularly sensitive,
it is also easy to abstract (e.g. reporting only the city, country, or even
continent) and obfuscate [90].

Who authored or edited a note:In personal notebooks, notes are typi-
cally �rst authored and later edited by the same person. When shar-
ing data from notes, the author/editor information might be crucial
in order to judge the potential usefulness of information given exist-
ing background information in a social group. This information could
also make it easier to contact the author directly and request the full
content of a note.

When was a note created or edited:This information can be an indi-
cator of how recently someone has engaged him or herself with the
topic of a note. In addition, this information could give additional
information on the note type. In our previous work [ 161] we found
that certain types of notes, such as project logs or running lists were
edited relatively frequently while notes containing information scraps
or references and copied content were rarely if ever edited by note-
takers. Thus, data about note creation and editing patterns—coupled
with other metadata—can provide a powerful tool for deducing the
importance of a note.

Other metadata: There is a wealth of other technical metadata avail-
able for notes that can be the basis of a shared visualization. For
example, the length of a note may hint at how much information a
note contains. The note content type describes if the note has been au-
thored by the note-taker or if it only contains clippings from public
sources (what Willett et al. [ 161] call “references and copied content”)
or if it is a mix of authored and clipped content. These clippings can
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be text or image clippings from websites such as Wikipedia or any
other website. The name of the tags or notebooks used to �le the note
might also be useful when identifying related notes.

9.3.1.2 Extracted keywords

In order to avoid sharing the raw text from notes but still provide
cues on the semantic content of notes, automatically extracted key
terms from notes could serve as a data source. These terms can be
keyword labels applied to the note by its author or named entities
like locations, dates, and surnames that are extracted directly from
the text.

User-authored keywords or entities can succinctly describe the topic
or ideas of a note without disclosing much unrelated information or
revealing a note's disorganized structure. Entities can be found in
the text through entity recognition and text processing. They can also
be manually tagged by the original note-taker. For visualization pur-
poses, entities or keywords can be used to cluster notes that are of in-
terest to a speci�c topic. For example for planning a trip to New York
City, notes containing entities such as “New York City”, “Manhattan
restaurants”, or “MoMA” are relevant and may provide inspirations
of what to visit and where to eat.

In addition to the mere presence of a speci�c entity, a diverse set
of statistics can be gathered around entities. One of them is the num-
ber of occurrences of an entity in a note. Others include co-occurrence
patterns with other entities or entity types and semantic relationships
between entities extracted from knowledge structures such as Word-
Net [100, 163]. The number of occurrences, for example, can be a
good indicator of what to expect from a note in terms of information
relevant to a certain topic.

9.4 examples

We discuss two information-sharing scenarios that illustrate how word-
scale visualizations embedded in notes can show some of the data
mentioned in the previous section and help support information shar-
ing in a small social group. Additionally, we provide sketches of po-
tential word-scale visualizations.

9.4.1 Shared recipes with Roommates

In this scenario, four �atmates live in a shared apartment. They like
to cook together in the evenings and on weekends, and enjoy creat-
ing new menus. Each of the apprentice cooks has a notebook called
recipes. All of them like to collect interesting recipes from their family
and friends. Moreover, they enjoy browsing the Internet to �nd inter-
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Figure 9.2: This sketch is an excerpt of one of the book club member's note
about the current book. The bar chart describes the number of
occurrences of the character in each book club member's current
book note.

9.4.2 Book Club

Our second scenario—a book club with about ten members—differs
in that no notes are shared directly. Instead, each member of the club
keeps their own personal notes about the current book and those
notes can be annotated to provide peripheral indicators of other mem-
bers' activity. Each member's individual notes on the book usually
contain direct quotes from the work as well as observations about the
characters, places, events, and ideas mentioned in the book, written in
their own words. For example, a member may take notes discussing
why they think a character behaves in one way or another or describ-
ing interesting situations that appear in the book. He or she may
also discuss relationships between characters or describe feelings and
ideas that occurred when reading a memorable passage.

9.4.2.1 Sketch

Figure 9.2 shows how a member's personal notes about the book
could be augmented to provide more information about which as-
pects of the book were interesting to their fellow members. Speci�-
cally, the augmented note highlights the shared use of quotes from
the book as well as how often other members used the names of im-
portant characters, places, and ideas. The quotes can be seen as data
from a public source—the book—and can be presented in more detail,
whereas the comments about the characters and places might be seen
as more private. As a result, the note can be augmented to highlight
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shared mentions of those entities—letting the note-taker know which
other members have something to say about these points, without
directly revealing their personal thoughts on the topic. This informa-
tion about shared quotes and entities can then be used to steer the
conversations when the club meets in person.

In Figure 9.2, the colored circle in the upper right corner of the
note indicates its owner—Mrs. Green. The bar charts over each char-
acter's name depicts how many times that character was mentioned
in each of the other members' notes. Interaction can be used to show
more details. By hovering over a bar, the note-taker can reveal the
name of the book club member and the number of occurrences of the
entity. Additionally, hovering highlights all bars belonging to Mrs.
Green in the paragraph. Any characters that are mentioned in the
same paragraph are visually connected via a line. The links between
the character's also show the strength of this relationship—number
of co-occurrences of the characters in the note's paragraphs.

Quotes drawn from the book are marked with a large quotation
mark, indicating that this complete snippet of public material is present
in multiple members' notes. The bar on the left of the big quotation
mark indicates which other members included the quote as well as
how many times they included it (for example, Mrs. Green included
the second quote three separate times, when discussing different as-
pects of the book). The note-taker can also click on the bar to see the
names of the characters associated with the quote.

9.5 challenges and implications

Using word-scale visualizations to share metadata and entities drawn
from personal notes requires careful consideration of the content of
the visualizations and the openness of the collaborators. Moreover,
designers must create visualizations that help to abstract note content
but also do not unintentionally remove or create links between pieces
of information.

9.5.1 Visualization

The design space for word-scale visualizations is very large. However,
an interesting implication for word-scale visualizations in the context
of notes is that notes are often edited. As a result, even though embed-
ding visualizations in-line can minimize the degree to which the text
is disrupted [ 60], it may break note-takers' expectations about the be-
havior of common commands like cut, copy, paste, or backspace. For
example, what happens if the cursor is to the right of a word-scale
visualization? Will it be okay to delete using backspace? As a result,
the best position for the word-scale visualizations may depend on
whether or not the note is likely to be edited. Consider the word-scale
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visualizations we placed in-line in the sketch for the recipe scenario.
Since ingredients are typically given as itemized lists with plenty of
empty white space to the right of each item, and recipes are less of-
ten edited than other notes [161] this placement is less likely to cause
problems.

9.5.2 Privacy

The degree of privacy attached to information in a note has a wide
spectrum. On one end is the raw note, that when shared with asso-
ciated metadata discloses everything. The other extreme is a setting
in which nothing at all is shared and all notes are kept private. In
between these two endpoints we have many possibilities. Certainly
there are tradeoffs between sharing and providing awareness and pri-
vacy. Word-scale visualizations can be a way to deal with this tradeoff.
There is a level of �exibility available when sharing metadata and en-
tities of a note. Not all metadata, entities, or types of entities have to
be shared if not wanted. Entities can be chosen through entity recogni-
tion and text processing. For digital notebooks, however, this means
that an additional infrastructure has to be available to provide the
possibility to regulate which entities and metadata are shared and to
whom.

9.5.3 Sharing useful data

Word-scale visualizations provide a degree of abstraction from the
original note. Yet, when they are based on metadata such as entities
or keywords, word-scale visualizations might provide less informa-
tion than originally contained in the note. For example, relationships
can disappear or be created by inferring that two characters from
a book appear in the same paragraph. In fact, the two characters
might appear in unrelated sentences or even in quotes from sepa-
rate books, but the abstraction of the paragraph may seem to imply a
relationship. The challenge of choosing the right information to share
through word-scale visualizations can be complex. This has implica-
tions for the design of the word-scale visualizations. For example, a
word-scale visualization that groups entities based on co-occurrence
at the sentence level could help avert incorrect assumptions about the
relationship between entities, but runs a greater risk of revealing the
raw content.

9.6 summary

Word-scale visualizations provide a lightweight way of sharing im-
portant pieces of information from personal notes, and can support
awareness and decision making without requiring family, friends and
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S U M M A RY A N D P E R S P E C T I V E S

In this thesis I advocate the use of small, contextual and data-driven
graphics embedded in text, called word-scale visualizations. Exam-
ples include small stock charts embedded next to the name of a com-
pany such as Apple , game statistics next to the name of
a soccer team such as for Belgium's soccer team 87% pass success,
or weather trends like rain averages next to the name of a city such
as for Paris .

Word-scale visualizations are embedded in text, therefore they op-
erate in a space where only limited room is available. The slow but in-
evitable emergence of high-resolution displays of different sizes that
can be used to read text, leads to the necessary display resolution to
have a variety of readable designs of word-scale visualizations. These
word-scale visualizations can be used to emphasize certain elements
of a document (e. g. a word or a sentence), or to provide additional
information; they can for example enable graphical comparisons, sup-
port complex relationships visually, or simply highlight quantities in
the text to facilitate understanding.

Small, contextual and data-driven graphics have received limited
attention in the visualization community. This thesis identi�ed and
de�ned important aspects and relevant research direction towards
making the integration of text and small-scale contextual visualiza-
tions as �uid as writing text and as usable as reading text. This dis-
sertation contributes to the understanding of the value of small, con-
textual and data-driven graphics for Information Visualization. Fol-
lowing the summarization of the �ndings of this dissertation is a dis-
cussion of perspectives for future research.

10.1 summary

I �rst illustrated the context of where this dissertation �ts in. This con-
text consists of two different analysis approaches. Either focusing on
the documents in a document-centric analysis or to abstract from the
documents and get a task speci�c visual overview of the documents
and do a visualization-centric analysis. I also suggested that for an
analyst it would be very practical and useful to be able to transition
�uidly from one side to the other and back. In this research context, I
place word-scale visualizations which are embedded into text on the
document-centric side. They are thought as a �rst step towards con-
necting document-centric analysis and visualization-centric analysis.

143



144 summary and perspectives

I then provided an overview of small-scale and data-driven graph-
ics. There, I discussed three de�nitions: sparklines, word-scale visual-
izations and micro visualization. All three propositions agree and hy-
pothesize that data-driven, word-scale graphics can complement the
content with for example additional information. I then presented
the limited set of already available designs of word-scale visualiza-
tions from the literature such as Gestaltlines ( ), Separation
Plots ( ), and SportLines ( ). These designs are then
contrasted with the limited use of word-scale visualizations in the
wild.

Clearly a better understanding of word-scale visualizations was
needed, after such a limited set of designs and uses. I presented
an exploratory study on the use of word-scale visualizations in text
document. The study culminated into a rich set of different types
of graphic designs, data provenance, and connections between text,
graphics, and data. It also provided insights into potential interaction
uses and for what purposes word-scale visualizations can be used. A
major contribution of this study was a set of three application goals
for embedding word-scale visualizations: supporting the content, ex-
tending the content, and going beyond the content. We also provided
a clearer de�nition of what a word-scale visualization is:

Word-scale visualizationsare graphical encodings of data that are
roughly word-size—ranging from the size of a single character to

several words. They are placed in context with text.

The study also lead us to rethink what an entity is and its function
in relation to the word-scale visualizations.

An entity is a concrete piece of text, that can have associated
metadata. The entity serves as a way to link the word-scale

visualization to the text and can serve as the visualization's legend
or caption. A word-scale visualization can have multiple entities. If
the word-scale visualization has an associated entity it is typically
marked using font color or a frame. If the word-scale visualization
has no marked entities, then the visualization is associated with the

sentence or the paragraph depending on its positioning.

When word-scale visualizations have been designed and their use
determined, they have to be integrated suitably into the text. The inte-
gration into the text is dependent on the media the word-scale visual-
izations are to be embedded in, can the text be re�owed, is it possible
to add inter-line space etc. These considerations determine what the
possible placement options are. In Chapter 5 I propose three place-
ment contexts of integration: strong-context, weaker context and the
out-of-context placement. I further investigated the strong context,
thereby proposing a design space of placement options. The main
placement options are the top position—over the entity, the right
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position—to the right of the entity, and the baseline position—the
word-scale visualization is placed as an overlay over the entity. I then
discussed the implications for each of these placement options. Based
on the results of a quantitative study consisting of a simulation-based
computational analysis, I suggest to place word-scale visualizations
whenever possible into the inter-line space. If this is not possible and
the goal is to save space, placing word-scale visualizations to the right
(usually) is the right way to go.

Past examples of word-scale visualizations are mostly static and in-
teraction was not considered. However, nowadays a lot of text can be
accessed digitally, therefore opening the door for using word-scale vi-
sualizations in combination with interaction. For example, interaction
can help to provide word-scale visualizations on demand, or to help
to re�ne or modify what can be seen in the visualizations. In Chap-
ter 6, I proposed a design space of where interaction can be captured,
why interaction is useful for word-scale visualizations, what possi-
ble interaction techniques are available, and what the possible scope
of these interactions is. Moreover, I introduced a set of new interac-
tion techniques that enable important analysis tasks like searching
for trends and comparing word-scale visualizations which, until now,
have been dif�cult to perform across word-scale visualizations in a
document. These interaction techniques help collecting, arranging,
and comparing word-scale visualizations embedded in documents.
I also show how readers can use these techniques to analyze docu-
ments and navigate within them. Chapter 6 concludes with sugges-
tions on how word-scale visualizations can be used to transition from
a document-centric analysis to a visualization-centric analysis.

Until this point it was not clear how word-scale visualizations em-
bedded in text would affect reading behavior. No past research has
investigated if readers look at embedded word-scale visualizations, if
they disturb the reading process, if the word-scale visualizations help
to better understand the text, and if parts of the text are more memo-
rable than without embedded visualizations. Therefore, I investigated
how reading behavior was affected when a sentence with one word-
scale visualization was presented depending on their placement. The
study results suggest that the participants did not prefer one place-
ment. They also seem to not neglect word-scale visualizations but use
its information to answer questions even when the information in the
word-scale visualization contradicts the information found in the text.
This could suggest that participants remembered the embedded visu-
alizations more than the text, when asked to answer questions. I also
illustrate how further studies may look like to investigate more sub-
stantial text with multiple embedded word-scale visualizations. There
are clearly more studies needed to better understand how word-scale
visualizations affect reading behavior.
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Currently, the amount of time necessary to manually create and in-
tegrate word-scale visualizations into a document is very high—with
individual visualizations taking orders of magnitude more time to
author than raw text. However, simple authoring tools could make
the process of creating and integrating word-scale visualizations con-
siderably easier by streamlining or even automating portions of the
creation and placement process. Therefore, I proposed design consid-
eration for the design of word-scale visualization authoring tools. A
word-scale visualization authoring tool needs a mechanism to either
select existing designs or to support the process of creating new de-
signs. Then, it needs a way to select entities and to associate pieces of
text to word-scale visualizations. Furthermore, the data represented
in the word-scale visualization needs to be selected or linked to it.
And �nally after the word-scale visualization with the appropriate
data has been created it has to be integrated and placed into the text.
For each of these design considerations tools are necessary to provide
a successful word-scale visualization authoring tool.

To provide inspiration for using word-scale visualizations I dis-
cussed and sketched an original application of word-scale visualiza-
tions. Word-scale visualizations provide a lightweight way of shar-
ing important pieces of information from personal digital notes, and
can support awareness and decision making without requiring family,
friends and collaborator to reveal their raw notes.

10.2 perspectives

As mentioned earlier, this thesis was also a way to identify and de�ne
relevant research directions. I now illustrate three of these research
directions.

10.2.1 Integration of Word-Scale Visualizations

In Chapter 4 I reported on a study on authoring and using word-
scale visualizations, however their integration was less of a goal as
the study participants had clear guidelines on where to place them.
As I did not emphasize the integration aspect some of the designs
were not adapted to be used within dense text. Therefore, I suggest
to do further studies where this time the study participants focus
speci�cally on the integration. One approach is to use a similar de-
sign setup as for the study in Chapter 4. Thus, I propose to use again
Wikipedia text, but in addition I prepare the data, the intent for the
use of the word-scale visualizations and propose more diverse design
examples to jump start the creation of designs. The idea is that par-
ticipants will pass more time on the integration than on the design
of word-scale visualizations. The study brief would clearly describe
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Figure 10.1: From left to right: Document with embedded word-scale visual-
izations. Word-scale visualizations collected around an entity of
interest with text visible. Small multiples without text. A single
visualization.

that the end goal of their work is to have word-scale visualizations
embedded in text ready for common users to be used.

Moreover, building on the work presented in Chapter 4, I plan to
study several aspects of word-scale visualization integration more
closely. In particular, I plan to focus on interfaces that will make it
easier to design, create, and integrate word-scale visualizations into
documents both during and after authoring.

10.2.2 Evaluation of Word-Scale Visualizations

Chapter 7 clearly demonstrated that future studies are needed to bet-
ter understand how word-scale visualizations are perceived by read-
ers. Especially, empirical research on how word-scale visualizations
affect reading behavior is needed. I only evaluated the setting of a
single sentence with a single word-scale visualization. Having more
substantial text with multiple word-scale visualizations is a must to
better understand the effects of word-scale visualizations. The key to
these future studies will be to use eye tracking to provide valuable
insights on the reading process of texts with embedded word-scale
visualizations. Moreover, better understanding how word-scale visu-
alizations affect memorability and text comprehension could provide
insights on the bene�ts of having text with word-scale visualizations.

10.2.3 Transitioning from Document-Centric to Visualization-Centric Anal-
ysis using Word-Scale Visualizations

At the start of this dissertation and at the end of Chapter 6 I promoted
word-scale visualizations as a �rst step towards bridging the gap be-
tween document-centric analysis and visualization-centric analysis
(see Figure 10.1). Thus, exploring different paths on how to transi-
tion from a text with word-scale visualizations to more substantial
overview visualizations is another very interesting research direction.
As has been documented by Jänicke et al. [82] humanities scholars are
keen to be able to switch between a document-centric view on their
source text to a visualization-centric view where the text is abstracted
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and for example entities can be explored without the rigid frame of a
text.

10.3 conclusion

I believe that the research on small, contextual and data-driven graph-
ics embedded in text is far from being done. The various design con-
siderations for designs, placement, interaction, and authoring tools
introduced in this thesis facilitates further investigations of these as-
pect of word-scale visualizations. Having appropriate word-scale vi-
sualizations authoring tools for both designers and non-designers for
example for Wikipedia would certainly be useful to promote the use
of word-scale visualizations more broadly.

The design space of small, contextual and data-driven graphics is
so far largely unexplored. More empirical results are needed to con-
�rm the validity and the bene�ts of using word-scale visualizations
in text. The exploration of this design space is mainly limited by the
creativity of the designers and researcher that will adventure into this
direction. In summary, this dissertation contributes to the understand-
ing of the value and usefulness of small, contextual and data-driven
graphics for Information Visualization.
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156 use and design of small contextual visualizations

Figure A.6: Curated “Human Body” Wikipedia article (part 1).
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Figure A.8: Curated “Human Body” Wikipedia article (part 3).
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Figure A.9: Curated “Human Body” Wikipedia article (part 4).
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Figure A.11: Curated “Zurich” Wikipedia article (part 2).
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a.2 questionnaire

Figure A.13: Questionnaire given to the participants at the beginning of the
use and design study.
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a.3 designs by the study participants
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01 1 1 0 0 1 0 0 0 0 0 0 1 0 0 0 0 proximity

02 1 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 proximity

03 1 1 0 0 1 0 0 0 0 0 0 1 0 0 0 0 proximity

04 1 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 proximity

05 1 0 0 1 1 0 0 0 0 0 0 1 0 0 0 1 wikipedia
link

1 1

06 1 1 0 0 0 0 0 0 1 0 0 0 0 1 0 1 wikipedia
link

1 2

07 1 1 0 0 0 0 0 0 1 0 0 0 0 1 0 1 wikipedia
link

1 1

08 1 1 0 0 0 1 0 0 0 0 0 1 0 0 0 0 proximity

09 1 1 0 0 1 0 0 0 0 0 0 1 0 0 0 0 proximity

10 1 1 0 0 0 0 0 0 1 0 0 1 0 0 0 0 proximity

11 1 1 0 0 0 0 0 0 1 0 0 1 0 0 0 1 wikipedia
link

1 1

12 1 1 0 0 0 1 0 0 0 0 0 1 0 0 0 0 proximity

13 1 0 1 0 0 0 0 1 0 0 0 1 0 0 0 0 proximity

14 1 0 1 0 0 0 0 1 0 0 0 1 0 0 0 0 proximity

15 1 0 0 1 1 0 0 0 0 0 0 1 0 0 0 1 wikipedia
link

1 2

16 1 1 0 0 1 0 0 0 0 0 0 1 0 0 0 0 proximity

17 1 1 0 0 0 1 0 0 0 0 0 1 0 1 0 0 proximity
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18 1 0 0 1 0 1 0 0 0 0 0 1 0 0 0 1 wikipedia
link

1 1

19 1 0 1 0 1 0 0 0 0 0 0 1 0 0 0 0 proximity

20 1 1 0 0 1 0 0 0 0 0 0 1 0 0 0 0 proximity

21 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

22 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 wikipedia
link

1 1

23 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 proximity

24 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 font color 3 9

25 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

26 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 background
color

2 3

27 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 background
color

2 3

28 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 background
color

2 3
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29 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 background
color

2 6

30 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 wikipedia
link

3 3

31 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

32 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

33 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

34 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 font color 1 2

35 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 1 font color 1 3

36 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 underlined
and font
color

3 11

37 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 font color 1 3

38 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 font color 1 2

39 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 font color 1 2
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40 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 font color 1 2

41 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 font color 1 2

42 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 font color 2 8

43 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 font color 1 1

44 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 font color 2 9

45 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 font color 1 1

46 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 font color 1 4

47 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

48 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

49 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 font color 1 14

50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 font color 1 13

51 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 font color 1 14
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52 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 font color 4 5

53 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 font color 5 6

54 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 frame 1 2

55 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 frame 1 5

56 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 frame 1 5

57 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 wikipedia
link

1 1

58 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 frame 1 4

59 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 wikipedia
link

1 2

60 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 frame 1 7

61 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 frame 1 6

62 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 frame 1 3

63 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 frame 1 2

64 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 frame 1 2

65 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 frame 1 17
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66 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 frame 1 3

67 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 frame 1 4

68 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 frame 1 7

69 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 frame 1 9

70 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 frame 1 6

71 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 frame 1 3

72 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 frame 1 13

73 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 frame 1 2

74 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 frame 1 3

75 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 frame 1 1

76 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 frame 1 1

77 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 frame 1 1

78 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 frame 1 11
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79 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 frame 1 10

80 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 frame 1 1

80 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 frame 1 1

82 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 frame 1 3

83 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 frame 1 3

84 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 frame 1 19

85 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 frame 1 2

86 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 frame 1 20

87 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 frame 1 1

88 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 frame 1 1

89 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 frame 1 1

90 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 frame 1 2
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91 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 background
color

3 17

92 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 background
color

3 5

93 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 underlined 1 9

94 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

95 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 background
color

2 23

96 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

97 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

98 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

99 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

100 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

101 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

102 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

103 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

104 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity
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105 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

106 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 proximity

107 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

108 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

109 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

110 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 wikipedia
link

1 2

111 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 wikipedia
link

1 2

112 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

113 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 underlined 1 1

114 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 underlined 1 2

115 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 underlined 1 2

116 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 underlined 1 2

117 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 underlined 1 1
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118 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

119 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 underlined 2 3

120 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

121 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 underlined 1 1

122 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 wikipedia
link

1 1

123 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 wikipedia
link

1 1

124 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 wikipedia
link

1 1

125 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 wikipedia
link

1 1

126 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 wikipedia
link

1 1

127 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 wikipedia
link

1 1

128 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

129 110 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

130 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity
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131 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 wikipedia
link

1 2

132 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 wikipedia
link

1 1

133 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 wikipedia
link

1 2

134 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

135 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 wikipedia
link

1 1

136 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

137 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

138 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

139 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 wikipedia
link

3 5

140 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

141 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

142 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 wikipedia
link

1 1

143 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 wikipedia
link

1 1

144 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 wikipedia
link

1 1

145 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 wikipedia
link

1 2

146 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 wikipedia
link

1 2

147 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

148 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

149 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

150 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity
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151 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

152 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

153 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

154 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

155 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

156 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

157 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

158 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

159 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 proximity

160 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 proximity

161 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

162 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

163 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

164 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity
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165 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

166 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

167 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

168 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

169 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

170 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

171 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 font color 3 3

172 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

173 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

174 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

175 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 wikipedia
link

1 1

176 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 wikipedia
link

1 1

177 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 wikipedia
link

1 1

178 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 underlined 4 58

179 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 frame 1 2

180 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 underlined 4 72

181 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

182 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity
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183 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

184 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

185 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

186 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

187 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

188 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

189 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

190 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

191 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 proximity

192 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 proximity

193 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

194 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 overlay

195 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

196 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity
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197 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 proximity

198 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 proximity

199 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 proximity

200 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 proximity
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b.1 sparklif icator source code

1

2 (function ( $ ) {

3

4 $.widget( 'aviz.sparkli�cator' , {

5

6 / **
7 * Default options

8 * @param {string} position - 3 available named choices: 'top', 'right', and '

baseline' OR just {top: int, left: int}

9 * @param {int} width - the width of the word-scale visualisation

10 * @param {int} height - the height of the word-scale visualisation

11 * @param {array | function} data - the data to be visualized by the word-scale

visualisation

12 * @param {boolean} paddingWidth - adds padding (horizontal) or allows overlap

between word-scale visualisation and word- scale visualisation, and word-scale

visualisation and text

13 * @param {boolean} paddingHeight - adds padding (vertical) or allows overlap between

word-scale visualisation and word-scale visualisation, and word-scale

visualisation and text

14 * @param {string} stackingOrder - 2 available named choices: 'front' and 'back',

adds the possibility ('back') to render the word-scale visualization behind the

entity (parts covered by entity) or in front ('front')

15 * @param {boolean} hoverInteraction - adds hover interaction to the entity

16 * @param {string | function} renderer - visualizes the given data for an element

17 ** /

18 options: {

19 position: 'top' ,

20 width: 100,

21 height: 50,

22 data: [],

23 paddingWidth: true,

24 paddingHeight: false,

25 stackingOrder: 'front' ,

26 hoverInteraction: false,

27 renderer: function(){},

28 },

29

30

31 / **
32 * Function that gets called when the plugin is called the first time, initialization

of the plugin

33 ** /

34 _create: function() {

35

36 var o = this.options;

37

38 // element is the text element (entity) associated with the words-scale

visualization

39 var element = this.element;

40 element.css( 'position' , 'relative' );

41 element.addClass( 'entity' );

42

43 element.wrap( "<span class='sparkli�cated'></span>" );

179



180 placing word -scale visualizations

44

45 // sparklificatedSPAN is the span which contains the word-scale visualization

span and the entity span

46 var sparklificatedSPAN = element.parent();

47 sparklificatedSPAN.css( 'position' , 'relative' );

48 sparklificatedSPAN.css( 'white � space', 'nowrap' );

49 sparklificatedSPAN.css( 'display' , 'inline � block' );
50

51 // sparklineSPAN is the the span around the word-scale visualization

52 var sparklineSPAN = $( '<span class="sparkline"></span>' );

53 sparklificatedSPAN.append(sparklineSPAN);

54

55 //set the other basic properties of the container and sparkline

56 sparklineSPAN.css( 'position' , 'absolute' );
57

58 return this;

59 },

60

61

62 / **
63 * To change one default option

64 * Example of how this function can be called: $('.name').sparklificator('option', '

renderer', 'classicSparkline')

65 * @param {string} option - the option name (position, width, height, data,

paddingWidth, paddingHeight, renderer)

66 * @param {string | function} value - the value for the option

67 ** /

68 _setOption: function(option, value) {

69 this. _super(option, value);

70 this.refresh(option);

71 },

72

73

74 / **
75 * To change multiples default options

76 * Example of how this function can be called: $('.name').sparklificator('option', {

renderer: 'classicSparkline', position: 'right'})

77 * @param {object} options - contains multiple options to be changed at once

78 ** /

79 _setOptions: function(options) {

80 this. _super(options);

81 },

82

83

84 / **
85 * Called when a default option is changed

86 * @param {string} option - the option name

87 ** /

88 refresh: function(option) {

89 var o = this.options;

90 var element = this.element;

91

92 // sparklificatedSPAN is the span which contains the word-scale visualization

span and the entity span

93 var sparklificatedSPAN = element.parent();

94

95 // sparklineSPAN is the the span around the word-scale visualization

96 var sparklineSPAN = element.next();

97

98 var newWidth = $.isFunction(o.width) ? o.width.call(this) : o.width;

99 var newHeight = $.isFunction(o.height) ? o.height.call(this) : o.height;

100

101 switch(option) {

102 case 'position' :

103 case 'paddingWidth' :

104 case 'paddingHeight' :
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105

106 this. _setNewPosition(sparklineSPAN, sparklificatedSPAN, newWidth, newHeight

);

107 break;

108

109 case 'data' :
110 case 'renderer' :

111 case 'hoverInteraction' :

112 case 'height' :

113 case 'width' :

114

115 sparklineSPAN.empty();

116

117 var data = $.isFunction(o.data) ? o.data.call(this, element[0]) : o.data;

118

119 var hoverInteraction = $.isFunction(o.hoverInteraction) ? o.

hoverInteraction.call(this, element[0]) : o.hoverInteraction;

120

121 o.renderer.call(this, sparklineSPAN, newWidth, newHeight, hoverInteraction,

data);

122

123 this. _setNewPosition(sparklineSPAN, sparklificatedSPAN, newWidth, newHeight

);

124 break;

125 }

126 },

127

128

129 / **
130 * Recomputes and sets the position of the word-scale visualization using the current

settings.

131 * IMPORTANT: divs/spans that are sparklificated need to be visible (NOT display:

none), as some of the calculations are based on the divs being connected in the

DOM.

132 * @param {object} sparklineSPAN - the container in which the word-scale

visualization is drawn.

133 * @param {object} sparklificatedSPAN - the outside span holding both the word-scale

visualization and entity spans.

134 * @param {int} width - the width of the word-scale visualization from the current

setting

135 * @param {int} height - the height of the word-scale visualization from the current

setting

136 ** /

137 _setNewPosition: function(sparklineSPAN, sparklificatedSPAN, width, height) {

138

139 var o = this.options;

140 var elementSPAN = this.element;

141

142 // set the top position of the sparklineSPAN to 0, to guarantee a consistent

calculation of the difference between sparklineSPAN and elementSPAN position

143 sparklineSPAN.css( 'top' , 0 + 'px' );

144

145 // height of the text element bounding box

146 var fontSize = elementSPAN[0].offsetHeight;

147

148 // width of the text element bounding box

149 var lengthOfEntity = elementSPAN[0].offsetWidth;

150

151 // line-height of the text element

152 var currentLineHeight = parseFloat($(elementSPAN[0]).css( 'line � height' ));

153

154 // because the postion can be a function

155 var newPosition = $.isFunction(o.position) ? o.position.call(this, elementSPAN

[0]) : o.position;

156
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157 // set the width and height of the sparklineSPAN to guarantee consistent widht

and height

158 sparklineSPAN.width(width);

159 sparklineSPAN.height(height);

160

161 var xOffset = 0;

162 var yOffset = 0; // the y position of the top edge

163 var marginTop = 0;

164 var marginRight = 0;

165 var marginLeft = 0;

166 var marginBottom = 0;

167

168

169 // yOffset for top position of the elementSPAN and the sparklineSPAN

170 var topPosSpanToSpark = elementSPAN[0].getBoundingClientRect().top;

171 var topPosSpark = sparklineSPAN[0].getBoundingClientRect().top;

172

173 // difference between top positions of the 2 containers

174 var diffTopPos = topPosSpanToSpark - topPosSpark;

175

176 // difference between right positions of the 2 containers

177 var diffTopPosRight = (topPosSpanToSpark + fontSize) - (topPosSpark + height);

178

179

180 // calculate length of nbsp (space between entity and sparkline)

181 var tmpNBSPNode = $( '<span display=none></span>' ).append( '&nbsp;' );

182 sparklificatedSPAN.append(tmpNBSPNode);

183 var lengthOfNBSP = tmpNBSPNode[0].offsetWidth;

184 tmpNBSPNode.remove();

185

186

187 if (newPosition === 'top' ){

188 yOffset = diffTopPos - height;

189 } else if (newPosition === 'right' ) {

190 xOffset = +lengthOfEntity + lengthOfNBSP;

191 yOffset = diffTopPosRight;

192 } else if (newPosition === 'baseline'){
193 yOffset = diffTopPosRight;

194 } else if (newPosition === 'left' ){

195 xOffset = -width - +lengthOfNBSP;

196 yOffset = diffTopPosRight;

197 } else if (newPosition === 'below' ){

198 yOffset = diffTopPos + fontSize;

199 } else if ($.isPlainObject(o.position) || $.isFunction(o.position)) {

200 xOffset = newPosition.left;

201 yOffset = newPosition.top;

202 } else {

203 console.log( 'PROBLEM: your option for POSITION (' + newPosition + ') is not a
function or a valid default option' );

204 }

205

206

207 marginTop = o.paddingHeight ? Math.max(-(yOffset-diffTopPos) - (currentLineHeight

- fontSize), 0) :0

208 marginRight = o.paddingWidth ? Math.max(xOffset + width - lengthOfEntity, 0) : 0;

209 marginLeft = o.paddingWidth ? Math.max(-xOffset, 0) : 0;

210 marginBottom = o.paddingHeight ? Math.max(yOffset - (currentLineHeight - fontSize

), 0) : 0;

211

212 sparklineSPAN.css( 'top' , yOffset + 'px' );

213 sparklineSPAN.css( 'left' , xOffset + 'px' );

214 sparklificatedSPAN.css( 'margin � top' , marginTop);

215 sparklificatedSPAN.css( 'margin � right' , marginRight);

216 sparklificatedSPAN.css( 'margin � left' , marginLeft);

217 sparklificatedSPAN.css( 'margin � bottom' , marginBottom);

218
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219

220 var currentIndex = 2;

221 this.element.css( 'z� index' , currentIndex);

222 if (o.stackingOrder === 'front' ) {

223 var upOne = currentIndex + 1;

224 sparklineSPAN.css( 'z� index' , upOne);

225 } else if (o.stackingOrder === 'back' ) {

226 var downOne = currentIndex - 1;

227 sparklineSPAN.css( 'z� index' , downOne);

228 }

229 },

230

231 / **
232 * Removes all the DOM objects added by the sparklificator

233 ** /

234 destroy: function() {

235 var element = this.element;

236

237 element.next().next().remove();

238 element.next().remove()

239 element.unwrap();

240

241 this. _destroy();

242 },

243

244 });

245

246 }( jQuery ));

Source Code B.1: File “jquery.sparkli�cator.js” from the jQuery Sparkli-
�cator library.

1 / **
2 * Builds a classic sparkline (word-scale visualization) without or with interaction.

3 * this.element and this.options is alvailable in the renderer if needed

4 * @param {string} sparkSpan - the container where the word-scale visualization is placed

5 * @param {int} width - width of the word-scale visualization

6 * @param {int} height - height of the word-scale visualization

7 * @param {boolean} interaction - hover interaction for this word-scale visualization or

not

8 * @param {array} data - word-scale visualization's array of data

9 ** /

10 function classicSparkline(sparkSpan, width, height, interaction, data) {

11

12 var circleRadius = 3;

13 var o = this.options;

14

15 var margin = {top: 0, right: 0, bottom: 0, left: 0},

16 widthVis = width - margin.left - margin.right,

17 heightVis = height - margin.top - margin.bottom;

18

19 var sparkContainer = d3.select(sparkSpan.get(0));

20 sparkContainer.append( 'svg' );
21

22 var x = d3.scale.linear()

23 .domain([0, data.length-1])

24 .range([0, widthVis-circleRadius]);

25

26 var y = d3.scale.linear()

27 .domain([0, d3.max(data, function(d) { return d })])

28 .range([heightVis-circleRadius, circleRadius]);

29
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30 var xAxis = d3.svg.axis()

31 .scale(x)

32 .orient( 'bottom' );

33

34 var yAxis = d3.svg.axis()

35 .scale(y)

36 .orient( 'left' );

37

38 var line = d3.svg.line()

39 .x(function(d, i) { return x(i); })

40 .y(function(d) { return y(d); });

41

42 var chart = sparkContainer.select( 'svg' )
43 .style( 'position' , 'absolute' )
44 .attr( 'width' , widthVis + 'px' )

45 .attr( 'height' , heightVis + 'px' );

46

47 // select sparklificatedSPAN, as the entity might be longer than the word-scale

visualization

48 var entity = $(sparkSpan).closest($( '.sparkli�cated' ));

49 if (interaction) {

50 entity.on( 'mouseover' , fade(1))

51 .on( 'mouseout' , fade(0.1));

52 }

53

54 var gChart = chart.append( 'g' )

55 .attr( 'transform' , 'translate(' + margin.left + ',' + margin.top + ')' );

56

57 gChart.append( 'g' )

58 .attr( 'class', 'x axis' )
59 .attr( 'transform' , 'translate(0,' + heightVis + ')' );

60

61 gChart.append( 'g' )

62 .attr( 'class', 'y axis' );

63

64 gChart.append( 'path' )

65 .datum(data)

66 .attr( 'class', 'sparkline' )

67 .attr( 'd' , line)

68 .style( '�ll' , 'none' )
69 .style( 'stroke' , 'grey' )

70 .style( 'stroke� width' , '2px' );
71

72 gChart.append( 'circle' )

73 .style( '�ll' , 'red' )

74 .attr( 'r' , circleRadius)

75 .attr( 'cx' , x(data.length - 1))

76 .attr( 'cy' , y(data[data.length - 1]));

77

78 if (!interaction) {

79 gChart.style( 'opacity' , 1.0);

80 } else {

81 gChart.style( 'opacity' , 0.1);

82 }

83

84 // Returns an event handler for fading in the sparkline graph.

85 function fade(opacity) {

86 return function(g, i) {

87 chart.select( 'g' )

88 .transition()

89 .style( 'opacity' , opacity);

90

91 var textOpacity = 0.25;

92 if (opacity == 0.1) { textOpacity = 1; }

93

94 d3.select($(sparkSpan).siblings( '.entity' )[0]).style( 'opacity' ,textOpacity)
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95 };

96 }

97 }

98

99

100 / **
101 * Builds a bar chart (word-scale visualization)

102 * this.element and this.options is alvailable in the renderer if needed

103 * @param {string} sparkSpan - the container where the word-scale visualization will be put

in

104 * @param {int} width - width of the word-scale visualization

105 * @param {int} height - height of the word-scale visualization

106 * @param {boolean} interaction - hover interaction for this word-scale visualization or

not

107 * @param {array} data - word-scale visualization's array of data

108 ** /

109 function barChart(sparkSpan, width, height, interaction, data) {

110

111 var o = this.options;

112

113 var margin = {top: 0, right: 0, bottom: 0, left: 0},

114 widthVis = width - margin.left - margin.right,

115 heightVis = height - margin.top - margin.bottom;

116

117 var barWidth = 5;

118

119 // clipping data array

120 var newData = data;

121 var newLength = Math.floor(width/barWidth);

122 if (newLength < data.length) {

123 newData = data.slice(0,newLength);

124 }

125

126 var sparkContainer = d3.select(sparkSpan.get(0));

127 sparkContainer.append( 'svg' );
128

129 var y = d3.scale.linear()

130 .domain([0, d3.max(newData, function(d) { return d })])

131 .range([0, heightVis]);

132

133 var chart = sparkContainer.select( 'svg' )
134 .style( 'position' , 'absolute' )
135 .attr( 'width' , widthVis)

136 .attr( 'height' , heightVis)

137 .attr( 'class', 'barChart' );

138

139 // select sparklificatedSPAN, as the entity might be longer than the word-scale

visualization

140 var entity = $(sparkSpan).closest($( '.sparkli�cated' ));

141 if (interaction) {

142 entity.on( 'mouseover' , fade(1))

143 .on( 'mouseout' , fade(0.1));

144 }

145

146 var bar = chart.selectAll( 'g.bar' )
147 .data(newData);

148

149 var gBar = bar.enter().append( 'g' )

150 .attr( 'class', 'bar' )

151 .attr( 'transform' , function(d, i) { return 'translate(' + i * barWidth + ',' + (heightVis

- y(d)) + ')' ; });

152

153 gBar.append( 'rect' )
154 .attr( 'width' , barWidth - 2)

155 .attr( 'height' , function(d) { return y(d); });

156
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157 if (!interaction) {

158 gBar.select( 'rect' ).style( 'opacity' , 1.0);

159 } else {

160 gBar.select( 'rect' ).style( 'opacity' , 0.1);

161 }

162

163 bar.attr( 'transform' , function(d, i) { return 'translate(' + i * barWidth + ',' + (heightVis

- y(d)) + ')' ; });

164 bar.select( 'rect' ).attr( 'height' , function(d) { return y(d); });

165

166 bar.exit().remove();

167

168 // Returns an event handler for fading in the sparkline graph.

169 function fade(opacity) {

170 return function(g, i) {

171 chart.selectAll( 'rect' )
172 .transition()

173 .style( 'opacity' , opacity);

174

175 var textOpacity = 0.25;

176 if (opacity == 0.1) { textOpacity = 1; }

177

178 d3.select($(sparkSpan).siblings( '.entity' )[0]).style( 'opacity' ,textOpacity)

179 };

180 }

181 }

182

183

184 / **
185 * Builds a pie chart (word-scale visualization)

186 * this.element and this.options is alvailable in the renderer if needed

187 * @param {string} sparkSpan - the container where the word-scale visualization will be put

in

188 * @param {int} width - width of the word-scale visualization

189 * @param {int} height - height of the word-scale visualization

190 * @param {boolean} interaction - hover interaction for this word-scale visualization or

not

191 * @param {array} data - word-scale visualization's array of data

192 ** /

193 function pieChart(sparkSpan, width, height, interaction, data) {

194

195 var o = this.options;

196

197 var margin = {top: 0, right: 0, bottom: 0, left: 0},

198 widthVis = width - margin.left - margin.right,

199 heightVis = height - margin.top - margin.bottom;

200

201 var radius = Math.min(widthVis, heightVis) / 2;

202

203 var color = d3.scale.ordinal()

204 .range([ "#a6cee3", "#1f78b4", "#b2df8a", "#33a02c", "#fb9a99", "#e31a1c"]);
205

206 // clipping data array

207 var newData = data;

208 if (data.length > 6) {

209 newData = data.slice(0,6);

210 }

211

212 var arc = d3.svg.arc()

213 .outerRadius(radius - 2)

214 .innerRadius(0);

215

216 var pie = d3.layout.pie()

217 .sort(null)

218 .value(function(d) { return d; });

219
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220 var sparkContainer = d3.select(sparkSpan.get(0));

221 sparkContainer.append( 'svg' );
222

223 var chart = sparkContainer.select( 'svg' )
224 .style( 'position' , 'absolute' )
225 .attr( 'width' , widthVis)

226 .attr( 'height' , heightVis);

227

228 // select sparklificatedSPAN, as the entity might be longer than the word-scale

visualization

229 var entity = $(sparkSpan).closest($( '.sparkli�cated' ));

230 //var entity = $(sparkSpan).siblings($('.entity'));

231 if (interaction) {

232 entity.on( 'mouseover' , fade(1))

233 .on( 'mouseout' , fade(0.1));

234 }

235

236 var gChart = chart.append( 'g' )

237 .attr( 'transform' , 'translate(' + widthVis / 2 + ',' + heightVis / 2 + ')' );

238

239 var g = gChart.selectAll( '.arc' )
240 .data(pie(newData))

241 .enter().append( 'g' )

242 .attr( 'class', 'arc' );
243

244 g.append( 'path' )

245 .attr( 'd' , arc)

246 // .style('stroke', 'black')

247 // .style('stroke-width', '2px');

248 .style( "�ll" , function(d, i) { return color(i); });

249

250 if (!interaction) {

251 chart.selectAll( 'path' ).style( 'opacity' , 1.0);

252 } else {

253 chart.selectAll( 'path' ).style( 'opacity' , 0.1);

254 }

255

256 // Returns an event handler for fading in the sparkline graph.

257 function fade(opacity) {

258 return function(g, i) {

259 chart.selectAll( 'path' )

260 .transition()

261 .style( 'opacity' , opacity);

262

263 var textOpacity = 0.25;

264 if (opacity == 0.1) { textOpacity = 1; }

265

266 d3.select($(sparkSpan).siblings( '.entity' )[0]).style( 'opacity' ,textOpacity)

267 };

268 }

269 }

Source Code B.2: File “renderers.js” from the jQuery Sparkli�cator library.
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T O WA R D S U N D E R S TA N D I N G T H E E F F E C T S O F
W O R D - S C A L E V I S U A L I Z AT I O N S O N T H E R E A D E R

c.1 questionnaire

Figure C.1: Questionnaire given to the participants at the end of the study
(part 1).
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192 effects of word -scale visualizations on the reader

Figure C.4: Questionnaire given to the participants at the end of the study
(part 4).
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