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Le réchauffement global de la planète et ses conséquences sur les milieux naturels et les activités humaines sont une préoccupation majeure. Les effets du changement climatique ont déjà été observés sur la vigne : avancement des stades de développement, augmentation des teneurs en sucres des raisins, et donc des teneurs en alcool des vins, baisse excessive de leur acidité. Les projections du climat du futur pour la France prévoient que la hausse générale des températures devrait se poursuivre, que le nombre de jours très chauds en été devrait augmenter mais les prévisions pour la pluviométrie sont beaucoup plus incertaines. Le changement climatique devrait donc continuer à avoir des impacts sur la vigne et le vin, avec une accentuation vraisemblable du déséquilibre sucres/acides des raisins. L'utilisation de variétés de vigne différentes de celles utilisées actuellement est une des voies d'adaptation au changement climatique, et l'exploration des possibilités existantes constitue l'objet de ce travail.

J'ai pour cela caractérisé la variabilité génétique et phénotypique parmi 120 descendants de croisements entre Riesling (RI) et Gewurztraminer (GW) afin de déterminer si dans cette population il était possible de trouver des génotypes (1) qui soient assez tardifs pour mûrir dans des conditions proches de celles que nous connaissons actuellement afin de préserver leur potentiel d'acidité, voire leur potentiel aromatique (2) dont la capacité à accumuler des sucres dans les raisins soit réduite (3) dont l'acidité des raisins serait peu sensible aux températures élevées pendant la maturation des raisins. Nous avons pour cela obtenus des données sur les stades de développement pendant trois années au vignoble ainsi que sur les teneurs en sucres, les teneurs en acide malique, en acide tartrique et sur le pH des baies.

J'ai mis au point un modèle de prévision des stades de débourrement, floraison et véraison du RI et du GW utilisant uniquement les températures de l'air. L'utilisation de ce modèle avec des données simulant le climat du futur pour le poste de Colmar a permis de quantifier la hausse possible des températures pendant la maturation des raisins. La moyenne des températures maximales pendant les 35 jours qui suivent la véraison du GW pourrait ainsi atteindre 31 °C à l'horizon 2073-2099 au lieu de 24 °C actuellement.

Les paramètres du modèle de développement ont été déterminés pour des variétés des collections de l'INRA Colmar ainsi que pour les génotypes de la population RIxGW. Des données de génotypage de cette population pour 153 marqueurs microsatellites ont permis de calculer des cartes génétiques parentales et une carte consensus. Six QTLs (Quantitative Trait Loci) indépendants ont été détectés : deux pour la durée 15 février-débourrement, deux pour la durée débourrement-floraison, deux pour la durée floraison-véraison. Ce résultat autorise la construction d'un génotype virtuel combinant les caractéristiques des génotypes réels ayant les durées de phase les plus longues. Même
avec ce génotype virtuel, il n’est pas possible de retrouver dans le futur des conditions de températures pendant la maturation des raisins similaires à celles que nous connaissons actuellement.

Les intervalles de confiance pour la position des QTLs ont été positionnés sur la séquence complète du génome de la vigne (PN40024, 12x). Des gènes candidats susceptibles de participer à la variabilité génétique des durées de phase de développement ont ainsi été identifiés. On peut citer pour la floraison FT sur le chromosome 7, FLC2 ainsi qu’un gène de type CONSTANS sur le chromosome 14. Pour la véraison, deux gènes impliqués dans les réponses à l’acide abscissique (ABA) ou aux sucres sont proposés: un récepteur d’ABA sur le chromosome 16 et VvMSA, gène la famille ASR (« ABA, stress, ripening-related ») sur le chromosome 18.

Pour l’évaluation de la variabilité génétique pour la capacité à accumuler des sucres et pour l’acidité des raisins, trois années de suivi bi-hebdomadaires de la maturation des raisins pour les parents RI et GW ont permis de justifier l’intérêt d’un prélèvement à une somme de température fixe après la véraison pour la population RLxGW. Cette méthodologie permet de différencier l’effet des stades de développement et du rapport fruit/feuille des plantes sur les teneurs en sucres finales des raisins. Un QTL pour la capacité à accumuler des sucres a ainsi pu être détecté.

Une forte variabilité génétique pour le pH, les teneurs en acide malique ([Malique]) et en acide tartrique ([Tartrique]) a été mise en évidence, aussi bien pour des baies vertes à la véraison, que des baies prélevées 230 °C.d plus tard. Il existe en particulier une ségrégation pour le ratio [Tartrique]/[Tartrique]+[Malique], ce qui est potentiellement utile dans le cadre de l’adaptation au changement climatique. En effet j’ai montré grâce aux cinétiques sur les parents que les quantités d’acide tartrique par baie sont constantes pendant la maturation, alors que celles d’acide malique décroissent d’autant plus rapidement que les températures sont élevées. Un ratio [Tartrique]/[Tartrique]+[Malique] élevé réduit par conséquent les variations d’acidité en fonction des températures, et peut donc être vu comme un critère d’adaptation au changement climatique. Des QTLs pour ce caractère ont été mis en évidence.

Il apparaît en conclusion que la variabilité génétique pour les paramètres de l’acidité des raisins est la principale voie à valoriser pour l’adaptation de la vigne au changement climatique.
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I. Introduction

A. Contexte

La culture de la Vigne occupait dans le monde 7 528 000 ha en 2012 (OIV 2013). La production de raisins, avec 67,1 Mt est l'une des principales productions de fruits dans le monde, derrière celle de pastèques (105,4 Mt), de bananes (102,0 Mt), de pommes (76,4 Mt) et d'oranges (68,2 Mt) (Faostat 2012). Sur le plan de la valeur ajoutée en revanche, elle occupe la première place (38 337 millions $) devant la production de pomme (31 884 millions $) (Faostat 2012). Ces raisins sont consommés directement (environ 30 % de la production), utilisés en raisins secs (moins de 2 % de la production) ou pour la fabrication de jus mais l'essentiel est transformé en vins.


La France occupe régulièrement la place de premier producteur mondial, en compétition avec l'Italie, et l'Espagne depuis 2013. Avec 786 758 ha (Agreste 2012), La vigne destinée à la production de vins occupe environ 3 % de la surface agricole utile des exploitations mais contribue pour 15,5 % à la valeur ajoutée de l'agriculture (INSEE 2013). La filière viti-vinicole fournit plus de 250 000 emplois directs (FranceAgrimer 2013), elle est le premier secteur agroalimentaire exportateur Français, et le deuxième excédent de la balance commerciale de la France derrière l'industrie aéronautique (FEVS 2013).

La culture de la vigne ne saurait cependant se résumer à ce poids économique indéniable. La vigne et le vin font partie d'un patrimoine culturel que peuvent s'approprier tous les citoyens sur l'ensemble du territoire métropolitain. Bien que sa consommation recule régulièrement, le vin fait partie du patrimoine culinaire national et véhicule l'image d'un certain art de vivre de la France dans le monde. La vigne, quant à elle, a façonné des régions entières et des multitudes de paysages. Un recul significatif de la production vitivinicole, que ce soit pour des raisons économiques ou techniques, n'aurait pas seulement des conséquences financières mais poserait également des problèmes d'utilisation du territoire, réduirait l'attrait touristique de certaines régions et constituerait un accroc dans un patrimoine culturel collectif.

L'évolution de la production de vins en France dépend de la demande mondiale, de la compétitivité des entreprises sur les marchés, de la réglementation en place, mais aussi de contraintes techniques. Les conditions de sol et de climat, la pression parasitaire, déterminent la quantité et le type de raisins, et donc de vins, que peut produire un vignoble. Une modification des conditions de
production peut donc altérer la capacité d'un vignoble à répondre à une demande des marchés, ou, vu sous un autre angle, peut amener à produire des vins qui ne trouveraient pas d'acheteurs.

Les effets des changements climatiques se font sentir sur toute la planète et les activités agricoles, y compris la viticulture, y sont particulièrement sensibles. Si l'homme peut dans une certaine mesure agir sur les caractéristiques des sols, avec la fertilisation par exemple, et contrôler des parasites par des méthodes chimiques ou biologiques, il est beaucoup plus démuni en cas de modifications des conditions climatiques. L'adaptation de la culture de la vigne et de la production de vins aux conditions climatiques du futur est à l'heure une des préoccupations majeures du monde viti-vinicole. L'augmentation des teneurs en CO₂ de l'air, des températures, et/ou une modification du régime des pluies, peuvent significativement modifier le profil des vins produits, rendre la culture de la vigne impossible mais aussi offrir de nouvelles possibilités.

Après une présentation de la physiologie de la vigne, je ferai un bilan des effets possibles des changements climatiques sur le fonctionnement de la vigne et sur les caractéristiques des vins et j'envisagerai les voies d'adaptation possibles. J'analyserai ensuite comment la variabilité génétique existante peut être utilisée dans les processus d'adaptation, avec une attention particulière pour le vignoble alsacien.

B. La vigne: biologie et écophysiologie

1. Un peu d'histoire

La vigne cultivée (Vitis vinifera L. subsp vinifera) est une liane. Elle appartient au genre Vitis qui comprend environ 60 espèces, inter-fertiles entre elles, et qui serait originaire d'Asie (Peros et al. 2011). Ce genre fait lui-même partie de la famille des Vitaceae (Galet 1998). La vigne cultivée a été domestiquée à partir de l'espèce sauvage Vitis vinifera L. subsp sylvestris. Par rapport à son ancêtre, la vigne cultivée est hermaphrodite et produit des baies plus grosses et moins acides. L'histoire de la domestication n'est pas connue avec précision mais les plus anciennes traces de vins, trouvées dans le Nord de l'Iran, datent du néolithique, soit 5400-5000 ans avant JC (McGovern et al. 1996). Des graines de vignes domestiquées datant de 8000 ans avant JC aurait été découvertes en Turquie et en Géorgie (cité par This et al. 2006). En France, des traces de fabrication de vin datant d'environ 452-400 années avant JC ont été découvertes dans le Sud de la France (McGovern et al. 2013), tandis que des importations d'origine Etrusque sur le même site ont pu être datées des années 500-475 avant JC.
2. Organes et organisation de la plante

La vigne est une plante pérenne qui produit chaque année des rameaux herbacés dont les feuilles sont alternes et la croissance indéterminée. Ces feuilles sont insérées au niveau de renflements du rameau, les nœuds. L'intervalle entre deux nœuds, ou entrenœud, est appelé mérithalle. À la fin de la saison végétative, une assise subérorophellodermique (une écorce) se forme, les rameaux brunissent, leur teneur en eau diminue et les bourgeons entrent en dormance: c'est le phénomène d'aoûtement des rameaux, que l'on nomme à partir de ce moment sarments (Huglin et Schneider 1998).

Le long d'un rameau de Vitis vinifera, les nœuds portent en face des feuilles des vrilles ou des inflorescences selon un rythme régulier: un nœud portant uniquement une feuille est suivi de deux nœuds consécutifs portant une inflorescence ou une vrille. En général, ce rythme ternaire se met en place uniquement à partir du 3\textsuperscript{e} ou 4\textsuperscript{e} nœud. Le nombre d'inflorescences sur un rameau dépend de la variété et de facteurs environnementaux. Il varie entre 1 et 3 inflorescences, valeur rarement dépassée dans les vignobles.


Les inflorescences/vrilles sont initiées dans les bourgeons à l'aisselle des feuilles pendant la croissance du rameau, et leur différenciation s'arrête au moment où celui-ci entre en dormance à l'automne. La majorité des auteurs s'accorde pour dire qu'aucune ébauche florale n'est visible à l'entrée en dormance des bourgeons (Cheema et al. 1996; Huglin et Schneider 1998). Les fleurs ne commencent à se différencier qu'au moment du débourrement\textsuperscript{1}, c'est-à-dire à la reprise de la végétation, au printemps suivant.

Les fleurs hermaphrodites comportent un ovaire à deux loges de deux ovules et cinq étamines. Sauf dans le cas particulier des raisins apyrènes\textsuperscript{*}, la fécondation conduit à la formation de un à quatre pépins. L'ovaire va ensuite se développer pour devenir une baie. D'abord verte et dure, son

\textsuperscript{1} Termé expliqué dans le lexique page 124
métabolisme va profondément changer au moment de la véraison*, stade qui marque le début du processus de maturation.

On trouve plusieurs types de bourgeons sur un pied de vigne. Le bourgeon terminal du rameau fonctionne tout au long de la saison végétative en produisant feuilles et vrilles selon le rythme décrit précédemment. La croissance du rameau - la vigne est une liane - est indéterminée. L’arrêt de fonctionnement du méristème apical de ce bourgeon a lieu à la fin de l’été, d’autant plus précocement que la plante aura subi un stress hydrique intense (Hardie et Martin 2000). En l’absence de stress et de destruction mécanique de ce bourgeon, des observations personnelles sur Cabernet-Sauvignon sous serre-tunnel en 2014 montrent qu’un rameau de vigne peut produire plus de cinquante feuilles. Dans la pratique, les rameaux sont rognes mécaniquement pour contrôler le volume de la végétation.

A l’aisselle des feuilles, deux types de bourgeons se différencient au cours de la saison.

Le prompt-bourgeon peut de développer l’année même de sa formation, et produire ce qui est appelé un entrecœur*. Les entrecœurs ont un développement en général limité, très dépendant des conditions d’alimentation en eau (Lebon et al. 2006) et des compétitions trophiques au sein des organes du rameau (Lebon et al. 2004). Ils peuvent cependant contribuer pour près de 50 % de la surface foliaire totale d’une plante (Duchêne et al. 2003). Ils portent parfois de petites grappes appelées grapillons.

A côté du prompt-bourgeon, on trouve à l’aisselle des feuilles le bourgeon latent. Sauf accident, il ne déboussre pas au cours de la saison où il est initié, mais seulement au printemps de l’année suivante, d’où son nom de latent. Il comprend un méristème principal au sein duquel se différencient feuilles, inflorescences et vrilles. À la fin de la saison, à l’entrée en dormance, ce processus de différenciation s’arrête. Il y a alors entre 6 et 9 méralthalles* préformés (Huglin et Schneider 1998). Au déboussrement, ces méralthalles s’allongeront, les inflorescences poursuivront leur développement et le méristème principal reprendra son activité. Un œil latent comprend également un ou deux bourgeons secondaires, qui se dévlopperont au printemps en cas de gel du bourgeon principal par exemple. Les bourgeons secondaires peuvent cependant se développer et produire des rameaux fertiles sans qu’il y ait eu d’accident sur le bourgeon principal.

D’autres bourgeons peuvent être situés à la base des rameaux (les yeux de la couronne) ou directement sur le vieux bois. Leur développement ainsi que le nombre d’inflorescences qu’ils portent sont aléatoires. Les pousses qu’ils produisent sont appelées gourmands.

Les feuilles de vigne comportent cinq nervures principales. La variabilité des formes de feuilles est un des principaux outils permettant de caractériser et de reconnaître les variétés (OIV 2001).

Le système racinaire d’un pied de vigne a ceci de remarquable qu’il est de nature génétique différente de la partie aérienne. En effet, la solution pour lutter contre le phylloxera (Viteus vitifoliae), un insecte dont les larves se nourrissent sur les racines, a été d’utiliser du porte-greffe d’origine
américaine. Les espèces de Vitis américaines sont en effet résistantes au phylloxera sur racines, bien qu'elles soient sensibles sur feuilles. Des accessions de Vitis rupestris (Rupestris du lot) ou Vitis riparia (Gloire de Montpellier) ont été utilisées directement comme porte-greffe mais les sélectionneurs ont cherché à améliorer la tolérance au calcaire, faible dans ces espèces, en introduisant dans les croisements Vitis berlandieri ou Vitis vinifera. Outre la résistance au phylloxera, les porte-greffe se distinguent entre autres par leur tolérance au calcaire et par leur adaptation aux situations où l'alimentation en eau peut être restreinte (Corneau 1998).

3. **Le cycle de développement végétatif**

La vigne est une plante pérenne pour laquelle on peut distinguer plusieurs phases dans le cycle de développement. En hiver, les rameaux, devenus sarments sont au repos, et les bourgeons qu'ils portent sont inactifs. Après la levée de dormance et l'accumulation d'une certaine quantité de chaleur, les divisions cellulaires vont reprendre. Les bourgeons vont gonfler, passer par un stade bourgeon dans le coton, avant qu'une petite pointe de feuille ne devienne visible. C'est le débourrement (littéralement la sortie de la bourre), qui marque le début de la croissance printanière. Des feuilles vont ensuite apparaître régulièrement sur le rameau, selon un rythme suivant des sommes de températures (Duchêne 1998; Lebon et al. 2004). À partir du deuxième ou troisième nœud, des inflorescences vont être visibles en face des feuilles. Dans ces inflorescences se différencient les pièces florales. Une fois ce processus achevé, la floraison peut avoir lieu. La croissance végétative de la plante va se poursuivre en parallèle avec le développement des raisins. Les mécanismes précis de l'arrêt de croissance végétative au cours de l'été sont mal connus. Il est certain que l'alimentation en eau joue un rôle déterminant. Le suivi du développement des apex, en particulier le moment où ils arrêtent de fonctionner, a ainsi été proposé comme méthode d'évaluation des conditions d'alimentation en eau (Hardie et Martin 2000). Par ailleurs, la présence de raisins, puits importants de carbone pendant la maturation, réduit significativement le développement végétatif (Lebon et al. 2004; Pallas et al. 2008). Cependant, même en absence de stress hydrique ou de fruits, comme c'est souvent le cas en serre, un arrêt de croissance est observé, sans doute consécutif à une baisse des températures et/ou de la photopériode (Garris et al. 2009). En même temps se produit l'aouïtement des rameaux puis la sénescence et enfin la chute des feuilles. Le cycle végétatif est terminé, il reprendra au printemps suivant avec le débourrement.

4. **Le développement reproducteur: de la fleur à la baie mûre**

Les inflorescences, initiées au cours de la saison précédente, reprennent leur développement au moment du débourrement: les organes reproducteurs (ovaires, anthères) et les pièces florales vont progressivement se différencier à l'intérieur des boutons floraux. À la floraison, les pétales formant le capuchon se détachent par la base. Au moment où ce phénomène se produit, les anthères ont
quasiment toujours déversé leur contenu pollinique sur le stigmate (Staudt 1999). Bien que la vigne soit considérée comme une espèce allophone, la plupart des pépins présents dans une baie seront issus d’une autofécondation (Staudt 1999). Après la fécondation et le développement d’au moins un endosperme la baie peut se développer (Kassemeyer et Staudt 1983). En l’absence de développement d’au moins un endosperme dans le gynécée, une zone d’abscission se forme à la base du pédicelle et la fleur/ovaire tombe. Le ratio entre le nombre de baies à la récolte sur une grappe et le nombre de fleurs initialement présentes sur l’inflorescence est le taux de nouaison. L’ovaire va ensuite grandir essentiellement à partir de divisions cellulaires (Ojeda et al. 1999), en même temps que les pépins se développent. L’achèvement du développement des pépins, qui se matérialise par leur lignification, est sans doute un stade pivot dans le développement de la baie. Il est cependant très rarement observé car il nécessite des observations destructives. On observe à partir de ce stade un ralentissement voire un arrêt de la croissance de la baie (Ojeda et al. 1999). Cette phase de transition va prendre fin à la véraison, stade qui marque le début de la maturation des raisins: on observe un ramollissement par dégradation des parois cellulaires, il y a à partir de ce stade accumulation de sucres, dégradation de l’acide malique, synthèse d’anthocyanes pour les cépages colorés, et accumulation de précurseurs d’arômes. La présence à la fois d’acide abscissique et de sucres est nécessaire pour que ce processus se déclenche (Gambetta et al. 2010). Le métabolisme de la baie change alors totalement. De nombreuses études de transcriptomique ont mis en évidence des hausses ou des baisses des niveaux d’expression pour des centaines de gènes (Pilati et al. 2007; Sweetman et al. 2012; Terrier et al. 2005; Zenoni et al. 2010). Le métabolisme de la baie change profondément pendant la maturation par rapport à la période de croissance herbacée. D’un point de vue biologique le cycle de développement prend fin au moment où les pépins sont aptes à germer. D’un point de vue anthropique, il prend fin quand les niveaux de teneurs en sucres, d’acidité, de couleur, d’arômes souhaités par le viticulteur ou l’œnologue sont atteints, et que le raisin peut être récolté.

5. La composition et les caractéristiques des raisins

a) Sucrosité et acidité

Les raisins peuvent avoir plusieurs utilisations: ils peuvent être consommés en l’état (raisins de table), utilisés pour la production de jus de fruits, transformés en raisins secs ou vinifiés (raisins de cuve). Je ne considérerais ici que cette dernière catégorie.

On peut distinguer quatre grands types de vins produits directement à partir des raisins: les vins effervescents, les vins blancs secs, les vins blancs liquoreux et les vins rouges. D’autres types de boissons, comme le Cognac ou les vins doux naturels résultent de transformations ultérieures à partir de vins de base.
La teneur en alcool et l’acidité sont des paramètres essentiels communs à tous les vins de base. L'alcool des vins est issu de la transformation des sucres présents dans les raisins par les levures, essentiellement représentées par *Saccharomyces cerevisiae*. Le rendement de transformation des levures est variable mais il y a une norme qui fixe le chiffre de 16,83 g.l⁻¹ de sucres dans un moût pour obtenir 1 % v/v d'alcool dans un vin (Ribéreau-Gayon et al. 2006).

Les sucres des raisins sont, pour la variété *Vitis vinifera*, pour moitié du fructose et pour moitié du glucose. Glucose et fructose sont produits par l'hydrolyse par des invertases de saccharose importé du phloème (Davies et al. 2014). Ces hexoses, stockés dans les vacuoles, s'accumulent rapidement à partir de la véraison. Les concentrations en sucres mesurées à la récolte dépendent des variétés, des conditions climatiques de l'année et du rapport fruit feuille des plants de vigne: pour une surface foliaire donnée, les concentrations seront d'autant plus faibles que la quantité de raisins sera élevée (Dai et al. 2010; Jackson et Lombard 1993). Pour donner des ordres de grandeur, la teneur en sucres recherchée à la récolte pour des raisins destinés à l’élaboration de vins effervescents sera de l'ordre de 170 g.l⁻¹. Pour un vin liquoreux, cette teneur pourra atteindre 400 g.l⁻¹.

L'acidité est un paramètre sensorial essentiel: trop élevée les vins vont être jugés verts et agressifs, trop faible, les vins vont apparaître plats et mous. L’acidité participe également à la stabilité microbiologique des vins et à leur potentiel de vieillissement.

L'acidité des vins peut être caractérisée par une mesure de pH ou de l'acidité de titration. pH et acidité de titration dépendent des concentrations en acides organiques et des teneurs en cations des vins. La gamme de pH observée va de pH 3,1 pour un vin blanc sec de type Riesling à pH 3,9 pour un vin liquoreux de Gewurztraminer. L’acidité sera d’autant plus élevée (pH bas) que les teneurs en acides organiques seront fortes et que les teneurs en cations seront basses. Les principaux acides organiques des raisins sont l'acide malique et l'acide tartrique, qui représentent à eux seuls plus de 90 % des acides des raisins (Ruffner 1982). En fonction du type de vin recherché, l’acide malique sera ou non transformé en acide lactique au cours d’une fermentation malolactique réalisée par la bactérie *Oenococcus oeni*.

Les quantités d’acide tartrique par baie sont considérées comme constantes à partir de la véraison (DeBolt et al. 2008; Hale 1977; Iland et Coombe 1988) alors que l'acide malique est dégradé au cours de la maturation, d’autant plus rapidement que les températures sont élevées (Buttrose et al. 1971; Kiewer 1971; Salazar-Parra et al. 2010; Sweetman et al. 2014).

Pour les deux acides les concentrations baissent au cours de la maturation par un phénomène de dilution consécutif à l'augmentation du volume des baies.

Le potassium est le principal cation modulant le pH des raisins (Ribéreau-Gayon et al. 2006). En augmentant la force ionique du milieu, il réduit l'activité des ions et donc conduit à une augmentation du pH (Lobit et al. 2002). Les concentrations mesurées dans vins ou les raisins à la récolte sont de l’ordre de 1 g.l⁻¹ (Ribéreau-Gayon et al. 2006), mais peuvent dépasser 2 g.l⁻¹ (Kodur et al. 2013).
b) **Métabolisme secondaire**

Les métabolites secondaires des raisins jouent un rôle central dans les qualités organoleptiques des vins car ils sont à la base de la coloration, des arômes et de la structure des vins.

Les anthocyanes sont des composés phénoliques synthétisés, sauf pour quelques variétés, seulement dans les pellicules des raisins. Ces molécules très diverses sont à l'origine de la coloration rouge des raisins (Castellarin et al. 2014).

Les polymères de flavan-3-ols, ou tannins condensés, sont également des composés phénoliques surtout présents dans les pépins, ils contribuent beaucoup aux sensations en bouche procurées par les vins (Castellarin et al. 2014). En excès ils donnent une sensation d'astringence.

Les arômes des vins sont dus soit à des molécules déjà présentes en l'état dans les raisins, soit à des molécules issues de la transformation de précurseurs lors des processus de fermentation ou de vieillissement. Des composés terpéniques (monoterpénols en C10) sont à l'origine d'arômes floraux de rose, muguet ou tilleul. Ils sont présents dans les raisins en l'état sous forme libre ou liés à des glucosides. Les formes liées ne sont pas volatiles mais sont hydrolysées au cours du vieillissement du vin, ce qui libère des molécules volatiles. Les C13-norisoprénoïdes sont dérivés de la dégradation des caroténoïdes qui sont des tétraterpènes (C40). On trouve dans cette famille, parmi d'autres, une molécule aux arômes de violette (la beta-ionone), mais aussi une molécule comme le 1,1,6-trimethyl-1,2-dihydronaphtalene (TDN) dont l'odeur ressemble à celle du kérosène.

Les méthoxypyrazines sont des molécules hétérocycliques azotées également présentes dans les raisins. Elles ont en général un impact négatif sur la perception aromatique des vins, avec des arômes herbacés de poivron ou de petit pois, mais peuvent participer à la typicité des vins de Sauvignon Blanc par exemple.


Ce bref panorama vise simplement à illustrer l'extrême diversité des métabolites secondaires de la vigne, qui est à l'origine de la richesse des sensations organoleptiques qu'ils procurent. Il serait cependant réducteur d'assimiler le vin à du jus de raisin. Les qualités organoleptiques des vins sont en effet également largement dépendantes des processus de fermentation alcoolique et malolactique, de l'élevage, en barrique entre autres, et du vieillissement.
6. Les déterminants du cycle de développement

Les principaux stades de développement, à savoir ceux qui sont déterminants dans le fonctionnement de la plante et les caractéristiques des raisins, sont le débourrement, la floraison et la véraison.

a) Le débourrement

Le débourrement marque la reprise de l'activité végétative au printemps après une période où les bourgeons étaient en dormance. On considère généralement qu'un bourgeon est débourré lorsqu'il atteint le stade C « pointe verte » (Baggiolini 1952) ou le stade BBCH07 (Lorenz et al. 1995). Pour une plante, la date de débourrement est celle où 50 % des bourgeons ont atteint le stade BBCH07. On peut distinguer trois phases dans l'état des bourgeons (Pouget 1963): (1) une phase de pré-dormance, en été, au cours de laquelle les bourgeons vont progressivement entrer en dormance, (2) la phase de dormance proprement dite, en hiver, pendant laquelle les bourgeons ne peuvent pas se développer même si les conditions sont favorables. Cette phase de dormance sera levée quand une certaine quantité de froid aura agi sur le bourgeon, (3) une période de pré-débourrement pendant laquelle le bourgeon sera sensible à l'action de la chaleur. Une fois une certaine quantité de chaleur accumulée, le débourrement sera observé. Cette approche est également valable pour les arbres forestiers ou les arbres fruitiers des régions tempérées (Cesaraccio et al. 2004; Chuine 2000). Dans certains modèles, un effet de la photopériode a été introduit (Caffarra et al. 2011; Molitor et al. 2014a), pour modéliser à la fois l'entrée en dormance et moduler l'effet des températures chaudes pendant la phase de post-dormance.

Une des principales difficultés dans l'étude du débourrement chez les plantes pérennes est que la date de levée de dormance n'est pas directement observable et nécessaire des expérimentations contraignantes et destructrices. Pouget (1963) a suggéré qu'il fallait une période de 7 jours consécutifs avec une température moyenne inférieure à 10 °C pour que la dormance soit levée pour la variété Merlot. D'autres auteurs ont depuis proposé des approches utilisant différentes fonctions mathématiques (Fila et al. 2014; Garcia de Cortazar-Atauri et al. 2009; Molitor et al. 2014a), toujours avec l'idée qu'il faut cumuler des actions froides (« chilling units ») pour obtenir une levée de la dormance des bourgeons. La mise au point d'un modèle de prévision de la date de débourrement est difficile d'une part car il requiert l'estimation de nombreux paramètres (quatre dans BRIN (Garcia de Cortazar-Atauri et al. 2009), onze dans DORMPHOT (Molitor et al. 2014a)) d'autre part car la date de levée de dormance n'est jamais observée directement dans les jeux de données pluriannuels sur plusieurs lieux. Malgré cela, la qualité des prévisions peut être satisfaisante, avec une erreur moyenne de trois jours pour le Müller-Thurgau avec le modèle DORMPHOT (Molitor et al. 2014a). Les effet des températures de l'air, voire de la photopériode, sont à présent assez bien décrits mais ne sont pas les seuls facteurs à agir sur
les dates de débourrement. Des températures chaudes dans le sol peuvent accélérer le débourrement (Kliwer 1975; Zelleke et Kliwer 1979) mais des dates de taille tardives peuvent le retarder (Friend et al. 2011; Martin et Dunn 2000). Dans les pays chauds, le froid peut être insuffisant pour provoquer la levée de dormance. L'application de substances chimiques (Friend et al. 2011; Martin et Dunn 2000; Perez et al. 2009; Pouget 1963) ou de fortes températures (Halaly et al. 2011; Zion et al. 2012) a fait l'objet de nombreux essais pour résoudre cette difficulté.

Les dates de débourrement sont très variables entre variétés de Vitis vinifera. Dans les collections de l'INRA Montpellier, Galet (1990) rapporte des dates s'étalant du 1er avril et dans les collections de l'INRA Colmar, Huglin et Schneider (1998) notent 12 jours de différences entre la variété la plus précoce et la variété la plus tardive au débourrement. Les données permettant de comparer pour différentes variétés les besoins en froid pour la levée de dormance et les besoins en chaleur une fois la dormance levée sont très rares. Contrairement à ce que l'intuition pourrait suggérer, il semble que les besoins en froid sont d'autant plus élevés que l'origine géographique de l'espèce de Vitis, ou d'un cultivar au sein d'une espèce, soit méridionale (Londo et Johnson 2014). Il s'agirait d'un mécanisme d'adaptation permettant d'éviter des débourrements trop précoces dans les régions relativement chaudes en hiver. On ne retrouve pas un tel résultat dans les paramètres du modèle BRIN (García de Cortazar-Atauri et al. 2009), dans lesquels l'estimation par ajustements mathématiques, et non par observations, des besoins en froid suggère que le Riesling, variété cultivée dans le Nord de la France a les besoins en froid les plus forts (Figure 1). Dans cette étude, l'introduction d'une date théorique de levée de dormance n'améliore pas significativement les performances du modèle par rapport à un cumul de températures au dessus de 5 °C commençant arbitrairement au 1er janvier, en particulier pour le Riesling.
Figure 1.1 : Valeurs des paramètres du modèle BRIN (Garcia de Cortazar-Atauri et al. 2009) pour dix variétés de Vigne cultivées en France. Cc = seuil de cumul d’actions froides, sans unité, pour atteindre la levée de dormance. Gc = cumul de températures horaires entre 5 °C et 25 °C pour observer le débourrement une fois la dormance levée.

b) **La floraison**

La floraison est le moment où le capuchon floral se détache par la base, découvrant les étamines et le pistil. Le nombre de fleurs par inflorescence est très variable selon les variétés et selon la position de l’inflorescence sur le rameau. Les variations peuvent aller de 100 fleurs par inflorescence pour le Gewurztraminer (Huglin et Balthazard 1975) à près de 900 fleurs par inflorescence pour le Grenache (Duchène et al. 2001b). Ce nombre de fleurs diminue également quand le rang d’insertion de l’inflorescence sur le rameau augmente (Duchène et al. 2001a). La floraison au sein d’une inflorescence, et par conséquent au niveau d’un rameau et d’une plante entière est un processus qui s’étale dans le temps. Le temps écoulé entre l’ouverture de la première fleur et la fin de la floraison (100 % de fleurs ouvertes) est d’autant plus court que les températures sont élevées. La date de floraison retenue pour caractériser un peuplement est généralement celle de mi-floraison, lorsque 50 % des fleurs sont ouvertes. Un lien entre sommes de températures et phénologie de la vigne a été établi depuis longtemps (Winkler et Williams 1939) et de nombreux auteurs ont proposé des modèles de prévision des dates de floraison basés sur des cumuls de températures au dessus d’un seuil (Besselat et al. 1995; Oliveira 1998; Williams et al. 1985). Il n’y a toutefois pas consensus parfait ni sur le type de températures journalières à utiliser (moyenne? maximale?), ni sur la température de base la plus appropriée.
La précision de ces modèles basés sur la température de l'air est bonne, avec des erreurs moyennes de l'ordre de 3 jours (Besselat et al. 1995; Parker et al. 2013; Williams et al. 1985). Si la relation entre températures de l'air et dates de floraison est assez bien établie, les données concernant la date de véraison sont plus rares.

c) La véraison

La première difficulté quand on aborde la véraison est de définir ce stade. Biologiquement, il s'agit pour une baie individuelle d'un profond changement dans son métabolisme: d'un organe herbacé, dur, acide, dont les sucs sont indétectables en bouche, elle va progressivement se transformer en fruit juteux, sucré, relativement peu acide, aromatique et coloré le cas échéant. Comment définir précisément le moment où s'opère ce basculement? L'outil le plus précis est sans doute le suivi du niveau d'expression de gènes (Pilati et al. 2007; Zenoni et al. 2010). Il n'est cependant pas utilisable pour des suivis de routine. Un peu moins contraignantes, et réalisables quand le nombre de parcelles à suivre est limité, sont des mesures régulières des teneurs en acide malique et en sucre. La véraison correspond au moment où les teneurs en sucre commencent à augmenter et où celles d'acide malique commencent à décroître. Déjà à ce niveau, le parfait synchronisme des deux phénomènes n'est pas clairement établi (Sweetman et al. 2012). En pratique, une baie est considérée comme vérée si elle est molle au toucher ou si elle commence à être colorée. Des travaux ont montré qu'il y avait une bonne concordance entre ramollissement et début de l'accumulation des sucs (Barbeau et al. 2004). Le changement de couleur intervient généralement plus tard et s'il permet des comparaisons de différentes conditions pour une même variété, il n'est pas utilisable pour comparer des variétés entre elles. La définition de la date de véraison que je retiendrai ici est la date à laquelle 50 % des baies étaient molles au toucher.

Les données montrant que ce stade est sous l'influence des températures de l'air sont rares (Chuine et al. 2004; Parker et al. 2011). Les modèles proposés pour ce stade sont moins performants que ceux de prévision de la date de floraison mais leur efficacité* est néanmoins bonne (0,74 pour Parker et al. (2011), 0,91 pour Chuine et al. (2004)). L'amélioration de ces modèles est difficile car l'on sait que la date de véraison dépend non seulement de la température de l'air mais aussi du rapport fruit/feuille des plantes: la date de véraison est plus tardive quand la surface foliaire est réduite (Ollat et Gaudillere 1998; Parker et al. 2014; Petrie et al. 2000). Les traitements imposés dans ces expérimentations pour obtenir des effets visibles sont extrêmes par rapport à un contexte viticole, mais ils montrent que le déclenchement de la véraison n'obéit pas seulement à des facteurs climatiques mais aussi à des facteurs trophiques.

Nous avons vu que les principaux stades de développement de la vigne sont largement sous la dépendance de la température. Nous allons envisager quelles peuvent être les effets du changement
climatique sur les stades de développement et plus généralement sur le fonctionnement de la plante et la composition des raisins.

C. Le changement climatique et la vigne

1. Contexte

a) Des constats

De nombreux indicateurs sur la planète indiquent qu'un réchauffement s'est déjà produit depuis le début du XXᵉ siècle. Le GIEC (IPCC en Anglais) en fournit une synthèse dans son rapport de 2013 (IPCC 2013): la température moyenne à la surface du globe augmente, de même que le niveau moyen des mers, alors que la couverture neigeuse et la surface de glace arctique diminuent (Figure I.2). L'effet des gaz à effets de serre (GES) sur l'augmentation des températures est bien établi. Les modèles climatologiques reproduisent très bien les évolutions constatées quand ils intègrent ces gaz, alors que, sans en tenir compte, les températures n'auraient pas évolué de manière significative que ce soit à l'échelle de la planète (Figure I.3) ou en France (Terray et Boé 2013).

![Figure I.2 : Evolution de la surface de la calotte glaciaire arctique (source: National Snow and Ice Data Center http://nsidc.org, février 2015).](image)
**Figure 1.3 :** Extrait de la figure RID.6 du résumé à l'intention des décideurs. Changements climatiques 2013: Les éléments scientifiques. Contribution du Groupe de travail I au cinquième Rapport d'évaluation du Groupe d'experts intergouvernemental sur l'évolution du climat GIEC 2013.

Extrait de la légende de la figure:
Comparaison des changements climatiques observés et simulés fondée sur des séries chronologiques. Les anomalies sont données relativement à 1880-1919 pour les températures de surface, 1960-1980 pour les contraintes thermiques des océans. Toutes les séries chronologiques sont des moyennes décennales, placées au centre des décennies. Les résultats des modèles présentés correspondent à des moyennes d'ensemble et plages de dispersion provenant du projet CMIP5 (cinquième phase de l'exercice de comparaison de modèles couplés), les zones ombrées indiquant les intervalles de confiance de 5 à 95 %.


Moisselin et al. (2002) ont calculé que l'augmentation des températures moyennes en France au XXe siècle a été de +0,9 °C, avec une progression plus rapide des températures minimales (+1,2 °C) que des températures maximales (+0,6 °C). Il n'y a pas de message simple pour la pluviométrie car les tendances observées sont variables d'une région à l'autre. Des baisses significatives ne sont cependant jamais observées, alors que des hausses significatives ont pu être détectées dans certaines régions, principalement en hiver.

**b) Des simulations pour le futur**

modèle ARPEGE-Climat développé par le Centre National de Recherches Météorologiques (CNRM), la résolution est élevée sur l'Europe (50-60 km), mais de plus en plus large en fonction de l'éloignement à l'Europe. Le pôle du modèle où la résolution est maximale peut-être modifié.

Ces modèles peuvent être utilisés dans différents scénarios d'évolution des concentrations de gaz à effets de serre dans l'atmosphère. Dans l'« Assessment Report 4 » de 2007 du GIEC (AR4), ces scénarios étaient basés sur des hypothèses d'évolution de l'activité humaine (Tableau I.1). Appelés SRES pour « Special Report on Emissions Scenarios » (GIEC 2000), ils variaient pour les quantités de gaz à effet de serre émises et pour leur évolution au cours du XXᵉ siècle (Figure I.4). L'augmentation des températures moyennes à l'échelle de la planète à l'horizon 2100 prévue à partir de ces scénarios (Figure I.4) allait de 2,3 à 4,5 °C par rapport à la période 1850-1900 (IPCC 2007).
Tableau I.1 : Description des scénarios SRES (GIEC 2000)

<table>
<thead>
<tr>
<th>Famille de scénarios</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>Le canevas et la famille de scénarios A1 décrivent un monde futur dans lequel la croissance économique sera très rapide, la population mondiale atteindra un maximum au milieu du siècle pour décliner ensuite et de nouvelles technologies plus efficaces seront introduites rapidement. Les principaux thèmes sous-jacents sont la convergence entre régions, le renforcement des capacités et des interactions culturelles et sociales accrues, avec une réduction substantielle des différences régionales dans le revenu par habitant. La famille de scénarios A1 se scinde en trois groupes qui décrivent des directions possibles de l'évolution technologique dans le système énergétique. Les trois groupes A1 se distinguent par leur accent technologique : forte intensité de combustibles fossiles (A1FI), sources d'énergie autres que fossiles (A1T) et équilibre entre les sources (A1B).</td>
</tr>
<tr>
<td>A2</td>
<td>Le canevas et la famille de scénarios A2 décrivent un monde très hétérogène. Le thème sous-jacent est l'autosuffisance et la préservation des identités locales. Les schémas de fécondité entre régions convergent très lentement, avec pour résultat un accroissement continu de la population mondiale. Le développement économique a une orientation principalement régionale, et la croissance économique par habitant et l'évolution technologique sont plus fragmentées et plus lentes que dans les autres cannevas.</td>
</tr>
<tr>
<td>B1</td>
<td>Le canevas et la famille de scénarios B1 décrivent un monde convergent avec la même population mondiale culminant au milieu du siècle et déclinant ensuite, comme dans le canevas A1, mais avec des changements rapides dans les structures économiques vers une économie de services et d'information, avec des réductions dans l'intensité des matériaux et l'introduction de technologies propres et utilisant les ressources de manière efficiente. L'accent est sur des solutions mondiales orientées vers une viabilité économique, sociale et environnementale, y compris une meilleure équité, mais sans initiatives supplémentaires pour gérer le climat.</td>
</tr>
<tr>
<td>B2</td>
<td>Le canevas et la famille de scénarios B2 décrivent un monde où l'accent est mis sur des solutions locales dans le sens de la viabilité économique, sociale et environnementale. La population mondiale s'accroît de manière continue mais à un rythme plus faible que dans A2, il y a des niveaux intermédiaires de développement économique et l'évolution technologique est moins rapide et plus diverse que dans les canevas et les familles de scénarios B1 et A1. Les scénarios sont également orientés vers la protection de l'environnement et l'équité sociale, mais ils sont axés sur des niveaux locaux et régionaux.</td>
</tr>
</tbody>
</table>
Figure I.4 : Extrait de la figure RID.5 du résumé à l’intention des décideurs. Bilan 2007 des changements climatiques: rapport de synthèse GIEC 2007.

Extrait de la légende:
À gauche : Émissions mondiales de GES (en Gt équiv.-CO₂) en l’absence de politiques climatiques : six scénarios illustratifs de référence (SRES, lignes colorées) et intervale au 80ème percentile des scénarios publiés depuis le SRES (post-SRES, partie ombrée). Les lignes en pointillé délimitent la plage complète des scénarios post-SRES. Les GES sont le CO₂, le CH₄, le N₂O et les gaz fluorés.

Les scénarios SRES ont largement été utilisés mais pour l’AR5 (Assessment Report 5), publié en 2013, de nouveaux scénarios dits RCP pour « Representative Concentration Pathway » ont été introduits pour les projections. Leur principe est de décrire directement des niveaux de forçage radiatif: 2,6, 4,5, 6, 8,5 W.m⁻² d’énergie supplémentaire liée à l’augmentation des gaz à effet de serre (Tableau I.2). Par comparaison avec les scénarios SRES, le scénario RCP8.5 est un peu plus pessimiste que le SRES A2, le scénario RCP6.0 est proche du SRES A1B, le RCP4.5 du SRES B1 (Ouzeau et al. 2014).
Tableau 1.2 : Caractéristiques des scénarios RCP (Ouzeau et al. 2014)

<table>
<thead>
<tr>
<th>Scénario</th>
<th>Forçage radiatif vers 2100 (W.m⁻²)</th>
<th>Concentration en CO₂ (éq.CO₂ vers 2100 en ppm)</th>
<th>Profil d'évolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>RCP2.6</td>
<td>2,6</td>
<td>475</td>
<td>Pic puis déclin</td>
</tr>
<tr>
<td>RCP4.5</td>
<td>4,5</td>
<td>630</td>
<td>Stabilisation avant 2100</td>
</tr>
<tr>
<td>RCP6.0</td>
<td>6,0</td>
<td>800</td>
<td>Stabilisation après 2100</td>
</tr>
<tr>
<td>RCP8.5</td>
<td>8,5</td>
<td>1313</td>
<td>Croissant (sans politique climatique)</td>
</tr>
</tbody>
</table>

Les groupes de scientifiques participant au GIEC font des calculs avec de nombreux GCM avec différents scénarios. Les principales idées que l'on peut retenir au niveau mondial du rapport 2013 du GIEC sont que :

- Le climat va continuer à se réchauffer. Dans le scénario le plus pessimiste RCP8.5, les températures à la fin du XXIᵉ siècle pourraient être plus de 4 °C supérieures à celles de la période de référence 1850-1900 (Figure 1.5). Ce réchauffement ne sera pas uniforme sur la planète: il sera plus fort dans l'hémisphère nord, très marqué dans l'arctique. Les vagues de chaleur seront plus fréquentes. Des épisodes froids en hiver ne sont toutefois pas exclus.
- Le contraste actuel entre régions humides et régions sèches ainsi qu'entre saisons humides et saisons sèches devrait augmenter. Les précipitations pourraient être plus abondantes aux latitudes élevées et dans les zones tropicales de l'océan Pacifique. Elles diminueront probablement aux latitudes moyennes et dans les zones subtropicales arides. Les épisodes de précipitations extrêmes pourraient devenir plus violents.
- L'océan continuera de se réchauffer, y compris en profondeur, ce qui pourra perturber la circulation océanique. Le niveau des mers devrait s'élever entre 52 cm et 98 cm pour le scénario RCP8.5 en 2100 par rapport à la période 1986-2005. La dilatation de l'océan contribue pour 30 à 55 % à cette augmentation.

Une lecture détaillée des rapports du GIEC montre qu'il existe beaucoup d'incertitudes dans toutes ces projections, surtout pour les précipitations. Malgré cela, Frame et al. (2013) ont montré que les projections du GIEC publiées en 1990 pour les températures de la période 1990-2030 étaient en accord avec les données effectivement observées depuis. Ils montrent en particulier que l'introduction
de l'effet des gaz à effet de serre était bien nécessaire dans les simulations publiées en 1990 pour expliquer les évolutions observées.

**Figure I.5** : Anomalie de température prévue en fonction de l'émission des gaz à effets de serre pour différents scénarios RCP (IPCC 2013).

L'étape suivante consiste à appliquer ce type d'approche à l'échelle d'un pays, voire d'une région. Cet exercice a été réalisé pour la France à l'échelle du territoire national (Briche et al. 2014; Ouzeau et al. 2014; Terray et Boé 2013), mais aussi pour des régions particulières (Briche et al. 2014; Bonnefoy et al. 2013). On peut retenir des simulations utilisant les scénarios RCP avec les modèles Aladin-Climat du Centre National de Recherches Météorologiques de Météo-France (CNRM) et WRF de l'Institut Pierre Simon Laplace (IPSL) les éléments suivants (Ouzeau et al. 2014) :

- Une augmentation des températures moyennes, en particulier dans le Sud-Est en été. Cette évolution d'accompagnera d'une augmentation du nombre de jours de vagues de chaleur en été.

- Une diminution des jours anormalement froids en hiver.

- Beaucoup d'incertitudes sur les précipitations. À l'horizon 2021-2050, la tendance est plutôt à une faible augmentation, aussi bien en été qu'en hiver, mais avec une grande incertitude sur la distribution géographique de ce changement. À l’horizon 2071-2100, les résultats entre modèles et/ou scénarios ne sont pas cohérents.

- Une augmentation à l’horizon 2071-2100 des risques de sécheresse, surtout dans le Sud du pays.
Toutes ces simulations sont disponibles sur un portail Internet (http://www.drias-climat.fr, mai 2015). Il est ainsi possible de disposer de données journalières de température et de précipitations pour un maillage de 8x8 km² sur l’ensemble du territoire métropolitain. La lecture de rapport de Ouzeau et al. (2014) ou des travaux de Terray et Boé (2013) font prendre conscience de degré d’incertitude qui est attaché à ces simulations. Le tableau I.3 en donne un aperçu pour les températures: à l’horizon 2071-2100, l’augmentation possible des températures moyennes couvre une gamme de 1,4 à 5,3 °C. Ce constat est encore plus dramatique pour la pluviométrie puisque le sens même des variations peut varier d’une simulation à l’autre. À l’horizon 2071-2100, la gamme de variation va de -0,70 à +0,32 mm.jour⁻¹, soit -64 à +29 mm sur les trois mois d’été (Tableau I.4).


<table>
<thead>
<tr>
<th>Scénario</th>
<th>C25</th>
<th>Modèle WRF</th>
<th>Modèle Aladin-Climat</th>
<th>C75</th>
</tr>
</thead>
<tbody>
<tr>
<td>Horizon 2021-2050</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RCP4.5</td>
<td>+0,6 °C</td>
<td>+1 °C</td>
<td>+1,3 °C</td>
<td>+1,9 °C</td>
</tr>
<tr>
<td>RCP8.5</td>
<td>+0,9 °C</td>
<td>+0,6 °C</td>
<td>+1,2 °C</td>
<td>+2,0 °C</td>
</tr>
<tr>
<td>Horizon 2071-2100</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RCP4.5</td>
<td>+1,4 °C</td>
<td>+1,2 °C</td>
<td>+2,9 °C</td>
<td>+2,9 °C</td>
</tr>
<tr>
<td>RCP8.5</td>
<td>+3,2 °C</td>
<td>+2,6 °C</td>
<td>+5,3 °C</td>
<td>+5,1 °C</td>
</tr>
</tbody>
</table>
**Tableau 1.4 :** Ecarts de précipitations (mm, jour⁻¹) en été par rapport à la période de référence 1976-2005. C25 et C75 sont respectivement les 25ᵉ et 75ᵉ centiles de l'ensemble de modèles régionaux Euro-Cordex. Extrait de Ouzeau et al. (2014).

<table>
<thead>
<tr>
<th></th>
<th>Scénario</th>
<th>C25</th>
<th>Modèle WRF</th>
<th>Modèle Aladin-Climat</th>
<th>C75</th>
</tr>
</thead>
<tbody>
<tr>
<td>Horizon 2021-2050</td>
<td>RCP4.5</td>
<td>-0,40</td>
<td>+0,42</td>
<td>+0,36</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>RCP8.5</td>
<td>-0,49</td>
<td>+0,08</td>
<td>+0,15</td>
<td>0</td>
</tr>
<tr>
<td>Horizon 2071-2100</td>
<td>RCP4.5</td>
<td>-0,48</td>
<td>+0,15</td>
<td>-0,16</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>RCP8.5</td>
<td>-0,70</td>
<td>+0,32</td>
<td>-0,38</td>
<td>-0,17</td>
</tr>
</tbody>
</table>

Il est donc illusoire d’espérer des simulations chiffrées et fiables du comportement de la vigne dans le futur. La seule attitude possible est d’essayer de préciser des sens de variations, et, en termes d’adaptation, d’envisager les scénarios les plus défavorables. Il faut adopter une position de prises de décision sans regrets et ne pas hésiter à travailler sur les adaptations possibles: si les conditions climatiques évoluent finalement moins que les modèles ne le prévoyait, les solutions envisagées seront d’autant plus facilement applicables. Par contre, si les conditions climatiques deviennent difficiles, les mesures d’adaptation possibles seront opérationnelles.

En l’occurrence, pour la vigne, il faut anticiper des températures plus élevées sur l’ensemble du cycle de développement, mais surtout en été, ainsi que des restrictions de l’alimentation en eau.

Nous allons envisager les conséquences potentielles du changement climatique sur le cycle de développement, la productivité et la qualité des raisins.

2. **Une avancée des stades de développement**

L’effet le plus visible des changements climatiques, observé dans tous les vignobles du monde, est une avancée des stades de développement (Duchêne et Schneider 2005; Jones et Davis 2000; Petrie et Sadras 2008; Ramos et al. 2008). Le lien entre la température de l’air est si étroit qu’il a été utilisé dans des modèles de prévisions des stades, comme nous l’avons vu précédemment, mais aussi pour reconstruire des températures du passé (Chuine et al. 2004). Les modèles de prévisions de stades prévoient une avancée des dates de véraison de deux à trois semaines d’ici 2050 par rapport aux 30 dernières années (Moriondo et al. 2011; Webb et al. 2007). À partir de modèles empiriques, Barnuud et al. (2014b) montrent que l’avancée des dates auxquelles les teneurs en sucre des raisins atteignent 22 °Brix* sera plus marquée dans les régions fraîches que dans les régions chaudes en Australie.
Comme les dates de véraison seront plus précoces, la période de maturation des raisins se décalera vers les périodes les plus chaudes de l'été, ce qui pourra avoir des répercussions significatives sur la composition des raisins.

3. Des incertitudes sur la productivité

On attend de concentrations de l'air en CO₂ élevées et de davantage de rayonnement une production de biomasse accrue (Bindi et al. 2001; Garcia de Cortazar Atauri 2006; Moutinho-Pereira et al. 2009). Cette augmentation potentielle sera cependant potentiellement limitée par la disponibilité en eau, en particulier en fin de saison (Garcia de Cortazar Atauri 2006). Certains modèles ne prévoient cependant pas une réduction significative du confort hydrique de la vigne en France avant récolte (Brisson et Levrault 2010; Pieri et Lebon 2014). Ce résultat est cohérent avec un cycle de développement plus court. Ces auteurs anticipent cependant des stress hydriques plus marqués après les vendanges ainsi qu'une restitutio d'eau au milieu plus faible qui peut soulever des inquiétudes sur le rechargement des nappes phréatiques à moyen-long terme. Indépendamment des résultats de simulations, il y a dans la communauté scientifique internationale travaillant sur la vigne une inquiétude sur la satisfaction des besoins en eau de la vigne dans le futur, qui se traduit par un nombre de publications en augmentation régulière sur ce thème, multiplié par un facteur supérieur à deux entre 2009 et 2014 (Web of Science, 1er février 2015). Les conséquences du changement climatique sont d'autant plus complexes à anticiper que l'on sait qu'il y a de fortes interactions entre teneurs en CO₂ de l'air et alimentation en eau. En effet, une augmentation des concentrations en CO₂ de l'air améliore l'efficacité d'utilisation de l'eau car la quantité de CO₂ pouvant pénétrer dans la plante pourra rester constante même si l'ouverture des stomates, et donc la transpiration, est réduite (Schultz 2000).

S'il y a des incertitudes sur la production totale de biomasse, les effets des changements climatiques sur le rendement sont encore plus difficiles à anticiper. En se basant sur des modèles statistiques, Santos et al. (2011) concluent que le changement climatique pourrait avoir un effet positif sur la productivité de la vigne dans la région du Douro au Portugal. À l'opposé, Lobell et al. (2006) anticipent en Californie des baisses de rendement, plus prononcées pour les raisins de table que pour les raisins de cuve. Avec des modèles mécanistiques, les conclusions sont très dépendantes des régions étudiées (Garcia de Cortazar Atauri 2006) et des jeux de données climatiques utilisés (Bindi et al. 1996). La tendance générale qui se dessine pour le Sud de la France et l'Italie est toutefois une baisse du potentiel de rendement dans le futur (Bindi et al. 1996; Garcia de Cortazar Atauri 2006; Moriondo et al. 2011).

Le nombre de rameaux primaires par plante est fixé par le viticulteur au moment de la taille. Il peut également être ajusté après le débourrement. Le viticulteur peut alors décider d'enlever ou non les
rameaux secondaires. Sauf accident climatique tel qu'un gel printanier, de violents orages ou de la grêle, le nombre de rameaux fertiles par plante dépend très peu des conditions climatiques.

Le nombre de fleurs fixe un plafond au nombre de baies par plante ou par unité de surface (Duchêne et al. 2001a). Cette variable dépend d'une part du nombre de fleurs par inflorescence et d'autre part du nombre d'inflorescences par rameau. Le changement climatique peut affecter les deux variables. En effet, des résultats montrent que le nombre d'inflorescences augmente avec la température et l'éclaircissement pendant l'initiation florale (Buttrose 1970), et plus généralement avec la vigueur des plantes (Huglin 1958; Huglin et Schneider 1998). Cependant, plus les températures sont élevées à l'époque du débourrement, plus le nombre de fleurs par inflorescence est bas (Keller et al. 2010; Petrie et Clingeleffer 2005; Pouget 1981). Si l'on poursuit le raisonnement plus loin, si le débourrement avance avec le réchauffement global, il aura sans doute lieu dans des conditions de températures telles que nous les connaissons actuellement. Une diminution du nombre de fleurs par inflorescence dans le futur à cause de températures chaudes autour du débourrement n'est pas acquise, sauf si les déboursements sont retardés de manière significative par non satisfaction des besoins en froid pour la levée de dormance. Il est difficile de conclure. Des gels printaniers après le débourrement peuvent également être dommageables mais les simulations de Molitor et al. (2014a) ont montré qu'au Luxembourg, avec la variété Müller-Thurgau, ce risque devrait s'atténuer dans le futur.

Les lacunes des connaissance que l'on a sur les déterminants des dates de débourrement et de la variabilité génétique des besoins en froid pour la levée de dormance doivent inciter à la prudence par rapport à toutes les conclusions que l'on pourrait tirer sur les effets des changements climatiques sur le potentiel de nombre de fleurs par l'intermédiaire des dates de débourrement.

Il est par contre certain que des restrictions dans l'alimentation en eau réduisent le nombre d'inflorescences initiées (Burtrose 1974; Guilpart et al. 2014; Matthews et Anderson 1989). J'ai ainsi montré sur des plantes en serre qu'un stress hydrique au cours d'une année pouvait fortement modifier la croissance des plantes sans affecter le nombre de baies. L'année suivante par contre le nombre de fleurs par rameau avait été fortement diminué dans les traitements à fort stress hydrique de l'année précédente (Duchêne et al. 2014).

Un stress hydrique affecte également la croissance des baies, surtout s'il a lieu avant véraison (Intrigliolo et al. 2012; Niculcea et al. 2014).

Le rôle des concentrations atmosphériques en CO₂ sur le nombre d'inflorescences et le sur nombre de fleurs n'a, à ma connaissance, pas été étudié. Il est vraisemblable qu'il soit positif car la fertilité des bourgeons augmente avec la vigueur des plantes (Huglin et Schneider 1998), elle même plus élevée quand les concentrations atmosphériques en CO₂ sont élevées (Bindi et al. 2001). Dans le même ordre d'idée, Guilpart et al. (2014) ont montré que la nutrition azotée d'une année avait des
conséquences sur la fertilité des bourgeons et donc sur le nombre de fleurs et de baies par rameau l’année suivante.

Il est difficile de se faire une idée générale des conséquences des changements climatiques sur le potentiel de rendement de la vigne car d’une part plusieurs composantes du rendement peuvent être affectées et d’autre part les facteurs impliqués sont multiples. Cependant, la principale crainte, plus issue d’un ressenti des experts que des résultats de modélisation (Pieri et Lebon 2014), est que les rendements dans le futur seront limités par la disponibilité en eau en été, qui conditionne non seulement le grossissement des baies au cours de la même saison mais également le potentiel de production de la saison qui suit.

La productivité peut également être affectée par une augmentation de la fréquence d’événements extrêmes (vagues de chaleur, fortes précipitations) suite au réchauffement global (IPCC 2013). Cette information qualitative est difficile à intégrer dans une démarche d’adaptation mais doit rester présente à l’esprit. Elle dépend également de la pression des parasites de la vigne et de leur contrôle. Plusieurs études ont cherché à évaluer l’évolution des la pression parasitaire, ravageurs ou champignons, dans le futur (Bregaglio et al. 2013; Caffarra et al. 2012; Caubel et al. 2014; Pugliese et al. 2010; Salinari et al. 2006). Les conclusions dépendent beaucoup des modèles et des scénarios utilisés. Cet aspect des conséquences des changements climatiques sur la vigne ne sera pas développé ici, pas plus que la variabilité génétique qui peut être utilisée pour y faire face.

4. **Effets sur la composition des raisins et des vins**


Une augmentation des teneurs en sucre des raisins ou des teneurs en alcool des vins au cours des dernières décennies a souvent été observée (Alston et al. 2011; Duchêne et Schneider 2005; Neethling et al. 2012). Même s’il faut avoir à l’esprit le rôle des techniques viticoles, des dates de véraison plus précoces et des conditions de maturation plus favorables ont indéniablement joué un rôle clé dans cette évolution. Récolter plus tôt pour éviter des teneurs en alcool trop élevées n’est souvent pas la solution adéquate car les raisins n’auraient pas forcément une maturité phénolique satisfaisante (Palliotti et al. 2013; Sadras et Moran 2012).
Les fortes températures sont dommageables à l'accumulation des anthocyanes dans les baies (Kliwer 1970; Mori et al. 2007; Teixeira et al. 2013), mais davantage de rayonnement solaire a un effet opposé (Teixeira et al. 2013). Des résultats empiriques montrent que des températures élevées sont en général défavorables à la qualité des vins (Jones et al. 2005; Moriondo et al. 2011; Tonietto et Carbonneau 2004), mais il y a jusqu'à présent très peu de résultats expérimentaux convaincants sur l'effet des températures sur la composition en arôme des raisins. Bureau et al. (2000) ont étudié l'effet de l'environnement lumineux sur les composés aromatiques en comparant des grappes de Muscat à petits grains blanc au soleil, à l'ombre, et protégées du soleil par des sacs noirs. Ils ont quantifié, entre autres, des molécules de la famille des terpénoïdes, qui participent aux arômes de Muscat. Les teneurs en terpénoïdes les plus élevées ont été mesurées dans les grappes à l'ombre et les plus faibles dans les grappes emballées dans les sacs noirs. Les auteurs proposent que ces différences pourraient être dues à une modification du ratio rouge/rouge lointain dans la lumière atteignant les grappes, mais aussi, et peut-être surtout, aux températures plus élevées en moyenne de 2 °C dans les sacs. Cela serait cohérent avec les résultats de Reynolds et Wardle (1993) montrant que les sites frais sont plus favorables à l'accumulation de terpénoïdes que les sites chauds. Le climat du futur risque également de se caractériser par des vagues de chaleur plus fréquentes et plus intenses (Schar et al. 2004). Ce phénomène pose déjà des problèmes en Australie (Hayman et al. 2012). Les baies de raisins colorés en cours de mûrissement y sont particulièrement sensibles car d'une part les baies, n'ayant pratiquement pas de stomates, n'ont qu'une capacité réduite de refroidissement par évaporation d'eau, d'autre part car les pellicules sombres refléchissent moins les rayonnements que des pellicules vertes ou claires. La température d'une baie rouge peut être jusqu'à 10 °C plus élevée que celle de l'air ambiant (Pieri et Fermaud 2005). Ces excès de température peuvent provoquer des retards de maturation (Greer et Weedon 2013), mais aussi des flétrissements de baies ou des brûlures conduisant à des pertes de rendement. Une variété comme la Syrah est beaucoup plus sensible à ces phénomènes de flétrissement que le Chardonnay (Bonada et al. 2013).

Des restrictions de l'alimentation en eau entraînent une régulation de la transpiration par l'intermédiaire de l'ouverture des stomates. Une conséquence directe d'un manque d'eau peut être une réduction de la production de biomasse. La réduction de la transpiration va également s'accompagner d'une élévation de la température de la plante par rapport à la température de l'air (Garcia de Cortazar Atauri et al. 2009). L'alimentation en eau joue un rôle central dans la physiologie de la plante. Même si les mécanismes ne sont pas encore décrits avec précision, des restrictions modérées de l'alimentation en eau sont en général favorables à l'accumulation des anthocyanes (Santesteban et al. 2011; Van Leeuwen et al. 2009), des terpénoïdes (Schüttler 2013) et des sucres dans les raisins (Van Leeuwen et al. 2009). À l'inverse, des expérimentations montrent que les teneurs en thiols volatile des vins sont plus
élèves en situation de bonne alimentation en eau (Schüttler 2013) mais des résultats opposés ont également été rapportés (Kobayashi et al. 2011).

Le changement climatique est en premier lieu une conséquence de l'augmentation des teneurs en CO₂ de l'air. Dans des expérimentations d'apport de CO₂ sur des plantes au vignoble (« FACE experiments »), l'impact de teneurs en CO₂ élevées sur le métabolisme primaire, à savoir les sucres et les acides, est faible (Bindi et al. 2001; Gonçalves et al. 2009).

Au contraire, Gonçalves et al. (2009) montrent des résultats dans lesquels des teneurs en CO₂ élevées modifient la composition en métabolites secondaires des vins. Tout un champ de recherches reste à explorer dans ce domaine.

D. Quelles sont les voies d'adaptation possibles de la viticulture au changement climatique ?

L'adaptation des activités viticoles au changement climatique peut s'envisager selon plusieurs points de vue. On pourrait considérer qu'une adaptation réussie, lorsque nous serons en 2050, est que la création de richesse apportée par la viticulture à l'économie nationale est identique, voire supérieure à celle d'aujourd'hui. On pourrait donc envisager un processus d'adaptation national, qui pourrait inclure la création de vignobles dans des zones où la vigne est actuellement absente. Il est clair, aussi bien en Europe (Malheiro et al. 2010) que sur le continent Américain (White et al. 2006), que le réchauffement global conduit à une extension de l'aire potentielle de culture de la vigne. Il y a donc des opportunités à saisir en France dans des zones soient plus septentrionales soit à des altitudes plus élevées. Implanter des vignobles, acquérir des savoir-faire pour la production de vins, trouver des débouchés commerciaux est un effort important mais d'autres pays s'y sont risqués dans le passé. L'augmentation des surfaces cultivées en vigne au Royaume-Uni, passées de 773 ha en 2003 à 1884 ha en 2013 (English Wine Producers Association 2014) montre qu'une telle démarche n'est pas simplement une vue de l'esprit.

Un autre point de vue pourrait être celui d'un producteur: si la culture de la vigne devient moins rentable, l'adaptation consiste peut-être pour lui, pour conserver ses revenus, à modifier son système de production, quitte à ne plus produire de raisins. Une alternative est de changer complètement le type de vin produit: passer d'un production de vins blancs à une production de vins rouges par exemple. Un tel saut est presque équivalent à celui de l'implantation de nouveaux vignobles en termes de savoir-faire à acquérir et de débouchés à trouver. L'échelle de temps pour y parvenir est la décennie.

La communauté scientifique et les interprofessions, envisagent cependant à ce jour l'adaptation comme un maintien dans le futur d'une part des volumes produits et d'autre part de la typicité des vins dans les zones viticoles actuelles. Il y a pour cela plusieurs leviers. En conservant les variétés actuelles, la
première idée est de rechercher des situations où les raisins continueraient de mûrir dans des conditions relativement fraîches. Cet objectif peut-être atteint avec des parcelles plus en altitude (Caffarra et Eccel 2011) ou en explorant la variabilité climatique au sein d'une zone actuelle de production (Bonnetoy et al. 2013).


Le dernier levier est le choix du matériel végétal. La vigne est cultivée dans de nombreuses régions du monde, sous des climats très contrastés, et il existe une large variété de génotypes de greffons et de porte-greffe qui peut être exploitée soit directement, soit dans des programmes de création variétale pour trouver des combinaisons permettant a priori de répondre au défi du changement climatique. Le présent travail vise justement à évaluer les possibilités offertes par la génétique dans cette perspective. Je vais donc dans un premier temps décrire les sources de variabilité génétique. Dans un deuxième temps j'aborderai les méthodes permettant d'identifier des régions du génome gouvernant des caractères d'intérêt agronomique puis je décrirai l'état actuel des connaissances sur la variabilité génétique qui pourrait être exploitée pour l'adaptation au changement climatique.
E. Génétique de la vigne

1. Structure du génome et sources de variabilité

La vigne est une plante diploïde dont la taille du génome est estimée à 487 millions de bases (Mb) (Jaillon et al. 2007). Ce génome est fortement hétérozygote, avec un taux d'hétérozygotie proche de 70 % d'après la variabilité de marqueurs microsatellites (Adam-Blondon et al. 2004).

La vigne sauvage *Vitis vinifera* subsp. *sylvestris* est une espèce dioïque produisant de petites baies colorées, peu sucrées, acides et quasiment sans pulpe. Les êtres humains ont cherché dans le processus de domestication avant tout des plantes hermaphrodites produisant de nombreuses grosses baies sucrées (This et al. 2006).

Grâce à l'utilisation de marqueurs moléculaires, l'histoire de l'évolution de la vigne est bien décrite (Bacilieri et al. 2013; Lacombe et al. 2013). Les analyses de la variabilité génétique dans les collections de l'INRA à Vassal ont permis de structurer les collections en trois groupes: les variétés de vigne pour raisins de cuve de l'Europe de l'Ouest, les variétés pour raisins de cuve de l'Europe de l'Est et des Balkans, les variétés de table du Moyen Orient, du Caucase et de l'Orient lointain. Cette structuration est cohérente avec des voies de migration et de diffusion à partir du centre historique de domestication de la vigne (Sud du Caucase, croissant fertile): l'une vers l'est, l'autre par le sud de la Méditerranée, la troisième par le nord (Bacilieri et al. 2013). Dans cette étude, les péninsules italienne et ibérique apparaissent comme des lieux de forts échanges de variétés et de croisements.


Hormis dans les instituts de recherche ou de création variétale, les plants de vigne sont issus d'un processus de reproduction végétative. De nouvelles caractéristiques peuvent apparaître spontanément dans les méristèmes des bourgeons après des modifications accidentelles de l'ADN. Celles-ci peuvent être des changements de nucléotide à une position donnée (Single Nucleotide Polymorphism, SNP), des insertions ou des délétions de petits fragments d'ADN, des insertions d'éléments transposables qui peuvent être de plusieurs kilobases (Pelsy 2010), voire des remaniements chromosomiques de grande ampleur (Pelsy et al. 2015). Ces mutations n'ont pas toujours de conséquences visibles sur le phénotype des plantes. Quand elles en ont, la nouvelle plante peut avoir des caractéristiques intéressantes pour l'utilisateur: absence de couleur (Kobayashi et al. 2004), arômes muscatés (Hgueney et al. 2012), port érigé,... Cette génération spontanée de variabilité génétique se poursuit sous nos yeux, et conduit à ce que l'on nomme variation clonale: au sein d'une variété, des plantes légèrement différentes peuvent être identifiées et leurs caractéristiques transmises par

L’autre source majeure de diversité génétique et phénotypique est la reproduction sexuée. Le génome de la vigne est fortement hétérozygote (Adam-Blondon et al. 2004) et comprend dix-neuf chromosomes, ce qui signifie qu’un croisement entre deux variétés va générer une infinité de descendants différents. De nombreuses variétés de premier plan telles le Cabernet-Sauvignon (Bowers et Meredith 1997), le Chardonnay (Bowers et al. 1999a) ou le Merlot (Boursiquot et al. 2009) sont les descendants de variétés connues. L’étendue des liens de parenté entre génotypes de vigne est étonnamment large. En étudiant grâce à des marqueurs moléculaires ces relations dans un panel de 2344 génotypes uniques dans les collections de l’INRA de Vassal, Lacombe et al. (2013) ont identifiés seulement 276 génotypes sans aucune relation de parenté avec d’autres génotypes. Ces auteurs ont par contre révélé le pedigree complet de 828 variétés. Ce chiffre montre que la reproduction sexuée, contrôlée ou non par l’homme, est un moteur important de création de diversité.

2. **Mise en évidence des relations entre génotypes et phénotypes**

    a) **Marqueurs moléculaires et cartes génétiques**

Les chercheurs ont à leur disposition plusieurs méthodes pour mettre en relation des variations génétiques et des variations phénotypiques. La première, d’un point de vue historique, a été utilisée pour de nombreux organismes vivants, qu’ils s’agissent de levures (Steyer et al. 2012), de plantes (Paterson et al. 1991) ou d’animal (Haley 1991). Son principe est de générer de la variabilité génétique grâce à la reproduction sexuée: des centaines de descendants sont obtenus en croisant deux génotypes parents choisis pour certains caractères d’intérêt. On fait l’hypothèse que le caractère étudié sera en ségrégation dans la descendance et chacun des génotypes sera caractérisé par un trait. En parallèle, l’information génétique de chacun des descendants sera révélée en utilisant des marqueurs moléculaires sur l’ADN.

On recense plusieurs types de marqueurs moléculaires, mais dans tous les cas, on leur demande un certain nombre de caractéristiques:

- être polymorphes,
- être spécifiques d’un locus et avoir un comportement Mendélien
- si possible être co-dominants c’est-à-dire que l’on pourra distinguer les combinaisons AA, Aa et aa dans une F2. Avec un marqueur dominant, les combinaisons AA et Aa ne seront pas différentiables.
Sur la vigne, plusieurs types de marqueurs moléculaires ont été utilisés pour décrire des génomes entiers :
- Random Amplified Polymorphic DNA, RAPD (Lodhi et al. 1997; Loureiro et al. 1998),
- Restriction Fragment Length Polymorphism, RFLP (Lodhi et al. 1995),
- Cleaved Amplified Polymorphic Sequence, CAPS (Dalbo et al. 2000),
- Amplified Fragment Length Polymorphism, AFLP (Dalbo et al. 2000; Grando et al. 2003),
- Variabilité liée aux insertions de rétrotransposons (D’Onofrio et al. 2010; Pelsy 2007).


L’inconvénient des marqueurs microsatellites est que d’une part ce sont des marqueurs neutres, a priori sans effets sur le phénotype, et d’autre part que l’on peut les mettre en œuvre au mieux par groupes de 12, en les multiplexant (Merdingolü et al. 2005).

Les chercheurs ont donc travaillé sur des méthodes permettant de révéler à plus ou moins haut-débit des variations de nucléotides (SNP) (Lijavetzky et al. 2007; Troggio et al. 2007; Vezzulli et al. 2008). Avec ces outils, les cartes génétiques peuvent intégrer plus de 1000 marqueurs, tous types confondus (Vezzulli et al. 2008).

Un saut technologique, développé dans le paragraphe suivant, a eu lieu avec l’utilisation de puces à ADN et les techniques de séquençages haut-débit.

Après la détection de 70 000 SNPs par séquençage, Myles et al. (2011) ont développé une puce à ADN permettant de révéler les SNPs sur 9 000 points du génome. Cet outil leur a permis de caractériser plus de 1 000 accessions de Vitis vinifera (subsp. vinifera et sylvestris) et de proposer une structuration génétique de la vigne domestique. Un outil similaire a été développé dans le cadre du projet GrapeReseq (Le Paslier 2013). Après le reséquençage de 65 accessions provenant de différentes espèces du genre Vitis (dont 43 V. vinifera) et de l’espèce Muscadinia rotundifolia, 4,3 x 10^6 SNPs ont été détectés.
dans *V. vinifera* et 3,4 x 10⁶ dans les espèces apparentées. Après un important travail de filtrage, 18 071 SNPs ont été retenus pour être révélés sur une puce Illumina® Infinium. Près de 2 280 génotypes ont déjà été caractérisés avec cet outil (Le Paslier 2013).

Le « Genotyping by sequencing » ou GBS est un deuxième type de technologie à haut débit opérationnelle à ce jour (Elshire et al. 2011). Le principe consiste à
- digérer l’ADN par une enzyme de restriction (ApeKl pour la vigne par exemple) pour réduire la complexité à analyser,
- lier aux fragments d’ADN des adaptateurs correspondant au site de restriction mais aussi des motifs qui permettent d’identifier les échantillons (« barcoding »),
- lier des adaptateurs supplémentaires pour des amplifications PCR,
- séquencer tous les fragments avec un séquenceur haut-débit, type Illumina HiSeq, après avoir rassemblé jusqu’à 96 échantillons,
- séparer bioinformatiquement les séquences selon les « codes barres »,
- détecter les SNPs après alignement sur une séquence de référence.

Cette technique permet de détecter jusqu’à 200 000 SNPs dans un échantillon (Elshire et al. 2011). Cette procédure a permis à Wang et al. (2012) de cartographier 1 814 SNPs dans une descendance de 100 individus d’un croisement de plusieurs espèces de *Vitis*. De même, Barba et al. (2014) ont identifiés 16 833 SNPs pour caractériser les descendants d’un croisement *V. rupestris* B38 par *V. vinifera* Chardonnay. Le nombre de SNPs utilisés pour la cartographie est cependant beaucoup plus réduit (1 146 pour la carte *V. rupestris* B38, 1 215 pour la carte *V. vinifera* Chardonnay). En effet dans cette configuration, c’est le nombre d’individus analysés qui gouverne les fréquences de recombinaison et le nombre de marqueurs redondants sera d’autant plus élevé que la population sera petite.

La technologie GBS trouve tout son sens pour les études de diversité et de génétique d’association car l’on sait que le déséquilibre de liaison décroît rapidement chez la vigne (Myles et al. 2011).

La construction de cartes génétiques à partir de marqueurs moléculaires est basée sur le calcul de fréquences de recombinaison entre marqueurs. Différents algorithmes mathématiques permettent dans un premier temps de constituer des groupes de liaison: des marqueurs sur des groupes différents auront des ségrégations indépendantes dans les descendance. Dans un deuxième temps, les marqueurs sont ordonnés au sein des groupes de liaison selon des méthodes maximisant la vraisemblance des observations.

Une carte génétique est donc une représentation des liaisons mathématiques entre marqueurs, calculées en centiMorgan (cM). La distance entre deux marqueurs est de 1 cM si on observe entre les deux un crossing-over pour 100 événements de méiose. Des logiciels spécialisés sont dédiés à ces calculs (*JoinMap*, *Cartagene*, R/QTL,...). Les distances génétiques sont additives alors que les taux de
recombinaison ne le sont pas. La distance de Kosambi est en général préférée à celle de Haldane car elle fait l'hypothèse qu'il y a des interférences entre les crossing over: la probabilité d'observer des recombinations dans deux régions sur un même chromosome décroît lorsque ces deux régions sont proches.

Si $r$ est une fréquence de recombinaison, la distance de Haldane est : $D_h = -0.5*ln(1-2r)$. La distance de Kosambi est $D_k = -0.25*ln((1+2r)/(1-2r))$ (Lynch et Walsh 1998). La relation entre distance physique et distance génétique est variable selon les espèces. Elle varie de 6 kb.cM$^{-1}$ pour la levure à 2140 kb.cM$^{-1}$ pour le maïs (Lynch et Walsh 1998). Chez la vigne, Troggio et al. (2007) estiment le taux global à 385 kb.cM$^{-1}$ mais identifient des régions de plus 400 kb sans recombinations, et à l'autre extrême une région avec 24 kb.cM$^{-1}$.

**b) Détection de loci à effets quantitatifs**

En parallèle à l'acquisition d'information sur le patrimoine des individus, des données phénotypiques sont mesurées. Ces données peuvent être descriptives (couleur, sexe, présence de pépins...) ou quantitatives. Tous les caractères mesurables peuvent être analysés que ce soient des niveaux de résistance aux maladies, de productivité, ou des paramètres de composition de la baie.


Avec les caractères quantitatifs, dont les variations sont continues, l'idée initiale est que ces caractères sont gouvernés par plusieurs loci dont les effets alléliques se cumulent et que ces effets peuvent dépendre d'autres facteurs, en particulier liés à l'environnement (Kearsey et Pooni 1996). De tels loci sont appelés Quantitative Trait Loci en Anglais, et l'acronyme correspondant est QTL. Plusieurs méthodes ont été proposées pour les détecter. Les analyses peuvent être effectuées locus par locus avec des tests non paramétriques tels que celui de Kruskal-Wallis (Van Ooijen et Voorrips 2001) ou par des analyses de variance (Broman et Saunak 2009).

La puissance de la détection de QTLs prend tout son sens par l'exploration des espaces à proximité des marqueurs sur les cartes génétiques. Cette approche proposée d'abord par Weller (1987) a été complétée par Lander et Botstein (1989): entre deux marqueurs, on peut calculer selon un pas donné en cM, des probabilités d'observer un génotype. À chacune de ses positions, on peut calculer une vraisemblance (likelihood) à l'aide du jeu de données phénotypiques sous l'hypothèse que les variations alléliques ont des effets, c'est-à-dire qu'il y a un QTL à cette position. Ces effets alléliques seront estimés, de même qu'une variance, de manière à maximiser cette vraisemblance. On calcule à la

Ces calculs de détection de QTLs sont effectués avec des logiciels dédiés (MapQTL, QTL Cartographer, R/QTL) dans lesquels plusieurs méthodes de détection sont disponibles.


L’autre méthode pour établir des relations entre génotype et phénotype est d’étudier de grandes populations de génotypes sans lien de parenté entre eux. Cette méthode, la génétique d’association, a été utilisée pour identifier des allèles gouvernant les variations de teneurs en terpénoïds (Emanuelli et al. 2010) ou en anthocyanes des raisins (Fournier-Level et al. 2009). Les outils informatiques utilisés en génétique d’association sont différents de ceux utilisés pour la détection de QTLs dans des descendants de croisement.

En regard des nombreux travaux montrant des relations statistiques entre des variations alléiques et des variations phénotypiques, il y a très peu de cas où un lien fonctionnel entre des variations de séquences d’ADN et des variations de caractéristiques agronomiques ou technologiques a pu être établi (Battilana et al. 2011; Feechan et al. 2013; Hugueney et al. 2012; Kobayashi et al. 2004; Mejia et al. 2011).

Cela n’empêche pas les marqueurs moléculaires d’être utilisés en routine dans les programmes d’amélioration variétale (Eibach et al. 2007; Riaz et al. 2009). Ces programmes sont actuellement
centrés sur la sélection de variétés résistantes aux maladies fongiques. Les connaissances utiles dans le cadre de l’adaptation au changement climatique sont cependant de plus en plus nombreuses.

F. La variabilité génétique et l’adaptation au changement climatique

En complément de l’exploration de nouvelles aires de culture ou de la mise en œuvre de nouveaux modes de conduite, utiliser de nouveaux génotypes, aussi bien pour le porte-greffe que pour le greffon, est un moyen d’adaptation très puissant. Trouver de nouvelles combinaisons porte-greffe x greffon x modes de conduite capables de produire des vins marchands est un objectif réaliste pour la plupart des vignobles. Garantir un niveau de productivité équivalent à celui d’aujourd’hui n’est cependant pas acquis.

1. Phénologie

Une des premières idées qui vient à l’esprit quand on évoque l’adaptation à des conditions plus chaudes est de préconiser l’usage de clones ou de variétés plus tardives. La variabilité existant pour la floraison ou pour la véraison est bien décrite. Dans un travail de compilation de données pour 95 cultivars de Vitis vinifera, Parker et al. (2013) montrent une variation entre 1120 °C.d (Meunier) à 1411 °C.d (Semebat) pour le cumul des températures moyennes (base 0 °C) depuis le 1er mars pour atteindre la floraison. Avec les températures moyennes du poste de Colmar de 1982 à 2011, cela correspond à des floraisons calculées entre le 8 et le 25 juin, soit une plage de 17 jours. Cette étendue est identique (1/6-18/6) dans les données rapportées par Galet sur les collections de Montpellier (Galet 1990). Dans ces mêmes collections, la variabilité génétique est de plus d’un mois pour la précocité à la véraison: du 30 juillet pour le Knipperlé au 7 septembre pour le Servant (Galet 1990). On peut caractériser cette variabilité par des cumuls des températures moyennes (base 0 °C) depuis le 1er mars (Parker et al. 2013). Avec cette approche, l’écart de 655 °C.d entre Garanoir (2286 °C.d) et Semebat (2941 °C.d) est de 35 jours en prenant les températures moyennes du poste de Colmar de 1982 à 2011.

Plusieurs QTLs expliquant les variations de phénologie ont été publiés (Costantini et al. 2008; Fechter et al. 2014; Grzeskowski et al. 2013). Un des objets du travail que je présente ici est d’évaluer comment cette information peut être utilisée pour tester le comportement de génotypes virtuels dans les conditions climatiques du futur.

2. Utilisation de l’eau

L’efficience de l’utilisation de l’eau par une culture (WUE: water use efficiency) est un paramètre clé de l’adaptation aux étés plus secs qui sont prévus dans le futur. Il y a de nombreuses manières de définir ce paramètre (voir Flexas et al. (2010) pour une synthèse). Il peut être étudié à différentes
échelles de la plante ou du peuplement et au travers de plusieurs processus physiologiques (Flexas et al. 2010; Tomás et al. 2014).

D'un point de vue pratique, qui peut être celui d'un viticulteur, c'est la quantité d'eau nécessaire à la production d'un kilogramme de raisins mûrs. Les recherches sur les modes de conduite ou les techniques culturelles les plus efficaces pour maximiser l'efficience de l'eau sont nombreuses (Flexas et al. 2010). L'architecture du feuillage, le calendrier et la localisation des apports d'eau, vont avoir des effets déterminants mais l'efficience de l'eau va dépendre également du greffon et du porte-greffe.

Plusieurs classifications des variétés en réponse à une contrainte hydrique ont été proposées (Bota et al. 2001; Gauvillère et al. 2002; Tomás et al. 2014). La compréhension des caractères génétiques qui sont déterminants dans la tolérance aux déficiences d'alimentation en eau est encore balbutiante. Des caractères tels que le contrôle de la transpiration ou la conductance hydraulique sont incontournables. Leurs bases génétiques ont été étudiées dans les descendants d'un croisement Syrah x Grenache (Coupel-Ledru et al. 2014). Les QTLs détectés dans cette étude expliquent cependant relativement peu les variations totales. L'intégration d'informations sur les effets de QTLs pour imaginer des combinaisons idéales d'allèles de différents loci pour la tolérance au manque d’eau demandera de progresser dans la modélisation. En effet, les caractéristiques idéales des génotypes ne sont pas à ce jour définies. D'une part elles dépendent des scénarios de sécheresse à intégrer (Tardieu 2003), d'autre part la hiérarchie des paramètres physiologiques prioritaires (contrôle de la transpiration diurne? conductivité hydraulique? transpiration nocturne?) n'est pas clairement établie. La définition d'un idéotype pour le greffon est d'autant plus complexe qu'il faut tenir compte du porte-greffe.


3. Qualité de la baie

Une forte variabilité génétique peut être observée quand on compare la date à laquelle des génotypes atteignent une teneur en sucre donnée (Costantini et al. 2008). Cependant, ces valeurs dépendent d'une part des conditions climatiques après la véraison, et d'autre part du rapport fruit/feuille des plantes. Des variétés ayant toujours des teneurs en sucre faibles existent déjà (le
Chasselas par exemple) ou ont été créées (Escudier 2009). La variabilité génétique exploitable pour la capacité des variétés à accumuler des sucres et le déterminisme génétique associé reste à explorer.

Des températures élevées pendant la maturation conduisent à une dégradation accélérée de l’acide malique (Sweetman et al. 2014) tandis que l’acide tartrique, dont les quantités par baie sont stables à partir de la véraison (DeBolt et al. 2008), est très peu sensible aux conditions climatiques. Les variétés dont le rapport acide tartrique/acide malique est élevé devraient être mieux adaptées au climat du futur (Shiraishi 1995). Il existe une variabilité génétique pour ce rapport (Shiraishi 1995) et des QTLs pour le pH et les concentrations en acides des baies ont été publiés (Chen et al. 2015; Viana et al. 2013). Ces résultats suggèrent qu’il est possible d’envisager la création de variétés dont l’acidité resterait à des niveaux adéquats dans le futur.

En ce qui concerne le métabolisme secondaire, la diminution des teneurs en anthocyanes sous fortes températures n’est certainement pas identique entre variétés (Barnuud et al. 2014a; Kliwer et Torres 1972). La compréhension des déterminants génétiques pour le profil de composition en polyphénols (Fournier-Level et al. 2009; Huang et al. 2012) peut appuyer les recherches pour obtenir de nouvelles variétés dont la coloration serait peu sensible à la température. À ce jour, il n’existe pas de données sur d’éventuelles différences de réaction de variétés aromatiques aux fortes températures.
G. Problématique

Il n'y a à l'heure actuelle pas d'éléments convaincants dans la littérature scientifique internationale en faveur d'un arrêt du processus de réchauffement global de la planète. Il y a beaucoup d'incertitudes autour de ce que sera le climat du futur, mais il faut se préparer aux prévisions les plus pessimistes pour la vigne en France, à savoir à une augmentation des températures, surtout en été, à des vagues de chaleur plus fréquentes et plus longues, et à des restrictions dans l'alimentation en eau des plantes. Si l'on postule que l'adaptation de la viticulture au changement climatique consiste à produire dans le futur les mêmes types de vins et avec les mêmes volumes qu'aujourd'hui, il existe des possibilités d'adaptation par l'utilisation de parcelles inexploitées actuellement, par la mise en œuvre de nouveaux modes de conduite de la vigne, par l'utilisation de nouvelles techniques culturales et par le changement de matériel végétal. Le matériel végétal du futur devrait être plus tolérant aux restrictions d'eau, ce qui inclut implicitement un aspect maintien de la productivité, et capable de produire des raisins à la composition équilibrée, c'est-à-dire d'une acidité suffisante, sans excès de sucre, et dont le profil en métabolites secondaires sera compatible avec l'élaboration de vins colorés, structurés et aromatiques. Dans le cadre de ce travail, je vais restreindre le champ d'investigation au métabolisme primaire, à savoir la composition en acides et en sucres des raisins.

Ma problématique est (1) d'explorer comment la variabilité génétique que l'on peut créer dans la descendance d'un croisement peut répondre au défi de l'adaptation au changement climatique, considéré au travers de l'acidité et des teneurs en sucre, (2) d'identifier des régions du génome, voire des gènes, qui gouvernent des caractères agronomiques d'intérêt pour l'adaptation.

Le matériel végétal étudié est issu d'un croisement Riesling x Gewurztraminer. Ces parents ont été choisis d'une part pour leur adaptation au vignoble local, le vignoble alsacien, et d'autre part car ils présentent des caractéristiques contrastées sur de nombreux paramètres, ce qui ouvre a priori des possibilités d'observer des ségrégations dans la descendance.

Le tableau 1.5 récapitule des données obtenues sur les deux parents dans différents dispositifs avant le début de cette étude. Le Riesling est productif, relativement tardif à la véraison, et produit des raisins plus acides et moins sucrés que ceux du Gewurztraminer. Ces trois caractéristiques nous intéressent en premier lieu car je vais tester successivement trois hypothèses:

- des génotypes issus de la descendance seront-ils suffisamment tardifs pour que dans le futur ils mûrisent dans des conditions de température similaires à celles que nous connaissons aujourd'hui pour les parents?
- peut-on trouver dans cette descendance une variabilité génétique pour les teneurs en sucres suffisante pour éviter des teneurs en alcool des vins excessives dans le futur?
- peut-on trouver dans cette descendance une variabilité génétique pour l'acidité des raisins exploitable pour le maintien d'un bon niveau d'acidité même en cas de mûrissement à température élevée?

**Tableau I.5 :** Comparaison du Riesling et du Gewurztraminer dans différents dispositifs. La valeur la plus élevée est grisée.

<table>
<thead>
<tr>
<th>Catégorie</th>
<th>Variable</th>
<th>Source</th>
<th>Nombre d'années</th>
<th>Riesling</th>
<th>Gewurz.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phénologie</td>
<td>Date de débourrement (jours julien)</td>
<td>Ecologie (1)</td>
<td>12</td>
<td>120,8***</td>
<td>116,6</td>
</tr>
<tr>
<td></td>
<td>Date de floraison (jours julien)</td>
<td>Ecologie (2)</td>
<td>12</td>
<td>178,9</td>
<td>180,3***</td>
</tr>
<tr>
<td></td>
<td>Date de véraison (jours julien)</td>
<td>Ecologie (3)</td>
<td>12</td>
<td>250***</td>
<td>245,1</td>
</tr>
<tr>
<td></td>
<td>Durée débourrement-floraison (jours)</td>
<td>Ecologie (4)</td>
<td>12</td>
<td>58,4</td>
<td>64,1***</td>
</tr>
<tr>
<td></td>
<td>Durée floraison-véraison (jours)</td>
<td>Ecologie (5)</td>
<td>12</td>
<td>71,4***</td>
<td>64,9</td>
</tr>
<tr>
<td>Productivité</td>
<td>Nombre moyen d'inflorescences par rameau primaire</td>
<td>Suivi Alsace (6)</td>
<td>11</td>
<td>2,0***</td>
<td>1,44</td>
</tr>
<tr>
<td></td>
<td>Nombre de fleurs de l'inflorescence de rang 1</td>
<td>Suivi Alsace (7)</td>
<td>7</td>
<td>254***</td>
<td>170,6</td>
</tr>
<tr>
<td></td>
<td>Nombre de fleurs de l'inflorescence de rang 2</td>
<td>Suivi Alsace (8)</td>
<td>7</td>
<td>228,4***</td>
<td>126,8</td>
</tr>
<tr>
<td></td>
<td>Nombre de fleurs par rameau</td>
<td>Suivi Alsace (9)</td>
<td>7</td>
<td>507,4***</td>
<td>271,8</td>
</tr>
<tr>
<td></td>
<td>Nombre de baies par rameau</td>
<td>Suivi Alsace (10)</td>
<td>7</td>
<td>229,5***</td>
<td>129,4</td>
</tr>
<tr>
<td></td>
<td>Poids de récolte (kg.souche -1)</td>
<td>Suivi Alsace (11)</td>
<td>11</td>
<td>3,53***</td>
<td>2,58</td>
</tr>
<tr>
<td>Composition</td>
<td>Acidité de titration (g.l-1 eq. H2SO4)</td>
<td>Ecologie (12)</td>
<td>8</td>
<td>8,1***</td>
<td>5,0</td>
</tr>
<tr>
<td></td>
<td>pH</td>
<td>Ecologie (13)</td>
<td>3</td>
<td>2,92</td>
<td>3,33***</td>
</tr>
<tr>
<td></td>
<td>teneur en sucres (g.l-1)</td>
<td>Ecologie (14)</td>
<td>9</td>
<td>167,5</td>
<td>200,4***</td>
</tr>
<tr>
<td></td>
<td>production de sucres dans les raisins (g.m-2)</td>
<td>Ecologie (15)</td>
<td>9</td>
<td>157,7***</td>
<td>139,0</td>
</tr>
<tr>
<td></td>
<td>acide tartrique (meq.l-1)</td>
<td>Suivi Terroirs (16)</td>
<td>2</td>
<td>87,2***</td>
<td>49,3</td>
</tr>
<tr>
<td></td>
<td>acide malique (meq.l-1)</td>
<td>Suivi Terroirs (17)</td>
<td>2</td>
<td>84,6***</td>
<td>48,9</td>
</tr>
<tr>
<td></td>
<td>teneur en linalol des moûts (microg.l-1)</td>
<td>Ribéreau-Gayon (18)</td>
<td>?</td>
<td>40</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>teneur en alpha-terpinéol des moûts (microg.l-1)</td>
<td>Ribéreau-Gayon (19)</td>
<td>?</td>
<td>25</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>teneur en citronellol des moûts (microg.l-1)</td>
<td>Ribéreau-Gayon (20)</td>
<td>?</td>
<td>4</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>teneur en nérol des moûts (microg.l-1)</td>
<td>Ribéreau-Gayon (21)</td>
<td>?</td>
<td>23</td>
<td>43</td>
</tr>
<tr>
<td></td>
<td>teneur en géraniol des moûts (microg.l-1)</td>
<td>Ribéreau-Gayon (22)</td>
<td>?</td>
<td>35</td>
<td>218</td>
</tr>
</tbody>
</table>

(1) : Essai Ecologie viticole, Bergheim, INRA Colmar
(2) : Suivi de parcelles du vignoble alsacien, environ 50 par cépage
(3) : Suivi de parcelles du vignoble alsacien, environ 10 par cépage
(5), **, *** , différences significatives respectivement au seuil $p = 0,01$ et $p = 0,001$. 
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II. Matériel et méthodes

A. Matériel végétal


Tableau II.1 : Nombre de génotypes de différents croisements selon les utilisations

<table>
<thead>
<tr>
<th>Numéro de population</th>
<th>Sens de croisement</th>
<th>Année</th>
<th>Lieu-dit</th>
<th>Effectifs de départ</th>
<th>Nombre d'ADNs extraits</th>
<th>Génotypes pour la carte génétique SSR</th>
<th>Génotypes dans le dispositif 2003</th>
<th>Génotypes dans le dispositif 2006</th>
</tr>
</thead>
<tbody>
<tr>
<td>40523</td>
<td>RlxGW</td>
<td>1998</td>
<td>Fuchsloch</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>41207</td>
<td>RlxGW</td>
<td>1999</td>
<td>Fuchsloch</td>
<td>87</td>
<td>86</td>
<td>81</td>
<td>79</td>
<td>81</td>
</tr>
<tr>
<td>41220</td>
<td>RlxGW</td>
<td>2000</td>
<td>Fuchsloch</td>
<td>45</td>
<td>39</td>
<td>29</td>
<td>29</td>
<td>29</td>
</tr>
<tr>
<td>41221</td>
<td>GWxRI</td>
<td>2000</td>
<td>Fuchsloch</td>
<td>23</td>
<td>19</td>
<td>3</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>41521</td>
<td>RlxGW</td>
<td>2002</td>
<td>Burlenberg</td>
<td>314</td>
<td>289</td>
<td>70</td>
<td>7</td>
<td>264</td>
</tr>
<tr>
<td>41520</td>
<td>RlxGW</td>
<td>2002</td>
<td>Fuchsloch</td>
<td>40</td>
<td>10</td>
<td>5</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>Totaux</td>
<td></td>
<td></td>
<td></td>
<td>512</td>
<td>446</td>
<td>190</td>
<td>120</td>
<td>383</td>
</tr>
</tbody>
</table>


Afin de faciliter la lecture, je parlerai par la suite uniquement de population RlxGW, sachant que plusieurs descndances sont concernées.
B. Dispositifs expérimentaux

1. Dispositif 2003

Il a été décidé d'implanter dans un premier temps 120 génotypes de la population RIXGW au vignoble (Tableau II.1). À partir de plants des descendances et de plants de porte-greffe 161-49C disponibles à Colmar, une équipe de l'INRA Dijon a été chargée de préparer des assemblages porte-greffe:greffon par une technique de greffe bouture herbacée (Walter et al. 1990). Au printemps 2003, dix pots de chaque génotype, ainsi que des pots des parents, étaient prêts à être plantés.

Un relevé des caractéristiques pédologiques d'une parcelle du domaine INRA du Burlenberg à Bergheim (68) a été effectué ainsi que des analyses de sols sur plusieurs horizons. Il a été décidé de diviser cette parcelle en cinq blocs, selon la topographie du terrain et les relevés pédologiques. Les 120 génotypes sont présents dans chacun des blocs à raison de deux plants groupés par bloc (microparcelle de deux souches). Afin d'optimiser l'exploitation des résultats, les parents ont été implantés de manière régulière au sein de chacun des blocs, à raison de trois microparcelles de deux plantes par parent et par bloc.

De plus, le dispositif a été conçu comme un alpha-plan (Mead 1997) de 60 blocs incomplets. Les 120 génotypes RIXGW ont été répartis dans chacun de ces sous-blocs de manière à maximiser les confrontations. J'ai pour cela mis au point un système de permutation à base de macros dans Excel.

En résumé, le dispositif 2003 est un dispositif de 120 génotypes en cinq blocs complets. Le plan de cet essai figure en annexe 1. Des rangs de bordures comprenant les variétés parents par séries de six souches isolent le dispositif principal des parcelles voisines. De même, des plantes hors essai sont présentes aux extrémités des rangs (voir plan en annexe 1). Les rangs de bordure ont été particulièrement utiles pour effectuer régulièrement des prélèvements destructifs qui auraient conduit à des résultats biaisés s'ils avaient dû être réalisés uniquement sur les 30 souches par parent du dispositif principal.

La plantation de cet essai a été réalisée les 14 et 15 avril 2003. L'azimut des rangs est 43°. L'écartement entre rangs est de 1,65 m; l'écartement entre souches est de 1,25 m et la surface totale occupée de 31 a.

Le système de conduite est traditionnel pour l'Alsace: taille en Guyot simple ou double avec palissage vertical.

2. Dispositif 2006

Le dispositif 2003 était statistiquement puissant, mais ne comprenait que 120 génotypes. Il a été décidé d'implanter au vignoble les génotypes encore disponibles en serre. Un processus de greffe classique, sur bois aouêté, a été utilisé. Par rapport à la greffe bouture herbacée, la préparation de plants
par greffe classique est plus longue car elle nécessite un passage d'une année en pépinière, mais les plants sont plus vigoureux et l'ensemble des opérations peut être réalisé à l'INRA Colmar. Trois cent quatre vingt trois génotypes ont donc été préparés sur le porte-greffe 161-49C et plantés dans un dispositif sans répétition, à raison de trois plants groupés par génotype. Comme dans le dispositif 2003, 12 parcelles de RI de trois souches et 13 parcelles de GW de trois souches (Plan en annexe 2) ont été implantées de manière régulière dans la parcelle. Comme dans le dispositif 2003, il y a des rangs de bordure et des souches hors essai en bouts de rangs. La plantation a eu lieu le 7 juin 2006. Le mode de conduite est identique au dispositif 2003: même orientation des rangs, 1,60 m entre rangs, 1,30 m entre souches.

C. Observations, mesures et notations


1. Phénologie

a) Débourrement

Le suivi a été réalisé souche par souche par des comptages successifs du nombre de bourgeons débourrés sur les blocs 1, 2, et 3. Un bourgeon a été considéré comme débourré à partir du stade BBCH 07 (pointe verte). La date de débourrement correspond au moment, calculé par interpolation, où 50 % des bourgeons étaient débourrés.

b) Floraison

Le suivi de la floraison a consisté à estimer régulièrement le pourcentage de fleurs ouvertes par microparcelle de deux souches sur les blocs 1, 2, et 3. La date de floraison retenue correspond au moment, calculé par interpolation, où 50 % des fleurs étaient ouvertes (BBCH 65).
c) **Véraison**

Le suivi de la véraison a consisté à estimer régulièrement le pourcentage de baies verrées, c’est-à-dire molles au toucher, par microparcelle de 2 souches. La date de véraison retenue correspond au moment, calculé par interpolation, où 50 % des baies étaient verrées (BBCH 81).

2. **Rapport fruit/feuille**

Le rendement a été mesuré le jour de la récolte par pesée par groupe de deux souches, sur les blocs 1, 2, et 3.

La surface foliaire exposée (SFE) a été estimée à partir des méthodes proposées par Carbonneau (1989). À partir de la géométrie du couvert (Figure II.1) et d’une estimation de la porosité du feuillage, on peut estimer une surface foliaire exposée en m² par m² de sol, et donc une capacité d’interception du rayonnement et de photosynthèse du couvert.

![Figure II.1: Calcul de la surface foliaire exposée (d’après Carbonneau 1989).](image)

3. **Teneurs en sucre et acidité des raisins**

Dans la population R1xGW et dans les parcelles des parents du dispositif principal des prélèvements de baies ont été réalisés à trois stades:

- **S1**: au moment de la véraison, des baies vertes et dures ont été prélevées sur grappes en cours de véraison. L'objectif de ce prélèvement était d'obtenir des échantillons au moment où la teneur en acide malique est maximale (Sweetman et al. 2012).

- **S2**: 230 degrés jours (températures moyennes, base 10) après véraison. Ce prélèvement était basé sur l'hypothèse, vérifiée par la suite, que l'accumulation des sucres était linéaire en fonction des sommes de températures. Ce prélèvement avait pour objectif de comparer tous les génotypes à un stade équivalent après le début de la maturation des raisins. La date de prélèvement a été déterminée en temps réel pour chaque microparcelle en fonction de la date de véraison effectivement observée sur chacune d'entre elles et des températures enregistrées sur une station météorologique jouxtant l'essai.

- **S3**: À la récolte. Une date unique de récolte a été choisie pour l'ensemble de l'essai en fonction du degré de maturité et de l'état sanitaire des parents. Un prélèvement de baies a été réalisé la veille de la récolte.

Les prélèvements S1 et S2 ont faits sur les blocs 1 et 3. Sur chacun a été évalué:

- Le poids moyen d'une baie,
- Le volume moyen d'une baie (mesure par immersion dans l'eau et mesure du volume d'eau déplacé par pesée),
- L'indice de réfraction pour évaluer les teneurs en sucres,
- Le pH,
- L'acidité de titration,
- Les teneurs en acide malique et en acide tartrique.
Le prélèvement $S_3$ a été fait sur les blocs 1, 2 et 3, mais seuls l'indice de réfraction et le pH ont été mesurés.

Des détails sur les méthodes utilisées sont fournis dans les publications.

En parallèle, une cinétique de maturation complète a été obtenue sur les parents. Des prélèvements ont été faits deux fois par semaine entre la véraison et la récolte dans les rangs de bordure des blocs 1 et 3. Les protocoles utilisés sont identiques à ceux du dispositif principal.

**D. Génotypage**

Un premier génotypage de la population R1xGW a été réalisé en utilisant des marqueurs microsatellites (SSR). Le protocole d'extractions des ADNs, de conditions PCR et de migration est détaillé dans Duchène et al. (2012b). Pour résumer, les PCRs sont effectuées selon un protocole identique pour tous les couples d’amorces. Une des amorces de chaque couple est marquée avec un fluorophore HEX$^\text{TM}$ (vert), FAM$^\text{TM}$ (bleu) ou NED$^\text{TM}$ (jaune). La détection des fragments PCR est effectuée sur un séquençeur ABI PRISM 310 (Applied Biosystems) en présence d’un marqueur de taille. L'analyse des électrophorégrammes et l'attribution des allèles ont été réalisées respectivement sur le logiciel Genescan$^\text{TM}$ 3.1 (Applied Biosystems) et sur le logiciel Genotyper$^\text{TM}$ 2.5.2 (Applied Biosystems). Avant d'utiliser ces marqueurs sur la population, j'ai effectué une sélection des marqueurs informatifs, c'est-à-dire hétérozygotes chez au moins un des deux parents, à partir des marqueurs disponibles au laboratoire. Lors d’une première phase, 253 marqueurs SSR ont été testés sur les parents. Après élimination des marqueurs donnant des réponses faibles ou des profils douteux, 99 ont été sélectionnés. En jouant sur les différentes longueurs de fragments amplifiés et la couleur des fluorophores, il a été possible de mettre au point 33 multiplex (Blin 2005). D'autres marqueurs ont ensuite été ajoutés pour améliorer la couverture des cartes génétiques.

**E. Établissement des cartes génétiques**

Les données de variations alléliques pour chaque descendant ont été stockées dans une base de données sous 4D$^\text{®}$ que j’ai conçue pour cet usage. L’encodage des marqueurs a été effectué initialement directement dans la base de données selon la nomenclature utilisée par JoinMap® 3.0 (Van Ooijen et Voorrips 2001) (Tableau II.2).
### Tableau II.2: Encodage des marqueurs moléculaires pour une population de type CP (cross pollination)

<table>
<thead>
<tr>
<th>Caractéristiques des loci</th>
<th>Type d’encodage</th>
<th>Génotypes possibles dans la descendance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hétérozygote chez les deux parents</td>
<td>&lt;ab x cd&gt;</td>
<td>ac, ad, bc, bd</td>
</tr>
<tr>
<td></td>
<td>&lt;ef x eg&gt;</td>
<td>ee, ef, eg, fg</td>
</tr>
<tr>
<td></td>
<td>&lt;hk x hk&gt;</td>
<td>hh, hk, kk</td>
</tr>
<tr>
<td>Hétérozygote chez un des parents</td>
<td>&lt;lm x ll&gt;</td>
<td>ll, lm</td>
</tr>
<tr>
<td></td>
<td>&lt;nn x np&gt;</td>
<td>nn, np</td>
</tr>
</tbody>
</table>

Trois types de fichiers pour la cartographie ont été préparés: un pour une population de type CP, pour construire une carte consensus, et deux (un par parent) en considérant seulement la ségrégation chez un des deux parents (type back cross) pour établir les cartes parentales selon une stratégie pseudo test cross (Grattapaglia et Sederoff 1994).

Le logiciel JoinMap® 3.0 a été utilisé pour déterminer les phases. Les données ont ensuite été recodées pour être introduites dans R/qtl (Broman et al. 2003). Les cartes génétiques parentales et consensus ont été calculées dans ce logiciel. Quand des critères de vraisemblance statistique ne permettaient pas de choisir un ordre des marqueurs plutôt qu’un autre, c'est l'ordre du génome de référence (Jaillon et al. 2007) qui a été conservé.

### F. Recherche de QTLs

La recherche de QTLs a été effectuée dans R/qtl (Broman et al. 2003) en utilisant une méthode d'imputation (Broman et Saunak 2009). Les effets des loci identifiés ont été vérifiés et quantifiés par des analyses de variance. Ces méthodes sont détaillées dans Duchêne et al. (2012b).
III. Les stades de développement

Le premier objectif de cette partie est d'évaluer si la variabilité génétique que l'on peut générer dans un croisement entre Riesling et Gewurztraminer est suffisante pour trouver parmi les descendants un gène adapté aux conditions climatiques du futur. Cette formulation est trop large et je me restreindrais donc à l'idée de tardivité : avec un gène tardif, est-il possible de retrouver dans le futur des températures moyennes pendant la maturation des raisins telles que nous les connaissons aujourd'hui ? Peut-on trouver un tel gène dans une descendance de croisement Riesling par Gewurztraminer ?

Le deuxième objectif est d'identifier des régions du génome, voire des gènes, impliquées dans la variabilité génétique des stades de développement. De telles connaissances doivent non seulement permettre de mieux comprendre les mécanismes moléculaires gouvernant les stades de développement, mais aussi contribuer à la création efficace de nouveaux gènes.

Les deux articles qui suivent sont indissociables, l'un s'appuyant sur les résultats de l'autre. Le raisonnement qui couvre ces articles est le suivant:

- Pour évaluer l'adaptation d'un gène aux conditions climatiques du futur, il faut disposer d'un modèle de prévision des stades de développement à partir des données climatiques, les températures en premier lieu. J'ai mis au point et testé un tel modèle à partir de 33 années de données pour le Riesling et le Gewurztraminer. J'ai également calculé les paramètres de ce modèle pour une collection de gènes présents dans les collections de l'INRA. Ce modèle, utilisant uniquement les températures journalières maximales, permet de prévoir les dates de véraison du Riesling et du Gewurztraminer avec une erreur de l'ordre de 3 à 4 jours (premier article, Duchène et al. (2010)).

- Considérant ce modèle comme validé, j'ai calculé les paramètres de ce modèle pour 120 gènes de la population R1xGW dans le dispositif 2003 à partir de quatre années de données de dates de débourrement, floraison et véraison. J'ai identifié des QTLs gouvernant ces stades, et je propose des gènes candidats susceptibles de participer à la variabilité génétique. Un résultat majeur est que les QTLs identifiés pour le débourrement, la floraison et la véraison ne sont pas situés sur les mêmes chromosomes. Il est donc possible de combiner des formes alléliques de ces QTLs provenant de ces différents chromosomes et d'en cumuler les effets sur les paramètres du modèle (deuxième article, Duchène et al. 2012b).

J'ai imaginé la construction d'un gène virtuel, le plus tardif possible, cumulant les caractéristiques des trois gènes les plus tardifs de la population respectivement pour le
débourrement, la floraison et la véraison. J'ai ensuite calculé les dates de véraison de ce
génotype virtuel avec des données climatiques simulées pour le futur. J'ai fait de même avec le
Muscat d'Alexandrie, un des cépages les plus tardifs que j'ai caractérisé. Les simulations
montrent que les dates de véraison vont continuer à avancer et la période de maturation va
donc se décaler vers les périodes chaudes du milieu de l'été. Dans le même temps, les périodes
de températures fraîches vont reculer vers l'automne. Dans mes simulations, il est impossible
d'imaginer un génotype issu de la population RIxGW qui serait assez tardif pour mûrir dans des
conditions de températures similaires à celles que nous connaissons pendant la maturation du
Riesling et du Gewurztraminer actuellement (premier article, Duchêne et al. (2010)).
A. **The challenge of adapting grapevine varieties to climate change**

1. Résumé de l'article

L'article qui suit comprend plusieurs parties. La première concerne la mise au point d'un modèle de prévision des stades.

   a) **Un modèle de prévision des stades de développement**

À partir des enregistrements obtenus à Bergheim (68) de 1976 à 2008 sur Riesling et Gewurztraminer, j'ai cherché la façon de calculer les sommes de températures qui permettaient de prévoir la date de débourrement, la durée en jours entre le débourrement et la floraison ainsi que la durée en jours entre la floraison et la véraison. Pour le débourrement, la date à laquelle commence le cumul des températures est théoriquement celle où la dormant des bourgeons est levée. Comme il n'y a pas de méthode simple pour déterminer cette date, les auteurs utilisent une date en sortie d'hiver pour démarrer les cumuls. Dans le cas présent, j'ai empiriquement déterminé que c'était un début des cumuls à partir du 15 février qui permettait d'obtenir les meilleurs ajustements. Cette date est la même, à un jour près, que celle obtenue par Nendel (2010) pour le Müller-Thurgau à Lahr, en Allemagne, à 70 km de Colmar. La seconde étape a consisté à trouver les températures de base optimales. J'ai pour cela utilisé un calcul basé sur la régression linéaire entre la température moyenne de la phase considérée et l'inverse de la durée (1/D). J'ai également testé l'utilisation de températures journalières moyennes ou maximales. Après une phase de validation croisée sur le jeu de données, je propose finalement un modèle basé sur les températures maximales avec des températures de base respectivement de 2, 10, 6 °C pour les durées 15 février-débourrement, débourrement-floraison et floraison-véraison. Ce modèle permet de prévoir les dates de véraison uniquement à partir des températures avec une précision de l'ordre de 4-5 jours.

   b) **Une évaluation de la variabilité génétique**

À partir du résultat précédent, j'ai calculé les paramètres du modèle d'une part pour une collection de variétés étudiées à Bergheim (68) pendant douze ans (Essai « Ecologie viticole »), mais aussi sur 120 descendants RIxGW sur trois ans. Les paramètres du modèle sont en ségrégation au sein de la population RIxGW. La gamme des sommes de températures floraison-véraison calculées dans la population RIxGW couvre par exemple 83 % de la gamme de la collection de cépages de l'essai « Ecologie viticole ». Il n'y a apparemment pas de relations entre les sommes de températures pour les trois phases étudiées, ce qui est cohérent avec l'indépendance des QTLs détectés pour les trois stades.
dans la population RIxGW (Duchêne et al. 2012b). Ce constat permet d’imaginer des génotypes virtuels, des génotypes que l’on pourrait *a priori* trouver dans une population RIxGW infinie. Le plus précoce combinerait ainsi les caractéristiques des génotypes 9E, 26E et 4E, le plus tardif les caractéristiques des génotypes 47E, 13D et 237E. Ce génotype virtuellement le plus tardif aurait théoriquement une date de véraison proche de celle du Muscat d’Alexandrie, variété cultivée actuellement dans le Sud de l’Espagne.

c) *Températures pendant la maturation*

Les climatologues sont en mesure de simuler des jeux de données climatiques sur la base des scénarios produits par le GIEC. J’ai ici utilisé les scénarios A2, B2 et A1B. A1B est considéré comme intermédiaire dans la famille des scénarios SRES alors que A2 (pessimiste) et B2 (optimiste) sont plus extrêmes (voir page 142). À partir des simulations issues du modèle ARPEGE-Climat de Météo-France, Frédéric Huard, de l’unité INRA Agroclim d’Avignon a généré des jeux de données journalières pour le poste de Colmar en utilisant la méthode des anomalies. Ces jeux de données ont permis de simuler des dates de débourrement, floraison et véraison pour le Riesling et le Gewurztraminer dans le futur. Une avance des dates de véraison de 16 à 24 jours est ainsi prévue pour la fin du XXIᵉ siècle selon les scénarios par rapport à la période de référence 1976-2008. Ce sont surtout une avancée des dates de débourrement et un raccourcissement de la durée floraison-véraison qui sont à l’origine de ce résultat. La durée débourrement-floraison évolue relativement peu car le débourrement plus précoce décale cette période vers le début d’année et donc vers des journées plus fraîches.

Le décalage des dates de véraison vers le milieu de l’été modifie les températures moyennes pendant la maturation des raisins pour deux raisons: d’une part à date égale les températures seront plus élevées dans le futur, d’autre part, la maturation est décalée vers les périodes chaudes de l’été (Figure III.1).
**Figure III.1**: Températures maximales journalières simulées pour le poste de Colmar avec le scénario A1B pour trois périodes du futur. Les barres horizontales représentent le positionnement de la période de maturation du Gewurztraminer (35 jours qui suivent la véraison).

Ces simulations prévoient des augmentations des températures moyennes pendant les 35 jours qui suivent la véraison de l’ordre de 5-6 °C pour la période 2041-2072, de l’ordre de 6-7 °C pour la période 2073-2099. Nous ne sommes pas capable de prévoir quelles seront les caractéristiques des raisins dans de telles conditions. L’idée est donc de tester s’il serait possible de limiter cette augmentation en utilisant un génotype (virtuel) le plus tardif possible.

**d) Comportement d’un génotype virtuel dans le climat du futur**

Sur la base du scénario A1B, j’ai calculé des dates de véraison dans le futur pour mon génotype virtuel tardif et pour le Muscat d’Alexandrie. En parallèle, j’ai caractérisé la période actuelle de maturation du Riesling et du Gewurztraminer. J’ai calculé la température moyenne pendant les 35 jours qui suivent la véraison entre 1976 et 2008 et j’ai sélectionné les années où la teneur en sucre a été observée au niveau de l’Alsace satisfaite au critère minimal pour l’appellation Grand Cru. Il se trouve que, pour les deux variétés, la température moyenne pendant la maturation lors des années favorables est de 17,7 °C. J’ai calculé avec les données climatiques quelle était la date de véraison dans le futur qui permettait de retrouver une température moyenne de 17,7 °C pendant la maturation. Le constat est
assez spectaculaire puisque que l'on montre que dans le futur les dates de véraison deviennent de plus en plus précoces alors que la période fraîche est de plus en plus tardive en automne. L'écart à combler atteint un mois pour lafin de XXIe siècle. Il paraît impossible de trouver une variété qui soit assez tardive pour mûrir dans les conditions que nous connaissons aujourd'hui.

On peut également montrer que dans le futur les températures moyennes pendant la maturation des raisins tendent à converger quelle que soit la précocité du génotype (Figure III.2). Cela s'explique par le fait que tous les génotypes tendent à mûrir à la période la plus chaude de l'été (voir figure III.1), à une époque où les variations de dates de véraison n'ont qu'un impact limité sur la température moyenne des 35 jours qui suivent (Duchêne et al. 2014).

**Figure III.2**: Températures maximales moyennes pendant les 35 jours qui suivent la véraison pour trois génotypes. Simulation avec le scénario A1B pour le poste de Colmar. Cercles verts: Riesling, cercles bleus: génotype virtuel le plus précoce possible, cercles orange: génotype virtuel le plus tardif possible.

e) **Conclusion**

Un des enseignements majeurs de ce travail est que, contrairement à une idée intuitive, la recherche de variétés tardives n'est pas la solution idéale pour l'adaptation des vignobles au
changement climatique. En termes de recherche, il faut porter autant d'attention à la capacité des variétés à produire des raisins de qualité, en termes de teneurs en sucres, d'acidité, d'arômes, de couleur, sous de fortes températures qu'à leur précocité à la véraison. Un inconvénient des variétés tardives est par ailleurs d'augmenter la consommation en eau et donc d'être plus exposées à des stress hydriques de fin de cycle.
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ABSTRACT: Climate change is expected to advance grapevine phenological stages. After the calibration and the validation of a degree-days model, we were able to accurately simulate dates of bud-break, flowering and véraison for Riesling and Gewurztraminer, 2 winegrape varieties grown in Alsace, France. Projected daily temperatures were calculated for the local meteorological station with the ARPEGE-Climat general circulation model using 3 distinct greenhouse gas emissions scenarios. Compared with its timing in 1976–2008, véraison is predicted to advance by up to 23 d and mean temperatures during the 35 d following véraison are projected to increase by more than 7°C by the end of the 21st century for both varieties. Such changes will likely have a significant impact on grape and wine quality. Using the same framework, the genetic variability of phenological parameters was explored with 120 genotypes of progeny from a Riesling × Gewurztraminer cross, along with 14 European varieties. In addition, we created a virtual late ripening genotype, derived from a cross between Riesling and Gewurztraminer. This modelled genotype was projected to undergo véraison 2 to 3 d before Muscat of Alexandria, one of the latest ripening varieties studied. Even with this virtual genotype, or with Muscat of Alexandria, grapes would ripen by the middle of the 21st century under higher temperatures than in the present years. This study highlights the important changes that viticulture will likely face in a future warmer climate and emphasises the need to create very late ripening genotypes or genotypes able to produce high quality wines under elevated temperatures.
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1. INTRODUCTION

The effects of global warming on the environmental conditions of natural ecosystems and on human activities, including agriculture, have been extensively described (IPCC 2007, EEA 2008). A change in grapevine phenology during the past decades has been reported for several grape-growing areas (Duchêne & Schneider 2005, Petrie & Sadras 2008, Ramos et al. 2008).

The increase in temperatures is likely to continue, allowing future wine production in areas that are presently too cold for vine cultivation, whereas the present grape growing regions will have to adapt to these changes (White et al. 2006, Hall & Jones 2009). The impact of climate change on wine production will presumably vary according to the type of wine produced and the geographical location, with milder effects expected in coastal regions (Jones et al. 2005, Webb et al. 2007, Hall & Jones 2009).

If phenological stages advance, the maturation of berries is likely to take place under warmer conditions. Experiments have shown that the accumulation of anthocyanins, which are responsible for berry coloration, is lower when maturation occurs at higher temperatures (Mori et al. 2007) and, despite a lack of
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direct experimental data, this is certainly true for terpenols, the molecules responsible for floral aromas (Bureau et al. 2000). The idea that increasing temperatures can lower the quality of grapes and wines is widely accepted (Jackson & Lombard 1993, Jones et al. 2005).

Possible responses towards the projected future warming in vineyards include (1) accepting changes in the typicity of wines and altering production accordingly, going as far as producing red wines or dessert wines instead of white wines; (2) adapting varieties in order to maintain a constant typicity; and (3) moving grapevine cultivation areas that are presently cooler (e.g. higher elevations).

Alsace is a white-wine-producing region in northeastern France, and the evolution of phenological stages during the past decades and the consequences for grapevine physiology have been described (Duchêne & Schneider 2005). The next logical steps in this line of study are to assess the future climatic conditions in this region, to evaluate their impact on the currently cultivated varieties and to determine which varieties could be adapted in the future.

Three main phenological stages can be used to describe the grapevine developmental cycle: budbreak, flowering and véraison. Budbreak is the onset of vegetative growth, flowering is the time when the fertilisation process leads to the formation of berries and véraison is the beginning of the ripening process, which ends at harvest when sugar content and acidity meet required levels. At véraison, berries undergo major changes, i.e. cell wall degradation, skin colouration, sugar accumulation and malic acid degradation. ‘Maturity’ is not a phenological stage due to the difficulty in establishing uniform criteria for different varieties. Sugar content cannot be treated as a standard maturity indicator because it varies according to training systems, crop load and cultural practices (Jackson & Lombard 1993), as well as climatic signals.

The objectives of this study were to model future changes in phenology and temperature during berry ripening and to explore the consequences of such changes for the adaptation of grapevine varieties.

In this paper, we describe a model for predicting the developmental stages of Riesling and Gewurztraminer. Using this model, we assess the genetic variability in other grapevine varieties grown in the same location and in the progeny of a cross between Riesling and Gewurztraminer. The models are then used to predict future developmental stages using 3 greenhouse gas emissions scenarios developed by the Intergovernmental Panel on Climate Change (IPCC 2000) and to evaluate the genotypes that would be better adapted to these projected conditions.

2. DATA AND METHODS

2.1. Developmental stage data sets

Budbreak, flowering and véraison dates were gathered in 3 data sets, all obtained from the Institut National de la Recherche Agronomique (INRA) experimental vineyard at Bergheim (Alsace, France, 48°21’N, 7°34’E). The vineyard is located on a vertic calcisol soil (FAO/WRB) at an elevation of 309 m. Vines were trained on a vertical trellis at a planting density of 4500 to 4850 plants per ha, depending on the experiment.

Thirty-three yr of records (1976–2008) for Riesling (RI) and Gewurztraminer (GW) from an experiment planted in 1973 were used for the first data set. For the second data set, observations were collected from the ‘Viticultural Ecology’ collection, consisting of 14 varieties planted in 1973. The third data set was provided by the characterisation of offspring. Between 1998 and 2000, 527 seeds were collected from 3 crosses between RI clone 49 and GW clone 643. After a year of growth in the greenhouse, grafts of the offspring were prepared in 2002 with the Couderc 161-49 rootstock using a green grafting technique (Walter et al. 1990). In 2003, 120 genotypes were planted in the vineyard according to a randomised 5-block design. Developmental stages were recorded for 3 of the 5 blocks.

Since 1976, the methods for evaluating phenological stages have been standardised. After successive observations, budbreak, flowering and véraison dates were determined as the dates when 50% of buds, flowers and berries, respectively, reached the required stage. For budbreak, this stage corresponded to stage C ‘Green tip’, as described by Baggiolini (1952). As observing colour change in white varieties is more difficult than in red varieties, véraison timing was based on berry softening.

2.2. Observed and simulated climatic data

Meteorological data were not available in Bergheim before 1987, instead we exclusively used records from the INRA Station in Colmar (48°03’N, 7°19’E, 193 m elevation, 15 km south of Bergheim), available since 1976. These data were provided by Météo-France and the INRA STEFCLI database. The coefficient of determination $R^2$ between the 2 meteorological stations has been higher than 0.98 for daily mean or maximum temperatures ($T$) since 1987. The bias is limited: $T_{\text{mean}}(\text{Bergheim}) = 1.02 T_{\text{mean}}(\text{Colmar}) - 0.2$ and $T_{\text{max}}(\text{Bergheim}) = 0.98 T_{\text{max}}(\text{Colmar}) - 0.6$.

Projected climate data were obtained through the regionalised general circulation model ARPEGE-
Climat of Météo-France (Déqué 2007). The grid resolution of this model over France is 50 km. Three greenhouse gas (GHG) emissions scenarios were used: A2 (high emissions), B2 (low emissions) and A1B (intermediate emissions) (IPCC 2000). These data were available with a daily resolution for a control period (1950–2000) and for the future (2070–2100) for the A2 and B2 scenarios. For the A1B scenario, the simulated data set was uninterrupted from 1950 to 2100.

To estimate the regional impacts of climate change, a method based on anomalies was used (Déqué 2007). The closest grid point to Colmar in the ARPEGE-Climat model was chosen, and the modified climate for the future was calculated as follows:

Modified daily temperatures = Observed daily temperatures + Monthly difference between future and control simulations

For the A2 and B2 scenarios, the control period used was 1960–1989. For the A1B scenario, the projected shifts were calculated on a 20 yr sliding period instead of a single 30 yr period. The control period was 1987–2006. A first 20 yr period (2007–2026) was simulated with monthly anomalies calculated for a 20 yr sliding window. For example:


For the second period (2027–2036) and the subsequent ones, calculations started back with the 1987–2006 control period. Five 20 yr cycles are then visible in the simulated data set for the A1B scenario.

2.3. Models for phenological stages

Plant development rates are often described by thermal time or heat sums, expressed in growing degree-days (GDD). GDD are calculated as the difference between an observed temperature and a lower threshold, or ‘base temperature’, under which development is not possible. For the grapevine, GDD are generally calculated from daily mean temperatures and a 10°C threshold (Williams et al. 1983). However, except for the leaf emergence rate (Lebon et al. 2004), the base temperature of 10°C has not been widely validated with experimental data. Some authors have proposed using different base temperatures for the leaf emergence rate, budbreak and flowering (Moncur et al. 1989, Oliveira 1998) for different grape growing regions (Besselat et al. 1995), or using a daily maximum temperature instead of a daily mean temperature (Besselat et al. 1995). Models based on thermal time are not the only means to predict phenological stages (Riou & Pouget 1992, Chuine et al. 2004), but we chose to restrict our study to this type of model because (1) the same framework can be used for predicting budbreak, flowering and véraison, (2) to assess parameters for 120 genotypes with 3 yr of data, the number of parameters to be estimated had to be less than 4, and (3) we are also interested in the genetic determinism of the traits and we expect more in the future from physiological approaches, more closely related to genes, than from more complex mathematical models. The model used is based on the equation:

\[
\text{HS} = \sum_{i=1}^{n} \max(T_i - T_b, 0)
\]

where \(T_b\) (base temperature) and HS (heat sum) are parameters to be estimated, \(T_i\) is the daily temperature (mean or maximum) for day \(i\) and \(n\) is the number of days of the phase.

This model considers the response of grapevine developmental stages to temperature as linear, which is certainly not the case, as shown for other species (Yin et al. 1995) or for grapevine photosynthesis (Schultz 2000). A threshold for maximum temperature is sometimes used, for maize for instance (Brisson et al. 1998), and a model where values of maximum temperatures were limited to a 33°C threshold (Schultz 2000) has also been tested.

We did not attempt to predict harvest dates as (1) sugar content depends on yield level and soil water balance as well as on temperatures and (2) we do not have any validated model to predict sugar content and/or acidity in our conditions. Therefore, we did not work on a predicted véraison-harvest period.

2.4. Statistical tests

Models for phenological stages were evaluated using 3 statistical criteria (Greenwood et al. 1983, García de Cortazar Atauri 2006). The Mean Absolute Error (MAE) was calculated as:

\[
\text{MAE} = \frac{1}{n} \sum_{i=1}^{n} |P_i - O_i|
\]

where \(n\) is the number of years in the data set, \(P_i\) is the predicted date for year \(i\), \(O_i\) is the observed date for year \(i\).

The Root Mean Square Error (RMSE) was calculated as:

\[
\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (P_i - O_i)^2}
\]

This criterion gives a higher weight to important errors of prediction.
The efficiency of the model (EFF) provides an estimation of the variance of the observations explained by the model. If EFF = 0 or less, the model does not explain any variation.

\[
    EFF = 1 - \frac{\sum_{i=1}^{n} (P_i - O_i)^2}{\sum_{i=1}^{n} (O_i - \bar{O})^2}
\]

where \(\bar{O}\) is the mean of the observations.

Regression and analysis of variance were performed with the R software version 2.8.1 (R Development Core Team 2008).

### 3. RESULTS

#### 3.1. Determination of base temperatures

To determine base temperatures, the inverse of the duration of a period \(1/D\) was plotted against the average temperature \(\bar{T}\) over the period \(D\) (Durand et al. 1982). With \(1/D = a\bar{T} + b\), the base temperature \(T_b\), where \(D\) would be infinite, can be calculated as \(T_b = -b/a\). Consequently, \(\sum_{i=1}^{n} (T_i - T_b)\), where \(T_i\) is the temperature of day \(i\) of the period, is a constant. The confidence ellipses for the estimated parameters \(a\) and \(b\) were calculated using the ‘ellipse’ library in the R packages and were used to verify whether a chosen base temperature \(T_b\) was compatible or not with a confidence ellipse. To obtain the best estimates for these base temperatures, all of the available data for RI and GW were used. Both daily mean and daily maximum temperatures were tested.

For budbreak, the date when the calculation of temperature accumulation should start is theoretically the day when the period of dormancy ends (Pouget 1972). For practical reasons, 1 January is often considered as the starting point (Riou & Pouget 1992, Oliveira 1998), but 20 February has also been used (Williams et al. 1985). Seven starting dates, every 15 d from 1 January to 1 April, were tested independently for RI and GW. The coefficients of correlation between \(1/D\) and \(\bar{T}\) were the highest with 15 February as the starting date, for both varieties, using either the mean or the maximum temperature (data not shown). Using 10 February or 20 February did not yield better results. The calculated base temperatures were very similar for the 2 varieties tested (Table 1). A simple integer value, in the confidence ellipses for RI and GW, was chosen for each stage for the remainder of the study (‘\(T_b\) used’ in Table 1).

#### 3.2. Cross-validation of models

The first objective of the study was to set up models able to predict budbreak, flowering and véraison dates for RI and GW. For each of the 3 phases, 15 February to budbreak (15FB), budbreak to flowering (BF) and flowering to véraison (FV), each data set was divided into 2 parts. The heat sum required to reach a particular stage was calculated independently for RI and GW using 19 randomly chosen years. The MAE, RMSE and EFF criteria were calculated with the dates predicted for the 16 remaining years. The model using a 10°C base temperature was also included as a control.

The 10°C base temperature models were discarded as they created more variability than in the observed data, except for predicting flowering (Table 2). The use of daily mean temperatures or daily maximum temperatures provided satisfactory models with efficiencies greater than 62% (Table 2). The prediction of budbreak was better using a daily mean temperature above –2°C than using a maximum temperature above 2°C, whereas predictions of flowering and véraison were slightly better using maximum temperatures. As the models were validated by these cross tests, average heat sums were calculated with the complete data set and then used to compute simulated dates annually. Except for budbreak prediction with mean temperatures, RMSE were smaller than those obtained for the cross tests (Table 3). Efficiencies were always higher, or within a 1% range, for the complete data set.

The use of maximum temperatures was slightly more

<table>
<thead>
<tr>
<th>Temperature Period</th>
<th>Variety</th>
<th>(R^2)</th>
<th>(T_b) calculated (°C)</th>
<th>(T_b) used (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>15FB</td>
<td>GW</td>
<td>0.65</td>
<td>–1.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RI</td>
<td>0.56</td>
<td>–2.4</td>
</tr>
<tr>
<td></td>
<td>BF</td>
<td>GW</td>
<td>0.72</td>
<td>6.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RI</td>
<td>0.77</td>
<td>7.3</td>
</tr>
<tr>
<td></td>
<td>FV</td>
<td>GW</td>
<td>0.55</td>
<td>2.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RI</td>
<td>0.68</td>
<td>2.7</td>
</tr>
<tr>
<td>Maximum</td>
<td>15FB</td>
<td>GW</td>
<td>0.69</td>
<td>2.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RI</td>
<td>0.64</td>
<td>1.9</td>
</tr>
<tr>
<td></td>
<td>BF</td>
<td>GW</td>
<td>0.81</td>
<td>10.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RI</td>
<td>0.77</td>
<td>10.4</td>
</tr>
<tr>
<td></td>
<td>FV</td>
<td>GW</td>
<td>0.60</td>
<td>5.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RI</td>
<td>0.70</td>
<td>5.2</td>
</tr>
</tbody>
</table>

Table 1. Base temperatures \((T_b = -b/a)\) calculated with the relationship \(1/D = a\bar{T} + b\), where \(D\) is the duration of the period and \(\bar{T}\) is the average temperature during this period. 15FB: 15 February to budbreak; BF: Budbreak to flowering; FV: Flowering to véraison; GW: Gewurztraminer; RI: Riesling. ‘\(T_b\) used’ values are integer values within the confidence ellipses of the calculated \(T_b\) for both varieties.
efficient than the use of daily mean temperatures. Using a 33°C threshold for maximum temperatures during the FV period did not improve the model (EFF = 89%, RMSE = 4.3 d).

Budbreak, flowering and véraison dates were also calculated one after the other. Overall, the simulations were very good (Fig. 1). The RMSE was 3.1 and 3.7 d for the flowering and véraison dates, respectively. This is less than the RMSE for budbreak (4.7 d) or for the duration of the FV period (4.1 d). The efficiency of the model in predicting flowering and véraison with only meteorological data was 91% for the 2 stages.

### 3.3. Genetic variability in the Viticultural Ecology collection

Heat sums for the 15FB, BF and FV periods were calculated as for RI and GW with maximum temperatures with \( T_b \) of 2, 10 and 6°C, respectively, for 14 varieties with 12 yr of data. The base temperatures used were the same as those employed for RI and GW (1) to make comparisons between varieties possible and (2) to be consistent with the calculations for the RI × GW progeny, where base temperatures could not be reasonably evaluated individually for the 120 genotypes with only 3 yr of data. The overall efficiency of the simulation of the véraison dates with only meteorological data was 81%, and the RMSE was 4.7 d. Mean errors of prediction were greater for late genotypes than for early genotypes. For example, the bias for Muscat of Alexandria, –2.9 d between simulated and observed dates, was due to 2 years, 1978 and 1987, with observed véraison dates after 10 October.

There were significant differences between varieties for the 3 phases (Table 4). Heat requirements were independent between phases: the BF period for Chasselas blanc was one of the longest, but the FV period was the shortest. Conversely, flowering for RI took place quite quickly after budbreak, but reaching véraison required more degree-days than for Syrah. Cabernet Sauvignon was a late-ripening variety, but this was mainly due to late budbreak. A véraison index was calculated for each variety as the sum of the 3 heat sums to allow for quick comparisons between varieties. This approach enables an accurate characterisation of genetic variations in developmental stages.
3.4. Genetic variability in the RI × GW progeny

As for RI and GW, heat sums were assessed for 3 yr of observation for 120 genotypes among the progeny of a RI × GW cross. Calculations were carried out using meteorological data from Colmar in order to be consistent with the other data sets. The heat sum values observed in this progeny cover approximately 55% (budbreak), 77% (flowering) and 83% (véraison) of the ranges observed in the Viticultural Ecology collection (Table 4). The latest genotypes in the RI × GW progeny have a véraison index lower than Kadarka, Carignan, Grenache and Muscat of Alexandria but a higher index than Cabernet Sauvignon or Syrah.

To explore the potential extent of the variation of the phenology response, we created a ‘virtual’ genotype by adding the largest values observed for each period in the RI × GW progeny results. This ‘virtual’ genotype has a véraison index of 2714 (Table 4) and would theoretically reach véraison a few days before Grenache.

3.5. Projected temperatures

The temperatures simulated with the ARPEGE-Climat model on the closest grid-point to Colmar were compared with the actual data from Colmar for the control period 1986–2007. The month-to-month average temperature does not differ by more than 0.36°C ($T_{\text{max}}$ in May). The average differences over the grapevine growing period of April to September were 0.10 and 0.07°C for $T_{\text{min}}$ and $T_{\text{max}}$, respectively. Consequently, we considered the model as acceptable. To further validate the projected climatic data, comparisons were made with IPCC data. Under scenario B2, the mean annual temperature in Colmar is projected to increase by 2.1°C at the end of the century compared with the period 1973–1999 (Table 5). The increases are 1.0 and 1.3°C higher under scenarios A1B and A2, respectively. These increases in temperatures are in the range of the changes expected for the global average surface temperature with the same scenarios (IPCC 2007). The A1B projected changes are, however, closer to A2 projected changes in our region than at the global level. The increase is predicted to be +0.3 to 0.4°C higher for maximum temperatures than for minimum temperatures.

3.6. Projected stages

Simulated daily temperatures were available for Colmar for scenario A1B from 2010 to 2100 and for scenarios A2 and B2 from 2073 to 2099. For each year and scenario, budbreak, flowering and véraison dates were calculated for RI and GW according to the models previously developed with maximum temperatures (Table 3). To summarise the results, dates of phenological stages were averaged over periods of 27 to 32 yr. By the end of the century, véraison could advance for both varieties by 16 (B2) to 24 (A2) d when compared with the period 1976–2008 (Fig. 2). As expected, the effects of climatic conditions in scenario B2 are of lower magnitude than in scenario A2. In scenario A1B,
the difference between the beginning of the century (2010–2040) and mid-century (2041–2073) will be greater than from mid-century to the end of the century (2073–2099). If these simulations are correct, a large number of climate change effects will be apparent by the first half of the century.

The model with a 33°C threshold for maximum temperature was also used to predict the véraison dates. Delays in véraison dates are predicted when using the threshold model instead of the model without a threshold, but the largest effect on average values is limited to +1 d, as evident for RI in scenario A2 from 2071–2099. Using a 30°C threshold, the delay for the same data set would be +2.4 d.

The model used for budbreak assumes that chilling requirements are satisfied for all years, which had to be verified. Chilling requirements necessary to release bud dormancy are not clearly defined. Pouget (1972) suggested that a period of 7 consecutive days with a mean temperature below 10°C was required for Merlot. More recently, Garcia de Cortazar Atauri (2006) proposed a model that included an accumulation of daily chilling units (Cc) to predict the end of dormancy. For RI, the estimated value for Cc was 108.2. Under scenario A1B, both criteria were satisfied every year before 15 February. According to the current knowledge on budbreak and to the meteorological data used, a delay in budbreak due to insufficiently low winter temperatures is unlikely for Colmar in the future.

### 3.7. Consequences on climatic conditions during ripening

The requested natural alcohol level in the ‘Alsace Grand Cru’ top level wines is currently 11% v/v for RI and 12.5% v/v for GW (Association des Viticulteurs d’Alsace, May 2009), which corresponds to 185 and 210 g l$^{-1}$ of sugar in the berries, respectively. Projected climatic conditions were therefore compared to the years when these levels of sugar content were actually reached in samples taken all over the region (Duchêne & Schneider 2005). Twelve and 19 years, called ‘favourable years’ in the following text, were selected for RI and GW, respectively (Table 6). The model used for budbreak and to the meteorological data used, a delay in budbreak due to insufficiently low winter temperatures is unlikely for Colmar in the future.

The average minimum and maximum temperatures were calculated for the 35 d following véraison (Duchêne & Schneider 2005) for each year of observed data and of the A1B scenario. This period was chosen to compare the climatic conditions during the ripening phase and does not correspond to an actual, or projected, véraison–harvest period. Our purpose was to compare present and future conditions rather than to predict grapevine quality at harvest. Surprisingly, the years favourable to high sugar content, although different, have the same temperature profile for RI and for GW despite differences in véraison dates (Table 6). When compared with the observed favourable years, an increase of approximately 1°C for RI and 1.5°C for GW is predicted for 2010–2040 (Table 7). For 2041–2072, the increase will clearly be greater for maximum temperatures than for minimum temperatures, reaching 5.3°C for RI and 5.9°C for GW (3.9°C and 4.5°C for minimum temperatures, respectively). As observed for developmental stages, a slowing down of the rate of increase is projected for the last years of the century. The average maximum temperature during ripening for GW could, however, reach 31°C at this time, compared with 23.7°C in the observed favourable years and 22.4°C for 1976–2008 (Table 7).

### Table 6. Average véraison dates and average temperatures (°C) during the 35 d following véraison for years favourable for sugar accumulation within the 1976–2008 period (185 g l$^{-1}$ for Riesling, 210 g l$^{-1}$ for Gewurztraminer)

<table>
<thead>
<tr>
<th>Genotype</th>
<th>Véraison Minimum</th>
<th>Maximum</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>date</td>
<td>temp.</td>
<td>temp.</td>
</tr>
<tr>
<td>Riesling</td>
<td>18 August</td>
<td>11.7</td>
<td>23.7</td>
</tr>
<tr>
<td>Gewurztraminer</td>
<td>15 August</td>
<td>11.6</td>
<td>23.7</td>
</tr>
</tbody>
</table>
Year 2003 was included as a reference for an exceptionally hot summer (Schär et al. 2004). Maximum temperatures during ripening in 2003 are comparable to the projected temperatures for the end of the century, but mean temperatures similar to those seen in 2003 could be common as soon as the middle of the century (Table 7).

### 3.8. Adaptation of genotypes to projected conditions

Temperatures over the growing season, integrated in indexes such as the Huglin Index, determine the suitability of varieties to a given environment (Huglin 1978). Temperatures are of major importance for wine quality (Jones et al. 2005), but there are no scientific data on the range of temperatures during the ripening period suitable for producing wines with specific characteristics, i.e. 'typical' wines, in our conditions. A working hypothesis is to assume that temperatures during ripening in the future should remain in the same range as currently observed to maintain a constant typicity. We therefore determined the date when ripening should start so that the mean temperature during the following 35 d would be the same as the mean temperature observed in the favourable years as previously defined. Average daily mean temperatures were calculated for 3 periods for the A1B scenario. An average mean temperature of 17.7°C (Table 6) during ripening would be observed if ripening started on 24 August, 5 September and 11 September during 2010–2040, 2041–2072 and 2073–2100, respectively (Fig. 3). In parallel, véraison dates were calculated for Muscat of Alexandria and for the virtual genotype from the RI × GW progeny that would have the latest véraison. Muscat of Alexandria was chosen because it was one of the latest ripening genotypes studied. For 2010–2040, it appears possible to find genotypes whose ripening could take place in temperature conditions similar to the favourable years actually observed (Fig. 3). For 2041–2072, there is a 20 d gap between the véraison of Muscat of Alexandria (15 August) and the start of the period when the mean temperature would be 17.7°C (5 September). The virtual RI × GW genotype would undergo véraison before Muscat of Alexandria. Therefore, the feasibility of creating a new variety, a progeny of RI and GW, that could ripen in the same range of temperatures as currently observed, does not seem possible.

In the last years of the century, it is unlikely that any Vitis vinifera variety could start ripening on 11 September, knowing that Muscat of Alexandria, one of the latest ripening varieties in Europe, would undergo véraison on 9 August, on average. These results illustrate the effects of global warming on both the advance in phenological stages and the increase of temperatures in summer.
4. DISCUSSION

4.1. A model for phenological stages

Here, we provide a model for predicting budbreak, flowering and véraison for RI and GW. This model, based on growing degree-days, is able to simulate accurately the observed stages from the past 30 yr.

Base temperatures were obtained by a regression model, and it can be shown mathematically that base temperatures obtained by minimizing the standard deviation of the heat sums are very close (Durand et al. 1982). Moncur et al. (1989) or on grape-growing regions in the literature, depending on the varieties studied (Moncur et al. 1989) or on grape-growing regions (Besselat et al. 1995). The values of base temperatures calculated for the FV period, 3 and 6°C for $T_{\text{mean}}$ and $T_{\text{max}}$, respectively, are surprisingly low. They result from statistical adjustments and are far from the range of average temperatures observed during this period (22.8 to 29.2°C for $T_{\text{max}}$). If the response of the phenology is not linear, these calculated base temperatures are not indicators of actual physiological thresholds. An indirect validation of our calculated base temperatures is the fairly good predictions of the models. For budbreak, a RMSE of 4.7 d and an efficiency of 75% (Table 3) are satisfactory when compared with similar studies (Manelli et al. 2003, Garcia de Cortazar Atauri 2006). Improving budbreak prediction is difficult, as this stage also depends on soil temperature (Kliewer 1975) and on pruning dates (Martin & Dunn 2000). As already shown (Moncur et al. 1989), a 10°C base temperature is not appropriate for budbreak prediction.

Previous studies also obtained good relationships between flowering dates and heat sums expressed in degree-days (Williams et al. 1985, Besselat et al. 1995, Garcia de Cortazar Atauri 2006). Our final model (maximum temperatures, 10°C base temperature) is the same as the model retained by Besselat et al. (1995) for Pinot Noir in Burgundy and has a similar accuracy, with a MAE between 2.3 and 3 d in each case. With our data, using mean temperatures with the classical 10°C base did not significantly change the goodness of fit for this stage (Table 2).

We are not aware of a published heat sum model for véraison. Chuine et al. (2004) proposed a model using daily mean temperatures that could explain approximately 90% of the variance of véraison dates for Pinot Noir. This model, however, requires 5 parameters and was not appropriate for the simple comparison of grapevine genotypes. The goodness of fit of our model is high, with a final RMSE of 3.7 d and an efficiency of approximately 90%.

4.2. Genetic variability

Costantini et al. (2008) have shown that flowering and véraison time segregated in an Italia × Big Perlon progeny. Quantitative Trait Loci (QTL) and molecular markers associated with these traits could be identified for these genotypes. A similar work is in progress for our RI × GW progeny. Our results show that heat sums can be used to characterise the genetic variability, and this should lead to a better analysis of the genetic determinism of the phenological traits. The genetic variability for the véraison dates was 39 d within 279 genotypes in the INRA collection at Vassal (Galet 1990). The range in the véraison dates in our study was 6 d between RI and GW, 16 d in the RI × GW progeny and 28 d in the collection of 14 varieties. The range of stages created in our progeny is quite large when we consider that the parents are adapted to the same growing conditions. Among the progeny of Italia × Big Perlon, 2 genitors with a 20 d difference in time of véraison, the observed range of véraison dates was 45 d (Costantini et al. 2008). Breeding new late ripening varieties is a way to increase the existing genetic variability and to adapt the grapevine phenology to climate change.

4.3. Phenological stages in the future

The impacts of future climate change on Cabernet Sauvignon and Chardonnay phenology have been assessed in Australia (Webb et al. 2007). Except for one of the regions of the study, budbreak should be earlier by 2 to 9 d in 2030 and 3 to 18 d in 2050. Our simulations are compatible with these estimations (Fig. 2). Figures for the advance of harvest in Australia (approx. 20 d in 2050 without the Margaret River region) are also similar to our results for the véraison dates. The predicted advance of phenological stages is, however, smaller in our study than in a previous work conducted in France (Garcia de Cortazar Atauri 2006). By extrapolating the observed tendencies (Duchêne & Schneider 2005), véraison dates could be 40 d earlier in 2050 compared with those in 1976–2008. Limited canopy development due to more frequent water shortages in the future could also increase grape exposure and berry temperature during ripening (dos Santos et al. 2007). The uncertainty in véraison advance in climate modelling is also in part due to our incomplete understanding of the relationship between high temperatures and grapevine phenology. The arbitrary use of a threshold for maximum temperatures did not significantly modify the projected véraison dates (approximately 2 d) when compared with the uncertainty between scenarios (more than 7 d between scenarios A2 and B2). This
limited effect can be explained by the shift of the FV period earlier in the season in the future. This partially counteracts the higher frequency of warm days during summer: for RI under scenario A2 in 2073–2099, the average maximum temperature during the FV period falls outside the range of observed years in only 5 years. Nevertheless, the models could certainly be improved by the use of a non-linear response of phenology to temperatures.

4.4. Projected conditions during ripening

Projected temperatures and phenological stages show that ripening could occur under higher temperatures in the future because of both earlier véraison dates and a general increase in temperatures. By 2030 (2010–2040), the projected increase in temperatures is limited to 1–1.5°C, but by 2050 (2041–2072) temperatures could be 5 to 6°C higher than the average value for the past favourable years. High temperatures accelerate the degradation of organic acids (Kliwer 1971) and impair the accumulation of anthocyanins (Mori et al. 2007). As sugar content is likely to increase with accelerated ripening (Jackson & Lombard 1993, Duchêne & Schneider 2005), climate change will lead to wines with a modified sugar/acid ratio unless acid is added back to the must. Despite scarce direct experimental data, the negative effects of high temperatures on the aroma content of grapes and wines are widely accepted. Monoterpenols are the molecules responsible for the floral aromas found in GW grapes and wines (Duchêne et al. 2009b), and RI also contains more monoterpenols than ‘neutral’ grape varieties do (Razangles et al. 1993). A 30% loss of terpenols has been observed between naturally and artificially shaded bunches of Muscat de Frontignan, with the main difference being a temperature that was 7°C higher in the bags used for shading (Bureau et al. 2000).

In addition, 1,1,6-trimethyl-1,2-dihydronaphthalene (TDN) is a compound found in RI wines (Simpson & Miller 1983). TDN concentrations increase during ripening and under warmer conditions (Marais et al. 1992). High TDN content can be detrimental to wine quality in some hot summer growing areas, and this could occur in Alsace in the future.

The direct effects of [CO$_2$] should also be considered. When analysing wines made from grapes of Touriga Franca vines grown under ambient or elevated (500 ppm) [CO$_2$], Goncalves et al. (2009) showed a small but significant increase in the linalool concentration in wines made from grapes grown under elevated [CO$_2$]. Although the results of this experiment suggest that [CO$_2$] may affect wine quality, it does not provide a conceptual framework for how future CO$_2$ atmospheric concentrations could increase monoterpenol content in aromatic varieties. In the same experiment, total anthocyanins and polyphenol concentrations were inhibited under elevated [CO$_2$].

Through a different alcohol/acidity balance and a different aroma profile, the typicality of wines could be modified by the middle of the century. From another point of view, these new ripening conditions will offer expanded opportunities to grow late ripening genotypes. Combined with a high diversity of geological substrates, new and original types of wines might be produced in Alsace.

4.5. Adapting varieties

We have no clear indication of the threshold of temperatures during ripening that can significantly modify the characteristics of RI and GW wines. We may be able to manage the predicted increase for the coming 30 yr (1 to 1.5°C), but this value is an average, and hotter summer temperatures or extreme temperature events are expected to become more and more frequent (Schär et al. 2004). To avoid hot ripening conditions, one strategy is to move the cultivation area to higher elevations or higher latitudes. Another strategy is to delay véraison. With the current varieties, the only technical means of accomplishing this is to delay bud-break by late pruning. This strategy is not realistic at a regional scale as, logistically, it is not possible to prune all vineyard plots late, and even if late pruning was practised, the effect would be limited to a few days (Martin & Dunn 2000) when weeks of delay would be necessary (Fig. 3).

The original purpose of this research was based on the hypothesis that creating new varieties would meet the challenge of climate change. Our results can be analysed from 2 points of view. On the one hand, we demonstrated that crossing RI and GW can generate a large genetic variability. Genotypes ripening almost as late as Grenache can be expected from such progenies, and we can potentially breed a new variety that reproduces the wine characters of the parents using molecular markers (Duchêne et al. 2009a). On the other hand, this variability does not seem sufficient to compensate for the effect of climate change after 2050. At this time, even a late ripening variety like Muscat of Alexandria would experience warmer ripening conditions than RI or GW do today. Whether such a variety originating from warmer Mediterranean countries is able to produce high quality wines in such conditions should be further investigated. Other alternatives are to explore in depth the existing genetic variability or to breed varieties from crosses with late ripening genotypes, for example, RI and Muscat of Alexandria.
5. CONCLUSIONS

Our work combined ecophysiological modelling, projected climate changes and exploration of genetic variability. The use of a degree-days model showed that compared to 1976–2008, véraison could advance by 23 d, and mean temperatures during the following 35 d could increase by more than 7°C by the end of the 21st century for RI and GW grown in Alsace. Using the same framework, the genetic variability of phenological parameters was explored with 120 genotypes resulting from a RI × GW cross and with 14 European varieties. We created a virtual late ripening genotype, derived from a cross between RI and GW, which would undergo véraison 2 to 3 d before Muscat of Alexandria. Even with this virtual genotype, as well as with Muscat of Alexandria, grapes should ripen under higher temperatures by the middle of the 21st century than in the present years.

Many uncertainties complicate the prediction of grapevine physiology in the future: GHG emissions scenarios and climatic models; the quantitative impact of temperatures on sugars, acids and aroma compounds; and the direct effects of CO$_2$ atmospheric concentration. Whatever these uncertainties, our work highlights the important changes that viticulture might have to face and the limits of our capacities to find adapted varieties. As such, our work emphasises the importance of research programs that target climate change and the new strategies needed to adapt to such projected changes.
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3. **Actualisation**

Je vais dans cette partie discuter les résultats nouveaux publiés depuis la sortie de l'article précédent. Ils concernent la mise au point et le test de modèles de phénologie mais aussi des simulations de stades de développement dans le futur.

**a) Le débourrement**

Le débourrement est un stade qui mobilise beaucoup d'efforts de recherche car non seulement il conditionne les stades ultérieurs, la floraison puis la véraison, mais il détermine également le niveau de risques de gels printaniers. La difficulté méthodologique est que ce stade est conditionné par un événement qui n'est pas directement observable, la levée de la dormance des bourgeons. La question est de savoir si avec le réchauffement climatique le débourrement sera plus précoce ou plus tardif. Si la vigne a peu de besoin en froid pour la levée de dormance, l'élévation des températures agira très tôt au cours de l'hiver, et les déboursements seront précoces. Par contre, si les besoins en froid sont élevés, ils seront parfois difficilement satisfaits au cours de l'hiver et les déboursements seront plus tardifs, et sans doute plus irréguliers. Le débourrement reste un stade plus difficile à prévoir que la floraison ou la véraison (Fila et al. 2014). L'introduction d'un modèle pour la levée de dormance n'amène pas systématiquement une amélioration de la prévision des dates. En utilisant un modèle de type UniChill (Chuine 2000), intégrant les besoins en froid et prévoyant donc une date de levée de dormance, Fila et al. (2014) ne trouvent pas d'amélioration significative de la prévision des dates de débourrement. Parker et al. (2011) ne mettent pas non plus en évidence l'intérêt d'un modèle de type UnciChill pour la prévision des dates de floraison par rapport à une approche de cumuls de températures à partir d'une date fixe. Caffarra et Eccel (2010) ou Molitor et al. (2014a) conservent eux une prévision de la date de levée de dormance dans leur modèle mais sans éléments factuels permettant de justifier leur choix. Le choix de travailler avec une date fixe dans mon approche n'est donc pas remis fondamentalement en question. Il est d'ailleurs plutôt confirmé. J'ai proposé un début des cumuls de températures au 15 février. Nendel (2010) propose pour le Riesling pour différents sites en Europe des dates allant du 14 février pour le poste de Lahr, à 70 km de Colmar, au 12 mars. Parker et al. (2011) ont retenu le 1er mars pour un ensemble de variétés en Europe. Fila et al. (2014) proposent des dates entre le 17 février et le 26 février selon les modèles avec leur calibration vignoble. Il existe donc une convergence entre auteurs pour un début des cumuls autour de la mi-février, début mars. Il est par contre plus difficile de trouver un consensus sur les températures de base à retenir. J'avais directement déterminé, par régression linéaire, un seuil de -2 °C pour les températures moyennes sans pouvoir le justifier sur des bases biologiques. En utilisant des algorithmes d'optimisation globale des paramètres, Parker et al. (2011) optent pour un seuil de 0 °C (pour floraison et véraison), tandis que les seuils proposés par Nendel
(2010), Fila et al. (2014) ou Molitor et al. (2014b) sont proches de 5-6 °C. Notre jeu de données devrait être ré-analysé avec ce type d’approche mathématique pour comparer les résultats.

Un des résultats récents les plus intrigants a été obtenu par Fila et al. (2014). Des boutures ont été prélevées à intervalles réguliers au vignoble de manière à explorer une gamme importante de froid subi, puis leur débourrement a été suivi dans des chambres de culture. Les auteurs ont ensuite construit un jeu de données avec ces durées de débourrement observées en conditions contrôlées ainsi qu’avec des données obtenues au vignoble. Dans ce cas, la date optimale de début de cumul des températures chaudes n’est plus fin février mais plutôt mi-décembre. De même, dans leur modèle de type UniChill, la somme de « chilling units » requise pour la levée de dormance est beaucoup plus faible que celle obtenue seulement avec les données du vignoble. La vigne (ici le Chardonnay) n’aurait dans ce cas pas beaucoup de besoins en froid, et donc pourrait avoir un débourrement très précoce dans le futur, comme le simulent d’ailleurs ces auteurs. La question est de savoir si les jeux de données combinant des données obtenues au vignoble et des données obtenues en conditions contrôlées représentent la gamme de conditions effectivement observables au vignoble ou si un autre facteur que la température conditionne les dates de débourrement. La principale hypothèse qui reste à tester est celle d’un effet de la photopériode. Ce facteur agit en effet sur l’entrée en dormance des bourgeons (Garris et al. 2009), mais il n’y a à ma connaissance aucun résultat expérimental montrant un effet de la photopériode au moment du débourrement. Il n’empêche. La convergence, quels que soient les auteurs, des dates d’initiation des calculs autour du 1er mars n’est peut être pas un hasard et pourrait avoir une signification biologique. Par ailleurs, Molitor et al. (2014a) ont introduit la photopériode (modèle DORMPHOT), d’une part pour la modélisation de l’entrée en dormance, d’autre part pour moduler l’effet des températures printanières. Les auteurs ne présentent hélas pas de paramètres mathématiques permettant de quantifier l’apport de l’introduction de la photopériode dans leur modèle. Les erreurs de prévision présentées dans des données de validation, entre deux et quatre jours pour des sites très variés, sont cependant les plus faibles qui ait été publiées à ce jour. La question de la sensibilité du débourrement à la photopériode est cruciale dans l’appréciation de l’effet du changement climatique et mérite d’être explorée, soit empiriquement à travers le tests de modèles mathématiques, soit en imaginant des dispositifs expérimentaux spécifiques.

b) Floraison et véraison

Sans surprise, la floraison est un stade pour lequel les modèles sont très performants, bien qu’il puisse y avoir débat sur la température de base ou sur le type de courbe de réponse à la température à utiliser (Figure III.3). Les modèles sont en effet plus simples que ceux utilisés pour le débourrement, car ils ne font intervenir que des cumuls de températures chaudes. Molitor et al. (2014b) et Parker et al. (2011) ne voient pas d'avantage significatif à utiliser des courbes de réponses sigmoïdales (Figure III.3).
Dans les résultats de Fila et al. (2014) par contre, l'utilisation d'une courbe en cloche apporte systématiquement un gain par rapport aux degrés-jours classiques et Molitor et al. (2014b) retiennent finalement une courbe de réponse à la température à trois seuils (Figure III.3). En ce qui concerne la température de base pour la prévision de la floraison, le seuil de 7 °C que je propose est compatible avec les résultats de Molitor et al. (2014b) (5 °C) ou Fila et al. (2014) (7-8 °C).

![Figure III.3](image)

**Figure III.3:** Trois courbes de réponses à la température utilisées dans la littérature. *(a)* linéaire avec plateau puis décroissance (Molitor et al. 2014b), *(b)* sigmoïdale (Caffarra et Eccel 2010) *(c)* type béta (Fila et al. 2014).

J'ai été un des premiers à publier un article montrant que les dates de véraison, plus précisément la durée floraison-véraison, étaient modélisables en fonction de sommes de températures. Depuis, cette approche a été validée à plusieurs reprises (Caffarra et Eccel 2010; Fila et al. 2014; Molitor et al. 2014b; Parker et al. 2011). Comme pour la floraison, il n'y a consensus ni sur les températures de base ni sur la forme des courbes de réponse à la température à utiliser. Comme dans mon cas, Fila et al. (2014) proposent une température de base plus faible pour la véraison que pour la floraison dans les modèles de cumuls linéaires des températures. Ils ne proposent pas non plus d'explications à ce constat.

Finalement, si je devais refaire le travail publié en 2010, il n'y aurait pas de changements fondamentaux sur les modèles de prévisions des stades que j'avais retenus. Les modèles simples de cumuls de températures à partir d'une date fixe donnent toujours de bons résultats (Fila et al. 2014; Parker et al. 2011). Il serait malgré tout intéressant de tester l'apport de l'introduction d'une courbe en cloche de réponse à la température. Un modèle apparemment plus performant de type DORMPHOT (Molitor et al. 2014a) nécessite onze paramètres, il est donc illusoire de vouloir le paramétrer sur de grandes populations car il faudrait pour cela les observer pendant plusieurs décennies.
L'absence d'un consensus dans la communauté internationale sur le ou les modèles à utiliser rend difficile la comparaison des données. Cela est particulièrement pénalisant lorsque l'on cherche à évaluer la variabilité génétique. Il est ainsi difficile de comparer mes résultats à ceux de Parker et al. (2013), qui ont publié des valeurs de sommes de températures pour atteindre la floraison et la véraison pour 95 variétés. On peut simplement constater que leur classement pour la véraison est, sauf pour deux variétés, cohérent avec celui que je propose pour 14 variétés. On soulignera également que Parker et al. (2013) relèvent que dans la comparaison de variétés, il n'y a pas de relation entre la somme de températures nécessaire pour arriver à la floraison et la somme de températures nécessaire pour arriver à la véraison. Cette observation conforte ma démarche de construction de génotypes virtuels.

c) Simuler les stades dans le futur et anticiper les conditions de maturation

Les exercices de projections de stades de développement de la vigne dans le futur publiés depuis 2010 ne sont pas nombreux. Molitor et al. (2014a) ont cherché à estimer les risques de gels dans le futur au Luxembourg pour la variété Muller-Thurgau en utilisant le modèle DORMPHOT. En utilisant six modèles de prévision du climat, mais seulement sur la base du scénario SRES A1B, ils concluent que les risques de gels vont diminuer dans le futur. Comme nous, ils anticipent une avancée des dates de débourrement de 11 jours pour la fin du XXe siècle. Dans les projections de Fila et al. (2014), qui utilisent le scénario A2, plus pessimiste que le scénario A1B, l'avancée du débourrement pourrait atteindre plus de 40 jours à l'horizon 2090. Ce résultat a été obtenu avec une calibration des modèles incluant des données obtenues en chambres de culture, calibration qui conduit à débuter les cumuls de températures dès la fin de l'automne. En utilisant une calibration comprenant uniquement des données du vignoble, et une date de début de cumul fin février, l'avance prévue du débourrement à l'horizon 2090 est de l'ordre de 20 jours. Avec un modèle qui inclut un effet des températures basses sur la levée de dormance, les prévisions d'avancement du débourrement de Caffarra et Eccel (2011) avec le scénario A2 vont de 6 à 10 jours pour la même échéance: l'effet du changement climatique sur la phénologie de la vigne est d'autant plus sensible que l'on monte en altitude. La gamme de variations des prévisions va donc de 5 à 40 jours d'avance pour le débourrement d'ici la fin du XXIe siècle, sur une zone géographique finalement restreinte, du Luxembourg à l'Italie du Nord, pour des variétés de la même gamme de précocité, le Muller-Thurgau et le Chardonnay. Notre chiffre de 11 jours d'avance correspond plus ou moins à la médiane de ces prévisions.

Pour la floraison et la véraison, les simulations de Caffarra et Eccel (2011) montrent que l'ampleur de l'avancement des stades dépend de l'altitude des lieux étudiés. Pour les sites de plaine (San Michele all'Adige, Avio), actuellement déjà propices à la culture de la vigne, il est prévu que les dates de floraison et de véraison avancent respectivement d'environ 14-16 et 22-25 jours d'ici 2090. Pour des sites de montagne tels que Sant'Orsola (1022 m d'altitude), l'avance serait de 24 jours pour la

À ma connaissance, il n'y a pas eu depuis 2010 de publications sur l'effet du changement climatique sur les températures pendant la maturation prenant en compte des dates de véraison simulées. Des relations statistiques entre températures calendaire (juillet-août) et qualité des vins ont cependant été établies par Moriondo et al. (2011). Ces travaux suggèrent que les surfaces aptes à produire des vins de qualité dans la région du Chianti en Italie pourraient diminuer dans le futur si des adaptations ne sont pas mises en œuvre.

d) Conclusion

Les méthodes que j'ai utilisées dans mes travaux restent toujours d'actualité. Une des principales sources d'incertitudes des modèles de développement concerne le débourrement, dont les déterminants restent mal connus. La question de la levée de dormance, des besoins en froid, de l'effet de la photopériode reste mal étudiée car déterminer ce stade nécessite des expérimentations contraignantes. Il serait également impératif d'étudier la variabilité et le déterminisme génétique de la levée de dormance. Il y a en effet deux aspects importants autour ce stade : si les besoins en froid d'une variété sont faibles, les prévisions de Fila et al. (2014) de débourrement avancé de plus de 40 jours exposerait a priori cette variété à des risques de gel accru. À l'inverse, avec des besoins en froid forts, les débourrements pourraient devenir tardifs et irréguliers. La recherche doit encore progresser sur ces points. Pour la floraison et la véraison, la marge de progrès des méthodes de prévisions est beaucoup plus faible, de l'ordre du détail méthodologique, avec éventuellement la prise en compte du rapport fruit/feuille par exemple (Parker et al. 2014).

Nous verrons dans le chapitre suivant que plusieurs équipes dans le monde ont travaillé sur la variabilité génétique des stades de développement, mais exprimés en dates calendaires. Étudier cette variabilité pour des paramètres de modèles écophysiologiques reste par contre un exercice rare sur la vigne, quel que soit le caractère étudié (Coupel-Ledru et al. 2014; Marguerit et al. 2012). Le travail présenté ici reste à ce jour un exemple unique d'utilisation de paramètres de modèles pour la construction de génotypes virtuels pour la vigne et de leur test dans des conditions climatiques du futur. Une de ses principales conclusions, à savoir que des variétés tardives ne permettraient pas de retrouver dans le futur des conditions telles que nous les connaissions aujourd'hui, a souvent interpellé car elle va à l’encontre de l’intuition. Elle conduit implicitement à privilégier des recherches sur la
capacité des variétés à produire des raisins et des vins de qualité lorsque les températures sont élevées pendant la maturation.
B. « Towards the adaptation of grapevine varieties to climate change: QTLs and candidate genes for developmental stages »

1. Résumé de l'article

a) Caractérisation des phénotypes

Le modèle de prévision des stades basé sur des sommes de températures a été utilisé pour caractériser la variabilité génétique dans la population RlXGW. Les sommes de températures maximales entre le 15 février et le débourrement (Bud, base 2 °C), entre débourrement et floraison (Flo, base 10 °C) et entre floraison et véraison (Ver, base 6 °C) ont été calculées pour les microparcelles de 120 gènotypes sur trois blocs, pour quatre années de données. Les effets gènotypiques pour chaque année, mais aussi pour l’ensemble des données, ont été extraits d’analyses de variance intégrant l’effet gènotype, l’effet bloc et, le cas échéant, l’effet année considéré comme aléatoire. Les héritabilités des moyennes gènotypiques issues de ce dispositif sont bonnes, supérieures à 0,85 quand on considère l’ensemble des observations. Je n’ai pas cherché à travailler avec les dates de réalisations des stades, ni avec les durées des phases en jour. L’objectif était dès le départ de caractériser des effets génétiques en sommes de températures pour pouvoir projeter le comportement de gènotypes dans le climat du futur. Sachant d’une part que les durées en jours dépendent des températures, et d’autre part que les températures vont augmenter dans le futur, aucun exercice de projection n’aurait eu de sens avec des résultats exprimés en en dates calendaires ou en jours.

b) Gènotypage et cartes génétiques


c) Recherche de QTLs

La recherche de QTLs a été effectuée sur les trois cartes Riesling, Gewurztraminer et consensus, avec les données phènotypiques pour les trois variables Bud, Flo et Ver dans cinq jeux de données (un par année et un pour l’ensemble des quatre années). Des QTLs différents pour les trois variables ont été détectés. Les critères pour s’assurer de leur robustesse ont été les suivants:
- LOD supérieur à la valeur obtenue pour le génome entier avec 1000 permutations pour le seuil p = 0,05,

- détection pour au moins deux années et le jeu de données de l’ensemble des quatre années,

- validation par des analyses de variance aux marqueurs les plus proches.

Les QTLs pour le débourrement (Bud) sont situés sur les groupes de liaison (LG) 4 et 19. Ils expliquent au mieux 18,7% de la variance totale observée (sur LG 19, Carte consensus, 2006). Sur LG 4, ce sont des allèles de RI qui contribuent à l’effet du QTL alors que sur LG 19 ce sont les allèles de GW. Selon les jeux de données, des QTLs sont également détectés sur LG 6, 7 et 14.

Le pourcentage de variance expliquée pour la durée débourrement-floraison (Flo) peut atteindre près de 39% (LG 14, RI, jeu de 4 années de données). Les deux principaux QTLs sont situés sur LG 7, avec un effet des allèles de GW et sur LG 14, avec un effet des allèles de RI. Ils ont été détectés systématiquement sur au moins trois jeux de données annuelles et sur le jeu complet. Le QTL sur LG 14 a un effet mieux mis en évidence, avec LOD et un pourcentage de variance expliquée plus élevé que le QTL sur LG 7. Un des résultats importants est que les analyses de variance sur ce caractère mettent en évidence des interactions d’une part entre loci et d’autre part entre allèles. On peut ainsi montrer avec la carte génétique du Riesling que des effets alléliques d’un QTL sur LG 15 ne vont pas dans le même sens selon le génotype présent à la position 47cM du LG 14. De même, Les effets des formes alléliques provenant du Riesling à VMC8d11 (136 ou 142) ne sont visibles qu’en présence de l’allèle 136 du Gewurztraminer au même locus.

Pour la durée floraison-véraison (Ver), deux QTLs ont été mis en évidence sur LG 16 et LG 18 dans au moins trois jeux de données annuelles et dans le jeu complet. Le QTL sur LG 16 explique jusqu’à 21% de la variance totale. Il est mieux mis en évidence sur la carte consensus que sur la carte parentale RI. Cela s’explique sans doute par la très forte interaction entre allèles des parents à ce locus. Sur un schéma déjà vu pour Flo, on peut voir que l’effet de l’allèle 219 à VVMD37 du Riesling est surtout net en présence de l’allèle 217 du Gewurztraminer au même locus.

L’existence de ces interactions, dont la réalité biologique n’est pas démontrée à ce jour, pourrait réduire l’efficacité de programmes de sélection en constituant une contrainte supplémentaire.

**d) Identification de gènes candidats**

Au cours du processus de détection des QTLs, des intervalles de confiance ont été calculés pour la position de ces QTLs dans les cartes génétiques. En partant de la position physique des marqueurs microsatellites dans le génome de référence PN40024 (version 12x), les intervalles de confiance génétiques ont été transformés en intervalles de confiance physiques. En parallèle, une étude bibliographique a permis d’établir une liste de gènes potentielle implicats dans les processus de débourrement, floraison et véraison. Cette liste a été confrontée à la liste des gènes identifiés dans les
intervalles de confiance physiques. La recherche de gènes candidats a également été effectuée en effectuant des BLASTs de gènes candidats issus d’autres espèces dans le génome de référence de la vigne.

Pour le débourrement, ce sont des gènes codant pour des glutathiones S-transférases (GST) qui sont les meilleurs candidats, à la fois sur le chromosome 4 et sur le chromosome 19. Il est en effet montré que la levée de dormance est liée à des stress oxydatifs, et que l’expression de GSTs augmente à ce moment (Ophir et al. 2009).

Pour la floraison, le gène candidat le plus convaincant pour le QTL du LG 7 est FT (Flowering locus T). Le gène VvFT a été caractérisé chez la vigne et sa surexpression dans Arabidopsis thaliana induit des floraisons plus précoces (Carmona et al. 2007; Sreekantan et Thomas 2006). La position exacte de ce gène dans le génome de la vigne reste cependant à confirmer. Il est identifié dans la version 8x du génome de la lignée PN40024 (GSVVT0012870001 sur www.genoscope.cns.fr), mais pas dans une région affectée à un chromosome donné (ChrUn_random). Il est introuvable dans la version 12x de ce génome! Il a été positionné sur le chromosome 7 dans le génome du Pinot noir ENTAV115 produit par une équipe Italienne (Velasco et al. 2007). Il se trouve qu’aujourd’hui (mars 2015), le site Internet hébergeant ces données n’est plus actif et une recherche sur NCBI de fgenesh.VV78X193757.4_1 ne donne aucun résultat! Le cas de SVP1 (Short Vegetative Phase 1) est assez similaire: ce gène n’a pas de position sur un chromosome dans les versions 8x ou 12x du génome de référence PN40024. Il était positionné sur le chromosome 7 à moins de 2Mb de FT dans le génome Pinot noir ENTAV 115. L’idée intéressante est que la protéine SVP agit comme un répresseur du gène FT (Lee et al. 2007). Si la structure physique qui avait été trouvée dans le génome Pinot noir ENTAV 115 s’avérait exacte, nous pourrions éventuellement être en présence d’un cluster de régulation de la floraison chez la vigne. Ce sont peut-être des variations alléliques dans les haplotypes de la région SVP1-FT, plutôt que dans les gènes pris individuellement, qui pourraient induire des variations de la durée débourrement-floraison.

Sur le chromosome 14, c’est un gène de type CONSTANS qui paraît le candidat le plus pertinent. La protéine CO codée par ce gène s’accumule en jours longs et active la transcription de FT (Amasino et Michaels 2010). De plus des variations dans des gènes de cette famille ont été reliées à des variations de dates de floraison chez Medicago truncatula (Pierre et al. 2010) et Medicago sativa (Herrmann et al. 2010).

Pour la véraison, ce sont des gènes liés à la réponse à l’acide abscissique (ABA) et à la perception des sucres et à leur transport qui sont les meilleurs candidats. Sur le chromosome 16, j’ai identifié par BLAST dans l’intervalle de confiance physique un gène d’une catégorie découverte récemment, les récepteurs d’ABA (Kline et al. 2010). Je l’ai nommé VvPYL par analogie avec le gène PYL8 d’Arabidopsis. Ce gène est un candidat d’autant plus intéressant que Gambetta et al. (2010) ont montré
que la présence à la fois d'ABA et de sucres était nécessaire pour déclencher le processus de véraison. Sur le chromosome 18, c'est justement un mécanisme faisant appel à la perception des sucres qui est suggéré. En effet, le gène VvMSA, présent dans les intervalles de confiance fait partie de la famille des gènes ASR (« ABA stress and ripening-related »), et est impliqué dans la régulation de transporteurs de sucres (Cakir et al. 2003). Dans l'intervalle de confiance sur le chromosome 18 on trouve également des transporteurs de sucres (VvSUT2-2 et VvSUT2-3) ainsi qu'un facteur de réponse à l'ABA (VvABF7). La présence de tels gènes, liés à la réponse à l'ABA et aux sucres, est cohérente avec le déclenchement de la véraison.

e) Conclusion

Les résultats de la recherche de QTLs pour les stades de développement ont mis en évidence des déterminismes génétiques différents pour les trois stades débourrement, floraison et véraison. Ce résultat justifie rétrospectivement le choix de travailler sur les durées entre ces stades plutôt que sur les dates de réalisation des stades eux-mêmes. En effet, à la lumière de mes résultats, il est plus que vraisemblable qu'en analysant par exemple directement les dates de véraison, on ait détecté des QTLs liés à des dates de floraison. La démarche que j'ai mise en œuvre a permis d'éviter des confusions d'effets: six QTLs indépendants, pour le débourrement, la durée débourrement-floraison et la durée floraison-véraison sont mis en évidence. Le choix de travailler avec des sommes de températures permet de justifier la construction de génotypes virtuels utilisés dans l'article précédent. L'analyse des intervalles de confiance des QTLs dans les génomes de référence de la vigne permet de proposer des gènes candidats pertinents. En particulier pour la véraison, l'identification de gènes liés à la réponse à l'ABA et au transport des sucres peut servir de base à des travaux de biologie fine du déclenchement de la véraison.
Towards the adaptation of grapevine varieties to climate change: QTLs and candidate genes for developmental stages

Eric Duchêne · Gisèle Butterlin · Vincent Dumas · Didier Merdinoglu

Received: 24 May 2011 / Accepted: 14 October 2011 / Published online: 4 November 2011 © Springer-Verlag 2011

Abstract The genetic determinism of developmental stages in grapevine was studied in the progeny of a cross between grapevine cultivars Riesling and Gewurztraminer by combining ecophysiological modelling, genetic analysis and data mining of the grapevine whole genome sequence. The dates of three phenological stages, budbreak, flowering and veraison, were recorded during four successive years for 120 genotypes in the vineyard. The phenotypic data analysed were the duration of three periods expressed in thermal time (degree-days): 15 February to budbreak (Bud), budbreak to flowering (Flo) and flowering to veraison (Ver). Parental and consensus genetic maps were built using 153 microsatellite markers on 188 individuals. Six independent quantitative trait loci (QTLs) were detected for the three phases. They were located on chromosomes 4 and 19 for Bud, chromosomes 7 and 14 for Flo and chromosomes 16 and 18 for Ver. Interactions were detected between loci and also between alleles at the same locus. Using the available grapevine whole-genome sequences, candidate genes underlying the QTLs were identified. VvFT, on chromosome 7, and a CONSTANS-like gene, on chromosome 14, were found to colocalise with the QTLs for flowering time. Genes related to the abscisic acid response and to sugar metabolism were detected within the confidence intervals of QTLs for veraison time. Their possible roles in the developmental process are discussed. These results raise new hypotheses for a better understanding of the physiological processes governing grapevine phenology and provide a framework for breeding new varieties adapted to the future predicted climatic conditions.

Introduction

Adapting grapevine (Vitis vinifera L.) varieties to future climatic conditions is a major challenge for the forthcoming years. Most of the grapevines in the world are cultivated for wine production, and it is generally accepted that elevated temperatures can impair the quality of grapes and wines (Jones et al. 2005). Grape quality parameters, such as sugar content, acidity, colour and aroma content, are determined during the ripening phase. The grapevine developmental cycle can be described by three main phenological stages: (i) budbreak, which is the onset of vegetative growth; (ii) flowering, leading post-fertilisation to the formation of berries; and (iii) veraison, which is the onset of the ripening process. At veraison, berries undergo major changes, e.g., cell wall degradation, skin coloration, sugar accumulation and malic acid degradation. The dates of veraison partly depend on the budbreak and flowering dates, and they are key factors for determining the climatic conditions during the ripening process. An acceleration in the time required to reach key phenological stages during the last few decades has been reported for several grape-growing areas (Duchêne and Schneider 2005; Ramos et al. 2008; Soar et al. 2008). This trend is expected to continue with the projected increase of temperatures, and the ripening period is likely to occur under warmer conditions,
not only because of an earlier onset of ripening in the summer but also because of higher temperatures on the same calendar date (Duchêne et al. 2010). A possible adaptation for the current grape-growing areas is to grow varieties with a later ripening period than those currently used. Such varieties can be obtained from germplasm collections or through breeding processes. Current breeding programmes based on marker-assisted selection (MAS) (Di Gaspero and Cattonaro 2010) are increasingly efficient, as studies have identified quantitative trait loci (QTLs) for numerous traits (review in Martinez-Zapater et al. (2011)), including the resistance to fungal diseases (Bellin et al. 2009; Blasi et al. 2011; Marguerit et al. 2009), the aroma content of the berries (Battilana et al. 2009; Duchêne et al. 2009) and the timing of developmental stages (Costantini et al. 2008). The availability of grapevine whole-genome sequences (Jallon et al. 2007; Velasco et al. 2007) also offers new opportunities to identify candidate genes and to better understand the molecular and physiological basis of traits of interest.

In this paper, we present a genetic analysis of the variability in the time required for grapevines to reach specific developmental stages using progeny from a cross between Riesling (RI) and Gewurztraminer (GW) varieties. We describe the genetic variability of the observed dates of the developmental cycle using an ecophysiological model based on the calculation of heat sums expressed in growing degree-days between (i) 15 February and budbreak, (ii) budbreak and flowering and (iii) flowering and veraison (Duchêne et al. 2010). Using a genetic map built with microsatellite markers, we show in this work that independent QTLs can be identified for these three phases. Based on the grapevine whole-genome sequences, we propose here candidate genes underlying these QTLs, and we suggest some metabolic pathways likely to play a role in the grapevine budbreak, flowering and veraison processes.

Materials and methods

Populations and experimental conditions

To study the genetic determinism of yield components, berry composition (sugar, acids, aromas) and developmental stages, we created and evaluated progeny from a cross between V. vinifera cv. Riesling (RI) clone 49 (female) and V. vinifera cv. Gewurztraminer (GW) clone 643 (male). These two varieties were chosen because they differ for the above traits; we then expected to observe segregations. Among 527 seedlings from the RI × GW cross, 188 were randomly chosen for the construction of a genetic map. Among this first subset, 120 genotypes were randomly chosen and grafted in 2002 onto the Couderec 161-49 rootstock. Ten plants per genotype were planted according to a randomised 5-block design in an experimental vineyard at Bergheim (48°21’N, 7°34’E) in 2003. The vines were trained according to the double Guyot system.

Phenotyping

The budbreak, flowering and veraison dates were calculated, after successive scorings, as the dates when 50% of buds, flowers and berries, respectively, reached the required stage. Budbreak stage corresponded to Stage C "green tip", as described by Baggioni (1952). Evaluation for veraison was based on berry softening. Developmental stages were recorded for 3 blocks and 4 years (2006–2009), i.e., on three 2-plant plots per genotype and per year. Stages were not evaluated for two of the available five blocks because we hypothesised that observing four more plants per genotype would not significantly improve the evaluation of the traits. Heat sums were calculated in degree-days (dd) as proposed by Duchêne et al. (2010), with daily maximum temperatures and base temperatures of 2, 10 and 6°C for the "15 February to budbreak" (Bud), “budbreak to flowering” (Flo) and “flowering to veraison” (Ver) phases, respectively. A meteorological station next to the experimental plot provided temperature data.

Genotypic effects used for QTL detection were determined using analysis of variance with mixed models where the year, genotype × year interaction, and individual plot were considered random effects. Calculations were performed with the R software, version 2.10.0 (© R Foundation for Statistical Computing, 2009) with the lme4 package. Five datasets were used for QTL detection: one for each year (2006–2009) and one with the estimates of genotypic effects when the “year” effect was included as a random factor in the model of analysis of variance. The estimated values for this 4-year dataset are close to the mean of the four values from each year. Heritabilities of the interannual genotypic means were calculated as:

$$H = \frac{\sigma_G^2}{\hat{\sigma}_G^2 + \frac{\sigma_{GW}^2}{4} + \sigma_E^2}$$

where is $\sigma_G^2$ is the genotypic variance, $\sigma_{GW}^2$ is the genotype × year interaction variance and $\sigma_E^2$ is the residual variance.

Simple sequence repeat (SSR) analysis

Genomic DNA extractions and methods for SSR analysis were performed as described by Merdingnolu et al. (2005). The sequences of the SSR primers used in this study can be

Electropherograms were analysed using Genescan™ 3.1 (Applied Biosystems, Foster City, USA). Alleles were identified using Genotyper™ 2.5.2 (Applied Biosystems, Foster City, USA), and their sizes were determined using the HD400-ROX internal size standard.

Construction of the genetic map

Genetic distances were calculated in Kosambi cM with the “R/qtl” package available for the R software (Broman et al. 2003). Parental maps were built considering only parental segregations, as in two backcrosses, and a consensus map was built on the basis of an ab × cd coding. Marker orders were verified using the ‘ripple’ command, and the order with the minimal number of crossing-overs was chosen. When several marker orders were likely within a LOD 2 range, the order on the physical map (PN40024 line whole genome sequence, 12x release at http://www.genoscope.cns.fr/externe/GenomeBrowser/Vitis) was used as a reference.

QTL detection

QTL detection was performed on both parental and consensus maps with the R/qtl software (Broman et al. 2003) using the multiple imputation method (“drawen” = 128) and the one-dimension scan command scanone. The two-dimension scan (scantwo) was used to search for interacting QTLs. LOD significances were ensured with permutation tests (1,000 permutations). QTL models were constructed step-by-step after the refinement of the QTL position (refineqtl), the search for supplementary QTLs (addqtl) and the search for interactions between QTLs (addint). The automatic detection procedure (stepwisqtl, with a maximum of 5 QTLs) was also used after the calculation of LOD penalties. The LOD score and the percentage of variance explained by a QTL in a QTL model was assessed with analysis of variance using type III sums of squares (fitqtl). Confidence intervals were calculated as Bayesian credible intervals (bayesqtl) with a probability of coverage of 0.95.

Analysis of variance (lmer) considering only data at marker positions but including all the phenotypic data (4 years, 3 blocks) was also used to confirm the results. The model of analysis of variance used for analysing the allelic effects at a locus L was as follows: $T_{ijkl} = \gamma_i + b_j + LR_k + LG_k + G_k + P_k + e_{ijkl}$, where $T_{ijkl}$ is the value of a given trait for the year i, block j and genotype k, $LR_k$ is the effect of the alleles from RI at locus L (depending on the genotype of the individual k at this locus), $LG_k$ is the effect of the alleles from GW at locus L (depending on the genotype of the individual k at this locus), $G_k$ is the genotype background effect, $P_k$ is a single plot effect and $e_{ijkl}$ is the residual error. Year, genotype background and plot were considered random effects.

Significance of an effect in a model was assessed using a likelihood ratio, and associated $P$ values based on a $\chi^2$ distribution were confirmed with 1,000 simulations comparing models both with and without the tested fixed effect. In this paper, we use the system for QTL names proposed in the R/qtl software: chromosome@position (e.g., 14@59 for a QTL positioned at 59 cM on the genetic map of chromosome 14).

Determination of candidate genes for developmental stages

The Genoscope 12x whole genome sequence (WGS) release of the PN40024 line (http://www.genoscope.cns.fr/externe/GenomeBrowser/Vitis; Jaillon et al. (2007)) was explored to search for candidate genes. When their accurate positions in the PN40024 genome release were unknown, the Pinot noir ENTAV 115 WGS (http://genomics.research.iasma.it/gb2/gbrowse/grape/) was used. The physical positions of our confidence intervals were assessed according to the physical positions of the microsatellite markers in the genome and to their position in our consensus map. In parallel, we searched for genes mentioned in the literature for their possible role in the genetic determinism of budbreak, flowering or onset of ripening, not only in grapevine but also in other perennial and annual species. Finally, we checked which of these genes were located within our confidence intervals.

Results

Segregations and heritabilities

Bud, Flo and Ver segregated in the progeny each year. The distributions were not skewed (Fig. 1) and no transformations were applied to the variables. Heritabilities of the genotypic means in the complete dataset were high, between 85 and 92% (Table 1). Values for Flo were similar for the two parents and close to the mean value observed in the progeny. Transgressions were observed, and the range of variations, approximately 70 dd, represents approximately 12% of the mean value. The parents differed more for the values of Bud and Ver. Particularly for Ver, RI was one of the latest genotypes. The variation among genotypes...
was approximately 350 dd, i.e., approximately 30% of the mean value.

Genetic map

A total of 277 SSR markers were tested on the Riesling and Gewurztraminer parents; 163 of them were selected based on their heterozygocity in at least one of the parents and for providing a good coverage of the grapevine genome whilst avoiding redundancy.

Ultimately, 153 markers were included in the consensus map, which covers 1,131.1 cM over the 19 expected linkage groups (LG). Only two markers, VMC9c1 (LG 14) and VVC5 (LG 16), showed a distortion of segregation that was significant at \( P = 0.05 \). The average distances between markers were approximately 25% shorter than those in the grapevine framework map by Doligez et al. (2006). This might be partly due to the use of different software for the map calculations (R/qtl vs. CarthaGene), but heterogeneity between recombination rates was also observed between the five populations used for the framework map (Doligez et al. 2006). Differences with our mapping population are then not surprising.

With a recombination rate similar to the framework map, we can estimate that our consensus map would cover 1,508 cM, i.e., 92% of the total length of the framework map (1,646.8 cM). In the Riesling parental map, 129 markers cover 1,135 cM, while in the Gewurztraminer parental map, 119 markers cover 992.7 cM. Complete maps are presented as Online resource 1.

QTL detection

QTLs detected at \( P = 0.05 \) genome-wide with interval mapping methods were included in QTL models and are presented in Table 2 and Fig. 2. Percentages of variance explained in Table 2 take into account the presence of the other QTLs, i.e., values are additive. The results were confirmed by analysis of variance using data from the complete dataset, with a model built using the closest marker to the QTL peak for the 4-year dataset (Table 3).

Two main QTLs were found for Bud on LG 4 and 19, explaining 11.9 and 12%, respectively, of the phenotypic variance observed in the 4-year dataset with the consensus map. Allelic variations of RI were responsible for the QTL on LG 4, whereas the QTL on LG 19 was due to the effects of allelic variations in GW. There was no evidence of significant interactions between loci (Table 2) or between alleles at a given locus (Table 3). In some of the datasets, QTLs on LG 6, 7, 10 and 14 were occasionally detected (Table 2). A significant interaction between loci on LG 14 and LG 15 was detected.

QTLs detected at \( P = 0.05 \) genome-wide with interval mapping methods were included in QTL models and are presented in Table 2 and Fig. 2. Percentages of variance explained in Table 2 take into account the presence of the other QTLs, i.e., values are additive. The results were confirmed by analysis of variance using data from the complete dataset, with a model built using the closest marker to the QTL peak for the 4-year dataset (Table 3).

Two main QTLs were found for Bud on LG 4 and 19, explaining 11.9 and 12%, respectively, of the phenotypic variance observed in the 4-year dataset with the consensus map. Allelic variations of RI were responsible for the QTL on LG 4, whereas the QTL on LG 19 was due to the effects of allelic variations in GW. There was no evidence of significant interactions between loci (Table 2) or between alleles at a given locus (Table 3). In some of the datasets, QTLs on LG 6, 7, 10 and 14 were occasionally detected (Table 2). A significant interaction between loci on LG 14 and LG 15 was detected.

Two strong QTLs were identified for Flo on LG 7 and 14 and they explained 16.2 and 27.4%, respectively, of the phenotypic variance observed in the 4-year dataset with the consensus map. Allelic variations of RI were responsible for the QTL on LG 7 and 14, whereas the QTL on LG 19 was due to the effects of allelic variations in GW. There was no evidence of significant interactions between loci (Table 2) or between alleles at a given locus (Table 3). In some of the datasets, QTLs on LG 6, 7, 10 and 14 were occasionally detected (Table 2). A significant interaction between loci on LG 14 and LG 15 was detected.

Table 1  Variance components and heritabilities of the interannual genotypic means for the heat sums calculated for the three periods

<table>
<thead>
<tr>
<th>Period</th>
<th>Variable</th>
<th>Genotype</th>
<th>Year</th>
<th>Genotype × year</th>
<th>Plot</th>
<th>Residual</th>
<th>Heritability of the means</th>
</tr>
</thead>
<tbody>
<tr>
<td>15 February to budbreak</td>
<td>Bud</td>
<td>219.9</td>
<td>2,746.9</td>
<td>72.2</td>
<td>28.3</td>
<td>258.2</td>
<td>0.85</td>
</tr>
<tr>
<td>Budbreak to flowering</td>
<td>Flo</td>
<td>161.2</td>
<td>496.7</td>
<td>29.3</td>
<td>9.2</td>
<td>153.6</td>
<td>0.89</td>
</tr>
<tr>
<td>Flowering to veraison</td>
<td>Ver</td>
<td>3,773.6</td>
<td>332.7</td>
<td>924.4</td>
<td>389.1</td>
<td>1,083.7</td>
<td>0.92</td>
</tr>
</tbody>
</table>

All the random effects of this table were significant at \( P = 0.001 \) with a likelihood ratio test

* Significant only at \( P = 0.05 \)
Table 2  Characteristics of the main QTLs detected in at least two different growing seasons and in the 4-year dataset

<table>
<thead>
<tr>
<th>Period/variable</th>
<th>Linkage group</th>
<th>Map</th>
<th>Dataset</th>
<th>LOD Max</th>
<th>Associated marker</th>
<th>Confidence interval and LOD peak (cM)</th>
<th>% Var.</th>
<th>Other significant QTLs in the model</th>
</tr>
</thead>
<tbody>
<tr>
<td>15 February–budbreak/Budbreak</td>
<td>4 RI</td>
<td>2006</td>
<td>2.8</td>
<td>VVIp37</td>
<td>26.0–56.2–56.2</td>
<td>9.9</td>
<td>14@59</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Consensus</td>
<td>2006</td>
<td>4.8</td>
<td>VZAG21</td>
<td>28.0–37.2–48.0</td>
<td>12.7</td>
<td>14@56, 19@42</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4-year</td>
<td>2006</td>
<td>4.1</td>
<td>VZAG21</td>
<td>26.0–38.0–54.0</td>
<td>11.9</td>
<td>7@72, 19@38</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Consensus</td>
<td>2006</td>
<td>3.7</td>
<td>VVIp33</td>
<td>36.0–44.0–48.0</td>
<td>14.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4-year</td>
<td>2006</td>
<td>2.8</td>
<td>VVIp33</td>
<td>26.0–42.0–48.0</td>
<td>8.3</td>
<td>6@44.7, 10@92</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Consensus</td>
<td>2006</td>
<td>6.7</td>
<td>VVIp34</td>
<td>36.0–42.0–48.0</td>
<td>18.7</td>
<td>4@37.2, 14@56</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4-year</td>
<td>2008</td>
<td>4.0</td>
<td>VVIp34</td>
<td>18.8–41.7–46.0</td>
<td>18.5</td>
<td>7@87.7</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Consensus</td>
<td>2008</td>
<td>5.5</td>
<td>VVIp34</td>
<td>30.0–38.0–44.0</td>
<td>12.0</td>
<td>4@38, 7@72</td>
<td></td>
</tr>
<tr>
<td>Budbreak–flowering/Flowering</td>
<td>7 GW</td>
<td>2007</td>
<td>3.8</td>
<td>VMC8d11</td>
<td>44.0–50.0–68.0</td>
<td>12.2</td>
<td>6@20.7</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2008</td>
<td>5.8</td>
<td>VMC8d11</td>
<td>46.0–50.0–74.0</td>
<td>20.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2009</td>
<td>3.8</td>
<td>VMC8d11</td>
<td>44.0–50.0–78.0</td>
<td>13.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Consensus</td>
<td>2007</td>
<td>6.9</td>
<td>VMC8d11</td>
<td>38.0–52.0–60.0</td>
<td>13.1</td>
<td>2@12, 6@8, 14@44</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2008</td>
<td>9.4</td>
<td>VMC8d11</td>
<td>52.0–56.7–68.0</td>
<td>22.6</td>
<td>14@38</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2009</td>
<td>5.2</td>
<td>VMC8d11</td>
<td>48.0–58.0–74.0</td>
<td>13.4</td>
<td>14@38</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Consensus</td>
<td>2006</td>
<td>12.3</td>
<td>VVIn64</td>
<td>42.0–48.0–59.0</td>
<td>28.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2007</td>
<td>7.9</td>
<td>VVMD24</td>
<td>39.0–45.0–51.0</td>
<td>24.7</td>
<td>15@36</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2008</td>
<td>7.7</td>
<td>VVMD24</td>
<td>37.0–47.0–53.0</td>
<td>23.6</td>
<td>16@44</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2009</td>
<td>7.5</td>
<td>VVMD24</td>
<td>36.0–46.0–51.0</td>
<td>25.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Consensus</td>
<td>2006</td>
<td>12.3</td>
<td>VVIn64</td>
<td>42.0–48.0–59.0</td>
<td>28.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2007</td>
<td>9.7</td>
<td>VVMD24</td>
<td>38.0–44.0–48.0</td>
<td>19.6</td>
<td>2@12, 6@8, 7@52</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2008</td>
<td>9.3</td>
<td>VVMD24</td>
<td>36.0–38.0–59.0</td>
<td>22.4</td>
<td>7@56.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2009</td>
<td>8.4</td>
<td>VVMD24</td>
<td>32.0–38.0–46.0</td>
<td>23.2</td>
<td>7@58</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4-year</td>
<td>2008</td>
<td>12.3</td>
<td>VVMD24</td>
<td>36.0–38.0–48.0</td>
<td>27.4</td>
<td>2@8, 7@58</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Consensus</td>
<td>2006</td>
<td>4.6</td>
<td>VVIn16</td>
<td>34.0–40.0–50.0</td>
<td>16.4</td>
<td>18@82</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2007</td>
<td>5.3</td>
<td>VVMD37</td>
<td>34.0–40.0–50.0</td>
<td>14.8</td>
<td>18@82</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2008</td>
<td>6.5</td>
<td>VVMD37</td>
<td>40.0–48.0–52.0</td>
<td>20.6</td>
<td>14@34</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4-year</td>
<td>2008</td>
<td>4.8</td>
<td>VVMD37</td>
<td>36.0–42.0–50.0</td>
<td>13.7</td>
<td>18@83.1</td>
<td></td>
</tr>
<tr>
<td>Flowering–veraison/Veraison</td>
<td>16 RI</td>
<td>2008</td>
<td>3.3</td>
<td>VVMD37</td>
<td>30.0–44.0–45.0</td>
<td>8.9</td>
<td>14@21, 18@80</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4-year</td>
<td>2008</td>
<td>3.2</td>
<td>VVMD37</td>
<td>30.0–44.0–47.3</td>
<td>9</td>
<td>14@21, 18@80</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Consensus</td>
<td>2006</td>
<td>5.6</td>
<td>VVMD37</td>
<td>34.0–40.0–50.0</td>
<td>16.4</td>
<td>18@82</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2008</td>
<td>5.3</td>
<td>VVMD37</td>
<td>36.0–42.0–50.0</td>
<td>14.8</td>
<td>18@82</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2009</td>
<td>6.5</td>
<td>VVMD5</td>
<td>40.0–48.0–52.0</td>
<td>20.6</td>
<td>14@34</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4-year</td>
<td>2008</td>
<td>4.8</td>
<td>VVMD37</td>
<td>36.0–42.0–50.0</td>
<td>13.7</td>
<td>18@83.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Consensus</td>
<td>2006</td>
<td>4.9</td>
<td>VVIn40</td>
<td>20.0–49.2–55.0</td>
<td>16.5</td>
<td>7@65</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2007</td>
<td>5.2</td>
<td>VVIn16</td>
<td>75.0–81.4–85.0</td>
<td>18.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2008</td>
<td>3.6</td>
<td>VVIn16</td>
<td>45.0–80.0–85.0</td>
<td>9.7</td>
<td>14@21, 16@44</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2009</td>
<td>3.7</td>
<td>VVIn16</td>
<td>55.0–81.4–90.0</td>
<td>13.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Consensus</td>
<td>2006</td>
<td>4.6</td>
<td>VVIn16</td>
<td>4.0–82.0–86.3</td>
<td>13.2</td>
<td>16@40</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2007</td>
<td>5.6</td>
<td>VVIn16</td>
<td>78.0–83.1–88.0</td>
<td>19.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2008</td>
<td>5.9</td>
<td>VVIn16</td>
<td>54.0–82.0–88.0</td>
<td>16.6</td>
<td>16@42</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4-year</td>
<td>2008</td>
<td>5.6</td>
<td>VVIn16</td>
<td>60.0–83.1–88.0</td>
<td>16</td>
<td>16@42</td>
<td></td>
</tr>
</tbody>
</table>

a  Chromosome @ position on the genetic map
b  Interaction between loci
in the 4-year dataset with the RI map (Table 2); the QTL at 14@47 had a strong effect, but the presence of allele 399 at VVlp33 had a negative effect on Flo when the genotype at 14@47 was A, whereas this effect was positive when the genotype at 14@47 was B (Fig. 3a). Moreover, alleles from RI and GW at the VMC8d11 locus on LG 7 also interacted with each other (Table 3; Fig. 3b); the effect of allele 136 from RI (+6.6 dd) was not significant when allele 136 from GW was present (interaction effect = −6.9 dd), whereas effects from RI alleles were significant in the context of the GW 132 allele.

Two QTLs for Ver were identified in the RI and in the consensus map on LG 16 and LG 18, where they explained 13.7 and 16%, respectively, of the phenotypic variance observed in the 4-year dataset with the consensus map (Table 2). An analysis of variance also detected significant effects for alleles from GW, although lower than for RI, as well as interactions between alleles from the two parents (Table 3). This interaction was very clear at VVMD37, where the greatest effect was observed when alleles 219 from RI and 217 from GW were combined (Fig. 4). Thus, effects from GW alleles were only significant when allele 219 from RI was present.

Candidate genes for developmental stages

The search for candidate genes was performed within the confidence intervals calculated in the consensus map for the 4-year dataset QTLs. The number of genes predicted in these confidence intervals varied from 93 (Flo, chromosome 7) to 292 (Ver, chromosome 18) (Table 4).

For budbreak, we focused on candidate genes proposed for other species or present in transcriptomics data on chilling requirements (Mathiax et al. 2009) or dormancy release (Ophir et al. 2009). Genes coding for glutathione S-transferase as well as a WRKY transcription factor were found in the confidence intervals: 2 on chromosome 4 and 3 on chromosome 19 (Table 5; Fig. 2a).

Nine genes linked to the flowering process were identified (Table 5; Fig. 2b). VvFT, on chromosome 7, belonged to the confidence intervals for all years. VvCOL2, on chromosome 14, was also within all of the confidence intervals.

The positions of grapevine genes participating in ethylene (Chervin and Deluc 2010; Chervin et al. 2008), auxin (Bottcher et al. 2010) or abscisic acid (Gambetta et al. 2010) signalling pathways were determined in the
The effect of ABA on the onset of veraison has recently received increasing interest (Gambetta et al. 2010; Koyama et al. 2010; Owen et al. 2009; Wheeler et al. 2009), and the more relevant candidate genes detected in our confidence intervals are related to ABA and sugar signalling pathways (Table 5; Fig. 2c). A gene belonging to the recently discovered PYR/PYL family of ABA receptors colocalised with the QTL on chromosome 16, and an ABA stress and ripening-related (ASR) gene (VvMSA) colocalised with the QTL on chromosome 18.

Discussion

Our approach combined an ecophysiological model (Duchêne et al. 2010) and genetic tools. We chose to focus on the length of three important developmental periods, expressed in degree-days: Bud, Flo and Ver. This allowed us to detect independent QTLs for budbreak (LG 4 and 19), budbreak to flowering (LG 7 and 14) and flowering to veraison (LG 16 and 18). In our study, the “Year” and the “Genotype × Year” effects were significant, which means that our model has room for improvement. Ecophysiological models have been successful for analysing the genetic determination of complex traits, such as fruit quality (Quilot et al. 2005) or tolerance to water stress (Reymond et al. 2003; Uptmoor et al. 2009). Detection of QTLs for phenology using models has also been reported for rice (Nakagawa et al. 2005) and barley (Yin et al. 2005).

Models allow a better dissection of a trait, and QTLs independent from environmental conditions are of particular interest for testing ideotypes. Quantitative allelic effects independent from environmental conditions can be used to predict the behaviour of genotypes for other geographical conditions and also for future climatic scenarios (Duchêne et al. 2010). Applied to the grapevine, this approach provides support to help determine which loci should be considered a priority in the breeding process.

To our knowledge, this is the first report of QTLs identified for budbreak in the grapevine. Two QTLs were detected, on LG 4 and 19, in 2006 and 2008. Together, they could explain up to 31.4% of the phenotypic variance in 2006. QTLs for budbreak can be associated with two physiological processes. Indeed, budbreak dates depend (i) on the date of dormancy release and (ii) on the positive response to temperatures after this date (see Garcia de Cortazar Atauri et al. 2009 for a review). Garcia de Cortazar Atauri et al. (2009) propose different values, in “chilling units”, that are necessary for dormancy release.
for different grapevine varieties. As the date of dormancy release is difficult to assess for a population containing 120 different genotypes, we have to assume that the chilling requirements were fulfilled at the time we started heat summations (15 February). This hypothesis is reasonable, as the latest date of chilling requirements predicted with the model of Garcia de Cortazar Atauri et al. (2009) for Riesling over the 4 years of our study was 17 December. However, in the present study, we cannot distinguish whether the heat sums calculated between 15 February and budbreak reflect differences in the dates of dormancy release or differences in the growth rates starting at the same date of dormancy release for all 120 genotypes.

A search for candidate genes involved in budbreak put forward genes coding for glutathione S-transferase (Table 5; Fig. 2a). An increase in the expression levels of such genes has been shown after hydrogen cyanamide (HCN) application, heat shock of the buds to release dormancy (Keilin et al. 2007; Ophir et al. 2009) and also after natural chilling requirements (Pacey-Miller et al. 2003). The activities of glutathione S-transferase are consistent with the oxidative stress associated with the dormancy release process (Ophir et al. 2009). An induction of these genes in relation with budbreak has also been observed in other species (Mazzitelli et al. 2007; Walton et al. 2009).

Ophir et al. (2009) propose a cascade of events leading to dormancy release where the ethylene and ABA (abscisic acid) metabolism processes play a central role. A WRKY transcription factor, VvWRKY3 (Gambetta et al. 2010), was found within the confidence interval on chromosome 19 (Fig. 4). Interestingly, this transcription factor is similar to AtWRKY2 (At5g56270) (Gambetta et al. 2010), which has been shown to mediate ABA effects on seed germination in Arabidopsis thaliana (Jiang and Yu 2009). Two QTLs associated with Flo were found on chromosomes 7 and 14 (Table 2; Fig. 2b). They are different from those detected by Costantini et al. (2008) for flowering time, which were on chromosomes 1, 2 and 6 in Italia × Big Perlon progeny. There are several meaningful candidate genes within the confidence intervals of the QTLs (Table 5; Fig. 2b).

On chromosome 7, VvFT, for Flowering locus T, is one of the more relevant candidate genes. Indeed, this gene has a central role in the flowering process in A. thaliana, where its protein acts as a long-range signal to promote flowering (Huang et al. 2005). Over-expression of VvFT also hastened flowering in Arabidopsis (Carmona et al. 2007; Sreekantan and Thomas 2006).
VvSVP1, also located on chromosome 7, is encoding for a MIKC\(^c\)-Type MADS-box protein (Diaz-Riquelme et al. 2009). A homolog of VvSVP1, JOINTLESS, has been associated with a QTL of flowering in tomato (Jimenez-Gomez et al. 2007). The expression level of VvSVP1 increases as the differentiation of the inflorescences progresses in latent buds in the season preceding flowering (Diaz-Riquelme et al. 2009). In Arabidopsis, SVP protein acts as a repressor of FT via direct binding to the FT sequence (Lee et al. 2007b), and it mediates the effect of ambient temperature. The repressor effect of SVP on FT has also been demonstrated in Chinese cabbage (Lee et al. 2007a). VvFT and VvSVP1 cooperate to regulate flowering in Arabidopsis and they are only 2 Mbp apart in the Pinot noir ENTAV 115 WGS. As SVP protein regulates FT gene expression, our case may indicate a QTL represented by multiple genes instead of the individual effects of VvFT or VvSVP1 alone.

Finally, SGR7/SHR, LOBD39 and Idl are genes on chromosome 7 with an expression profile that varies in response to the photoperiod (Sreekantan et al. 2010). They are related to the flowering transition or to meristem formation and patterning, but their role in the flowering process is less clear than the roles of VvFT or VvSVP1.

On chromosome 14, four candidate genes were identified in the confidence interval for Flo: VvFUL-L, VvSEP1, VvFLC2 and VvCOL2. VvFUL-L is a MADS-box transcription factor belonging to the same family as VvFUL and VvAP1 (Diaz-Riquelme et al. 2009). VvFUL-L could play a role both in flowering induction and in tendril development (Calonje et al. 2004; Diaz-Riquelme et al. 2009). VvSEP1 expression is clearly associated with flower development (Diaz-Riquelme et al. 2009). SEP class genes (SEPALATA) belong to the E class of the ABCDE model of flower development, where they participate in the specification of floral organs (Melzer et al. 2010). A possible role for VvSEP1 could be to impact the speed of flower development. Both VvFUL-L and VvSEP1 did not belong to confidence intervals during all 4 years of the study, and their implication in determining the flowering time has less support than for VvFLC2 and VvCOL2.

The FLC (FLOWERING LOCUS C) gene is a MADS-box transcription factor gene. In Arabidopsis, FLC acts as a floral inhibitor by repressing the expression of genes, such as FT (Amasino and Michaels 2010). The FLC homologs detected in grapevine, VvFLC1 and VvFLC2, have quite divergent sequences and different expression patterns with respect to FLC in Arabidopsis (Diaz-Riquelme et al. 2009). Their expression is associated with the development of inflorescence branch meristems, but it is low in flowers and is not related to the flowering transition as in Arabidopsis. The possible role of VvFLC2 is unclear, although its implication in the flowering process makes sense.

In Arabidopsis, CONSTANS (CO) is a floral promoter gene involved in photoperiodism perception. CO protein accumulates during long days and activates the expression of FT (Amasino and Michaels 2010). Two CONSTANS homologs have been characterised in grapevine (Almada et al. 2009): VvCOL1 is localised on chromosome 4 and VvCO is localised on chromosome 14, but they are outside our 4-year confidence interval (22,695,812 bp to 22,698,379 bp). We have detected another CONSTANS-like gene that we named VvCOL2: CONSTANS-like proteins (GenBank accessions ADA54554/ADA54555) were found to be associated with genetic variations of flowering dates in Medicago truncatula (Pierre et al. 2010) and Medicago sativa (Herrmann et al. 2010). Similar proteins were identified on chromosomes 1 and 14 in the grapevine WGS: the predicted protein VvCOL2 on chromosome 14 in the Pinot noir ENTAV 115 WGS (glimmer.VV78X250837.10_4) is longer than that in the PN40024 line WGS (454 aa vs. 196 aa), has similarities with the Arabidopsis CONSTANS-like 14 protein (Aa2g33500 gene) and a convincing EST can be found in databases. These results indicate a possible role for VvCOL2 in the flowering process.

A search for genes that could explain the genetic variations in veraison dates also yielded relevant candidates. On chromosome 16, VvHB10 is a homeobox gene (class I HB transcription factor), similar to AtHB7 and AtHB12.

---

### Table 4

<table>
<thead>
<tr>
<th>Trait</th>
<th>QTL on</th>
<th>Left marker</th>
<th>Right marker</th>
<th>Left limit of CI (bp)</th>
<th>Right limit of CI (bp)</th>
<th>Length of CI (bp)</th>
<th>Number of genes in CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bal</td>
<td>LG4</td>
<td>VvZAG21</td>
<td>VVln75</td>
<td>11,325,084</td>
<td>16,833,861</td>
<td>5,308,777</td>
<td>145</td>
</tr>
<tr>
<td></td>
<td>LG19</td>
<td>VVlp34</td>
<td>VVlv33</td>
<td>10,554,320</td>
<td>14,882,349</td>
<td>4,328,029</td>
<td>90</td>
</tr>
<tr>
<td>Flo</td>
<td>LG7</td>
<td>VMC9a3.1</td>
<td>VVlp75</td>
<td>14,614,644</td>
<td>15,701,093</td>
<td>1,086,449</td>
<td>93</td>
</tr>
<tr>
<td></td>
<td>LG14</td>
<td>VVMDD24</td>
<td>VVln64</td>
<td>23,287,124</td>
<td>25,698,974</td>
<td>2,411,849</td>
<td>181</td>
</tr>
<tr>
<td>Ver</td>
<td>LG16</td>
<td>UDV052</td>
<td>VVMD5</td>
<td>18,431,382</td>
<td>21,631,537</td>
<td>3,200,156</td>
<td>218</td>
</tr>
<tr>
<td></td>
<td>LG18</td>
<td>VVln04</td>
<td>VVln16</td>
<td>14,816,454</td>
<td>25,208,444</td>
<td>10,391,991</td>
<td>292</td>
</tr>
</tbody>
</table>

* For the 4-year dataset
In Arabidopsis, the transcription of AtHB7 is ABA-dependent (Olsson et al. 2004). Costantini et al. (2008) also identified a QTL for veraison time on chromosome 16, but our confidence interval does not cover this region (Fig. 2c); thus, it is likely that there are two QTLs for veraison time on this chromosome. VvPYL, also on chromosome 16, is a more convincing candidate. ABA receptors have only recently been discovered (Kline et al. 2010), and VvPYL was identified in the grapevine WGS by similarity to genes of the Arabidopsis PYR/PYL family. The VvPYL-predicted protein shows 79% identity with the PYR1-like 8 protein from Arabidopsis (At5g53160 gene). ABA binds to PYR/PYL proteins, which in turn regulate a cascade of events, including the modification of phosphatase activities (for a review see Kline et al. (2010)). The regulation system is likely to be reversible and sensitive to ABA concentration gradients. As the presence of ABA in association with sugars induces ripening (Gambetta et al. 2010), VvPYL proteins could play a role in the genetic differences observed in veraison time in this study.

### Table 5 Candidate genes underlying the identified QTLs

<table>
<thead>
<tr>
<th>Related trait</th>
<th>Gene ID</th>
<th>Genome</th>
<th>Chrom.</th>
<th>Position</th>
<th>Gene symbol</th>
<th>Annotation</th>
<th>Reference for the annotation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Budbreak</td>
<td>GSVIVT01035262001</td>
<td>PN40024</td>
<td>4</td>
<td>11,587,680–11,589,305</td>
<td>GST1</td>
<td>Glutathione S-transferase</td>
<td>NCBI Blast on Swissprot</td>
</tr>
<tr>
<td></td>
<td>GSVIVT01000479001</td>
<td>PN40024</td>
<td>4</td>
<td>12,133,777–12,135,719</td>
<td>GST2</td>
<td>Glutathione S-transferase</td>
<td>NCBI Blast on Swissprot</td>
</tr>
<tr>
<td></td>
<td>GSVIVT01014933001</td>
<td>PN40024</td>
<td>19</td>
<td>12,826,742–12,829,288</td>
<td>GST3</td>
<td>Glutathione S-transferase</td>
<td>NCBI Blast on Swissprot</td>
</tr>
<tr>
<td></td>
<td>GSVIVT01014963001</td>
<td>PN40024</td>
<td>19</td>
<td>13,089,548–13,090,890</td>
<td>GST4</td>
<td>Glutathione S-transferase</td>
<td>NCBI Blast on Swissprot</td>
</tr>
<tr>
<td></td>
<td>GSVIVT0104854001</td>
<td>PN40024</td>
<td>19</td>
<td>10,665,036–10,669,055</td>
<td>VvWRKY3</td>
<td>WRKY transcription factor</td>
<td>Gambetta et al. (2010)</td>
</tr>
<tr>
<td>Flowering</td>
<td>GSVIVT010001070001</td>
<td>PN40024</td>
<td>7</td>
<td>15,325,228–15,327,698</td>
<td>SGR7/SHR</td>
<td>SHOOT GRAVITROPISM 7/SHORT-ROOT</td>
<td>Sreekantan et al. (2010)</td>
</tr>
<tr>
<td></td>
<td>fgenesh.VV78X193757.4_1</td>
<td>Pinot N</td>
<td>7</td>
<td>16,134,566–16,136,821</td>
<td>VvFT</td>
<td>FLOWERING LOCUS T</td>
<td>Carmona et al. (2007)</td>
</tr>
<tr>
<td></td>
<td>fgenesh.VV78X205200.8_1</td>
<td>Pinot N</td>
<td>7</td>
<td>17,334,104–17,335,492</td>
<td>Idi</td>
<td>INDETERMINATE 1</td>
<td>Sreekantan et al. (2010)</td>
</tr>
<tr>
<td></td>
<td>fgenesh.VV78X111272.17_6</td>
<td>Pinot N</td>
<td>7</td>
<td>18,175,054–18,180,577</td>
<td>VvSVP1</td>
<td>SHORT VEGETATIVE PHASE/MADS-box protein JOINTLESS</td>
<td>Diaz-Riquelme et al. (2009)</td>
</tr>
<tr>
<td></td>
<td>GSVIVT01033017001</td>
<td>PN40024</td>
<td>14</td>
<td>25,084,968–25,088,507</td>
<td>VvCOL2</td>
<td>CONSTANS-like protein</td>
<td>Herrmann et al. (2010)</td>
</tr>
<tr>
<td>Veraison</td>
<td>GSVIVT01028704001</td>
<td>PN40024</td>
<td>16</td>
<td>19,636,837–19,641,201</td>
<td>VvPYL</td>
<td>ABA receptor PYL8</td>
<td>NCBI Blast on Swissprot</td>
</tr>
<tr>
<td></td>
<td>GSVIVT01038619001</td>
<td>PN40024</td>
<td>16</td>
<td>21,439,501–21,441,052</td>
<td>VvHB10</td>
<td>Homeobox</td>
<td>Gambetta et al. (2010)</td>
</tr>
<tr>
<td></td>
<td>GSVIVT01034886001</td>
<td>PN40024</td>
<td>18</td>
<td>15,923,474–15,926,074</td>
<td>VvSUT2-2</td>
<td>Putative sucrose sensor</td>
<td>Gambetta et al. (2010)</td>
</tr>
<tr>
<td></td>
<td>GSVIVT01034540001</td>
<td>PN40024</td>
<td>18</td>
<td>19,680,342–19,687,518</td>
<td>VvABF7</td>
<td>ABBRE-binding factor</td>
<td>Gambetta et al. (2010)</td>
</tr>
<tr>
<td></td>
<td>NCHI Nucleotide DQ119800.1</td>
<td>No gene model in the PN40024 line genome 12x</td>
<td>18</td>
<td>19,582,848–19,586,315</td>
<td>VvM5A</td>
<td>ASR, abscisic acid, stress and ripening-induced protein</td>
<td>Cakir et al. (2003)</td>
</tr>
</tbody>
</table>
homologies to both the Arabidopsis sucrose transporters (AtSUC1) and sucrose sensors (AtSUT2) (Gambetta et al. 2010). Both ABA and sugars are required to induce ripening (Gambetta et al. 2010), and the efficiency of sucrose transport or sucrose sensing could play a role in the triggering of veraison, but the actual mechanism may also lie elsewhere. VvABF7F, also located within our confidence interval on chromosome 19, is similar to the ABA-responsive transcription factor AtABF5 (Gambetta et al. 2010). In Arabidopsis, it has been proposed that the ABA-BF5 protein binds to the promoter of the sugar transporter AtSUC1 (ortholog of VvSUT2-2 and VvSUT2-3 cf. supra) to regulate the expression of AtSUC1 (Bottcher et al. 2010). This example of crosstalk between ABA signalling and sugar metabolism is to be considered when trying to elucidate the determination of veraison in grapevine. Cakir et al. (2003) have also described a similar mechanism in grapevine. These authors showed that a grapevine ASR protein was able to bind to two sugar-responsive elements in the promoter of the putative monosaccharide transporter VvHT1. The interesting point is that the gene coding for this ASR protein, VvMSA, was also identified within our confidence interval on chromosome 19. The study on crosstalks between ABA, stress and sugar signalling is an expanding research area (Hey et al. 2010; Kline et al. 2010). The presence of VvSUT2-2, VvSUT2-3, VvABF7 and VvMSA in the chromosomal region of the QTL for veraison time suggest the presence of a complete pathway to regulate the sugar and ABA response at this locus. These results reinforce the hypothesis that the onset of ripening in grapevine is dependent on both sugar and ABA metabolism.

Conclusion

An ecophysiological model was used to characterise the genetic variability of budbreak, flowering and veraison dates in progeny from a Riesling × Gewurztraminer cross over four seasons. The joint analysis of these phenotypic data and of genetic variations at microsatellite loci allowed us to identify 6 independent QTLs: 2 for the 15 February to budbreak period on chromosomes 4 and 19; 2 for the budbreak to flowering period on chromosomes 7 and 14; and 2 for the flowering to veraison period on chromosomes 16 and 18. Interactions were detected between loci and also between alleles at the same locus. Relevant candidate genes were found in the confidence intervals of these QTLs by examining the available whole-genome sequences. VvFT, on chromosome 7, and a CONSTANS-like gene on chromosome 14 were the more convincing candidate genes for the flowering process. Several genes participating in ABA and sugar metabolism were found to colocalise with QTLs for the veraison process, and one of them, VvPYL, is similar to ABA receptor genes. These candidate genes open new perspectives for future studies on the genetic determinism of phenological stages in grapevine. Exploring their roles further and quantifying the effects of their genetic variations with ecophysiological models will provide a valuable framework to imagine and virtually test ideotypes of grapevine under projected climatic conditions.
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3. **Actualisation**

   **a) Détection de QTLs**

Depuis 2012, deux équipes, l’un Italienne, l’autre Allemande ont publié des résultats de détection de QTLs de phénologie chez la vigne. Dans les deux cas les chercheurs ont travaillé avec des dates calendaires (Grzeskowiak et al. 2013) ou des classes de précocité (Fechter et al. 2014) pour la floraison et la véraison. Ils ne sont donc pas en mesure de distinguer l’impact de QTLs déterminant les dates de débourrement sur les stades ultérieurs, pas plus que l'effet de QTLs de la durée débourrement-floraison et de la durée floraison-véraison sur les dates de véraison. Ainsi les QTLs sur les chromosomes 1 et 11 pour la date de véraison proposés par Fechter et al. (2014) sont très certainement des QTLs déterminant la date de floraison (ou de débourrement?) (Tableau III.1). Ces approches, moins analytiques que la nôtre, ne sont pas très puissantes en regard des effectifs utilisés et de la densité des cartes génétiques. Je n’ai ainsi retenu que des QTLs dont le LOD score était supérieur au LOD seuil à p = 0,05 sur l’ensemble du génome, alors que ces auteurs conservent des QTLs sur la base d’un LOD score seuil plus permissif, car calculé chromosome par chromosome. Quoiqu’il en soit, les QTLs communs entre tous les résultats publiés à ce jour sont peu nombreux. Pour la floraison, mon QTL pour la durée débourrement-floraison du chromosome 7 est situé dans la même région du génome que le QTL de début de floraison publié par Grzeskowiak et al. (2013). De même, la position du QTL que j’ai mis en évidence sur le chromosome 14 est compatible avec celle(s) du (des?) QTL(s) proposé(s) par Fechter et al. (2014) dans deux populations différentes. Pour la véraison, il n’y a aucun QTL commun entre mes travaux et les autres études publiées à ce jour (Costantini et al. 2008; Fechter et al. 2014; Grzeskowiak et al. 2013).
Tableau III.1: Récapitulatif des QTLs liés à la phénologie de la vigne publiés au 30 mars 2015. Surlignés en jaune: QTLs situés sur le même groupe de liaison que dans mon étude, mais pas dans la même région du génome. Surlignés en vert: QTLs situés dans la même région du génome que dans mon étude.

<table>
<thead>
<tr>
<th>Référence</th>
<th>Population (Nombre de génotypes)</th>
<th>Caractère</th>
<th>LG (1)</th>
<th>LOD Max</th>
<th>% Variance (max)</th>
<th>Remarques</th>
</tr>
</thead>
<tbody>
<tr>
<td>Costantini et al, 2008</td>
<td>Italia x Big Perlon (163)</td>
<td>Date de floraison (50 %)</td>
<td>1</td>
<td>4.8</td>
<td>13.9</td>
<td>sans doute 2 QTLs</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>8.4</td>
<td>16.4</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>6</td>
<td>7.4</td>
<td>20.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Date de véraison (50 %)</td>
<td></td>
<td>2</td>
<td>5.6</td>
<td>12.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>6</td>
<td>4.9</td>
<td>9.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Durée floraison-véraison (jours)</td>
<td></td>
<td>2</td>
<td>8</td>
<td>21.4</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>6</td>
<td>4</td>
<td>8.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>16</td>
<td>8.7</td>
<td>37.2</td>
<td></td>
</tr>
<tr>
<td>Grzeskowiak et al, 2013</td>
<td>Syrah x Pinot noir (170)</td>
<td>Début floraison (10 %)</td>
<td>7</td>
<td>4.2</td>
<td>11</td>
<td>VMC8d11 en commun</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Début véraison (10 %)</td>
<td>2</td>
<td>10.3</td>
<td>20.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>15</td>
<td>8.1</td>
<td>18.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>17</td>
<td>6.2</td>
<td>14</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Fin véraison</td>
<td></td>
<td>2</td>
<td>16.3</td>
<td>43.7</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>15</td>
<td>6.7</td>
<td>18.2</td>
<td></td>
</tr>
<tr>
<td>Fechter et al, 2014</td>
<td>V3125 x Börner (202)</td>
<td>Début floraison (10 %)</td>
<td>1</td>
<td>5.9</td>
<td>14.3</td>
<td>sans doute 2 QTLs</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>10</td>
<td>3.1</td>
<td>7.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>11</td>
<td>2.7</td>
<td>6.7</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>14</td>
<td>3.7</td>
<td>9.3</td>
<td>sans doute 2 QTLs</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>17</td>
<td>3.4</td>
<td>7.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Date de floraison (50 %)</td>
<td></td>
<td>1</td>
<td>5.6</td>
<td>12.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>10</td>
<td>3</td>
<td>7.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>11</td>
<td>4.1</td>
<td>9.4</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>14</td>
<td>3.4</td>
<td>10</td>
<td>sans doute 2 QTLs</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>16</td>
<td>4.9</td>
<td>28.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>17</td>
<td>3.5</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>19</td>
<td>3.4</td>
<td>8.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Début véraison (10 %)</td>
<td></td>
<td>1</td>
<td>5.4</td>
<td>19.7</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>11</td>
<td>4.2</td>
<td>15.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>13</td>
<td>3.8</td>
<td>14.4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Date de floraison (50 %)</td>
<td></td>
<td>1</td>
<td>4.5</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4</td>
<td>5.1</td>
<td>16.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>8</td>
<td>4.3</td>
<td>31.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>14</td>
<td>6.2</td>
<td>21.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>17</td>
<td>3.9</td>
<td>15.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>19</td>
<td>3.5</td>
<td>11.9</td>
<td></td>
</tr>
</tbody>
</table>

(1) Linkage Group
b) Gènes candidats pour le débourrement

On peut distinguer trois phases pour décrire l’état quiescent des bourgeons (Lang 1987; Pouget 1963). La période de paradormance est celle pendant laquelle les bourgeois à l’aisselle des feuilles ne débourrent pas car leur développement est inhibé par la dominance apicale. Pendant la période d’endodormance, des facteurs intrinsèques au bourgeon le maintiennent à l’état de repos végétatif: même dans des conditions environnementales favorables (lumière, température), il n’évoluera pas. Après la levée de dormance, il entrera dans une phase d’écodormance: il devient sensible aux conditions de milieu et peut reprendre son activité si ces conditions sont favorables, en particulier lorsque les températures s’élèvent. Les dates de débourrement observées au vignoble dépendent d’une part des dates de levée de dormance pour chacun des génotypes étudiés, d’autre part du besoin en cumul de températures entre ces dates et le débourrement effectif (pointe verte). Il est clair qu’il existe de la variabilité génétique pour les besoins en froid sur des arbres fruitiers comme l’abricot (Olukolu et al. 2009), le pommier (Falavigna et al. 2014) ou la cerise (Castede et al. 2014). La variabilité génétique « besoins en froid », « besoins en chaleur » n’est cependant que très rarement étudiée conjointement (Castede et al. 2014). Dans mon étude, nous ne pouvons pas savoir si la variabilité génétique que nous observons est due à une variabilité des dates de levée de dormance ou bien à une variabilité des besoins en chaleur de phase d’écodormance.


La position des gènes étudiés dans toutes les publications citées précédemment a été comparée aux intervalles de confiance des QTLs que j'ai mis en évidence sur les chromosomes 4 et 19. Seul le gène GAD3 (Vergara et al. 2013) se trouve non loin d'un intervalle de confiance pour le QTL du chromosome 4. J'ai également extrait les niveaux d'expression des gènes candidats que je propose dans les données de transcriptomique publiées par Díaz-Riquelme et al. (2012). Les gènes GST1, GST3 et WRKY3 ne sont pas référencés sur la puce ADN utilisée. Par contre, la figure III.4 montre que les niveaux d'expression de GST2, GAD3 et surtout GST4 varient dans les bourgeois au cours du temps. Le niveau d'expression est maximal pendant la période hivernale pour les GSTs, minimal pour GAD3. Pour GST4 en particulier, le pic d'expression correspond à la période d'endodormance entre novembre et janvier Cette observation permet d'apporter un argument de plus en faveur du choix de GST2 et GST4 comme gènes candidats.
Figure III.4: Niveau d'expression de trois gènes candidats dans les bourgeons au cours du temps (Diaz-Riquelme et al. 2012). Données obtenues sur Affymetrix Grapegen GeneChip®. Les barres verticales représentent les erreurs-type (n=3).

L'implication d'un gène dans un phénomène ne signifie pas qu'il participe à la variabilité génétique observée. La régulation de l'entrée et de la sortie de dormance est un processus complexe qui fait intervenir des mécanismes épigénétiques, avec méthylation de l'ADN, acétylations des histones, mais également des mécanismes de silencing (Rios et al. 2014). De nombreux gènes sont impliqués dans les changements de métabolisme du bourgeon et leur niveau d'expression peut varier en relation avec ces évolutions du métabolisme général, sans pour autant qu'ils soient à l'origine de la variabilité génétique des phénomènes étudiés. Il convient donc d'être très prudent dans cette approche, d'autant plus que l'on peut imaginer des déterminants des besoins en froid indépendamment du fonctionnement au niveau cellulaire. Si la levée de dormance est effectivement déclenchée par un état d'hypoxie, il serait par exemple possible que la perméabilité des bourgeons d'hiver à l'oxygène participe à la variabilité génétique.

c) Gènes candidats pour la floraison

La floraison est un phénomène étudié de manière intensive chez de nombreuses plantes. La mise en place des pièces florales et la date de floraison ont en effet des conséquences agronomiques considérables. En effet, les quantités de récoltes, que ce soit pour des graines et des fruits, dépendent
d'une part de la quantité et de la qualité des organes reproducteurs et d'autre part de la réussite de la fécondation et du développement des graines. La vigne ne fait pas exception et plusieurs équipes de recherche étudient les mécanismes moléculaires de la formation des inflorescences et des fleurs. Il faut en effet rappeler que la mise en place des organes reproducteurs s'effectue en deux temps chez la vigne (Huglin et Schneider 1998). Au cours de la saison n, il y a initiation des inflorescences dans les bourgeons à l'aisselle des feuilles. Les fleurs ne se différencient qu'au printemps de la saison n+1 après la levée de dormance des bourgeons. Les facteurs qui contrôlent la date de floraison chez la vigne sont donc a priori davantage à rechercher dans les gènes impliqués dans le développement des pièces florales que dans les gènes liés à l'initiation florale. Les données publiées récemment conduisent à revisiter les gènes candidats proposés initialement. Ainsi, VvFT (Chrom. 7) et VvSVP1 (Chrom. 7) sont exprimés à la fois dans les inflorescences ou les vrilles (Diaz-Riquelme et al. 2014). VVFUL1 (Chrom. 14) est par contre assez spécifique des vrilles alors que VvFLC2 (Chrom. 14) et VvSEP1 (Chrom. 14) sont assez spécifiques des fleurs. Des résultats de comparaison d'expression de gènes dans des fleurs mâles, femelles et hermaphrodites montrent également que VvSVP1 est moins exprimé lors des phases finales de formation des fleurs que pendant les phases initiales de développement des inflorescences (Ramos et al. 2014). Pour les gènes candidats que j'ai proposés, les données de transcriptomiques récentes ne permettent de ne conforter que le rôle de FLC2 dans les processus de floraison et la durée débourrement-floraison. L'examen d'autres sources de données permet cependant d'émettre de nouvelles hypothèses de travail.

J'ai examiné la position de tous les gènes dont le niveau d'expression varie selon le sexe des fleurs (Ramos et al. 2014). J'ai identifié ainsi deux nouveaux gènes candidats dans l'intervalle de confiance du QTL sur LG 14.

VIT_14s006g01690 (GSVIVT01032999001, chr14:24,979,316...24,981,695) est un gène dont le niveau d'expression évolue au cours du temps dans tous les types de fleurs. Il est orthologue de Tasselseed-2 (46 % d'identité en protéine avec P50160.1|TS2_MAIZE), un gène impliqué dans la stérilité femelle chez le maïs (Calderon-Urrea et Dellaporta 1999).

Le cas de VIT_14s0083g01200 (GSVIVT01036572001, chr14:23,603,520...23,606,026) est plus intrigant. Ce gène n'est pas exprimé dans les fleurs mâles (Ramos et al. 2014). Un BLAST de la protéine prédite pour ce gène contre SWISSPROT ne donne aucun résultat convaincant (au mieux 20 acides aminés identiques sur 59, expect = 0,34). Par contre, un BLAST du cDNA virtuel contre les séquences de transcrits sur NCBI (refseq_rna) indique que cet ARN pourrait être un long non-coding RNA (LOC104881623). L'exploration du rôle de ce type d'ARN dans la régulation du fonctionnement des génomes des plantes n'est encore qu'à ces débuts (Zhang et al. 2013), mais il a été montré chez Arabidopsis qu'un long ARN non codant participait au contrôle de l'expression du gène FLC (Shin et Chekanova 2014).
La régulation de l'expression des gènes fait également intervenir des petits ARNs non-codants (miRNAs). Wang et al. (2014) ont spécifiquement cherché des miRNAs et leurs gènes cibles dans des feuilles de vigne jeunes et âgées, des inflorescences, des fleurs, des jeunes baies et des baies mûres. Ils ont ainsi identifié 375 miRNAs et 193 ARNs cibles correspondants. J'ai trouvé quatre de ces gènes cibles dans les intervalles de confiance des QTLs des groupes de liaison 7 et 14. Sur le chromosome 7, GSVIVT01003435001 (chr7:15016616..15018620) interagit avec miR395 mais la fonction de ce gène n'est pas connu. Sur le chromosome 14, GSVIVT01032911001 (chr14:24045544..24048408) interagit avec miR319. GSVIVT01032911001 code pour un facteur de transcription de type TCP. Or on sait que des facteurs de transcription de cette famille peuvent agir sur FT (Ho et Weigel 2014; Mimida et al. 2011). Les deux autres candidats interagissent avec des miRNAs trouvés seulement dans les baies.

Dans le même ordre d'idée, Calvino et Messing (2013) ont mis en évidence un couple de miRNAs (vvi-MIR1692 à vvi-MIR169e) qui interagit avec VvCol2, gène codant pour une protéine de type CONSTANS-like, que j'ai identifié comme gène candidat sur le chromosome 14. Ce couple de miRNAs est situé à moins de 2,3 kb du gène VvCOL2. À partir des données obtenues sur d'autres espèces avec miR169, montrant une proximité physique sur les génomes des miRNAs et des gènes ciblés, Calvino et Messing (2013) développent l'idée que les processus de sélection génétique ne peuvent se contenter de considérer des gènes isolés, mais doivent intégrer les régions avoisinantes (« linkage drag »).
Tableau III.2: Séquences génomiques candidates présentes dans les intervalles de confiance pour les QTLs de durée débourrement-floraison des groupes de liaison 7 et 14

a. Gènes

<table>
<thead>
<tr>
<th>Identifiant Génoscope (<a href="http://www.genoscope.cns.fr">www.genoscope.cns.fr</a>)</th>
<th>Identifiant CRIBI V1 (genomes.criibi.unipd.it)</th>
<th>Position</th>
<th>Commentaire</th>
</tr>
</thead>
<tbody>
<tr>
<td>GSVIVT01032999001</td>
<td>VIT_14s006g01690</td>
<td>Chr14:24 979 316..24 981 695</td>
<td>Tasselseed-2</td>
</tr>
<tr>
<td>GSVIVT01036572001</td>
<td>VIT_14s0083g01200</td>
<td>Chr14:23 603 520..23 606 026</td>
<td>Long ARN non-codant?</td>
</tr>
<tr>
<td>GSVIVT01003435001</td>
<td>VIT_207s0191g00220</td>
<td>Chr7:15 016 616..15 018 620</td>
<td>Fonction inconnue, interagit avec miRNA 395</td>
</tr>
<tr>
<td>GSVIVT01032911001</td>
<td>VIT_214s0068g00330</td>
<td>Chr14:24 045 544..24 048 408</td>
<td>Facteur de transcription de type TCP, interagit avec miRNA 319</td>
</tr>
</tbody>
</table>

b. miRNAs

<table>
<thead>
<tr>
<th>Identifiant</th>
<th>Position</th>
<th>Commentaire</th>
</tr>
</thead>
<tbody>
<tr>
<td>vvi-MIR1692</td>
<td>Chr14: 25 082 612..25 082 498</td>
<td>vvi-MIR1692 à vvi-MIR169e: 367 pb, interaction avec VvCOL2 (COL14)</td>
</tr>
<tr>
<td>vvi-MIR169e</td>
<td>Chr14: 25 082 865..25 082 717</td>
<td></td>
</tr>
</tbody>
</table>

Le tableau III.2 récapitule les nouvelles hypothèses de travail issues de cette mise à jour bibliographique. Les données de transcriptomiques n’apportent pas d’arguments en faveur d’un rôle de VvFT, VFUL-L, VvSP1 mais montrent l’implication de VvFLC2 et VvSEP1 dans la formation des fleurs. Les données bibliographiques récentes suggèrent qu’une implication d’ARNs non-codants dans la régulation de la floraison est possible chez la vigne, comme cela a clairement été montré chez Arabidopsis (Yamaguchi et Abe 2012). À ce titre, VvCOL2, dont le rôle dans la variabilité génétique des dates de floraison a déjà été montré (Herrmann et al. 2010; Pierre et al. 2010), et qui est physiquement proche d’un couple de miRNAs potentiellement régulateur (Calvino et Messing 2013), est d’évidence un des candidats à étudier en priorité.
d) Gènes candidats pour la véraison

La véraison est un stade qui n'est jamais explicitement étudié chez les autres fruits, même chez les fruits non climactériques comme la cerise. Il est donc difficile de s'appuyer sur les connaissances acquises chez d'autres espèces pour identifier des gènes impliqués dans le déclenchement de la véraison comme cela peut être le cas lorsque l'on s'intéresse à la levée de dormance ou à la floraison. Le ou les facteurs déclenchant la véraison ne sont toujours pas identifiés avec certitude. Le rôle des sucres, et donc de tous les mécanismes autour de la perception des sucres (« sugar sensing and signalling »), a été indirectement confirmé à l'échelle de la plante. En effet, plusieurs travaux ont récemment montré qu'un rapport fruit/feuille défavorable, et donc une disponibilité en sucres a priori faible au niveau des baies, retardait les dates de véraison (Martínez de Toda et al. 2014; Parker et al. 2014). Le gène VvMSA proposé comme gène candidat sur le chromosome 16 pourrait intervenir dans ces processus. La protéine codée par ce gène fait partie d'une de la famille des protéines ASR (« Abscisic acid, stress, ripening-related »). Elle est impliquée dans la régulation de la transcription du transporteur de glucose VvHT1 (Cakir et al. 2003). L'activité du promoteur de VvMSA dépend des concentrations en glucose (Saumonneau et al. 2012). On peut également observer dans les données présentées, que les promoteurs spécifiques du Cabernet-Sauvignon et de l’Ugni Blanc ont des comportements différents (Saumonneau et al. 2012). Il existe donc une variabilité génétique de réponses aux sucres qui pourrait participer à la variabilité des durées floraison-véraison. L'activité du promoteur de VvMSA dépend également des concentrations en ABA (Saumonneau et al. 2012).

Le déclenchement de la véraison est sous la dépendance d'un équilibre entre auxine et ABA. Des applications d'auxine retardent la véraison (Böttcher et al. 2011; Gouthu et Deluc 2015) tandis que des applications d'ABA accélèrent le processus (Gouthu et Deluc 2015). La présence d'ABA semble nécessaire pour déclencher le processus de véraison (Gambetta et al. 2010) et un gène tel que VvMSA, dont le promoteur est sensible à la fois aux sucres et à l'ABA (Saumonneau et al. 2012) reste un candidat solide dans mon approche.

J'ai également été parmi les premiers à proposer l'implication de récepteurs d'ABA chez la vigne. Leur désignation est encore instable entre PYR (réponse à la pyrabactine), PYL (pour « PYR-like »), RCAR (« Regulatory component of ABA receptor ») et ABAR (« ABA receptor »). Ces ABARs n'ont été mis en évidence que récemment (Kline et al. 2010) mais les connaissances ont progressé très rapidement (Miyakawa et al. 2013; Zhang et al. 2015). L'ABA modifie la conformation de ces récepteurs, qui peuvent alors agir physiquement avec des phosphatases de type 2C (PP2C) et les inactiver. Ces PP2Cs ne sont alors plus en mesure d'inhiber des protéines de type SnRK2. Actives, ces protéines SnRK2 sont capables d'activer des promoteurs de certains gènes. La cascade de réaction est complexe mais décrit bien pourquoi en présence d'ABA, l'expression de certains gènes est activée et qu'en absence
d’ABA, l’expression de ces gènes ne soit pas possible. Boneh et al. (2012) ont identifié huit ABARs chez la vigne dont sept paraissent fonctionnels, ils ont également caractérisés neuf PP2Cs et mis en évidence les interactions ABAR-PP2C par un système double-hybride chez la levure. Le gène candidat VvPYL sur le chromosome 16 correspond à VvCRAR2 dans la nomenclature de Boneh et al. (2012). VvCRAR2 est fonctionnel et interagit avec trois PP2Cs chez la vigne, et reste donc un bon candidat pour expliquer des variations de durée floraison-véraison.

e) Conclusion

Pour progresser dans la connaissance du déterminisme génétique des dates de débourrement, il faut en premier lieu mieux cerner, pour une variété donnée, les déterminants physiologiques du phénomène. Malgré les acquis de la littérature, les déterminants des besoins en froid pour la levée de dormance ne sont pas tous connus. Des observations empiriques à l’INRA d’Avignon et de Colmar suggèrent qu’il existe des facteurs encore inconnus qui font varier les besoins en froid pour une même variété de vigne. Des constatations similaires ont été faites sur cerisier (Castede et al. 2014). Par ailleurs comme un des modèles actuels de prévision du débourrement les plus performants intègre un effet de la photopériode (Molitor et al. 2014a), il faudrait confirmer l’intérêt et quantifier l’apport de ce paramètre qui accroît la complexité de l’approche. Dans un deuxième temps, pour mieux cerner les déterminants génétiques, il faudrait dissocier les besoins en froid des besoins en chaleur dans des populations en ségrégation, comme cela a été fait pour le cerisier (Castede et al. 2014), ou dans des core-collections. Enfin, la recherche de gènes candidats sera d’autant plus pertinente que le caractère « date de débourrement » sera décomposé en processus physiologiques indépendants et que les effectifs étudiés seront élevés.

Pour la floraison, les gènes candidats ne manquent pas. La poursuite du travail engagé peut suivre plusieurs pistes. La première est de mieux décomposer le caractère « durée débourrement-floraison ». L’acquisition de données de cinétiques de floraison inflorescence par inflorescence, en tenant compte de leurs positions d’insertion sur le rameau serait a priori plus informative que des notations de floraison sur des plantes entières.

En second lieu, il faudrait caractériser la variabilité de séquence nucléotidique dans les gènes candidats, leurs promoteurs, voire dans les miRNAs qui leur sont associés. Ce travail permettrait de cartographier génétiquement ces gènes candidats et de vérifier leur colocalisation avec les QTLs. Les intervalles de confiance des QTLs seront d’autant plus précis que les effectifs caractérisés seront élevés et que la densité de marquage moléculaire sera grande. Les données phénotypiques ont été obtenues jusqu’à présent sur 120 génotypes, et le marquage moléculaire été réalisé avec 153 marqueurs microsatellites. Nous disposons de 383 génotypes au vignoble et nous sommes engagés dans un programme visant à obtenir de données de « Genotyping by sequencing » sur tout ou partie de cette
population. Dans un deuxième temps, ou parallèlement, l’implication de gènes candidats dans la variabilité des stades de développement pourrait être vérifiée en étudiant des collections de variétés non-apparentées (core-collections) et en cherchant les associations génotype-phénotype par des méthodes de « Genome wide association » (GWA) ou de sélection génomique (Fodor et al. 2014).

En ce qui concerne la véraison, la démarche peut se poursuivre comme pour la floraison, en étudiant la variabilité génétique des gènes candidats, en étendant le panel de génotypes étudiés et en augmentant la densité de marquage moléculaire. L’approche est cependant compliquée par le fait que le déclenchement de la véraison dépend de la disponibilité en sucres dans les baies et donc du rapport fruit/feuille. Or celui-ci est variable au sein de la descendance RILxGW comme nous le verrons dans l’article qui suit. Une des manières de s’affranchir de cet effet indirect serait de travailler avec des plantes au rapport fruit/feuille non-limitant, en enlevant des grappes. Les données récentes confirment le schéma d’un déclenchement de la véraison sous la dépendance de l’ABA et des sucres, et par là-même nous incitent à poursuivre les investigations sur le rôle des récepteurs d’ABA et de VvMSA dans la variabilité génétique de la durée floraison-véraison.

Le travail que j’ai conduit sur le déterminisme génétique des stades de développement est original à plusieurs titres. Nous sommes en effet les seuls à proposer des QTLs robustes pour les dates de débourrement, mais aussi les seuls à mettre en évidence des interactions entre loci et entre allèles. L’apport majeur de ce travail est qu’il est le premier exemple de détection de QTLs pour des paramètres de modèles écophysiologiques chez la vigne, et qu’il est le seul à ce jour à tester des génotypes virtuels dans des conditions climatiques du futur. Par ailleurs, l’identification de gènes candidats pertinents pour la floraison et la véraison fournit des hypothèses à des études plus approfondies des mécanismes moléculaires fins régulant ces processus. La proximité physique de gènes candidats ayant des interactions, ou de gènes candidats et d’éléments régulateurs comme les miRNAs, conduit à s’interroger une notion de « linkage drag » positif: dans d’éventuels programmes de sélection, il faut peut-être s’assurer de transmettre des portions de génomes plutôt que des gènes individuels.

Si l’on considère les deux articles précédents sous l’angle de l’adaptation au changement climatique, on peut voir les résultats obtenus de deux manières. La première est qu’il existe effectivement de la variabilité génétique, que l’on travaille avec des caractères héritables, que nous sommes vraisemblablement en mesure de comprendre les mécanismes moléculaires mis en jeu en y mettant les moyens. Le revers est que d’une part nous ne sommes pas certains que la variabilité génétique des stades de développement soit suffisante pour compenser les effets du réchauffement climatique, et que d’autre part, il y aurait d’évidence des allèles provenant de plusieurs loci à intégrer dans des descendances et donc un travail de pyramidage conséquent, en faisant abstraction des interactions entre loci ou entre allèles. La vigne ayant un cycle reproducteur long, ce travail en devient irréaliste pour un résultat incertain. Une des possibilités est d’explorer les déterminants des stades de
développement dans d'autres fonds génétiques, en espérant identifier des architectures de caractère simples. Les populations issus de croisement avec des espèces des genres *Vitis* américaines ou *Muscadinia* pourrait être de bons supports à de telles études. L'autre possibilité est de focaliser l'effort de recherche sur la capacité des génotypes à produire des raisins aux teneurs en sucres maîtrisées, à l'acidité et au potentiel organoleptique élevés même en conditions de maturation chaudes.

Les deux articles qui suivent s'inscrivent dans ce cadre: quelle variabilité génétique peut-on mettre en évidence pour les teneurs en sucres des raisins? Quelle variabilité génétique peut-on mettre en évidence pour l'acidité des raisins?
IV. Les teneurs en sucres: «Deciphering the ability of different grapevine genotypes to accumulate sugar in berries »

1. Résumé de l'article

L'excès de sucres dans les raisins, avec pour conséquence des teneurs en alcool des vins élevées et/ou des sucres résiduels dans les vins, est une préoccupation consécutive au réchauffement climatique (Alston et al. 2011; Teisseire 2013). Utiliser la variabilité génétique pour créer des variétés dont la véraison serait assez tardive pour compenser l’augmentation des températures pendant la maturation des raisins est une tâche lourde et complexe pour des résultats incertains. La deuxième hypothèse explorée est que l'on peut trouver des génotypes ayant des capacités limitées à accumuler des sucres, ce qui permettrait de mieux maîtriser dans le futur les teneurs en alcool des vins. Une variabilité génétique pour des teneurs en sucres mesurées à la récolte a déjà été décrite (Huglin et Schneider 1998; Mercado-Martin et al. 2006), mais on sait que les teneurs en sucres des raisins à la récolte dépendent beaucoup des conditions climatiques, des modes de conduite de la vigne, des dates de début de maturation et du rapport fruit/feuille (Dai et al. 2011; Jackson et Lombard 1993). Il est probable qu'une partie des différences de TSS (Total Soluble Solids, mesure exprimée en °Brix des teneurs en sucres) à la récolte entre génotypes soit liée d'une part à des dates de véraison différentes d'autre part à des rapport fruit/feuille différents. L'objectif de mon étude était donc de proposer une méthode permettant de comparer des génotypes sur la base du métabolisme des baies elles-mêmes, c'est-à-dire en éliminant les effets de la date de véraison et du rapport fruit/feuille. Cette méthode de caractérisation doit permettre de déconstruire les processus conduisant à une teneur en sucres à une date donnée et de rechercher de QTLs pour des caractères élémentaires plutôt que sur un caractère intégratif.

Le travail a été décomposé en deux parties. La première a consisté à valider une approche méthodologique. Je me suis pour cela appuyé sur des suivis de l'accumulation des sucres chez les variétés parents Riesling (RI) et Gewurztraminer (GW) au cours de trois années consécutives. Dans la deuxième partie, j'ai utilisé la méthodologie proposée pour caractériser 120 génotypes descendants du croisement RIxGW au cours de trois saisons.

J'ai testé différents modèles permettant de décrire les cinétiques d’accumulation des sucres chez les parents. Le premier résultat, qui confirme l’intuition, est qu'il est obligatoire de comparer les cinétiques en prenant comme point de départ la date de véraison. Le décalage des dates de véraison est d’environ 10 jours entre les deux variétés, pour des dates de floraison similaires, ce qui conduit à des
écarts importants de TSS à date égale. Commencer les cinétiques à la véraison permet de partir du même niveau de sucres dans les baies pour les deux variétés (Figure 2 et tableau 3 de l'article).

J'ai ensuite comparé l'utilisation d'échelles temporelles en jours (DOY), en sommes de températures journalières moyennes base 10 °C (HS_Tmean) et en sommes de températures journalières maximales base 10 °C (HS_Tmax). L'utilisation des DOY produit toujours les meilleurs ajustements (R²), mais au prix de l'utilisation de nombreux paramètres (Tableau 2), y compris un terme quadratique (X²) et de coefficients dépendant du génotype. AIC et BIC sont des critères intégratifs de qualité des modèles qui tiennent compte de la vraisemblance du jeu de données observé selon ce modèle (likelihood) et du nombre de paramètres utilisés. Plus les valeurs de AIC ou BIC sont faibles, meilleur est le modèle. AIC et BIC sont toujours moins bons (plus élevés) avec l'échelle DOY qu'avec HS_Tmean ou HS_Tmax. Les modèles avec HS_Tmean ou HS_Tmax sont équivalents en 2007 et 2009 mais le modèle utilisant HS_Tmax est clairement meilleur en 2008. Par ailleurs, en utilisant les températures maximales, l'introduction d'un terme quadratique n'est jamais nécessaire, et la pente de réaction des deux génotypes n'est jamais significativement différente (P-value (Genotype x X) > 0,05, tableau 2 de l'article). En d'autres termes, en utilisant l'échelle HS_Tmax l'augmentation des TSS est linéaire et suit une pente qui est la même pour les deux génotypes quelle que soit l'année. Il existe par contre un décalage significatif entre les cinétiques des deux variétés ainsi décrites en 2007 et 2008 (P-value (Genotype) < 0,05, tableau 2 de l'article). Nous pouvons conclure à ce stade que l'utilisation d'une échelle en sommes de températures, commençant à la véraison, est plus appropriée qu'une échelle en jours pour comparer les génotypes. Cette étude justifie le fait de comparer les TSS des variétés à une somme de température fixe après la véraison.

Dans un deuxième temps, j'ai essayé d'expliquer les différences observées entre RI et GW au prélèvement S2, 230 °C.d HS_Tmean, après véraison. J'ai développé une méthode basée sur les images numériques permettant de rapidement évaluer les surfaces foliaires. J'ai montré que les TSS à S2 sont bien expliquées par le rapport fruit/feuille au cours de la maturation des raisins (Figure 4 de l'article). Plus intéressant, la pente de la droite (-1°Brix.kg⁻¹.m²⁻¹) est dans ces données indépendante de l'année et du génotype. L'écart de TSS entre RI et GW à la vendange, de l'ordre de 3°Brix de plus pour le GW, est donc d'abord expliqué par les dates de véraison (2°Brix) puis par le rapport fruit/feuille en général défavorable du RI (1°Brix).

La deuxième partie du travail a consisté à décrire la variabilité génétique selon le protocole proposé pour les parents. Nous avons donc mesuré pour chaque génotype de la descendence les teneurs en sucres à la véraison (S1), à S2 (230 °C.d HS_Tmean après véraison), et à la récolte, qui a eu lieu le même jour pour toutes les parcelles (S3). Parallèlement nous avons enregistré les dates de véraison, les rendements et les surfaces foliaires. La variabilité des TSS à S3 dans la descendance est de l'ordre de 8-9°Brix mais se réduit à 5-6°Brix à S2. J'ai montré, comme pour les parents, l'existence dans
la population R1xGW d’un effet négatif du rapport fruit/feuille sur les teneurs en sucres à S2. Sous l’hypothèse que tous les génotypes aient le même rapport fruit/feuille, il reste malgré tout une variabilité génétique significative à S2 (Tableau 6 de l’article).

Cette étude a permis de montrer que les échelles en sommes de températures, surtout avec les températures maximales, étaient plus pertinentes que des échelles en jour pour décrire les cinétiques d’évolution des teneurs en sucres des raisins. La solidité de ce résultat reste à confirmer en étendant la gamme de situations: variétés, années, vignobles.

Prélever des baies après un cumul donné de températures depuis la véraison permet de comparer les variétés indépendamment de leur précocité de véraison. Effectuer des prélèvements N jours après véraison ne permet pas d’obtenir une comparaison fiable car, pour des véraisons tardives, les conditions climatiques pendant ces N jours seront en général moins favorables que pour les variétés précoces. De plus, cette méthode de prélèvement permet d’évaluer plus précisément l’effet du rapport fruit/feuille sur l’accumulation des sucres. Cette étude montre qu’en plus d’une variabilité génétique pour les dates de véraison, pour les rendements et pour les surfaces foliaires, il y a vraisemblablement une variabilité génétique pour le métabolisme des sucres au sein même des baies.
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Abstract

Background and Aims: To analyse the genetic determinants of berry sugar content in grapevine varieties, a method that combined measurements of total soluble solids (TSS) from berries sampled at a fixed stage after veraison with data on the yield and the leaf area was tested.

Methods and Results: Over three seasons, differences in TSS at harvest for Riesling and Gewurztraminer grapes were explained by differences in the veraison dates and in the fruit-to-leaf ratios. TSS, yield and leaf area were also evaluated for 120 genotypes, which were progeny from a cross between Riesling and Gewurztraminer. Thermal timescales (degree-days) proved relevant for describing sugar accumulation in the parent varieties, and when berries were sampled at a fixed heat sum after veraison in the progeny, the genotypic variability of sugar content was considerably reduced compared with the measurements on the same date at the end of the season. A negative relationship between the fruit-to-leaf ratio and the sugar content was also detected in the progeny.

Conclusions: The evolution of TSS during berry ripening can be described using thermal timescales. Additionally, information on the yield and the leaf area needs to be integrated to analyse the behaviour of genotypes.

Significance of the Study: A method to characterize the genotypic effect on fruit sugar accumulation after eliminating the contribution of veraison dates and crop load was proposed.

Abbreviations

DAV days after veraison; DOY day of year; DMC dry matter content; ELA exposed leaf area; FC foliage coverage; FLR fruit-to-leaf ratio; GW Gewurztraminer; HS_Tmax cumulative heat sum since veraison calculated with daily maximum temperature, base 10°C; HS_Tmean cumulative heat sum since veraison calculated with daily mean temperature, base 10°C; RI Riesling; Tmean daily maximum temperature; TSS total soluble solids.

Keywords: degree-days, grapevine, sugar accumulation, yield, leaf area

Introduction

An increasing interest in sustainable viticulture and concerns about climate change have generated research programs worldwide that aim to breed new grapevine varieties that would require less pesticide use for their protection and that would be adapted to future climatic conditions. Modern molecular tools increase, on the one hand, our capacity to understand the genetic determinants of traits of interest and on the other hand the efficiency of breeding programs, with the use of marker assisted selection. Moreover, the availability of the grapevine genome sequence facilitates the identification of the genes underlying quantitative trait loci (QTL) and the testing of hypotheses about the molecular determinism of traits of interest. For example, QTL have already been detected for resistance to fungal diseases (Bélin et al. 2009, Marguerit et al. 2009, Blast et al. 2011), for the developmental stages (Costantini et al. 2008, Duchêne et al. 2012), for terpenol content (Battilana et al. 2009, Duchêne et al. 2009) and for anthocyanin content (Fournier-Level et al. 2009) of berries. However, little is known about the genetic determinants of sugar and acids concentrations in grapevine berries. There is a large genetic variability among grapevine varieties and clones in terms of sugar content and acidity (Huglin and Schneider 1998, Mercado-Martín et al. 2006, Dai et al. 2011); however, these parameters are generally measured at harvest, and they depend heavily on harvest dates, climatic conditions, fruit-to-leaf ratios (FLRs), and, more generally, training systems and canopy management (review in Jackson and Lombard (1993) and Dai et al. (2011)). Jackson and Lombard (1993) noted that ‘Perhaps the most important feature to investigate is to find a common measure of maturity which is acceptable to most workers’. The same applies when comparing genotypes. When analysing the genetic variability of berry sugar content at harvest, it is necessary to consider the influence of phenology, crop load and leaf area before attempting to identify either QTL or genes specifically linked to sugar metabolism in the berry.

To analyse the effects of phenology on sugar accumulation, the veraison date (onset of ripening) is the most straightforward starting point. Currently, there are no consensus models for describing the ripening process and the kinetics of sugar accumulation. ‘Calendar days’ is the scale most commonly used to describe sugar accumulation in berries. However, García de Cortazar-Atauri et al. (2009b) demonstrated that the dynamics of dry matter accumulation and the berry water content evolution in grapevine berries could be well described for different stages (degree-days) proved relevant for describing sugar accumulation in the parent varieties, and when berries were sampled at a fixed heat sum after veraison in the progeny, the genotypic variability of sugar content was considerably reduced compared with the measurements on the same date at the end of the season. A negative relationship between the fruit-to-leaf ratio and the sugar content was also detected in the progeny.

Conclusions: The evolution of TSS during berry ripening can be described using thermal timescales. Additionally, information on the yield and the leaf area needs to be integrated to analyse the behaviour of genotypes.

Significance of the Study: A method to characterize the genotypic effect on fruit sugar accumulation after eliminating the contribution of veraison dates and crop load was proposed.

Abbreviations

DAV days after veraison; DOY day of year; DMC dry matter content; ELA exposed leaf area; FC foliage coverage; FLR fruit-to-leaf ratio; GW Gewurztraminer; HS_Tmax cumulative heat sum since veraison calculated with daily maximum temperature, base 10°C; HS_Tmean cumulative heat sum since veraison calculated with daily mean temperature, base 10°C; RI Riesling; Tmean daily maximum temperature; TSS total soluble solids.

Keywords: degree-days, grapevine, sugar accumulation, yield, leaf area
genotypes using a thermal timescale expressed in ‘degree-days’. Williams et al. (1985) and Sadras and Petrie (2011) also used thermal timescales to represent the evolution of berry ripening.

In the present study, we compared different scales for describing the evolution of dry matter accumulation and TSS for two varieties over 3 years. We also sought to quantify the effects of different FRIs that resulted from variations in crop loads and leaf area.

Riesling (RI) and Gewurztraminer (GW) are the two main varieties of grape cultivated in the Rhine valley. They differ not only in sugar content and acidity of the berries at harvest (Huglin and Schneider 1998) but also in phenology (Duchêne et al. 2010) and productivity (Huglin and Schneider 1998). In this study, we demonstrate that, over three growing seasons, the different veraison dates and FRIs of RI and GW explained the differences of sugar content observed on the same harvest date for a given vintage. Using the progeny from a RI clone 49 and GW clone 643 were also planted within each five-block design (individual plots of two plants). Three plots of RI clone 49 and GW clone 643 were also planted within each block. These plots will be referred to as ‘progeny experiment’ plots) were obtained on at least two blocks at three harvest dates, which were the same for all the genotypes used in this work varied from year to year. We introduced Tmax as we had shown that this parameter is relevant for predicting grapevine developmental stages in our conditions (Duchêne et al. 2010). The minimum temperature data. In the following text, we abbreviated daily mean temperature and daily maximum temperature as Tmean and Tmax, respectively. Heat sums were calculated with Tmean and Tmax using 10°C as base temperature and expressed in degree-days (°C.d). Although different base temperatures have been proposed in the literature (Moncur et al. 1989, Duchêne et al. 2010), our dataset was not appropriate for a reliable investigation of an optimal new value. Thus, we kept the threshold used in previous studies (Williams et al. 1985, García de Cortazar-Atauri et al. 2009b, Sadras and Petrie 2011).

We introduced Tmax as we had shown that this parameter was relevant for predicting grapevine developmental stages in our conditions (Duchêne et al. 2010). The minimum temperature was not tested because we were not aware of any model of plant growth or development using cumulative degree-days calculated with the minimum temperature above a threshold. Additionally, the average minimum temperature during ripening in our conditions is too close to the 10°C threshold to warrant for significant heat summations (data in Duchêne et al. 2010).

Determination of the veraison dates

The veraison dates were calculated for each individual plot, after successive scorings, as the dates when 50% of the berries softened.

Yield level and leaf area assessment

The crop weight was recorded on three blocks for each individual plot on the following dates: September 13 and 14, 2007; October 7, 2008; and September 17 and 21, 2009. The exposed leaf areas (ELAs) were estimated according to the method of Carbonneau (1989). The training system used was a double Guyot with vertical trellising, with 1.65 m between the rows and 1.25 m between the plants. We considered that the geometry of the canopy was identical for all of the genotypes (1.4 m high, 0.3 m wide). We then estimated the porosity of the foliage curtain by taking digital pictures of the individual plots on a blue background and by calculating the proportion of foliage coverage (FC) using the public image analysis software ImageJ (http://imagej.nih.gov/ij/). Figure 1 contains an example of this analysis. ELA, expressed in m² per plant, was calculated as ELA = 1.25 × FC × S, where S is a constant calculated with the parameters of the canopy geometry, which is 2.05 in the present study. ELA were estimated on two blocks on the following dates: August 23 and 30, 2007; July 30, 2008; and July 30, 2009. In each year, only the genotypes with two fruiting arms per plant on two blocks were considered. Consequently, the number of genotypes of the progeny used in this work varied from year to year.

Berry sampling and sample preparation

Samples for both the 120 genotypes of the RI × GW progeny and for the parent varieties embedded in the experiment (‘progeny experiment’ plots) were obtained on at least two blocks at three dates. The first sampling (S1) was performed during the veraison process, and only green and hard berries were picked on grapes where some berries had already softened. The second sampling (S2) was realized independently for each individual plot when a heat sum of 230°C.d after veraison (Tmean, base 10°C) was reached. The last sampling (S3) was conducted the day before harvest. The harvest date, which was the same for all the genotypes of a given vintage, was defined according to the ripeness of the parent varieties and to the sanitary state of the grapes.

Two types of samples were used. Before TSS reached approximately 10°Brix, 50 berries were picked. At later ripening stages, a 200-mL box was filled with berries in the field.

For both types of samples, the berries were counted and then weighed in a graduated cylinder. Water was then added to...
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Table 1. Veraison dates (50% of soft berries) for Riesling (RI) and Gewurztraminer (GW) and their 95% confidence intervals.

<table>
<thead>
<tr>
<th>Year</th>
<th>Variety</th>
<th>Date</th>
<th>Lower limit</th>
<th>Upper limit</th>
</tr>
</thead>
<tbody>
<tr>
<td>2007</td>
<td>GW</td>
<td>21/7</td>
<td>19/7</td>
<td>22/7</td>
</tr>
<tr>
<td></td>
<td>RI</td>
<td>31/7</td>
<td>30/7</td>
<td>31/7</td>
</tr>
<tr>
<td>2008</td>
<td>GW</td>
<td>8/8</td>
<td>8/8</td>
<td>9/8</td>
</tr>
<tr>
<td></td>
<td>RI</td>
<td>18/8</td>
<td>17/8</td>
<td>19/8</td>
</tr>
<tr>
<td>2009</td>
<td>GW</td>
<td>5/8</td>
<td>4/8</td>
<td>6/8</td>
</tr>
<tr>
<td></td>
<td>RI</td>
<td>15/8</td>
<td>14/8</td>
<td>16/8</td>
</tr>
</tbody>
</table>

Kinetics of the berry DMC evolution and the sugar accumulation in the parent varieties

To explore ways for describing the ripening, we used all of the available data for DMC and tested the following different X scales: (i) the day of the year (days from 1 January, day of year (DOY)); (ii) the number of days after veraison (DAV); (iii) the heat sums calculated from the veraison with the daily Tmean (HS_Tmean); and (iv) the heat sums calculated from the veraison with the daily Tmax (HS_Tmax). For 2008, a complete graphical comparison of these scales is presented in Figure 2. This year was chosen because differences appeared between the use of HS_Tmean and HS_Tmax. The expected curves were likely to follow a sigmoid model, as proposed by Sadras et al. (2008). However, as our survey began only at the onset of the veraison process and as DMC never reached a clear plateau in our data, we only evaluated quadratic models of the form Y = aX + bX² + c, to test for linearity, as proposed by García de Cortazar-Azauri et al. (2009b). The curves describing the evolution of DMC were not linear regardless of the scale used (P (X²) < 0.0005 in all the cases), but interactions between the ‘Genotype’ factor and X were never significant. With DOY, both the intercept and the slopes were different between the two genotypes (P (Genotype) < 0.0001, P (Genotype × DOY) < 0.0001). When DMC was plotted against DAV, the intercept and the slopes were still different for the two genotypes (P (Genotype) = 0.01, P (Genotype × DAV) < 0.0001). When expressed in degree-days from veraison, the curves for both varieties were identical with HS_Tmean (no significant Genotype effect or Genotype × HS_Tmean interactions at P = 0.05) and very close with HS_Tmax (P (Genotype) = 0.41 and P (Genotype × HS_Tmax) = 0.031). Figure 3 shows that the degree-days scale was also appropriate for describing the increase of DMC in 2007 and 2009. DOY and HS_Tmean scales are not represented because they do not provide complementary information.

However, DMC is not a commonly used variable to describe sugar accumulation in grapevine, and from a practical point of view, the interest in early stages of berry development is limited. It is possible to demonstrate that the evolution of TSS was linear every year after HS_Tmax = 200°C.d when thermal time was expressed with Tmax (Table 2), which provides us with a very simple model of sugar accumulation without any interaction term. We propose this result after analyses of covariance performed to compare the models of TSS evolution. The following effects were tested: (i) ‘Genotype’ and ‘Block’ as fixed factors; (ii) DAV, HS_Tmean and HS_Tmax as covariables, and also with a quadratic term; and (iii) interactions between the ‘Genotype’ factor and the covariables (Table 2). The coefficient of determination (R²) was always above 0.91 with DAV. Except for 2007, the likelihoods were lower with DAV than they were with thermal timescales, and the interactions were often significant. Thus, AIC
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Figure 2. Change in berry dry matter in 2008 according to four scales. Empty circles, Gewurztraminer; filled triangles, Riesling; long-dashed lines, quadratic adjustments to Gewurztraminer data; short-dashed lines, quadratic adjustments to Riesling data. DAV, number of days after veraison; DOY, day of year; HS_Tmax, cumulative heat sums in degree-days base 10 calculated with Tmax since veraison; HS_Tmean, cumulative heat sums in degree-days base 10 calculated with Tmean since veraison.

Figure 3. Change in berry dry matter in 2007 (top) and 2009 (bottom) according to two scales. Empty circles, Gewurztraminer; filled triangles, Riesling; long-dashed lines, quadratic adjustments to Gewurztraminer data; short-dashed lines, quadratic adjustments to Riesling data. DAV, number of days after veraison; HS_Tmax: cumulative heat sums in degree-days base 10 calculated with Tmax since veraison.
Table 2. Comparison of models using the number of days after veraison (DAV), cumulative heat sums calculated with mean (HS_Tmean) or maximum (HS_Tmax) temperatures, base 10°C, for describing the evolution of the total soluble solids of berries after HS_Tmax > 200°C.d (buffer rows plots).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Statistical parameter</th>
<th>Covariable: X scale</th>
<th>P-value (X)</th>
<th>P-value (Genotype)</th>
<th>P-value (X^2)</th>
<th>P-value (Genotype x X)</th>
<th>P-value (Genotype x X^2)</th>
<th>P-value (Block)</th>
<th>logLik</th>
<th>AIC</th>
<th>BIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>2007</td>
<td></td>
<td></td>
<td>0.05</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>ns</td>
<td>-33.9</td>
<td>81.9</td>
<td>87.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.95</td>
<td>0.89</td>
<td>0.88</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2008</td>
<td></td>
<td></td>
<td>0.08</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>ns</td>
<td>-47.4</td>
<td>108.9 85.7 68.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.97</td>
<td>0.95</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2009</td>
<td></td>
<td></td>
<td>0.009</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>ns</td>
<td>-56.3</td>
<td>120.6 97.1 98.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.91</td>
<td>0.90</td>
<td>0.90</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

AIC, Akaike Information Criterion; BIC, Bayesian Information Criterion; logLik, Logarithm of the likelihood; ns, not significant at P = 0.05.

Table 3. Mean values of berry composition for Riesling (RI) and Gewurztraminer (GW) at three sampling stages S1, S2 and S3 (explanations in the text) in plots within the RI × GW progeny experiment plots.

<table>
<thead>
<tr>
<th>Year</th>
<th>Genotype</th>
<th>Glucose + fructose at S1 (g/L)</th>
<th>TSS at S2 (°Brix)</th>
<th>TSS calculated for HS_Tmax=350°C.d (°Brix)</th>
<th>TSS at S3 (°Brix)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2007</td>
<td>RI</td>
<td>18.1</td>
<td>16.0</td>
<td>15.8</td>
<td>17.4</td>
</tr>
<tr>
<td></td>
<td>GW</td>
<td>17.6</td>
<td>17.0*</td>
<td>17.0*</td>
<td>20.8**</td>
</tr>
<tr>
<td>2008</td>
<td>RI</td>
<td>13.3</td>
<td>17.2</td>
<td>17.7</td>
<td>19.7</td>
</tr>
<tr>
<td></td>
<td>GW</td>
<td>10.7*</td>
<td>18.2</td>
<td>18.3</td>
<td>22.4**</td>
</tr>
<tr>
<td>2009</td>
<td>RI</td>
<td>12.9</td>
<td>18.6</td>
<td>18.7</td>
<td>19.3</td>
</tr>
<tr>
<td></td>
<td>GW</td>
<td>14.6</td>
<td>18.3</td>
<td>18.4</td>
<td>21.9**</td>
</tr>
</tbody>
</table>

*p**Difference between varieties within each year was significant at P = 0.05 and P = 0.01, respectively. TSS, total soluble solids.

H.S_Tmax. Additionally, the interactions with the genotype were never significant, which was not always the case with H.S_Tmean (cf. 2007 and 2008). In other words, when H.S_Tmax was used, the sugar accumulation rates were not significantly different for the two genotypes.

Differences in sugar accumulation between RI and GW

As expected, the differences between RI and GW for the same harvest date (S3 samples) in the progeny experiment plots were highly significant every year (Table 3) ranging from 2.6°Brix in 2009 to 3.4°Brix in 2007. However, these differences were also partly a consequence of later veraison dates for RI (Table 1).

The data from the S2 samples from the progeny experiment plots (Table 3) were consistent with the data from buffer rows plots in 2007 and 2009. In 2007, significant differences were detected, with RI having a lower TSS at S2 than GW (Tables 2, Table 3 and Figure 3). In 2009, differences were not significant neither in progeny experiment plots nor in buffer rows plots when the degree-days-based model was used (Table 2, Table 3 and Figure 3). In 2008, the difference in TSS in S2 samples from progeny experiment plots was not significant at P = 0.05 (P = 0.105) (Table 3).

In 2009, the difference in TSS in S2 samples from progeny experiment plots was not significant at P = 0.05 (P = 0.105) (Table 3). However, a significant ‘Genotype’ effect was detected in buffer rows plots (Table 2). As H.S_Tmax performed better in 2008 than H.S_Tmean, we hypothesized that this lack of significance could be the result of a bias in the S2 sampling dates that were based on H.S_Tmean=230°C.d. Using the models obtained from the buffer rows plots, we estimated the TSS adjusted at H.S_Tmax=350°C.d for each individual plot. However, no significant statistical improvement was observed (Table 3).

These results indicate that the shift in the veraison dates caused a large part of the difference in the TSS of RI and GW at harvest. For example, in 2007, there was a 3.4°Brix difference measured at harvest, and a 1°Brix difference could already be observed at S2 (Table 3); thus, we can estimate that 2.4°Brix are due to the shift of the veraison dates. Accordingly, we can estimate this effect to be 1.7°Brix and 2.9°Brix in 2008 and 2009, respectively.

In green berries around veraison time (S1 samples), a significantly higher glucose + fructose concentration was measured in RI than was measured in GW in 2008. However, this small difference (+2.6 g/L) was not related to any subsequent sugar accumulation.

Relationship between the FLR and sugar accumulation

We analysed the differences in TSS and considered the possible effects of the FLR. Except in 2009, RI had a higher yield than GW.
Table 4. Yield, vegetative growth and fruit-to-leaf ratio for Riesling (RI) and Gewurztraminer (GW) (progeny experiment plots).

<table>
<thead>
<tr>
<th>Year</th>
<th>Variety</th>
<th>Yield (g/plant)</th>
<th>Exposed leaf area (m²/plant)</th>
<th>Fruit-to-leaf ratio (g/m²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2007</td>
<td>RI</td>
<td>5363*</td>
<td>2.24*</td>
<td>2385*</td>
</tr>
<tr>
<td></td>
<td>GW</td>
<td>3765</td>
<td>2.09</td>
<td>1803</td>
</tr>
<tr>
<td>2008</td>
<td>RI</td>
<td>3935**</td>
<td>1.98*</td>
<td>2002*</td>
</tr>
<tr>
<td></td>
<td>GW</td>
<td>2779</td>
<td>1.75</td>
<td>1600</td>
</tr>
<tr>
<td>2009</td>
<td>RI</td>
<td>2843</td>
<td>2.13*</td>
<td>1351*</td>
</tr>
<tr>
<td></td>
<td>GW</td>
<td>3321</td>
<td>1.83</td>
<td>1790</td>
</tr>
</tbody>
</table>

*,**Difference between varieties within each year are significant at P = 0.05 and P = 0.01, respectively.

Table 5. Analysis of covariance for the relationship between total soluble solids at S2 and the fruit-to-leaf ratio (FLR).

<table>
<thead>
<tr>
<th>Effect tested</th>
<th>DI</th>
<th>F-value</th>
<th>P-value</th>
<th>Coefficients ± standard errors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Year</td>
<td>2</td>
<td>7.4</td>
<td>0.003</td>
<td>2007: 19.0 ± 0.7†</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2008: 20.0 ± 0.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2009: 20.3 ± 0.6</td>
</tr>
<tr>
<td>Genotype</td>
<td>1</td>
<td>13.1</td>
<td>0.001</td>
<td>–1.21 ± 0.33‡</td>
</tr>
<tr>
<td>Year × FLR</td>
<td>2</td>
<td>0.50</td>
<td>0.61</td>
<td>–</td>
</tr>
<tr>
<td>Genotype × FLR interaction</td>
<td>1</td>
<td>0.88</td>
<td>0.36</td>
<td>–</td>
</tr>
</tbody>
</table>

†Brix. ‡Brix/kg m². Df. degrees of freedom.

Figure 4. Relationship between fruit-to-leaf area ratio and total soluble solids measured 230°C.d (Tmean) after veraison for Riesling (circles), Gewurztraminer: vertical and horizontal bars, standard errors. Black, 2007; grey, 2008; white, 2009. Lines represent the predicted values with a statistical model (cf. Table 5).

and RI always had a higher ELA (Table 4). As a result, the FLR was significantly different between the two genotypes every year. The ratio was favourable to sugar accumulation (i.e. lower) for GW in 2007 and 2008 but favourable for RI in 2009.

Figure 4 depicts a negative relationship between the FLRs and TSS values measured at S2. An analysis of covariance indicated that the interaction ‘Year × FLR’ was not significant, i.e. the slopes were not significantly different for the 3 years (Table 5). Moreover, no significant ‘Genotype’ or ‘Genotype × FLR’ effects were detected, which indicates that the relationship did not depend on the variety. Total soluble solids at S2 can be fully explained by the FLR and by a ‘Year’ effect. The differences between years can be the consequence of nonstandardized stages for the assessment of leaf areas, as well as a consequence of variations in the photosynthetic activities (light, temperature and water availability) between growing seasons.

Adjusted for the variations of FLR, differences between the two varieties at S2 would be within the range of the experimental error in the TSS determination (Figure 4). At this point, we can conclude that differences in TSS observed in RI and GW at harvest time were primarily due to differences in the onset of veraison and in the FLR.

Analysis of sugar accumulation in a RI × GW progeny

The approach used for RI and GW was tested on 120 genotypes from a RI × GW progeny. The range of genetic variability of TSS at the same harvest date was very high, approximately 8–9°Brix, regardless of the year (Table 6). Sampling the berries at 230°C.d (Tmean) after veraison for each genotype (S2) reduced this range to approximately 5–6°Brix (Table 6, Figure 5). Additionally, this sampling did not inflate the residual standard error, and it led to a lower ‘Genotype’ effect according to the F-values in the analysis of variance (Table 6). Table 6 also indicates that yield, ELA and FLR segregated every year in this progeny. However, the variations in yields among the genotypes were far more important than variations in ELA. Yield was the primary driver creating differences in the FLR.

In parallel, an analysis of covariance demonstrated that the yield and the FLRs were negatively correlated with the TSS at S2 (Table 7). In 2008, F-values were lower, residual standard errors were higher, and the slopes were different when compared with 2007 and 2009. Interestingly, the coefficients describing the FLR effect on TSS in 2007 and 2009 in the progeny (Table 7) were in the same range as the coefficient calculated for the parents with different growing seasons (Table 5).

Because the variations of TSS at S2 could be explained by differences in FLR of the parent varieties, and because FLR also had a significant effect within the RI and GW progeny, we were able to use the coefficient observed for RI and GW to calculate the expected shift in TSS at S2 for each plot of the progeny if FLR of this plot was equal to the mean FLR of the progeny, independently from phenological stages and FLRs. However, the ‘Genotype’ F-value for the adjusted TSS was clearly lower than the F-value calculated for the raw TSS at S2 only in 2007 (Table 6, Figure 5). QTL detection will allow concluding whether calculating an adjusted TSS was relevant for 2008 and 2009.
accumulation presumably because berry ripening is a mixture of growth and developmental processes. Warm conditions accelerate berry ripening (Jackson and Lombard 1993), and degree-days scales have already been used to describe TSS increase (Williams et al. 1985, Sadras and Petrie 2011). As observed in our case, the evolution of TSS values according to heat sums was linear in these previous studies, and TSS sometimes reached a plateau (Sadras et al. 2008). It is usually accepted that veraison is the starting point for the kinetics of sugar accumulation. With an approximate difference of 10 days in the veraison dates between RI and GW (Table 1, Figure 2), the curves would never be comparable for the two varieties if, for example, the starting point was flowering, which occurs within a 1–2 days range for the two varieties (Duchêne et al. 2010). In agreement with the findings of Sadras and Petrie (2011), our study demonstrated the importance of the ‘onset’ date of sugar accumulation on TSS at harvest. In this study, we confirmed the usefulness of the degree-days concept because models using temperature require fewer parameters and have a higher likelihood (Table 2) than models using days. In particular, we demonstrated that when described with degree-days, evolutions were linear after a certain stage. The availability of sugar for berries during the ripening process is dependent on the photosynthetic activity of the plants and on carbon allocation priorities (Dai et al. 2010). Solar radiation, temperature, water availability and the mineral status of the plants determine the photosynthetic potential, and the observed relationship between heat sums and sugar accumulation can be interpreted as the result of the integration of both temperature and solar radiation effects. We demonstrated that it is more relevant to use the maximum temperature rather than the mean temperature when describing the kinetic of sugar accumulation (Table 2). Using 30 years of daily climatic data for the dates between August 15 and September 15 in Colmar (which is located 15 km south of the present experiment), the coefficient of determination R² between solar radiation and Tmax is 0.09, whereas it is equal to 0.34 with Tmax. In our conditions, Tmax

### Table 6. Analysis of variance with the 'Genotype' effect in the model for the RI × GW progeny.

<table>
<thead>
<tr>
<th>Variable explained</th>
<th>Year</th>
<th>Min</th>
<th>Mean</th>
<th>Max</th>
<th>DF</th>
<th>RSE</th>
<th>F-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total soluble solids at S3 (°Brix)</td>
<td>2007</td>
<td>15.6</td>
<td>20.4</td>
<td>23.8</td>
<td>74</td>
<td>0.77</td>
<td>11.2***</td>
</tr>
<tr>
<td></td>
<td>2008</td>
<td>17.5</td>
<td>21.5</td>
<td>25.1</td>
<td>90</td>
<td>0.93</td>
<td>6.4***</td>
</tr>
<tr>
<td></td>
<td>2009</td>
<td>17.0</td>
<td>21.8</td>
<td>26.8</td>
<td>98</td>
<td>0.58</td>
<td>13.2***</td>
</tr>
<tr>
<td>Total soluble solids at S2 (°Brix)</td>
<td>2007</td>
<td>15.0</td>
<td>17.8</td>
<td>20.5</td>
<td>73</td>
<td>0.70</td>
<td>4.5***</td>
</tr>
<tr>
<td></td>
<td>2008</td>
<td>15.3</td>
<td>18.4</td>
<td>21.3</td>
<td>90</td>
<td>0.88</td>
<td>3.6***</td>
</tr>
<tr>
<td></td>
<td>2009</td>
<td>16.7</td>
<td>19.4</td>
<td>21.7</td>
<td>98</td>
<td>0.87</td>
<td>2.5***</td>
</tr>
<tr>
<td>Yield (g/plant)</td>
<td>2007</td>
<td>206.3</td>
<td>2641.1</td>
<td>6556.3</td>
<td>74</td>
<td>599.1</td>
<td>9.4***</td>
</tr>
<tr>
<td></td>
<td>2008</td>
<td>187.5</td>
<td>2134.5</td>
<td>5562.5</td>
<td>91</td>
<td>527.6</td>
<td>8.8***</td>
</tr>
<tr>
<td></td>
<td>2009</td>
<td>300.0</td>
<td>2087.3</td>
<td>4412.5</td>
<td>98</td>
<td>601.8</td>
<td>3.9***</td>
</tr>
<tr>
<td>Exposed leaf area (m²/plant)</td>
<td>2007</td>
<td>1.58</td>
<td>2.13</td>
<td>2.41</td>
<td>74</td>
<td>0.17</td>
<td>1.5*</td>
</tr>
<tr>
<td></td>
<td>2008</td>
<td>1.37</td>
<td>1.83</td>
<td>2.24</td>
<td>90</td>
<td>0.18</td>
<td>1.6*</td>
</tr>
<tr>
<td></td>
<td>2009</td>
<td>1.14</td>
<td>1.77</td>
<td>2.16</td>
<td>98</td>
<td>0.22</td>
<td>1.8***</td>
</tr>
<tr>
<td>Fruit-to-leaf ratio (g/m²)</td>
<td>2007</td>
<td>90.5</td>
<td>1251.9</td>
<td>3082.5</td>
<td>74</td>
<td>267.6</td>
<td>10.8***</td>
</tr>
<tr>
<td></td>
<td>2008</td>
<td>94.8</td>
<td>1232.7</td>
<td>3040.0</td>
<td>91</td>
<td>316.6</td>
<td>8.5***</td>
</tr>
<tr>
<td></td>
<td>2009</td>
<td>155.0</td>
<td>1200.6</td>
<td>2653.0</td>
<td>98</td>
<td>303.2</td>
<td>5.8***</td>
</tr>
<tr>
<td>TSS at S2 adjusted for the fruit-to-leaf ratio (°Brix)</td>
<td>2007</td>
<td>15.6</td>
<td>18.1</td>
<td>20.4</td>
<td>73</td>
<td>0.74</td>
<td>2.1***</td>
</tr>
<tr>
<td></td>
<td>2008</td>
<td>15.7</td>
<td>18.3</td>
<td>21.5</td>
<td>90</td>
<td>0.92</td>
<td>3.5***</td>
</tr>
<tr>
<td></td>
<td>2009</td>
<td>17.2</td>
<td>19.3</td>
<td>21.4</td>
<td>98</td>
<td>0.81</td>
<td>2.4***</td>
</tr>
</tbody>
</table>

*,**,***Significant at P = 0.05, P = 0.01 and P = 0.001, respectively. DF, degrees of freedom of the RSE. RSE, residual standard error.

### Table 7. Analysis of covariance for the relationship between total soluble solids at S2 explained by fruit-to-leaf ratio (FLR) or yield in the RI × GW progeny.

<table>
<thead>
<tr>
<th>Year</th>
<th>Effect tested</th>
<th>F-value for the effect tested</th>
<th>Residual standard error (degrees of freedom)</th>
<th>Slope ± standard error</th>
</tr>
</thead>
<tbody>
<tr>
<td>2007</td>
<td>FLR</td>
<td>105.4*</td>
<td>1.03 ± 0.10</td>
<td>0.34 ± 0.10</td>
</tr>
<tr>
<td></td>
<td>Yield</td>
<td>87.2*</td>
<td>0.45 ± 0.05</td>
<td>0.34 ± 0.10</td>
</tr>
<tr>
<td>2008</td>
<td>FLR</td>
<td>11.5*</td>
<td>0.45 ± 0.13</td>
<td>0.26 ± 0.08</td>
</tr>
<tr>
<td></td>
<td>Yield</td>
<td>11.3*</td>
<td>0.45 ± 0.13</td>
<td>0.26 ± 0.08</td>
</tr>
<tr>
<td>2009</td>
<td>FLR</td>
<td>56.6*</td>
<td>0.94 ± 0.12</td>
<td>0.59 ± 0.07</td>
</tr>
<tr>
<td></td>
<td>Yield</td>
<td>61.6*</td>
<td>0.94 ± 0.12</td>
<td>0.59 ± 0.07</td>
</tr>
</tbody>
</table>

*°Brix/kg m² for FLR. °Brix/kg for yield. *Significant at P = 0.001.

### Discussion

#### Kinetics of sugar accumulation for RI and GW

The idea that grapevine berry ripeness is under the influence of temperature can be traced back as far as 1939 (Winkler and Williams 1939). Several climatic indices based on temperature have been developed to determine whether an environment is warm enough for grapevine cultivation and which varieties will be better adapted (Winkler et al. 1974, Huglin 1983, Hall and Jones 2009). There is an abundant literature on temperature-based models for the prediction of budbreak, flowering and veraison (García de Cortazar-Atauri et al. 2009a; Duchêne et al. 2010, Parker et al. 2011). However, there have been few attempts to describe the effects of temperature on sugar accumulation presumably because berry ripening is a mixture of growth and developmental processes. Warm conditions accelerate berry ripening (Jackson and Lombard 1993), and degree-days scales have already been used to describe TSS increase (Williams et al. 1985, Sadras and Petrie 2011). As observed in our case, the evolution of TSS values according to heat sums was linear in these previous studies, and TSS sometimes reached a plateau (Sadras et al. 2008). It is usually accepted that veraison is the starting point for the kinetics of sugar accumulation. With an approximate difference of 10 days in the veraison dates between RI and GW (Table 1, Figure 2), the curves would never be comparable for the two varieties if, for example, the starting point was flowering, which occurs within a 1–2 days range for the two varieties (Duchêne et al. 2010). In agreement with the findings of Sadras and Petrie (2011), our study demonstrated the importance of the ‘onset’ date of sugar accumulation on TSS at harvest. In this study, we confirmed the usefulness of the degree-days concept because models using temperature require fewer parameters and have a higher likelihood (Table 2) than models using days. In particular, we demonstrated that when described with degree-days, evolutions were linear after a certain stage. The availability of sugar for berries during the ripening process is dependent on the photosynthetic activity of the plants and on carbon allocation priorities (Dai et al. 2010). Solar radiation, temperature, water availability and the mineral status of the plants determine the photosynthetic potential, and the observed relationship between heat sums and sugar accumulation can be interpreted as the result of the integration of both temperature and solar radiation effects. We demonstrated that it is more relevant to use the maximum temperature rather than the mean temperature when describing the kinetic of sugar accumulation (Table 2). Using 30 years of daily climatic data for the dates between August 15 and September 15 in Colmar (which is located 15 km south of the present experiment), the coefficient of determination R² between solar radiation and Tmax is 0.09, whereas it is equal to 0.34 with Tmax. In our conditions, Tmax
better reflects the daily potential of photosynthesis than Tmean during the ripening period. Moreover, some ecophysiological models have also given a higher weight to Tmax than to Tmean (Huglin 1983, Bindi et al. 1997). In 2007 and 2009, the likelihoods of models using maximum or mean temperatures were not different, which was not the case in 2008 (Table 2). Figure 6 indicates that HS_Tmean and HS_Tmax were not correlated after a certain date in 2008. The shift appeared between September 14 and October 5, when the minimum temperatures varied between 2.1 and 9.5°C, the mean temperatures varied between 8.9 and 13.3°C and the maximum temperatures varied between 12.4 and 18.4°C. The very low accumulation of degree-days calculated with mean temperatures during this period presumably did not reflect the potential photosynthetic activity. Such a cool period was not observed in 2007 and 2009.

Compared with the mean temperatures, the maximum temperatures better reflect diurnal temperatures and solar radiation, but the TSS evolution during ripening should be ultimately described by physiological models that integrate photosynthetic activity, carbon allocation and berry growth on a daily basis. Such models are currently under development (Dai et al. 2009). Our goal in this study was not to fit such a model but to find a convenient way to compare sugar accumulation of plants of different genotypes. Finally, we propose that when comparing the sugar content of different genotypes, the most appropriate samples are berries picked after a fixed heat sum after veraison, such as 350°C.d calculated with Tmax with a 10°C base temperature.

FLR
In addition to the phenological stages, FLR was another important determinant of final TSS; this has already been demonstrated in previous studies (Carbonneau et al. 1977, Murrisee and Zufferey 1997, Kliwer and Dokoozlian 2005, Petrie and Clingeleffer 2006, Dai et al. 2009). However, to our knowledge, in the present study, we provide the first example where the effects of different FLRs are explicitly reported for the same stage.
after veraison. This method allowed us to distinguish between differences because of phenology and differences because of FLR. Significant differences in TSS during ripening were detected in RI and GW when sampling was conducted using a degree-days approach in both progeny experiment and buffer rows plots in 2007 (Tables 2.3) and in buffer rows plots in 2008 (Table 2). In 2008, no significant genotype effect was detected in the progeny experiment plots (Table 3). Nonetheless, we know that in 2008, a sampling procedure based on HS_Tmean was less appropriate than a procedure based on HS_Tmax. In this study, we showed that TSS at S2 was negatively correlated with FLR, with a slope independent of both the year and the genotype (Table 5).

A decrease of 1°Brix/kg m² (Tables 5, 7) appears to be a reasonable figure to estimate the effect of the FLR on TSS at S2. To observe a significant difference on TSS, i.e. approximately 1°Brix in our experiment, the crop load for 2 m² of ELA has to vary from 2 to 4 kg. In other words, although the FLR undeniably affects sugar accumulation, the variations in crop load must be important in leading to significant effects on TSS. This finding could explain why the results of experiments manipulating the FLR are not always consistent (Dai et al. 2011).

From the data on RI and GW, we concluded that lower TSS values at harvest for RI (Table 3) were due to later veraison dates, which led to berry ripening under less favourable conditions than for GW. However, in 2007 and 2008, the lower TSS values at harvest for RI were also due to a higher fruit load compared with the leaf area.

**Genetic variability**

The genetic variability of TSS at harvest is well documented for varieties (Huglin and Schneider 1998) and clones (MERCADO-MARTIN et al. 2006), and such variability has also been observed in segregating progenies (Liu et al. 2007). A portion of this variability is related to differences in developmental stages. Indeed, genotypes with late veraison dates, such as Grenache or Ugni Blanc (Duchêne et al. 2010), never reach satisfactory ripe-ness levels in our conditions (Huglin and Schneider 1998). In this study, we demonstrated that sampling at a fixed heat sum after veraison considerably reduced the genetic variability observed in a progeny (Table 6, Figure 5). Using the 3 years of data, we also demonstrated that the variability of TSS at S2 was related to variations in the FLRs among offspring (Table 7). A relationship between TSS and the crop load was also found among different clones of Pinot noir (MERCADO-MARTIN et al. 2006). However, the slope of response in the progeny was different in 2008 when compared with 2007 and 2009. This difference presumably occurred because of the limited correlation between HS_Tmean and HS_Tmax in 2008, which was previously discussed for the parents over 3 years and for the progeny in 2007 and 2009) should be further investigated.

However, the genetic differences in sugar accumulation may not only be due to the phenology, crop load or leaf area. Dai et al. (2009), using a dynamic model to describe the hexose concentration in ripening berries, showed that a k coefficient, related to the noncarbohydrate use of carbon imported in berries, was significantly different between Merlot and Cabernet Sauvignon. The feasibility of determining such parameters for a complete progeny is under assessment.

The final validation of our approach on a progeny will be QTL detection. We expect that searching for QTL for TSS at S2 or TSS at S2 adjusted for the FLR will provide us with QTL independent from phenology, yield component or vegetative development yet closely related to the sugar metabolism of the berries.

**Conclusion**

This study demonstrated that thermal timescales, especially when calculated with maximum temperatures, are relevant for comparing the kinetics of sugar accumulation in berries between genotypes, providing that heat summations start at veraison. Additional studies are needed to determine the usefulness of such an approach for comparing different plots or different years. Sampling berries at a determined heat sum after veraison is a strategy that allows the comparison of sugar concentrations in the berries independently of the timing of veraison as well as a better detection of the effects of varying FLRs. This approach can be considered as a step towards a better understanding of the relationships between FLR and sugar content, as well as a useful way to study the genetic determinants of sugar accumulation in segregating progeny. Integrating the effects of phenology, crop load and leaf area provides a new method for detecting chromosomal regions that are directly related to sugar metabolism of grapevine berries.
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3. Actualisation

a) Cinétique d'accumulation des sucres et effets du rapport fruit feuille

Depuis la publication de cet article en 2012, il n'y a pas eu d'avancées marquantes dans la modélisation de l'accumulation des sucres dans les baies de raisin. L'utilisation des sommes de températures comme échelle de temps ne se généralise pas. Pourtant, elles permettent des comparaisons pertinentes. Ainsi, Sadras et Moran (2013) étudient l'effet de deux régimes de températures au vignoble sur la phénologie de la vigne et l'accumulation des sucres grâce à un dispositif « open top chambers ». Le dispositif comprenait plusieurs variétés, régimes hydriques, niveaux de rapport fruit feuille. Avec une échelle en jours calendaires, les courbes d'accumulation des sucres « control » et « heated » ne se superposent pas: l'accumulation est plus rapide quand il fait chaud. Par contre, avec une échelle en sommes de températures, les courbes se confondent et ne sont pas statistiquement différentes dans 14 situations sur 16. Une telle analyse permet de bien mettre en évidence les situations où l'augmentation de la température a eu des effets autres que la seule accélération de l'accumulation des sucres.

L'augmentation des teneurs en alcool des vins suite au réchauffement climatique conduit à un regain d'intérêt pour des études de l'effet du rapport fruit feuille sur l'accumulation des sucres. Les résultats ne sont pas surprenant: en augmentant le rapport fruit feuille, on diminue les teneurs en sucres à la récolte (Filippetti et al. 2015; Gatti et al. 2015; Palliotti et al. 2013; Stoll et al. 2010). Ces résultats sont cependant relativement décevants car ils sont toujours descriptifs et ne cherchent pas à établir des lois permettant de prédire quantitativement les conséquences d'effeuillage ou de suppression des grappes. On notera également dans ces publications qu'il faut appliquer des réductions de feuillage conséquentes pour mettre en évidence des effets sur les teneurs en sucres.

b) Variabilité génétique et recherche de QTLs

En matière de description de la variabilité génétique pour l'accumulation des sucres, Chen et al. (2015) montrent une ségrégation pour les teneurs en sucres dans une descendance de croisement mais leur méthodologie de prélèvement est peu explicite (maturité déterminée par la couleur des pépins?) et ils n'intègrent pas d'éventuels effets de la date de véraison ou du rapport fruit feuille. Mes travaux restent donc originaux à ce jour.

Mon objectif initial était de proposer une méthode permettant d'identifier des QTLs de processus élémentaires pour l'accumulation des sucres. J'ai montré l'importance de la date de véraison, et j'ai identifié des QTLs et des gènes candidats pour la phénologie (Duchêne et al. 2012b). Nous savons qu'il est également possible de détecter des QTLs pour les composantes du rendement telles que le nombre d'inflorescences par rameau (Doligez et al. 2010; Fanizza et al. 2005; Grzeskowiak et al. 2013) ou
le poids d'une baie (Doligez et al. 2013; Doligez et al. 2002). La démarche utilisée ne sera effectivement validée que si des QTLs qui ne soient liés ni aux stades de développement, ni aux composantes du rendement sont mis en évidence. L'analyse génétique de ces données et la recherche de QTLs seront donc déterminantes pour valider la pertinence de l'approche proposée.

J'ai donc procédé à cet exercice en utilisant la carte génétique consensus construite avec les marqueurs microsatellites. La figure IV.1 montre les résultats de détection de QTLs pour les TSS évaluées selon trois méthodes pour l'ensemble du jeu de données des trois années. Les groupes de liaison 7, 14, 16 et 18 sont représentés car nous y avons identifié des QTLs pour les durées débourrement-floraison et floraison-véraison. Quand on considère les TSS à S3, un QTL significatif est mis en évidence sur LG 14, qui porte un QTL pour la durée débourrement-floraison (voir chapitre III.B). Si l'on prend les TSS à S2, mesurées 230 °Cd après véraison, ce QTL disparaît mais un QTL sur LG 8 apparaît. En tenant compte du rapport fruit feuille (S2 ajusté), ce QTL est renforcé. Ce résultat valide donc mon approche et montre que l'on peut mettre en évidence des déterminants génétiques de l'accumulation des sucres qui soient indépendants des stades et du rapport fruit feuille. Le QTL détecté sur le LG 8 n'explique toutefois que 19 % de la variance totale et l'effet des différentes combinaisons alléliques est limité à 1 °Brix (0,7 % v/v d'alcool), ce qui est insuffisant pour maîtriser les teneurs en alcool des vins dans le futur. Ce travail doit être poursuivi notamment en utilisant les cartes génétiques construites à partir des données de SNPs de la puce Illumina® Infinium (Le Pasilier 2013), qui sont disponibles pour la population étudiée.
Figure IV.1: Courbes de LOD score pour les teneurs en sucres moyennes sur trois années selon trois méthodes d'évaluation: (S3) à la récolte, même date pour tous les génotypes, (S2) 230°C.d après véraison, (S2 ajusté) 230°C.d après véraison mais ajusté pour le rapport fruit feuille. Le trait horizontal correspond au LOD seuil au niveau p = 0,05 pour le génome entier. Les petits traits verticaux sur l'axe des abscisses donnent la position des marqueurs moléculaires sur la carte génétique.

Il existe une variabilité génétique propre au métabolisme des baies pour la capacité à accumuler des sucres. Cela a déjà été montré en comparant l'accumulation des sucres chez le Cabernet-Sauvignon et le Merlot (Dai et al. 2009). Les deux variétés diffèrent par leur aptitude à stocker les sucres importés dans les baies sous forme d'hexoses fermentescibles (glucose et fructose). Cette propriété est caractérisée par un coefficient k qui peut être calculé si l'on dispose de cinétiques d'accumulation des sucres, du poids et du volume des baies. En 2012 nous avons prélevé des baies pour sept génotypes de la population ainsi que les parents à huit reprises pendant la maturation des raisins, avec trois échantillons à chaque date. Zhanwu Dai, de l'INRA de Bordeaux a estimé le coefficient k pour chacun des génotypes à partir de ces données. La figure IV.2 montre que l'on peut mettre en évidence de la variabilité génétique pour ce coefficient k, non seulement entre RI et GW mais aussi parmi les descendants. Plus ce coefficient est bas, plus les sucres importés dans les baies sont effectivement stockés sous forme d'hexoses. Le Riesling valorise donc mieux les sucres importés que le
Gewurztraminer. L'obtention de valeurs fiables du coefficient k pour les 120 génotypes de la population représente un travail considérable. La faisabilité de travailler avec des cinétiques plus légères est en cours d'évaluation. Une étude de l'impact des variations observées du coefficient k sur les teneurs en sucres finales reste à réaliser.

**Figure IV.2:** Coefficient k de métabolisme (non stockage) des sucres importés dans les baies évalué en 2012 pour neuf génotypes à Bergheim (68). Les barres verticales sont des erreurs-standard. Calculs de Zhanwu Dai, INRA Bordeaux.

c) **Conclusion**

Le Riesling est une variété systématiquement moins riche en sucres que le Gewurztraminer à la récolte (voir page 165). La description des cinétiques d'accumulation des sucres en fonction des sommes de températures et la prise en compte du rapport fruit/feuille montrent que les deux cépages ont intrinsèquement des capacités similaires. Le Riesling a des raisins moins sucrés à la récolte d'une part car leur maturation, commençant plus tard, se fait dans des conditions moins favorables que pour le Gewurztraminer et d'autre part car sa charge en raisin comparée à sa surface foliaire est plus élevée. La modélisation des cinétiques d'accumulation des sucres met en évidence que le Riesling a en réalité une meilleure capacité à stocker les sucres importés que le Gewurztraminer.

Le protocole original de prélèvement des raisins selon une somme de températures fixe après véraison est validé par la détection dans la population RiXGW d'un QTL sur le chromosome 8, sans relation avec les stades de développement. L'analyse des données doit se poursuivre en utilisant le génotypage SNPs maintenant disponible pour la population étudiée et en testant l'hypothèse que les variations de teneurs en sucres liées au QTL du chromosome 8 sont en relation avec des variations génétiques du coefficient k.
J’ai exploré la diversité génétique pour l’accumulation des sucres seulement pour deux variétés et leur descendance. Afin d’avoir une vision plus globale, l’approche proposée ici devrait également être mise en œuvre dans des populations de génotypes de *Vitis vinifera* non-apparentés, voire dans des populations d'espèces de *Vitis* ou de *Muscadinia*. Des variétés de vigne à faible teneur en sucres ont été proposées au catalogue français (Escudier 2009), il serait utile de chercher les déterminants génétiques sous-jacents des caractéristiques de ces obtentions.
V. L'acidité: « Genetic variability of descriptors for grapevine berry acidity in Riesling, Gewürztraminer and their progeny »

1. Résumé de l'article

Après l'exploration de la variabilité génétique pour les stades de développement et l'accumulation des sucres, j'ai utilisé le même matériel végétal d'une part pour étudier les cinétiques d'évolution de l'acidité des raisins et d'autre part pour caractériser la variabilité génétique pour les paramètres de l'acidité. Comme dans le cas des teneurs en sucres, l'article est composé de deux parties correspondant à ces thèmes.

L'acidité est un élément de base de la qualité des vins. Avec une acidité trop basse les vins vont être jugés plats, manquants de fraîcheur et de relief tandis qu'une acidité excessive va conférer aux vins un caractère agressif et désagréable. L'acidité participe de plus à la stabilité microbiologique et au potentiel de vieillissement des vins. Acidité est un terme très générique pouvant correspondre à plusieurs grandeurs physiques. En viticulture/œnologie, on peut caractériser l'acidité d'un jus de raisin ou d'un vin par son pH ou par une acidité de titration. Le pH dépend des teneurs en acides organiques, essentiellement de l'acide malique et de l'acide tartrique chez la vigne, et des teneurs en cations, surtout représentés par le potassium.

Les données recueillies deux fois par semaine pour les parents RI et GW pendant trois campagnes confirment que les quantités d'acide tartrique par baie sont stables après la véraison. La diminution des teneurs qui est observée est uniquement due au grossissement des baies et donc à une dilution de l'acide.

Pour l'acide malique par contre, il y a bien diminution des quantités par baie au cours de la maturation et donc dégradation de cet acide. Cette première observation confirme que dans le cadre du changement climatique, il faut privilégier les variétés à forte production d'acide tartrique. La cinétique de dégradation de l'acide malique a pu être modélisée à partir de l'hypothèse que sur un petit pas de temps \( t_n - t_m \), la quantité d'acide malique dégradée était proportionnelle à la quantité présente à \( t_m \). Les ajustements obtenus sont très bons, avec des coefficients de détermination \( R^2 \) entre données observées et données simulées toujours supérieurs à 0,94 (Tableau 1 de l'article). La comparaison de différentes échelles de temps est en faveur de l'utilisation des sommes de températures journalières moyennes base 10 °C (HS_Tmean). Le modèle testé inclut une vitesse de dégradation de l'acide malique (paramètre dmal). J'ai montré que ce paramètre dépend de l'année étudiée lorsque l'on utilise une échelle en jours, mais qu'il est indépendant de l'année avec une échelle en sommes de températures.
Autrement dit, et c'est un résultat majeur de ce travail, la vitesse de dégradation de l'acide malique ne dépend apparemment que de la température. Le test du modèle dans des situations contrastées permettra de confirmer ce résultat. Aucune règle, aucune logique, ne permet d'interpréter le niveau des teneurs en acide malique à la véraison (Mal\(_0\)): il y a une forte interaction génotype x année. Cette interaction n'est pas significative pour la valeur asymptotique Mal\(_{\text{min}}\) vers laquelle tendent les teneurs ou les quantités d'acide malique, sauf avec l'échelle HS\(_{-}\)Tmean. Cette valeur asymptotique est toujours plus élevée pour le Riesling que pour le Gewurztraminer. En utilisant ce modèle de dégradation de l'acide malique en fonction des sommes de températures, j'ai montré que des prélèvements à un nombre de jours fixe après véraison conduisent à des biais dans la comparaison des variétés. Je conclue donc qu'il est pertinent de faire ces comparaisons à partir de prélèvements effectués à une somme de température fixe après véraison (S\(_2\)). Pour les parents RI et GW, un prélèvement S\(_2\) met tous les ans en évidence des différences significatives pour le pH, l'acidité de titration, les teneurs en acide malique et en acide tartrique. Tous ces paramètres conduisent à une plus grande acidité des baies de RI.

Dans la population RI\times GW, tous les paramètres de l'acidité des raisins, que ce soit pour les baies vertes (S\(_1\)) ou les baies en cours de maturation (S\(_2\)) sont en ségrégation. Toute la gamme des combinaisons [malique] x [tartrique]\(^2\) est couverte à S\(_2\) mais les concentrations en acide malique ne sont jamais supérieures à celle d'acide tartrique. Il n'y a pas non plus de génotype dont la somme des deux acides soit significativement supérieure à celle du RI.

Cette étude a permis de bien caractériser les variétés parents pour les composantes de l'acidité des raisins. Contrairement à ce que nous avons observé pour l'accumulation des sucs, les différences entre les deux cépages sont très marquées: les baies de Riesling ont toujours en cours de maturation un pH plus faible et des teneurs en acide malique et en acide tartrique plus élevées que celles de Gewurztraminer. De même, il y a dans la descendance RI\times GW, indépendamment des dates de véraison, une forte variabilité: on peut trouver des génotypes avec des teneurs en acide tartrique supérieures à celles du RI 230°C.d après véraison. L'acide tartrique n'étant pas dégradé à fortes températures, il existe donc dans cette descendance des ressources pour l'adaptation au réchauffement climatique. La recherche de QTLs à partir de ce jeu de données nous dira si cette variabilité peut être expliquée par des variations alléliques.

Nous proposons également pour la première fois chez la vigne un modèle de dégradation de l'acide malique. La stabilité des paramètres de ce modèle doit être explorée dans différents environnements et pour différents génotypes. Une fois ce travail effectué, une étude de l'impact des conditions climatiques du futur sur les teneurs en acide malique des raisins pourra être envisagée, de même que le test de génotypes virtuels dans ces conditions.

\(^2\) [malique]: teneurs en acide malique, [tartrique]: teneurs en acide tartrique
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Abstract

Background and Aims: The acidity of harvested grapevine berries is likely to decrease in the future because of increasing temperature during grape ripening. The aim of the study was to evaluate the genetic variability of berry acidity descriptors in progeny from a Riesling x Gewürztraminer cross.

Methods and Results: The ripening process for the parent cultivars was monitored over three growing seasons; berries from Riesling had a higher tartaric acid concentration than that from Gewürztraminer, and a similar difference was observed for malic acid. A statistical model describing the decline in malic acid concentration over time was fitted to the data. With this model, the parameter that best characterised the two genotypes was the asymptotic minimum value of malic acid concentration per g of berry dry matter. In addition, the rate of decrease of malic acid was constant across years when thermal-time scales were used. Using samples of green berries at veraison and samples picked 230 degree days after veraison (mean temperature, base 10°C), 120 genotypes from a Riesling x Gewürztraminer progeny were compared over 3 years in the vineyard and segregations for all the berry acidity descriptors were described.

Conclusions: A significant genotypic variability was observed for the concentration of malic and tartaric acids but also for the estimated cationic content of the berries for the same developmental stage. No genotypes, however, were detected, with a concentration of total malic and tartaric acid significantly higher than that of Riesling.

Significance of the Study: These results show that berry acidity descriptors are heritable traits that can be manipulated in breeding programs.

Keywords: acidity evolution, degree day, grapevine, malic acid, tartaric acid

Introduction

Recent progress in molecular biology and the availability of the grapevine whole genome sequence (Jaillon et al. 2007) offer new possibilities for rapidly breeding new cultivars that are adapted better to the expectations of winegrowers and consumers, and also to warmer climates. Knowledge of the genetic determinism of numerous agronomical traits is steadily increasing. Quantitative Trait Loci (QTLs) have been detected for numerous traits (Martinez-Zapater et al. 2010) including resistance to fungal diseases (Bellin et al. 2009, Blasi et al. 2011), aroma content of berries (Duchène et al. 2009, Battilana et al. 2011) and the timing of developmental stages (Duchène et al. 2012a). Currently, QTLs and markers related to resistance to fungal disease are routinely used in Marker Assisted Breeding (MAB) programs (Wiedemann-Merdinoglu et al. 2006, Eibach 2012a). Currently, QTLs and markers related to resistance to fungal disease are routinely used in Marker Assisted Breeding (MAB) programs (Wiedemann-Merdinoglu et al. 2006, Eibach 2012a).

Although combining QTLs for improving disease resistance is a major focus of current breeding programs, knowing the genetic determinism of berry quality traits is the next important step for improvement. To date, berry colour and terpenol content are the berry traits most studied (Duchène et al. 2009, Fournier-Level et al. 2009, Battilana et al. 2011). Paradoxically, simply measured traits, such as acidity and sugar content of the berries, are more difficult to study as they heavily depend on environmental conditions and management practices (Jackson and Lombard 1993, Dai et al. 2011). We have already proposed a method to characterise the ability of grapevine genotypes to accumulate sugars in berries that accounts for the effect of the genetic variability of developmental stages, fruit load and leaf area (Duchène et al. 2012b). In this previous work, we sampled berries at a fixed heat sum after veraison and applied a correction to the measured sugar content that took into account crop load and leaf area of the plants. This method was applied to the progeny from a Riesling x Gewürztraminer cross before looking for QTLs for sugar content. The objective of the present work was to evaluate the relevance of this approach for describing the genetic variability of berry acidity traits.

Acidity is an important trait not only for the sensory properties of wines but also for its role in the chemical and microbiological stability of wine, as well as its aging potential. Acidity of wines depends on the acidity of grapes but also on the fermentation process, especially during the malolactic fermentation when malic acid is transformed into lactic acid.

Malic and tartaric acids make up to 90% of the organic acids found in grapes (Ruffner 1982). The quantity of tartaric acid per berry is stable after veraison (Hale 1977, Ilând and Coombe 1988, Dell’Oto et al. 2008), and the decrease in concentration during ripening is mainly the result of the increase of berry volume. In contrast, the decrease of malic acid concentration is the consequence of both a dilution effect and of a degradation process. High temperature induces a greater decrease of malic acid concentration when compared to that of tartaric acid concentration (Buttrose et al. 1971, Kliever 1971, Parra et al. 2010). Since temperature during the ripening process is
expected to increase because of climate change (Duchêne et al. 2010), cultivars with high tartaric acid content should be better adapted to future changing climatic conditions (Shiraishi 1995).

The concentration of tartaric and malic acids is a heritable trait that segregates in progenies (Liu et al. 2007, Bayo-Canha et al. 2012). In order to understand better the genetic determinism of berry acidity, 120 genotypes, progeny from a cross between Riesling and Gewürztraminer were compared. These parent cultivars were chosen since they are the two main cultivars of the Rhine Valley, and because they differ in numerous traits including developmental stages, yield potential, berry colour, aroma content, acidity and sugar content (Huglin and Schneider 1996). Samples of berries from the progeny were collected over three growing seasons at the same heat sum after veraison, and pH, malic and tartaric acid concentration were measured. At the same time, berry acidity descriptors were evaluated twice a week for the parent cultivars Riesling and Gewürztraminer in order to assess the relevance of the sampling procedure used for the progeny. The data obtained from this monitoring were used to develop a model describing the development of malic acid concentration in berries.

Material and methods

Experimental design and meteorological data

The experiment included 120 genotypes, progeny from a Riesling × Gewürztraminer cross, in a randomised five-block design, with individual plots of two plants. Three plots of Riesling clone 49 (RI) and Gewürztraminer clone 643 (GW) were also planted within each block. These plots will be referred to as ‘Progeny experiment’ plots. The two parent cultivars were also present in ‘Buffer rows’ on each side of the experiment, which were planted to isolate the progeny from the neighbouring vineyards. The structure of the five-block design was reproduced in the buffer rows: six plants of each parent cultivar were planted on each side of the progeny experiment for all the blocks. Temperature was measured using an automated weather station nearby the experiment. In the following text, we abbreviated daily mean temperature and daily maximum temperature as Tmean and Tmax, respectively. Heat sums (HS) were calculated with Tmean (HS_Tmean) and Tmax (HS_Tmax) using 10°C as base temperature, and expressed in degree days (°C.d). We used Tmax as we had shown that this parameter was relevant for predicting, not only grapevine developmental stages in our conditions (Duchêne et al. 2010) but also sugar accumulation kinetics (Duchêne et al. 2012b).

Determination of the veraison dates

The veraison date was calculated for each individual plot, after successive scoreings, as the date when 50% of the berries were soft, i.e. were entering the ripening process. The number of days after veraison (DAV) was one of the time scales used. Berry sampling and sample preparation

Samples for both the 120 genotypes of the RixGW progeny and for the parent cultivars embedded in the experiment (‘Progeny experiment’ plots) were obtained from at least two blocks on three dates. The first sampling (S1) was made during veraison with only hard, green berries selected from bunches where some berries were already soft. The second sampling (S2) was carried out independently for each individual plot when a heat sum of 230°C.d after veraison (Tmean, base 10°C) was reached. The last sampling (S3) was made the day before harvest. The harvest date, which was the same for all the genotypes of a given vintage, was defined according to the maturity of the parent cultivars, being at least 17°Brix for RI, and ensuring that fruit was disease free.

Two sampling procedures were used (i) before the total soluble solids (TSS) reached approximately 10°Brix, 50 berries were picked; and (ii) at later ripening stages, a 200 mL box was filled with berries in the field (approximately 100 berries). At S1, entire berries (with skin) were used, whereas at S2 and S3 only the berry juice (pulp) was analysed.

Berry mass, berry volume and total soluble solids of the samples were measured. The dry matter content (DMC) of the berries was calculated with the TSS according to Duchêne et al. (2012b) as DMC (%) = 0.0542 × TSS1 – 0.6593 × TSS + 13.166 (R² = 0.97). Berry juices were diluted before freezing and subsequently analysed in order to avoid precipitation of organic acids. Berry dry mass (BDM) was calculated with berry fresh mass and DMC.

At the same time, the complete ripening process for the parent cultivars was monitored in the buffer rows to avoid bias because of oversampling in the progeny experiment. Samples were taken from two blocks on each side of the experiment twice a week, starting a few days before mid-veraison and ending at harvest. The samples were analysed as described above. The same method was followed in 2007, 2008 and 2009.

Determination of pH and titratable acidity

The pH of berry juice was measured with a 340 pH-meter (WTW, Weihenstephan, Germany) calibrated daily. Titratable acidity (TA) was determined by titrating 5 mL of berry juice with a N/20 solution of sodium hydroxide to a pH 7 end point, corresponding to the colour change of bromothymol blue. Titratable acidity was expressed in g/L H₂SO₄ equivalent. Although pH and TA were determined in all the samples data only for the progeny experiment are presented here.

Determination of the concentration of malic and tartaric acids

Malic acid was determined with an enzymatic method and tartaric acid with a colorimetric method using ammonium metavanadate (Microdom, Taverny, France). Both acids were analysed in duplicate on a Lisa 300 automatic analyser (Biochrome Hycel, Le Rheu, France). Control solutions were included in every ten samples.

Trossais and Asselin (1985) have shown that malic acid interferes in the determination of tartaric acid concentration with the ‘metavanadate’ method. By adding a range of malic acid amounts to Gewürztraminer and Riesling musts, we calculated the same correction factor as proposed by Trossais and Asselin (1985) and also verified that it was consistent for the two genotypes. Consequently, we calculated the actual tartaric acid concentration [Tart] as [Tart] = 0.08 × [Mal] + [TartC] where [Mal] is the concentration of malic acid in the sample determined by the enzymatic method and [TartC] the concentration of tartaric acid as determined by the ‘metavanadate’ method. This correction was applied to all data sets.

The concentration of malic and tartaric acids was not evaluated at S3, as the substantial difference in veraison dates in the progeny, of around 3 weeks, would have prevented any meaningful comparison of measures obtained on the same day. The
malic acid content per berry (Qmal) was calculated as the product of berry volume and malic acid concentration.

**Estimation of the inorganic cations content**
The pH of grape juices and wines is a function of the concentration of organic acids and also the overall balance between anions and cations. Monovalent cations, such as potassium, form salts with organic acids, and consequently the observed pH in berry juice is higher than the pH expected from its organic acids concentration alone.

There are two ways to estimate the amount of inorganic cations in juice. The first one is to consider that at pH 7, organic acids are completely under their salified form, i.e. that the acidic form is negligible. The TA is the amount of cations required to reach pH 7. If we consider that the concentration of the other organic acids is negligible, we can write that:

\[ \text{[inorganic cations]} = [\text{Malic acid}] + [\text{Tartaric acid}] - [\text{TA}] \]

where concentration is expressed in meq/L (Boulton 1980). The second method is based on the observed pH. Following the approach of Lobit et al. (2002) for peach, we developed scripts under R software version 2.12.2 (R Core Team 2011) to calculate pH value according to concentration of malic and tartaric acids, the pKa of these acids, the inorganic cation content and calculations of the ionic strength of the solution. With measured values of pH, and the concentration of malic and tartaric acids, we were able to estimate the inorganic cation content by iterative adjustments. These scripts are available upon request. Only the inorganic cation concentration estimated using the pH value is presented here, as statistical analysis (F tests) were more powerful than with inorganic cation content estimated using TA (data not shown).

**Statistical analyses**
Statistical analyses were undertaken with the R software version 2.12.2 (R Core Team 2011). Smoothing of the curves in the figures was performed with the `lowess` function with f = 2/3. Adjusting the data for malic acid to the different time scales and calculations of the characteristics of the models was performed with the `nlme` function of the nlme package (Pinheiro et al. 2013). Factors ‘Genotype’ and ‘Year’ and interactions finally included in the models were determined after an iterative process where the significance of a factor was assessed at the 0.05 level. The coefficients of determination (R²) were calculated as

\[ R^2 = \frac{\sigma^2_y}{\sigma^2_y + \sigma^2_e + \sigma^2_r / 6} \]

where \( \sigma^2_y \) is the genotypic variance, \( \sigma^2_e \) is the genotype x year interaction variance and \( \sigma^2_r \) is the residual variance.

**Results**

**Tartaric acid concentration**
The concentration of tartaric acid in Riesling berries was always higher than that for Gewürztraminer in the 3 years of the study (Figure 1). Beyond 30 days after veraison, the decrease in the concentration was slow. As expected, the tartaric acid content per berry was stable after veraison, which confirmed that dilution because of sugar and water import into the berries was the main source of the variation of tartaric acid concentration during ripening.

**Malic acid concentration**
The decrease in malic acid concentration was more pronounced than that for tartaric acid in addition to dilution, degradation of malic acid occurred at a constant rate (Figure 1). Malic acid concentration was always higher in Riesling than in Gewürztraminer in the later samplings, i.e. approximately 30 days after veraison.

Malic acid concentration was fitted to mathematical models: the rate of malic acid degradation was hypothesised to be proportional to the concentration of malic acid available in the cell ([Mal]) as follows:

\[ d[\text{Mal}] / dT = -d_{\text{mal}}[\text{Mal}] \]

where T is a time scale.

The integration of this equation leads to the following solution: \[ [\text{Mal}] = \text{Mal}_{\text{min}} + \text{Mal}_0 e^{-d_{\text{mal}} T} \]

where \( \text{Mal}_{\text{min}} \) is the theoretical minimum concentration that can be reached, \( \text{Mal}_0 \) is a value such that \( \text{Mal}_{\text{min}} + \text{Mal}_0 \) is the concentration observed at \( T = 0 \), i.e. at veraison. The degradation rate is described as \( d_{\text{mal}} \). Models using DAV, HS_Tmean and HS_Tmax were tested for fitting to the concentration of malic acid per L and to the quantity of malic acid per g of dry mass (Qmal/BDM).

The coefficients of determination (R²) between simulated and observed were slightly better with models using the raw concentration than with models using Qmal/BDM (Table 1). Models using HS_Tmean performed significantly better (higher likelihood) than models using other time scales for the raw concentration but required more parameters than HS_Tmax.

**Heritabilities of the inter-annual genotypic means were calculated as**

\[ H = \frac{\sigma^2_G}{\sigma^2_G + \sigma^2_e + \sigma^2_r / 6} \]

where \( \sigma^2_G \) is the genotype variance, \( \sigma^2_e \) is the genotype x year interaction variance and \( \sigma^2_r \) is the residual variance.

The degradation rate \( d_{\text{mal}} \), a ‘Year’ effect was detected for the DAV time scale, and this degradation rate was higher in 2009 season when degree days accumulated faster than in 2007 and 2008 (Figure 4). Conversely, the degradation rate was independent of the season when a thermal time scale was used.
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Table 1. Parameters of the models tested for describing the accumulation of malic acid in grapevine berries for two different units and three different time-scales (Riesling and Gewürztraminer in buffer rows).

<table>
<thead>
<tr>
<th>Feature</th>
<th>Malic acid (mmol/L)</th>
<th>Malic acid (mmol/kg dry mass)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DAV</td>
<td>HS_Tmean</td>
</tr>
<tr>
<td>Genotype</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Year</td>
<td>25.7**</td>
<td>39.0***</td>
</tr>
<tr>
<td>Genotype:Year</td>
<td>21.0***</td>
<td>37.3***</td>
</tr>
<tr>
<td>Genotype</td>
<td>20.1***</td>
<td>22.8***</td>
</tr>
<tr>
<td>Year</td>
<td>124.5***</td>
<td>55.1***</td>
</tr>
<tr>
<td>Genotype:Year</td>
<td>5.9**</td>
<td>23.4***</td>
</tr>
<tr>
<td>Genotype</td>
<td>4.7**</td>
<td>ns</td>
</tr>
<tr>
<td>Year</td>
<td>6.0*</td>
<td>ns</td>
</tr>
<tr>
<td>Genotype:Year</td>
<td>ns</td>
<td>ns</td>
</tr>
<tr>
<td>dmal.Genotype</td>
<td>ns</td>
<td>ns</td>
</tr>
<tr>
<td>dmal.Year</td>
<td>6.5**</td>
<td>ns</td>
</tr>
<tr>
<td>dmal.Genotype:Year</td>
<td>ns</td>
<td>ns</td>
</tr>
<tr>
<td>Number of parameters</td>
<td>13</td>
<td>14</td>
</tr>
</tbody>
</table>

Table 1. Under the assumption that the evolution of malic acid concentration is driven by cumulative degree days, we compared the evolution of malic acid concentration for the extreme veraison dates observed in the progeny for the same genotypic features, taken from Riesling in this case (Figure 5). For the three seasons, a sampling of berries at a given number of days after veraison would lead to a bias on the characterisation of malic acid concentration if measured beyond 20 days post-veraison. This is especially true in 2008, when the end of the season was cooler than in 2007 and 2009. This result
demonstrates that a sampling at a given heat sum after veraison should be preferred to a sampling at a given number of days after veraison.

Descriptors for acidity for the parent cultivars and in the RIxGW progeny

In parallel to the continuous sampling in buffer rows, samples of berries of the parent cultivars RI and GW were picked at three stages S1, S2 and S3 in plots embedded in the RIxGW progeny experiment. Samples of green berries at veraison (S1) did not always provide a significant difference between the two cultivars (Table 2). Berry pH was lower for RI than for GW in 2007 and 2008, but not in 2009. Tartaric acid concentration was different only in 2008, higher for RI. In 2009, the malic acid concentration was surprisingly higher for GW than for RI, but this was consistent with the values of TA and pH. In S2 samples, a significant difference between the two cultivars was detected every year for all the measured variables: RI berries always had the highest acidity, evaluated by TA or pH. In S2 samples, the value of malic acid concentration in each year measured at a heat sum of 230°C.d after veraison (S2) in the ‘Progeny experiment’ plots is shown for for Riesling (▲) and Gewürztraminer (●).

Descriptors in the RIxGW progeny

A significant variation of acidity descriptors was detected among the 120 genotypes of the RIxGW progeny in both the

---

**Figure 2.** Evolution of malic acid concentration for Riesling (▲) and Gewürztraminer (●) as a function of the heat sum calculated with daily mean temperature, base 10°C (HS_Tmean), in (a) 2007, (b) 2008 and (c) 2009. Dotted lines represent adjustments to exponential curves (see text). The value of malic acid concentration in each year measured at a heat sum of 230°C.d after veraison (S2) in the ‘Progeny experiment’ plots is shown for for Riesling (▲) and Gewürztraminer (●).

**Figure 3.** Values of the asymptote ‘Mal_{min}’ in the relationship [Mal] = Mal_{min} + a.e^{-b.Time} where [Mal] is the concentration of malic acid expressed in mmol/kg dry mass, and Time is the number of days after veraison. Heat sums are calculated with daily mean (HS_Tmean) or maximum (HS_Tmax) temperature. Gewürztraminer (●) and Riesling (▲). Vertical bars represent 95% approximate confidence intervals. *: a Genotype × year interaction was significant at P = 0.01.

**Figure 4.** (a) Heat sums calculated after veraison (Riesling) with the daily mean temperature, base 10°C (HS_Tmean) in 2007 (—), 2008 (—) and 2009 (···). (b) Values and approximate 95% confidence intervals for the decrease rate ‘dmal’ in the relationship [Mal] = Mal_{min} + Mal_{0}.e^{(-dmal.DAV)} where [Mal] is the concentration of malic acid expressed in mmol/L.
year-by-year analysis (Supplementary data S1) and in the 3-year analysis (Table 3). For all the variables, the range of observed values was similar between years. A significant ‘Genotype x Year’ interaction was detected only for pH at S3 (data not shown). As expected, the concentration of malic and tartaric acids decreased with the progression of ripening (S2 vs S1), while the proportion of tartaric acid increased ([Tart]/([Mal] + [Tart]) ratio). The [Tart]/([Mal] + [Tart]) ratio had in statistical analyses a higher F-value or X² value than the β ratio ([Tart]/[Mal]) proposed in the literature (Kliewer et al. 1967, Shiraishi 1995). The lower estimated concentration of inorganic cations at S2 than at S1 was not in accordance with the expected increase of potassium concentration during ripening (Hale 1977, Iland and Coombe 1988), however, since the concentration of potassium is higher in berry skins than in pulp (Iland and Coombe 1988, Gong et al. 2010), the entire berries analysed at S1 cannot be compared with the berry juices analysed at S2.

Genotypic differences were significant for all the descriptors evaluated as soon as the first sampling date of green berries (S1). The proportion of tartaric acid was the most discriminating descriptor for both sampling dates. It was possible to find in the progeny genotypes with a tartaric acid or malic acid concentration higher than that of RI (Figure 6). Only five genotypes, however, had a higher total concentration of malic and tartaric acids than that of RI, but the difference with the parent cultivar was never statistically significant. Variation of pH at harvest (S3, same date for all the genotypes) was the most statistically significant. They resulted, however, not only from variation of the concentration of malic acid and tartaric acid and of the cationic content but also from different physiological stages, since the range of dates of veraison in the progeny was approximately 3 weeks. Relationships between acidity descriptors and yield were also explored. We can demonstrate that yield level had a significant influence on malic acid at S2 for example (P < 0.0001 in the 3-year data set). The highest R² calculated in these analyses, however, was 0.08, and the highest estimation of the slope for the response of malic acid concentration to yield increase was 2 (mmol/L)/(kg/m²) in 2009. Even though the high number of genotypes in the data set allowed the detection of an effect of yield, this effect was too weak to be integrated in the analysis of the genetic determinism of acidity descriptors.

Table 2. Descriptors for acidity of Riesling and Gewürztraminer berries from the ‘Progeny experiment’ at three sampling times: at veraison (S1), at a heat sum of 230°C.d after veraison (S2) and the day before harvest (S3). Values that differ significantly between genotypes are bolded.

<table>
<thead>
<tr>
<th>Sampling time</th>
<th>Variable</th>
<th>2007</th>
<th>2008</th>
<th>2009</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GW</td>
<td>RI</td>
<td>GW</td>
<td>RI</td>
</tr>
<tr>
<td>S1 pH</td>
<td>2.91</td>
<td>2.82***</td>
<td>2.9</td>
<td>2.84*</td>
</tr>
<tr>
<td>Titratable acidity (g/L equiv. H₂SO₄)</td>
<td>— —</td>
<td>19.2</td>
<td>19.9</td>
<td>20.7</td>
</tr>
<tr>
<td>Malic acid (mmol/L)</td>
<td>148.4</td>
<td>146.6</td>
<td>137.8</td>
<td>137.6</td>
</tr>
<tr>
<td>[Tart]/([Mal] + [Tart])</td>
<td>0.35</td>
<td>0.35</td>
<td>0.35</td>
<td>0.38**</td>
</tr>
<tr>
<td>S2 pH</td>
<td>3.27</td>
<td>2.98***</td>
<td>3.15</td>
<td>2.96***</td>
</tr>
<tr>
<td>Titratable acidity (g/L equiv. H₂SO₄)</td>
<td>4.74</td>
<td>7.38**</td>
<td>6.53</td>
<td>8.77***</td>
</tr>
<tr>
<td>Malic acid (mmol/L)</td>
<td>35.3</td>
<td>51.9**</td>
<td>34.7</td>
<td>43.4*</td>
</tr>
<tr>
<td>[Tart]/([Mal] + [Tart])</td>
<td>0.55</td>
<td>0.51</td>
<td>0.57</td>
<td>0.63*</td>
</tr>
<tr>
<td>S3 pH</td>
<td>3.55</td>
<td>2.99***</td>
<td>3.39</td>
<td>2.94**</td>
</tr>
</tbody>
</table>

*, **, *** Differences between cultivars within each year were significant at P = 0.05, P = 0.01 and P = 0.001, respectively. GW, Gewürztraminer; RI, Riesling.
Kinetics of evolution

The decrease in the concentration of tartaric and malic acids observed in the parent cultivars was consistent with existing knowledge: tartaric acid content per berry can be considered as constant throughout ripening (Hale 1977, Ilanand and Coombe 1988, DeBolt et al. 2008), whereas malic acid is catabolised through many metabolic pathways including gluconeogenesis, respiration and fermentation [review in Sweetman et al. (2009)]. The concentration of the acids measured is a consequence of the degradation of acids present in the berry and of water and sugar imports. The difference between GW and RI was not always detected in samples of green berries (S1), but it was always highly significant when samples were taken during the ripening phase (S2) (Table 2).

For malic acid expressed in mmol/g of berry dry mass, the difference of asymptotic concentration Mal\textsubscript{min} at the end of ripening between RI and GW was more stable than the concentration at veraison Mal\textsubscript{min} + Mal\textsubscript{0}. Indeed, whatever the time scale, ‘Genotype x Year’ interactions were always detected for the Mal\textsubscript{0} parameter, whereas this interaction was significant for Mal\textsubscript{min} only with HS\textsubscript{Tmean} (Table 1). The hypothesis that the asymptote Mal\textsubscript{min} is a good descriptor of the genotypic variability is being tested for a subset of genotypes from the progeny. If confirmed, sampling should be undertaken as late as possible in the season. A rough estimate of the time when the concentration is approximately one residual standard error above Mal\textsubscript{min} is 43 days after veraison or 600°C.d HS\textsubscript{Tmax}.

The second important finding of the modelling process is that the degradation rate depended on the season with the DAV scale, higher in warm years, but the rate was constant across years when thermal scales were used. This result must be confirmed in an extended data set including more years and a panel of environmental conditions. Refining the model describing changes in malic acid with temperature will be important for predicting the effect of climate change on berry acidity. Complex models describing malic acid accumulation in fruits that include the effect of temperature have been proposed for peach (Lobit et al. 2006) and form a basis for similar studies on grapevines.

Genetic variability

Genetic variability for the concentration of tartaric and malic acids, as well as for inorganic cations, has been reported (Kliewer et al. 1967, Shiraishi 1995, Liu et al. 2007, Bayo-Canha et al. 2012). The concentration of tartaric acid that was measured for RI and GW is comparable with results from other data sets (Kliewer et al. 1967, Pavlousek and Kumsta 2011). For malic acid, values for Riesling were observed higher than for Gewürztraminer over 3 years for the parent cultivars Riesling (▲), Gewürztraminer (●) and an arbitrary selection of 33 genotypes representative of the distribution of their progeny (*). Circles represent the confidence ellipses (radii: one standard error). The dotted line is such that [Mal] + [Tart] equals the value for Riesling (107 mmol/L). The top and right hand side of the figure present histograms of the segregations for the 120 genotypes of the progeny.

Discussion

Kinetics of evolution
The decrease in the concentration of tartaric and malic acids observed in the parent cultivars was consistent with existing knowledge: tartaric acid content per berry can be considered as constant throughout ripening (Hale 1977, Ilanand and Coombe 1988, DeBolt et al. 2008), whereas malic acid is catabolised through many metabolic pathways including gluconeogenesis, respiration and fermentation [review in Sweetman et al. (2009)]. The concentration of the acids measured is a consequence of the degradation of acids present in the berry and of water and sugar imports. The difference between GW and RI was not always detected in samples of green berries (S1), but it was always highly significant when samples were taken during the ripening phase (S2) (Table 2).

For malic acid expressed in mmol/g of berry dry mass, the difference of asymptotic concentration Mal\textsubscript{min} at the end of ripening between RI and GW was more stable than the concentration at veraison Mal\textsubscript{min} + Mal\textsubscript{0}. Indeed, whatever the time scale, ‘Genotype x Year’ interactions were always detected for the Mal\textsubscript{0} parameter, whereas this interaction was significant for Mal\textsubscript{min} only with HS\textsubscript{Tmean} (Table 1). The hypothesis that the asymptote Mal\textsubscript{min} is a good descriptor of the genotypic variability is being tested for a subset of genotypes from the progeny. If confirmed, sampling should be undertaken as late as possible in the season. A rough estimate of the time when the concentration is approximately one residual standard error above Mal\textsubscript{min} is 43 days after veraison or 600°C.d HS\textsubscript{Tmax}.

The second important finding of the modelling process is that the degradation rate depended on the season with the DAV scale, higher in warm years, but the rate was constant across years when thermal scales were used. This result must be confirmed in an extended data set including more years and a panel of environmental conditions. Refining the model describing changes in malic acid with temperature will be important for predicting the effect of climate change on berry acidity. Complex models describing malic acid accumulation in fruits that include the effect of temperature have been proposed for peach (Lobit et al. 2006) and form a basis for similar studies on grapevines.

Genetic variability

Genetic variability for the concentration of tartaric and malic acids, as well as for inorganic cations, has been reported (Kliewer et al. 1967, Shiraishi 1995, Liu et al. 2007, Bayo-Canha et al. 2012). The concentration of tartaric acid that was measured for RI and GW is comparable with results from other data sets (Kliewer et al. 1967, Pavlousek and Kumsta 2011). For malic acid, values for Riesling were observed higher than for Gewürztraminer over 3 years for the parent cultivars Riesling (▲), Gewürztraminer (●) and an arbitrary selection of 33 genotypes representative of the distribution of their progeny (*). Circles represent the confidence ellipses (radii: one standard error). The dotted line is such that [Mal] + [Tart] equals the value for Riesling (107 mmol/L). The top and right hand side of the figure present histograms of the segregations for the 120 genotypes of the progeny.

Table 3. Three-year analysis of variance for the ‘Genotype’ effect in the Riesling x Gewürztraminer progeny and heritability of the interannual genotypic means at three sampling times: at veraison (S1), at a heat sum of 230°C.d after veraison (S2) and the day before harvest (S3). The ‘Year’ effect was significant at $P<0.0001$ for all the variables, but a ‘Genotype x Year’ interaction was significant at $P=0.05$ only for pH at sampling S3.

<table>
<thead>
<tr>
<th>Sampling time</th>
<th>Variable Min</th>
<th>Mean</th>
<th>Max</th>
<th>RSE</th>
<th>df</th>
<th>$X^2$</th>
<th>Heritability of the means (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>Malic acid (mmol/L) 102.9 139.1 176.7 13.0 119 475.5*** 83.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Tartaric acid (mmol/L) 65.7 81.2 103.9 4.9 119 551.1*** 90.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[Tart]/([Mal] + [Tart]) 0.29 0.37 0.52 0.02 119 682.7*** 93.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Inorganic cations (meq/L) 62.8 74.3 86.7 6.1 119 296.0*** 64.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>pH 2.80 2.90 2.97 0.04 119 336.3*** 71.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S2</td>
<td>Malic acid (mmol/L) 23.8 36.6 57.0 6.2 119 413.8*** 77.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Tartaric acid (mmol/L) 38.2 52.9 66.0 5.5 120 384.4*** 77.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[Tart]/([Mal] + [Tart]) 0.49 0.59 0.71 0.04 119 422.4*** 79.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Inorganic cations (meq/L) 41.9 49.8 60.6 5.2 119 245.8*** 46.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>pH 2.95 3.12 3.35 0.06 119 564.9*** 87.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S3</td>
<td>pH 2.91 3.22 3.72 0.08 119 690.8*** 92.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

***Differences between cultivars were significant at $P = 0.001$. df, degrees of freedom of RSE; RSE, residual standard error.

Figure 6. Combined view of the mean concentration of malic and tartaric acids at a heat sum of 230°C.d after veraison (S2) observed over 3 years for the parent cultivars Riesling (▲), Gewürztraminer (●) and an arbitrary selection of 33 genotypes representative of the distribution of their progeny (*). Circles represent the confidence ellipses (radii: one standard error). The dotted line is such that [Mal] + [Tart] equals the value for Riesling (107 mmol/L). The top and right hand side of the figure present histograms of the segregations for the 120 genotypes of the progeny.
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than were reported by Kliewer et al. (1967) but in the same range as Pavlousek and Kumsa (2011). The classification of Kliewer et al. (1967) that Riesling is a ‘low malate’ cultivar based on the ʃ ratio was not confirmed in this study. On the contrary, the asymptotic malate concentration in the dry matter was higher for RI than for GW (Figure 3). It would therefore be more appropriate to characterise RI as a ‘high tartaric’ cultivar.

The novelty of the present study is that descriptors for acidity were evaluated at the same heat sum after veraison, which allows a comparison of genotypes that differ in the timing of veraison. Genotypes with a higher concentration of tartaric and malic acids or with lower pH than the parent cultivars were found in progenies (Bayo-Canha et al. 2012). No genotypes, however, were found with a significantly higher malic + tartaric acid concentration than that of RI. This suggests that RI has a combination of alleles that cannot be found in the progeny. Further evaluation of germplasm collections with the same sampling procedure as in the present study will allow a more substantial evaluation of the genetic variability of total malic + tartaric acid concentration.

These findings suggest that, independently of phenology, berry acidity descriptors can be manipulated in grapevine progenies. It is likely that QTLs will be identified for these traits and that molecular markers will assist in breeding new genotypes better adapted to warmer climates.

Conclusion
This study characterised the genetic variability for berry acidity descriptors in grapevine progenies. Berries from Riesling had a higher tartaric acid concentration than berries from Gewurztraminer. A difference for malic acid content was also detected, and equations based on the hypothesis that the rate of malic acid degradation was proportional to the concentration of accessible malic acid provided good statistical adjustments. In the model used, the minimal value of malic acid concentration in the dry matter of the berries was the parameter that best characterised the two genotypes.

Using samples of green berries at veraison and samples picked 230°C.D after veraison (Tmean, base 10°C), 120 genotypes from a Riesling x Gewurztraminer progeny were compared over 3 years in the vineyard. A significant genotypic variability was observed for the concentration of malic and tartaric acids, but also for the estimated cationic content of the berries for both sampling stages. These results will be used for QTL detection in this progeny with the objective of identifying molecular markers suitable for marker-assisted breeding.

If the modelling of acidity evolution proposed in this work is validated, it will allow novel opportunities to characterise the genetic variability of acidity-related traits. A search for QTLs performed on parameters of models rather than on raw data is likely to lead to QTLs closer to physiological determinants and more stable across different environments. A validated model relating acidity to temperature could also provide a tool for quantifying the effect of expected climate change and for testing the behaviour of grapevine genotypes in predicted future conditions.
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3. **Actualisation**

   a) **Cinétiques d'évolution de l'acidité**

   Le modèle empirique de dégradation de l'acide malique en fonction de la température que je propose est toujours unique à ce jour. Il doit être éprouvé dans une large gamme de situations avant de pouvoir conclure sur sa robustesse. Sans avoir une optique de modélisation, plusieurs équipes travaillent à mieux comprendre au niveau biochimique les relations entre températures et métabolisme de l'acide malique, ce qui peut conduire à affiner l'approche macroscopique. Une idée nouvelle à prendre en compte est que les quantités d'acide malique par baie peuvent augmenter si des températures élevées sont appliquées AVANT véraison, en particulier la nuit (Sweetman et al. 2014). De plus, une augmentation à la fois des températures minimales et des températures maximales a moins d'effet que la seule augmentation des températures maximales, comme si la dégradation de l'acide malique dépendait surtout de la différence de température entre le jour et la nuit. Le métabolisme de cet acide semble différent le jour et la nuit (Sweetman et al. 2014). La compartimentation cellulaire, la perméabilité des membranes et/ou la régulation de transporteurs membranaires pourraient jouer un rôle dans l'effet des températures sur le métabolisme de l'acide malique (Carbonell-Bejerano et al. 2013; Rienth et al. 2014a; Rienth et al. 2014b; Sweetman et al. 2014). Il est cependant montré que sous des températures élevées l'utilisation du malate dans le cycle des acides tricarboxylliques (TCA cycle), et donc comme substrat pour la respiration, est accélérée (Rienth et al. 2014b; Sweetman et al. 2014) alors que sa synthèse, évaluée par l'activité phosphénol pyruvate carboxylase (PEPC), est réduite (Sweetman et al. 2014). Ces études très détaillées doivent nous aider à mieux anticiper les effets du changement climatique sur les teneurs en acide malique des baies mais aussi nous fournir des gènes candidats pour expliquer les variations observées entre génotypes.

   b) **Variabilité génétique et recherche de QTLS**

   Viana et al. (2013) ont mesuré plusieurs paramètres de qualité des raisins dans la descendance d'un croisement interspécifique complexe. Leur protocole de prélèvement est peu détaillé mais les fortes corrélations qu'ils observent entre TSS et pH (r = 0,76) ou entre TSS et acidité de titration (r = 0,65) suggèrent que les protocoles utilisés caractérisent des différences de précocité entre génotypes plutôt que des différences intrinsèques de métabolisme des raisins. Les QTLs que les auteurs proposent expliquent au mieux 10 % de la variance totale, pour le pH, et leur LOD score est toujours inférieur au LOD correspond au seuil de signification de 5 %. Chen et al. (2015) par contre apportent des résultats plus convaincants. À partir de trois années de suivi des descendants d'un croisement interspécifique complexe, ils identifient des QTLs pour [malique] sur les chromosomes 6 et 18 et un QTL pour le ratio [tartrique]/[malique] sur le chromosome 18. Ils ne détectent pas de QTLs pour [tartrique].
Ils admettent toutefois la faible reproductibilité de leurs résultats, qu'ils mettent en partie sur le compte d'une « potential inconsistency in assessment of maturity ». Leur méthode de détermination des dates de prélèvements est en effet peu claire et fait intervenir la couleur des pépins et la facilité de détachement du pédicelle. L'approche utilisant les sommes de températures après véraison que je propose est une contribution qui peut s'avérer significative pour une définition partagée par la communauté scientifique internationale de la maturité des raisins.

J'ai effectué sur mes données une première recherche de QTLs en utilisant les données de génotypages microsatellites (Tableau V.1). On détecte des QTLs dès le premier prélèvement sur baies vertes (S1), pour les teneurs en acide malique, en acide tartrique et pour la somme des deux acides. C'est surtout pour le rapport T/MT (\([\text{tartrique}] /([\text{malique}]+[\text{tartrique}])\)) que les effets les plus forts sont mis en évidence: le LOD score est de près de 22 pour un locus du chromosome 6 et le pourcentage de variance expliquée de l'ordre de 33 %. L'ensemble du modèle explique 75 % de la variance totale pour ce caractère.

Au prélèvement 230 °C.d après véraison (S2), on retrouve des QTLs forts pour le rapport T/MT mais seuls les QTLS des chromosomes 6 et 8 sont communs avec ceux détectés à S1. On ne détecte pas de QTLs significatif pour [malique] mais un QTL pour [tartrique] sur le chromosome 13, non détecté à S1.

Plus surprenant, des QTLs détectés pour le pH à S2 sur les chromosomes 14 et 19 ne colocalisent pas avec les QTLs pour les teneurs en acides organiques. Il existe donc des éléments que nous n'avons pas intégré à ce stade qui pourraient induire des variations de pH : la première hypothèse est qu'il s'agit des teneurs en potassium des baies.
**Tableau V.1:** QTLs pour l'acidité des raisins détectés avec trois années de données sur la carte consensus RlxGW construite à partir de données de données de génotypages microsatellites. La recherche a été réalisée avec le package R/qtl 1.35-3 sous R version 3.1.2 (méthode Multiple imputation, ndraws = 128). Tous les QTLs présentés ont un LOD score supérieur au LOD seuil pour p = 0,05 pour le génome entier calculé à partir de 1000 permutations.

<table>
<thead>
<tr>
<th>Prélèvement</th>
<th>Caractère</th>
<th>Position (Chrom.@centimorgan)</th>
<th>LOD score</th>
<th>Variance expliquée (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1 (baies vertes)</td>
<td>[malique]</td>
<td>6@28,0</td>
<td>9,52</td>
<td>26,7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8@42,0</td>
<td>4,47</td>
<td>11,3</td>
</tr>
<tr>
<td></td>
<td>[tartrique]</td>
<td>6@27,0</td>
<td>8,33</td>
<td>20,5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8@34,0</td>
<td>7,09</td>
<td>17,0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2@4,0</td>
<td>4,88</td>
<td>11,2</td>
</tr>
<tr>
<td></td>
<td>[malique]+[tartrique]</td>
<td>5@12,5</td>
<td>5,50</td>
<td>13,3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6@38,0</td>
<td>6,05</td>
<td>14,8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7@4,3</td>
<td>5,41</td>
<td>13,1</td>
</tr>
<tr>
<td></td>
<td>[tartrique]/ ([malique]+[tartrique])</td>
<td>6@28,0</td>
<td>21,79</td>
<td>33,7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8@36,0</td>
<td>12,84</td>
<td>16,4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1@78,0</td>
<td>11,66</td>
<td>14,5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>13@40,0</td>
<td>11,80</td>
<td>14,8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6@28,0:13@40,0</td>
<td>5,95</td>
<td>6,6</td>
</tr>
<tr>
<td>S2 (230 °C.d après véraison)</td>
<td>[tartrique]</td>
<td>13@24</td>
<td>5,08</td>
<td>17,9</td>
</tr>
<tr>
<td></td>
<td>[tartrique]/ ([malique]+[tartrique])</td>
<td>6@31,3</td>
<td>17,43</td>
<td>26,4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8@40,0</td>
<td>14,76</td>
<td>21,1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4@60,3</td>
<td>10,42</td>
<td>13,6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>12@24,0</td>
<td>6,51</td>
<td>7,9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>15@44,0</td>
<td>13,17</td>
<td>18,2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6@31,3:15@44,0</td>
<td>6,72</td>
<td>8,1</td>
</tr>
<tr>
<td>pH</td>
<td>13@17,1</td>
<td>12,93</td>
<td>33,6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>19@10,0</td>
<td>3,95</td>
<td>8,6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>14@30,2</td>
<td>8,08</td>
<td>19,0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>13@17,1:14@30,2</td>
<td>5,30</td>
<td>11,8</td>
<td></td>
</tr>
</tbody>
</table>

[n] interaction entre deux loci
Cette première exploitation des résultats est encourageante car les QTLs que nous mettons en évidence ont des LOD scores et des taux de variance expliquée plus élevés que ceux qui ont été publiés jusqu'à présent. Cette analyse doit être poursuivie en utilisant les données de génotypage SNP et en complétant le jeu de données par des analyses des teneurs en potassium. Un des premiers enseignements que l'on peut tirer est qu'il y a manifestement un très fort déterminisme génétique pour le ratio T/MT, piloté par des QTLs sur les chromosomes 6 et 8, et c'est un des caractères qui nous intéresse en priorité pour l'adaptation au changement climatique. Les données de transcriptomiques (RNA seq) dont je dispose pour les parents fourniront vraisemblablement des gènes candidats pertinents pour expliquer les variations liées à ces QTLs.

c) Conclusion

Le comportement des deux variétés parents RI et GW pour l'acidité des raisins est, grâce à ce travail, désormais bien caractérisé, de même que les cinétiques d'évolution des acides organiques. Les protocoles de prélèvement mis en œuvre sur la descendance ont permis de détecter des QTLs en relation avec l'acidité des raisins, en particulier pour le ratio entre acide malique et acide tartrique dans les baies. Si l'on vérifie que la vitesse de dégradation de l'acide malique ne dépend pas des génotypes, il faudrait tester la pertinence de prélèvements les plus tardifs possibles, permettant d'accéder au plus près des valeurs asymptotiques de contenu en acide malique des baies. L'acidité des raisins se révèle un caractère pour lequel il y a davantage de possibilités de trouver des adaptations génétiques au changement climatique que pour les teneurs en sucres. On peut ainsi trouver dans la descendance des génotypes contenant une forte proportion d'acide tartrique, dont l'évolution des teneurs ne dépend pas des températures. La régulation du pH des baies fait appel à de nombreux mécanismes, et les teneurs en potassium doivent impérativement être introduites dans le système étudié. Enfin, les enseignements tirés de cette étude devraient être mis à profit pour étudier plus largement la variabilité génétique disponible dans les collections de Vitis.
VI. Conclusion générale et perspectives

L'objectif général de ce travail était d'évaluer dans quelle mesure la variabilité génétique chez la vigne pouvait contribuer à l'adaptation de la viticulture au changement climatique. Nous n'avons pas abordé toutes les facettes des conséquences du changement climatique: j'ai en effet exclu de mon champ d'investigation tous les problèmes consécutifs à une restriction de l'alimentation en eau, ainsi que toutes les modifications de composantes du rendement ou de production de métabolites secondaires. Nous nous sommes concentrés sur l'objectif de maintenir un rapport sucres/acides satisfaisant dans le futur. Pour cela j'ai envisagé trois hypothèses:

- Peut-on trouver des génotypes dont la période de maturation serait assez tardive pour compenser la hausse attendue des températures?
- Peut-on envisager une maîtrise des teneurs en sucres des raisins à la récolte par des variétés ayant de moindres capacités d'accumulation?
- Quelles sont les possibilités génétiques de conserver des acidosités élevées dans des conditions de maturation chaudes?

Pour répondre à la première question, j'ai développé un modèle de prévision des dates de débourrement, de floraison et de véraison utilisation uniquement les températures de l'air. Ce modèle est actuellement utilisé par le Comité Interprofessionnel des Vins d'Alsace pour proposer une prévision, actualisée quotidiennement, des stades du Riesling et du Gewurztraminer en Alsace. Ce modèle peut être amélioré pour la prévision du débourrement et sans doute pour la véraison. De nouvelles hypothèses ont en effet été récemment émises sur un effet de la photopériode sur la date de débourrement: elles méritent d'être examinées car selon les conclusions, l'appréciation du risque de gelées printanières au moment du débourrement dans le futur peut être radicalement revue. Par ailleurs, des données convergentes montrent que la date de véraison dépend non seulement des températures de l'air mais également du rapport fruit/feuille des plantes. Il serait utile de quantifier l'impact de l'introduction de ce type d'information sur la précision des modèles.

L'utilisation de ce modèle pour le Riesling et le Gewurztraminer avec des scénarios d'évolution du climat met en évidence un avancement des dates de débourrement, floraison et véraison dans le futur. Il y aura un double effet du changement climatique: d'une part la période de maturation des raisins sera plus précoce et donc se décalera vers les périodes plus chaudes du milieu de l'été, et d'autre part, à date calendrale égale, on s'attend à des températures plus élevées. Les simulations pour le poste de Colmar prévoient ainsi des augmentations de températures pendant la maturation des raisins de 5
6 °C à l’horizon 2050, de 6-7 °C pour la fin du XXIᵉ siècle. Il est très vraisemblable que de telles augmentations auront des impacts notables sur la composition des raisins. La relation directe entre températures et vitesse de dégradation de l’acide malique que j’ai mise en évidence est un résultat concret permettant de quantifier l’impact de ces augmentations de température sur l’acidité des raisins.

Les paramètres du modèle de prévision des stades de développement ont également été calculés pour des collections de cépages des collections de l’INRA Colmar ainsi que pour les descendants d’un croisement entre Riesling et Gewurztraminer. L’utilisation de paramètres calculés pour des variétés tardives, ou théoriques pour des génotypes virtuels descendants du croisement RixGW, m’a permis de calculer les dates de véraison les plus tardives possibles avec les données dont je dispose. Même en utilisant de tels génotypes, il n’est pas possible de retrouver dans le futur des conditions de maturation fraîches telles que nous les connaissions actuellement. Ce résultat peut être la conséquence de l’utilisation d’une diversité génétique trop étroite. Une exploration plus exhaustive des collections et des données disponibles à l’INRA, en caractérisant les génotypes par des sommes de températures requises pour atteindre les stades clés, doit permettre de consolider les conclusions de mon étude. On retiendra cependant que si les prévisions des climatologues sont exactes, nous sommes dans une situation d’instabilité: même si une variété est adaptée à un milieu donné à un moment donné, une décennie plus tard, il est fort probable que sa véraison aura lieu plus tôt et que la maturation de ses raisins se fera en conditions plus chaudes. L’adaptation doit donc davantage viser la production de raisins d’une composition la plus stable possible quelles que soient les conditions de températures que de rechercher une maturation à des dates qui ne seront optimales que sur un pas de temps limité.

L’utilisation de génotypes virtuels dans les simulations que je viens d’évoquer a été possible parce que j’ai montré qu’il y avait des déterminants génétiques différents pour la date de débourrement, pour la durée débourrement-floraison et pour la durée floraison-véraison. J’ai en effet, à partir des données de génotypage microsatellite obtenues sur 120 descendants de la population RixGW, identifié six QTLs robustes et indépendants pour ces trois caractères exprimés en sommes de température. Il est donc possible d’imaginer associer dans un même génotype les combinaisons d’allèles conférant la plus grande tardivété possible pour chacune des trois périodes, et donc la plus grande tardivété possible à la véraison. Je n’ai pas exploré jusqu’au bout l’idée inverse: quel sens aurait l’utilisation d’un génotype hyper-précoce, capable d’achever la maturation des raisins avant les périodes chaudes de l’été? Si dans les simulations pour le poste de Colmar un tel génotype (virtuel) ne permet pas d’atteindre cet objectif (voir page 177), faire des simulations dans d’autres contextes climatiques, plus au sud, avec des génotypes réels ou virtuels, permettrait d’obtenir des données objectives sur la pertinence de cette idée. Il faudrait de plus analyser dans quelle mesure les températures pendant la maturation des raisins seraient plus stables avec les évolutions climatiques avec une variété hyper-précoce qu’avec une variété tardive : la période de maturation de la première se décalant vers le début
de l’été, avant les périodes de fortes chaleurs, alors que la période de maturation de la seconde se décalera vers le milieu de l’été.

La recherche de gènes dans les intervalles de confiance des QTLs détectés pour les stades de développement a fait ressortir des candidats au fort potentiel: on peut citer pour la floraison FT sur le chromosome 7, FLC2 ainsi qu’un gène de type CONSTANS sur le chromosome 14. Pour la véraison, des gènes impliqués dans les réponses à l’ABA ou aux sucres sont suggérés: un récepteur d’ABA de type RCAR sur le chromosome 16, et VvMSA, gène la famille ASR («ABA, stress, ripening-related») sur le chromosome 18. L’implication de ces gènes dans la variabilité des stades de développement peut être vérifiée d’un part en caractérisant davantage de descendants de la population RI x GW mais aussi par une approche de type génétique d’association utilisant des collections de génotypes non-apparentés. Il faut pour se faire obtenir des données phénotypiques sur ces génotypes mais aussi caractériser la diversité dans les séquences de ces gènes candidats. Une hypothèse issue de l’analyse de mes résultats à garder à l’esprit est que le déterminisme génétique de la phénologie n’est peut-être pas seulement du à des variations de séquences dans les gènes candidats, ou dans leurs promoteurs. Ce déterminisme pourrait résulter de l’action combinée de deux gènes physiquement proches sur le génome dont on sait qu’il y a interférence entre eux (FT/SVP1 sur le chromosome 7), ou bien de l’action d’un élément régulateur, un miRNA par exemple, à proximité du gène ciblé (VvCOL2 sur le chromosome 14). Nous disposons des séquences complètes du génome du Riesling et du Gewurztraminer, ce qui nous permettra de détecter les variations allélique existant dans ces parents et d’explorer ces hypothèses. Démontrer le rôle effectif des variations allélique dans les loci retenus sur les stades de développement ne pourra se faire que par des expériences de transformation stable de la vigne. Etant donné la lourdeur du processus, il faudra que les effets attendus soient très forts avant d’envisager cette démarche. Quoiqu’il en soit, les résultats que j’ai obtenus peuvent fournir des hypothèses sur les mécanismes moléculaires déterminant les stades de développement. Sans envisager la création de nouvelles variétés, des connaissances fondamentales sur les déterminants de la phénologie de la vigne peuvent ouvrir des possibilités dont nous n’avons pas pour l’instant idée pour contrôler les stades dans le futur.

Le suivi de l’accumulation des sucres et des composantes de l’acidité sur le Riesling et le Gewurztraminer pendant trois campagnes au vignoble a fourni des éléments-clés permettant la comparaison d’effectifs élevés de génotypes. J’ai montré que les évolutions des teneurs en sucres et de l’acidité étaient bien expliquées par les cumuls de températures à partir de la véraison. Des prélèvements à une somme de température fixe après véraison permettent donc de mieux comparer des génotypes entre eux que des prélèvements soit à une date fixe, soit à un nombre de jours fixe après véraison. Une estimation du potentiel d’accumulation des sucres par des prélèvements lorsque les génotypes ont atteint une certaine concentration en sucre est également biaisée car je montre pour
les parents, et pour la population RIxGW, que les teneurs en sucres à un moment donné dépendent du rapport fruit/feuille des plantes. Ma démarche est validée par la détection de QTLs pour les teneurs en sucres des raisins indépendants des QTLs détectés pour les stades de développement. Les résultats obtenus participent à une réflexion récurrente sur la définition de la maturation des raisins, que ce soit pour comparer des génotypes, des vignobles ou des millésimes. Je ne propose ici qu’une réponse partielle. L’effort doit se poursuivre pour analyser des données de cinétiques existantes, voire en acquérir de nouvelles dans des situations contrastées. Il faut en effet bien identifier les avantages, mais aussi les limites de la méthode que je propose, pour fournir à la communauté internationale des arguments pour qu’elle adopte ma démarche.

L’enjeu est plus important pour l’acidité que pour les teneurs en sucres. J’ai montré que la variabilité génétique pour les teneurs en sucres à la récolte dépend beaucoup des dates de véraison, du rapport fruit/feuille mais relativement peu de la physiologie propre des raisins. Il y a donc beaucoup de niveaux d’information génétique à intégrer si l’on veut imaginer un idéotype de vigne accumulant un niveau de sucres donné dans les raisins. Il faudrait en effet combiner des allèles de loci gouvernant les stades de développement, les composantes du rendement, le développement végétatif, et éventuellement le métabolisme des baies. Pour maîtriser les teneurs en sucres des raisins dans un contexte de réchauffement climatique, il faut avant tout explorer les possibilités des modes de conduite et des techniques culturales pour contrôler le rapport fruit/feuille avant d’investir dans des constructions génétiques.

Pour l’acidité, le constat est totalement différent puisque les modes de conduites et les techniques culturales ne vont que marginalement avoir un effet sur l’acidité des raisins, mais, qu’à l’opposé, il y a manifestement des déterminants génétiques forts sur les teneurs en acide malique, en acide tartrique et sur le pH des baies. L’acidité à la vendange dépend bien entendu des dates de véraison, mais j’ai mis en évidence une forte variabilité génétique pour le rapport entre acide malique et acide tartrique des raisins, ainsi que des QTLs associés. Ce résultat est essentiel dans la mesure où les quantités d’acide tartrique des baies ne dépendent pas des températures, contrairement aux quantités d’acide malique. Il est donc envisageable de créer des génotypes adaptés aux conditions climatiques du futur, capables de garder des niveaux d’acidité adéquats même en cas de maturation sous fortes températures. Le comportement de génotypes virtuels pourrait être testé vis-à-vis de l’acidité des raisins sur le modèle des travaux réalisés pour les stades de développement. Il faudra cependant au préalable s’assurer de la robustesse et identifier les limites du modèle de dégradation de l’acide malique que je propose.

Il faut également explorer plus avant les déterminants génétiques du pH des raisins. Il est possible de montrer que des variations (en mmol.l⁻¹) de teneurs en potassium des baies ont plus d’impact sur le pH que les mêmes variations de teneurs en acide malique ou en acide tartrique. Il est
donc indispensable d’investir dans la recherche des déterminants génétiques des teneurs en potassium des baies.

Les résultats obtenus dans ce travail peuvent se voir sous deux angles. Le premier est un angle d’écophysiologie de la vigne. On peut y inclure la modélisation des stades de développement pour le Riesling et le Gewurztraminer, et leur simulation dans le climat du futur, la caractérisation des cinétiques d’accumulation des sucres et de la dégradation de l’acide malique, la quantification de l’effet du rapport fruit/feuille. Sur chacun de ces points des résultats originaux ont été obtenus, et publiés.

Le deuxième angle est celui de la génétique quantitative. Pour la phénologie, les teneurs en sucres ou l’acidité des raisins, la variabilité génétique a été caractérisée parmi les descendants de croisements entre Riesling et Gewurztraminer et des zones du génome participant à la variabilité des caractères analysés ont été identifiées. Le travail sur les stades de développement est le plus abouti, avec la proposition de gènes candidats. Cette analyse génétique va être enrichie par l’exploitation des données de génotypage SNP à haute densité et par l’utilisation des données de séquences génomiques complètes du Riesling et du Gewurztraminer maintenant disponibles.

La combinaison de ces deux angles d’approche permet de quantifier les effets de variations alléliques non sur les caractères mesurés directement mais plutôt sur des paramètres de modèles écophysiologiques. Mes simulations de stades de développement dans le futur avec des génotypes virtuels constituent à ce jour l’unique exercice de ce type réalisé pour la vigne. L’utilisation d’une telle démarche pourrait être appliquée dans notre contexte à des simulations de l’acidité des raisins dans le futur, mais elle est plus indispensable encore pour tester le comportement de variétés de greffons et de porte-greffe selon différents scénarios de disponibilité en eau. Cette méthode permet de simuler le comportement de génotypes dans des environnements variés. Elle est d’autant plus nécessaire que les variétés issues des programmes de sélection actuels seront très vraisemblablement utilisées dans des conditions climatiques différentes de celles dans lesquelles elles ont été évaluées.

Les perspectives ouvertes par les travaux présentés ici sont nombreuses. Les modèles de développement ou de cinétiques de maturation des baies peuvent toujours être améliorés, en étendant les jeux de données analysées pour évaluer leur robustesse, mais aussi en testant l’introduction de nouveaux paramètres. L’enjeu prioritaire concerne cependant le modèle d’évolution de l’acidité des raisins : quelles sont les sources de variabilité des paramètres ? Comment introduire les teneurs en potassium dans le système ?

D’un point de vue génétique, seule une partie limitée de la diversité existante a été explorée ici. Que ce soit pour les stades de développement, pour les sucres ou les acides, un travail plus exhaustif devrait être entrepris sur la base de collections représentatives de la diversité existante, en utilisant l’approche que je propose afin d’obtenir des valeurs génétiques les plus indépendantes possibles des
conditions de milieu. À partir de ces données, des exercices de simulations avec les génotypes extrêmes pourront être entrepris pour différents vignobles, dans l’objectif de quantifier les températures pendant la maturation des raisins et les niveaux d’acidité probables. Les déterminants génétiques de ces variations pourront être recherchés par des méthodes de génétique d’association. En parallèle, la caractérisation des variations alléliques dans les gènes candidats et dans les régions voisines devrait permettre des progrès dans les connaissances sur les mécanismes moléculaires gérant les stades de développement ou l’acidité des raisins.

Nous avons envisagé l’adaptation de la viticulture au changement climatique par l’utilisation de nouvelles variétés. Les processus effectivement mis en œuvre dans les vignobles dépendront de facteurs tels que l’évolution des attentes des consommateurs, le marché mondial, la compétitivité des entreprises, les politiques publiques et réglementaires, les stratégies décidées localement. D’un point de vue technique, des modifications des modes de conduite et des techniques culturales peuvent être mises en œuvre assez rapidement. Les changements de variétés ne se feront qu’à plus long terme et seront d’autant mieux acceptés que les viticulteurs auront des assurances quant à la pertinence de leurs choix. En explorant la diversité génétique et l’architecture génétique de caractères d’intérêt agronomique, en proposant de simuler des comportements dans le futur, mon travail pose les bases d’une démarche raisonnée d’anticipation du choix et de la création de variétés de vigne adaptées au climat du futur.
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A. Anexe 1: Plan du dispositif RIXGW 2003

Annexe A
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Plan du dispositif "Riesling x Gewurztraminer" 2006 section 3 Bergheim
Plantation le 07/06/06
Porte greffe 161-49C clone198
C. Annexe 3: Liste des variables mesurées sur le dispositif 2003

<table>
<thead>
<tr>
<th>Classification</th>
<th>Intitulé</th>
<th>Unité</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phénologie</td>
<td>Date de débourrement</td>
<td>jours</td>
</tr>
<tr>
<td></td>
<td>Date de floraison</td>
<td>jours</td>
</tr>
<tr>
<td></td>
<td>Durée débourrement-floraison</td>
<td>jours</td>
</tr>
<tr>
<td></td>
<td>Date de véraison</td>
<td>jours</td>
</tr>
<tr>
<td></td>
<td>Durée floraison-véraison</td>
<td>jours</td>
</tr>
<tr>
<td></td>
<td>Durée débourrement-véraison</td>
<td>jours</td>
</tr>
<tr>
<td>Composantes du rendement</td>
<td>Nombre de rameaux secondaire de l’avant dernier rameau</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Nombre inflorescences primaires de l’avant dernier rameau</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Nombre inflorescences secondaires de l’avant dernier rameau</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Nombre inflorescences sur les gourmants de la souche</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Nombre total de grappes par souche</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Qualité de la nouaison</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Milleraillage</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Fertilité primaire de la souche</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Nombre total de rameaux de la souche</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Nombre total d’inflo. de la souche</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Fertilité globale de la souche (tous rameaux confondus)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Nombre de rameaux Totaux / Nombre de Rameaux Primaire</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Nombre total inflo./ Nbre rameaux primaires de la souche</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Taux de transformation des inflorescences en grappe de la souche</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Nombre de grappes / Nbre rameaux primaires de la souche</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Masse des baies prélevées à la véraison S1</td>
<td>g</td>
</tr>
<tr>
<td>Caractéristiques des raisins</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----------------------------</td>
<td>------------------</td>
<td></td>
</tr>
<tr>
<td>Nombre de baies prélevées à la véraison S1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poids moyen d'une baie à la véraison S1</td>
<td>g</td>
<td></td>
</tr>
<tr>
<td>Masse de raisin par parcelle</td>
<td>g</td>
<td></td>
</tr>
<tr>
<td>Nombre de souches récoltées</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poids de raisin par souche</td>
<td>g</td>
<td></td>
</tr>
<tr>
<td>Nombre de rameaux primaires.m²</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nombre total de grappes.m²</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nombre total de rameaux.m²</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rendement</td>
<td>kg/m²</td>
<td></td>
</tr>
<tr>
<td>Poids moyen d'une grappe</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diamètre moyen des arcures par souche</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Taux de débourement (NbR1/NbYeux)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nombre d'yeux laissés à la taille.m²</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Taux de remplissage du rideau foliaire à la floraison</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poids du bois de taille d'une souche</td>
<td>kg</td>
<td></td>
</tr>
<tr>
<td>Poids du bois de taille</td>
<td>kg.m²</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Autres caractères</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>OIV204 - Compacité des grappes</td>
<td></td>
</tr>
<tr>
<td>Pourcentage de pourriture grise</td>
<td></td>
</tr>
<tr>
<td>OIV225 - Couleur de la pellicule</td>
<td></td>
</tr>
<tr>
<td>OIV 225 Intensité max de la coloration</td>
<td></td>
</tr>
<tr>
<td>OIV223 - Forme de la baie</td>
<td></td>
</tr>
</tbody>
</table>
D. Annexe 4: Cartes génétiques (données supplémentaires de Duchêne et al. 2012b)
Éric DUCHÈNE
Une exploration des possibilités génétiques pour l'adaptation de la vigne au changement climatique

Résumé
Les effets du changement climatique ont d'ores et déjà été observés sur la vigne : avancement des stades de développement, augmentation des teneurs en alcool des vins, baisse excessive de leur acidité. Une des voies d'adaptation possible de la viticulture est la création de nouvelles variétés. J'ai caractérisé la variabilité phénotypique de 120 descendants de croisements entre Riesling (RI) et Gewurztraminer (GW) pour (1) les stades de développement, décrits à l'aide de sommes de températures (2) la capacité à accumuler des sucres dans les raisins (3) les paramètres de l'acidité des raisins. L'utilisation de marqueurs moléculaires sur l’ADN a permis de mettre en évidence des relations entre données génétiques et phénotypiques pour tous les caractères étudiés (QTLs ou Quantitative trait loci). La principale conclusion est que la variabilité génétique pour les paramètres de l'acidité des raisins est la voie à valoriser en priorité pour l'adaptation de la vigne au changement climatique.

Mots clés
Vigne, changement climatique, phénologie, teneurs en sucres, acidité, acide malique, acide tartrique, QTLs, déterminisme génétique

Summary
The effects of climate change have already been observed on the grapevine: advance of phenological stages, increase in the alcohol content of the wines, excessive decrease of their acidity. Breeding new varieties is one of the possible means of adaptation. I have characterized the phenotypic variability of 120 genotypes, offspring from crossings between Riesling (RI) and Gewurztraminer (GW) for (1) the developmental stages, described with heat sums (2) the ability to accumulate sugars in the berries (3) the parameters for acidity. The use of DNA molecular markers allowed the detection of quantitative trait loci (QTLs) for all the traits studied. The main conclusion is that the genetic variability for the parameters determining the acidity of the berries is the most promising for the adaptation of grapevine cultivation to climate change.

Keywords
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