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Introduction 

Au cours des dernières années il y a eu un intérêt croissant pour la quantification du 

métabolisme des graisses, dans les domaines de l'obésité, du diabète, de la nutrition, de la 

toxicologie et de la physiologie de l’effort, menant à la recherche de paramètres signifiants et 

mesurables aussi bien en routine clinique qu’en recherche clinique. L'obésité atteint 

actuellement des proportions épidémiques et, en 2005, à travers le monde, 1,6 milliard 

d'adultes étaient en surpoids dont 400 millions classés comme obèses [1]. Il est à noter 

qu’outre le manque d'exercice et l'augmentation de l'apport alimentaire, différents 

médicaments sont également en mesure de favoriser l'obésité chez un grand nombre de 

patients. 

Ces niveaux d'obésité sont associés aux augmentations de la morbidité et de la mortalité liées 

à de nombreuses maladies, y compris le diabète de type 2, l'hypertension et des pathologies 

hépatiques menant à une surcharge lipidique d’origine non alcoolique. En particulier, une 

augmentation surprenante du diabète de type-2 est observée de nos jours, alimentée par 

l'augmentation de l'obésité: 190 millions de personnes touchées dans le monde, avec un 

nombre de patients qui devraient atteindre 300 millions en 2025 [2]. 

Par conséquent, il est essentiel de développer des outils permettant une évaluation précise et 

non invasive des quantités de graisse présentes dans certains organes, avec un intérêt 

particulier pour le foie et le muscle squelettique. 

Le tissu musculaire contient de la graisse intracellulaire (lipide intramyocellulaires, IMCL) 

qui est stockée sous forme de gouttelettes sphériques dans les cellules musculaires et les 

lipides extramyocellulaires (EMCL), qui sont situés le long des fibres musculaires dans des 

longues cloisons grasses de forme laminaire [3], [4]. L'accumulation de l’un ou des deux 

types de matières grasses a été observée dans de nombreuses pathologies [5], [6]. Ainsi le 

tissu hépatique contient des lipides intra-hépatocellulaire (IHL) [7]. Une augmentation du 

niveau de IHL (i.e. stéatose) est associé à la résistance à l'insuline et au diabète de type 2. 

Bien que la stéatose hépatique soit une affection bénigne dans le court terme, elle peut 

dégénérer chez certains patients en une stéatohépatite (NASH) et même en une cirrhose après 

plusieurs années. Comme l'obésité, plusieurs médicaments tels que l'amiodarone, la 

tétracycline, le méthotrexate et l'acétaminophène sont des facteurs capables de favoriser 

l'accumulation de lipides dans le foie. 
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Il existe différentes méthodologies utilisées pour la quantification des matières grasses [8]. 

Pendant de nombreuses années, les analyses biochimiques et histochimiques de biopsies ont 

été les méthodes de références pour l'évaluation de la teneur en matières grasses dans le foie 

et les muscles. En outre, la mesure de rayon de gouttelettes (de l’ordre du micromètre) des 

IMCL peut aussi être réalisée en microscopie électronique en coupes ultraminces (~0,1 

micromètres) d'échantillons de biopsie. Cependant, ces biopsies sont invasives et, en plus de 

l'inconfort du patient, il existe toujours un risque de complications. Par conséquent, les 

biopsies ne sont pas bien adaptées dans le cas des études longitudinales, i.e. pour le suivi de la 

progression ou l'évaluation d’une efficacité thérapeutique. 

La quantification in vivo de la graisse peut être réalisée par reconstruction tomographique de 

la carte d'absorption des rayons X (scanner X ou tomodensitométrie) dans les tissus. Les 

images générées par les différents tissus traduisent leurs caractéristiques 

d'absorption/atténuation, qui dépendent non seulement de la densité ces tissus mais également 

de leur composition chimique. Étant donné que l'atténuation est une fonction linéaire de la 

teneur en matières grasses, il est possible de mesurer cette teneur en graisse par la 

tomodensitométrie. Cependant, l'exposition aux radiations - bien que relativement faible - est 

toujours un facteur de risque et impose certaines limites dans les études longitudinales. 

Dans les dernières années, les techniques de résonance magnétique, d'imagerie (IRM) et de 

spectroscopie (SRM), sont apparues comme les méthodes de choix pour l'évaluation non 

invasive de la teneur en graisse dans le foie et le muscle [9]–[13]. Les approches par 

résonance magnétique mesurent le signal émis par le spin de 1H dans l'eau et la graisse et 

permettent d'évaluer séparément la contribution de l'eau et de la graisse en exploitant leurs 

différences de fréquence de résonance.  

Un état de l’art (chapitre 2) permet de dégager différentes méthodes d’imagerie par résonance 

magnétique pour la quantification de la graisse. L'objectif de la thèse a été de les adapter et de 

les tester pour un scanner IRM préclinique à 4,7 Tesla, tout d’abord en simulation par 

introduction de fantômes dits numériques, puis au moyen de fantômes physiques et enfin sur 

petit animal (souris).  

De plus, dans cette thèse, on propose une nouvelle méthode de génération d’une image de 

référence sans l'aide d'objets physiques (Fat ViP MRI, Virtual Phantom Magnetic Resonance 
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Imaging). Plus particulièrement, l'objectif était ici de tester la faisabilité de la méthode ViP 

MRI pour générer en amplitude et en phase des images qui imitent les systèmes eau-graisse.  

Cette thèse est structurée en 5 chapitres : 

1. Dans le premier chapitre, les bases de l’IRM sont rappelées.

2. Dans le deuxième chapitre, deux méthodes de quantification du gras (Dixon et

IDEAL)  sont présentées et des simulations introduisant des fantômes numériques ont

été réalisées pour analyser les performances d’IDEAL.

3. Dans le chapitre trois, les méthodes de quantification sont appliquées à des fantômes

physiques.

4. Dans le chapitre quatre, les méthodes de quantification sont appliquées in vivo sur des

souris.

5. Dans le chapitre cinq, on présente la méthode de génération d’un signal de référence

(Fat ViP MRI).
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Résumé - Chapitre I 

La résonance magnétique nucléaire (RMN) est une technique qui utilise le champ 

magnétique, généré par les noyaux en résonance quand un champ magnétique externe (�0) est 

utilisé. En RMN, les noyaux doivent présenter un moment magnétique intrinsèque (spin). Des 

exemples de noyaux de spin non nul, employé dans la RMN, sont 1H, 13C, 15N, 19F, 23Na et 
31P. La plupart des scanners RMN utilisent le proton (1H), principalement contenu dans les 

molécules d'eau. Le champ magnétique �0 provoque la précession des moments magnétiques 

d'hydrogène à une fréquence déterminée à partir de l'équation de Larmor égale à: �0�����⃗ =  −��0����⃗  

où γ est le facteur gyromagnétique (42.58MHz/T pour le noyau d'hydrogène). 

On appelle ���⃗  le vecteur d’aimantation, défini comme la somme de tous les moments 

magnétiques des noyaux. Le vecteur d’aimantation ���⃗  est parallèle à �0, et est proportionnel 

au nombre total de noyaux, à l’intensité de champ magnétique �0 et à la température T du 

système des spins. La composante transversale (orthogonale à �0) de ���⃗  est nulle étant donné 

que les composantes du moment magnétique sur le plan xy ne sont pas en cohérence de phase. 

Une impulsion de radiofréquence (l'impulsion RF ou impulsion d’excitation �1), appliquée 

perpendiculairement à �0, est capable d’incliner le vecteur d’aimantation vers le plan xy. La 

composante d’aimantation transversale ��� est alors générée par synchronisation des 

composantes transversales de moments magnétiques. 

Dans 1H-IRM, le signal émis par les noyaux d'hydrogène est encodé spatialement  permettant 

la construction d’une image qui permet d'avoir une idée de la répartition spatiale des noyaux 

d'hydrogène dans un tissu. 

L’acquisition des images IRM nécessite: 

- des impulsions d'excitation RF nécessaires à l’obtention de l'effet de résonance 

magnétique; 

- trois gradients de champ magnétique pour le codage spatial : le gradient de coupe, le 

gradient de phase et le gradient de fréquence suivant les trois directions spatiales. 
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Comme indiqué précédemment, les atomes d'hydrogène sont contenus dans les molécules 

d'eau. Toutefois, ces atomes d'hydrogène sont également contenus dans les molécules de 

graisse. En outre, les atomes d'hydrogène dans les graisses ont des fréquences de précession 

différentes de celles des atomes d'hydrogène dans l'eau. 
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Résumé - Chapitre II 

Dans ce chapitre, deux méthodes de quantification de la graisse (Dixon [14] et IDEAL [15])  

sont présentées et des simulations introduisant des fantômes numériques ont été réalisées pour 

analyser les performances d’IDEAL. 

Les algorithmes de quantification 

La base des algorithmes de quantification de la graisse consiste à acquérir des images avec un 

décalage de phase adapté au déplacement chimique entre l’eau et la graisse [14]. 

La méthode de 2-points Dixon [14], le premier algorithme introduit pour la séparation de la 

graisse et de l'eau, a besoin de deux images, la première pour laquelle les signaux de l’eau et 

de la graisse sont en phase et l’autre où ils sont en opposition de phase. Cette méthode a été 

améliorée ensuite menant à la méthode 3-points Dixon [16] qui élimine une ambiguïté dans 

l’étiquetage eau/graisse non résolue dans la méthode 2-points.  

Parallèlement aux améliorations de la méthode de Dixon [17]–[19], un algorithme nommé 

IDEAL [15] a été proposé par Reeder et al. en 2004. Contrairement aux méthodes de Dixon 

utilisant des images en phase et en opposition de phase, la méthode IDEAL utilise des images 

dont le signal de la graisse est dans des positions asymétriques par rapport au signal de l’eau. 

De plus on utilise au minimum trois images (complexes). L'algorithme IDEAL a été 

améliorée au cours des années avec l'addition de la correction de T2* [20] ainsi que la prise 

en compte de la contribution des tous les pics de fréquences entrant dans la composition de la 

graisse [21]. 

Les fantômes numériques  

Des fantômes numériques ont été mis en œuvre dans Matlab avec deux objectifs : 

- valider le programme IDEAL; 

- analyser les performances de l'algorithme IDEAL en présence de bruit, de la carte de 

champ,... 

Dans toutes les simulations, des images du fantôme numérique en écho de gradient ont été 

générées avec un premier TE à 1.5ms et un intervalle entre les échos de 2.5ms.  

Pour la validation du programme IDEAL nous avons utilisé un fantôme numérique composé 

d’une matrice de disques, en faisant varier la valeur de la graisse de 0 à 100% suivant les 
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lignes et la valeur du T2* de 2ms à 25ms suivant les colonnes. Nous avons constaté une 

bonne adéquation entre les résultats et les valeurs attendues. 

Nous avons ensuite analysé les performances de l’algorithme en fonction du niveau de bruit 

sur les cartes de fraction de graisse et de T2*. Pour cela : 

• les fantômes numériques ont été générés avec une fraction de graisse de 10% et deux

valeurs de T2* (10 et 20ms) ;

• deux types de train d’échos (3 et 6 échos) ont été utilisés ;

• on a fait varier le rapport signal à bruit (SNR) de 125 à 20, sachant qu’il est

approximativement égal à 40 dans la souris et à 100 dans les fantômes physiques, dans

nos conditions expérimentales.

Figure 1: Résultats de la fraction de graisse et T2* calculées par l'algorithme IDEAL. Les résultats 

pour les différents SNR sur le signal généré avec T2* = 20ms sont présentées. La valeur nominale 

utilisé dans l'entrée pour la fraction de graisse et T2* est marquée par une ligne noire (10% pour la 

fraction de matières grasses et 20ms pour T2*) 

On obtient sensiblement les mêmes résultats pour des valeurs de T2* égales à 10ms et 

à 20ms. La diminution du SNR entraine une augmentation des valeurs estimées de fraction 

lipidique et cette augmentation est plus importante pour un train de 3 échos. On observe le 

même effet pour l’estimation du T2*. Il convient donc d’utiliser un train de 6 échos qui sera 

moins sensible à la diminution du SNR. 

Les effets de l'inhomogénéité de champ magnétique (ou carte de champ) sur les 

estimations de la fraction de graisse et de T2* par IDEAL ont été étudiés. L’algorithme 

IDEAL prend en compte cette inhomogénéité et en produit une estimation. Ceci nécessite une 

carte initiale qui, si trop différentes de la réalité, mène à des erreurs pour la fraction de graisse 

et T2*. Afin d'éviter ces erreurs, trois solutions sont proposées: 
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- diminution de l'espacement d'écho; 

- diminution du nombre d'échos; 

- utilisation d’un algorithme de dépliement de la phase pour calculer une carte initiale 

de champ. 

Nous avons ensuite étudié l’influence de la température. En effet les algorithmes sont basés 

sur la connaissance du décalage en fréquence entre l’eau et les pics de la graisse. Or ces 

décalages peuvent être altérés par des changements de températures. Nous avons généré un 

fantôme numérique simulant de tels décalages. On constate alors une diminution de la fraction 

de graisse estimée lorsque l’on augmente le nombre d’écho (de 3 à 10) tandis que l’estimation 

du T2* est peu modifiée. Ainsi, appliquer l’algorithme IDEAL simultanément à différents 

objets ayant différentes températures risque d’entrainer un biais dans la mesure de la fraction 

de la graisse. 

Enfin pour un même fantôme numérique incluant 6 pics pour représenter la graisse, nous 

avons testé l’algorithme IDEAL en imposant dans IDEAL un nombre des pics à estimer 

variable: 1 pic [20] (le pic primaire à 1.3ppm), 3 pics [21] (les trois pics avec surface relative 

la plus élevée) ou 6 pics [9]. Les images numériques ont été générées avec SNR égal à 50. En 

ce qui concerne la fraction de graisse, les modèles à 3 pics et 6 pics fournissent des valeurs 

compatibles avec la réalité. La fraction de graisse calculée en utilisant le modèle à un seul pic 

fournit des valeurs inférieures à la réalité mais compatible avec l’aire relative de ce pic 

principal. 
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Résumé - Chapitre III 

Après avoir testé IDEAL sur simulations dans le chapitre précédant, nous avons réalisé ici des 

acquisitions IRM sur des fantômes physiques comportant différentes fractions de la graisse. 

De plus, une comparaison entre IDEAL et les méthodes de Dixon à 2 et 3 points a été réalisée. 

• Trois crèmes laitières ont été utilisées comme un modèle de mélange eau-graisse pour

tester l'algorithme IDEAL (fluide-entière, fluide-légère et épaisse-légère).

• Pour les reconstructions de Dixon, trois séquences d'écho de gradient ont été utilisées.

Les paramètres d'imagerie étaient: TR = 30ms, angle de basculement = 5°, taille de la

matrice = 128x128, FOV = 4x4cm2, bande passante = 140kHz et 80 répétitions. Les

séquences ont été acquises avec 1.45ms (première image en phase), 2.2ms (image en

opposition de phase) et 2.9ms (deuxième image en phase).

• Pour la reconstruction IDEAL, des images RM ont été acquises avec une séquence de

multi-écho de gradient. Les paramètres d'imagerie étaient: 10 échos, premier TE =

1.5ms, intervalle entre les échos = 2.5ms, TR = 30ms, angle de basculement = 5°,

taille de la matrice = 128x128, FOV = 4x4cm2, bande passante = 140kHz et 80

répétitions.

Le script Matlab, utilisé dans les simulations, l’a été également pour le calcul des cartes de 

fraction de graisse et de T2* en utilisant de 3 à 10 échos. Des statistiques sur des régions 

d’intérêt ont été effectuées pour les cartes de fraction de graisse et de T2*.  

Figure 2: Fraction de la graisse (gauche) et T2* (droite) en fonction du nombre d’échos. 

Concernant la fraction de graisse, sa valeur diminue, pour toutes les crèmes, avec 

l'augmentation du nombre d'échos utilisés pour la reconstruction IDEAL. En ce qui concerne 
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l’estimation de T2*, sa valeur augmente pour toutes les crèmes avec l'augmentation du 

nombre d'échos, atteignant finalement une valeur plateau. C’est avec 3 échos que l’on a 

obtenu des valeurs de fraction de la graisse similaires à celles obtenues avec 2 points Dixon et 

3 points Dixon. La raison de la baisse de la fraction de graisse estimée pourrait être due au 

modèle de signal postulé dans l'algorithme IDEAL qui présuppose une valeur de T2* 

commune à l’eau et à la graisse [20]. Or récemment, de nouveaux algorithmes introduisent 

des temps de relaxation pour la graisse et l'eau (T2*F et T2*W) distincts, dans le but 

d'améliorer la quantification de la graisse. Les valeurs de T2*F et T2*W sont estimées par ces 

algorithmes, mais il n'y a pas de validation pour leur estimation finale, parce qu’il n'existe pas 

de vérité terrain pour ces quantités. 

 

Figure 3: Fantôme contenant de la crème laitière entière acquise en utilisant une faible largeur de 

bande passante en réception. Dans le centre et le panneau de droite, deux cercles sont dessinés sur les 

images IRM afin de faciliter la visualisation du signal séparé des protons de l'eau et de la graisse. 

 

Afin de dégager une vérité terrain pour T2*F et T2*W, on propose une méthode utilisant une 

faible largeur de bande passante en réception.  Cette vérité terrain pourra être utilisée pour 

la validation et l'amélioration des algorithmes de quantification de la de graisse. 

Pour calculer les temps de relaxation par une mesure directe, les images IRM ont été acquises 

avec une faible bande passante du récepteur afin de séparer les signaux de l'eau et de la 

graisse selon la direction de codage de fréquence. Les temps de relaxation ont été obtenus 

dans l'eau seule, dans la graisse seule et dans le mélange eau + graisse. Les 3 fantômes à base 

de crèmes laitières ont été à nouveau utilisés. Pour les mesures de T2*, 5 séquences d'écho de 

gradient décalés ont été combinés. Les paramètres d'acquisition étaient les suivants: 30 échos, 

11.7ms d’intervalle d'écho, un premier TE = 6, 8, 10, 12 et 14ms pour chacune des 5 

séquences. Toutes les images ont été acquises avec une taille de matrice = 256x256 et une 

bande passante de 25.2kHz.  
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Dans tous les fantômes, les valeurs de T2* des protons de la graisse estimées étaient 

significativement inférieures aux valeurs de T2* des protons de l'eau. De plus, les valeurs de 

T2* des protons de l'eau dans la crème épaisse légère étaient nettement inférieures à celles 

trouvées dans les crèmes fluide-entière et fluide-légère. Les mêmes tendances ont été 

observées sur des fantômes réalisés à partir d’émulsions. 

L'approche à faible bande passante en réception pour la mesure directe de T2*W et T2*F, où 

les protons de l’eau et de la graisse partagent le même microenvironnement, ne semble pas 

réalisable pour des mesures de tissus in vivo. Néanmoins, les valeurs de référence observées 

sur fantômes sont d'intérêt pour la validation des algorithmes ; de plus, la capacité de mesurer 

T2*W et T2*L sur fantômes représente certainement une étape importante vers le 

développement des  algorithmes robustes qui utilisent la double correction T2*.  
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Résumé - Chapitre IV 

Dans ce chapitre, les méthodes de quantification de la graisses et de T2* ont été appliquées 

sur des souris. 

Dans le cadre des modèles précliniques, seules quelques mesures quantitatives de lipides ont 

été rapportées dans la littérature, effectuées principalement par SRM. Un des inconvénients 

majeurs de l’approche SRM est son faible apport en information spatiale, limitée à un seul 

voxel d'intérêt. Comme avec la SRM, les approches d'IRM permettraient des mesures 

longitudinales sur les mêmes animaux, avec l'avantage cependant d’étendre l’estimation de la 

fraction lipidique à tout l'organe, voire au corps entier. 

Contrairement aux fantômes physiques, les souris respirent et peuvent bouger au cours de 

l'acquisition, conduisant à la formation d'artefacts de mouvements.  

Un paramètre de l’algorithme IDEAL est le nombre d'échos à déterminer pour une 

reconstruction optimale de la fraction de graisse et de T2*. Selon Hines et al. [22], il existe 

par exemple une excellente corrélation entre la fraction de graisse calculée avec la 

reconstruction à 6 échos et la fraction de graisse calculée avec la reconstruction à 15 échos, 

chez la souris, imagée avec une machine à 3T. 

Notre expérimentation a été réalisée sur des souris L-PK /c-myc, anesthésiées avec 2% 

d’isoflurane en oxygène (v /v). Pour la méthode de Dixon, trois séquences d’écho de gradient 

avec trois temps d'écho différents (1,45, 2,2 et 2,9 ms) ont été utilisées pour l’acquisition. En 

ce qui concerne l’algorithme IDEAL, trois séquences d’écho de gradient avec un premier 

temps d’écho égal à 1,37, 2,16 et 2,95ms, ont été acquises. L’intervalle entre les échos était 

égal à 2,37ms pour les trois séquences. Les images, acquises à partir de ces trois séquences, 

ont été combinées afin de créer une seule séquence (« la séquence effective » ) avec 

espacement d'écho égal à 0.79ms. 

 

 



  

 

22 

 

 

Figure 4: Schéma de la création de la ‘séquence effective’. Les 3 séquences avec un intervalle d’échos 

de 2.37 ms sont combinées pour obtenir une séquence avec un intervalle d’échos de 0.79 ms. 

 

Différentes analyses ont été effectuées afin d’étudier l’influence du nombre d’échos et de 

l’intervalle entre échos : 

- en utilisant les images de la première séquence (1er TE = 1,37 ms, intervalle d'écho de 

2,37 ms); 

- en utilisant les images de la séquence effective (1er TE = 1,37 ms, intervalle d'écho de 

0,79 ms); 

- en comparant les résultats d’IDEAL obtenus en utilisant 3, 6 et 15 échos de la 

séquence effective; 

- en comparant les valeurs du coefficient de variation (S/σ) des estimations de la 

fraction de graisse et de T2* obtenues avec les images de la séquence effective, en 

fonction du nombre d’échos; 

- en comparant les valeurs de la fraction de graisse obtenues en utilisant la méthode à 3 

points de Dixon et l'algorithme IDEAL avec la séquence simple et avec la séquence 

effective. 

A partir de ROI positionnées sur les cartes des fractions de graisse et de T2* dans le foie et 

dans les muscles, nous avons pu mettre en évidence les éléments rapportés dans ce qui suit. 
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Avec la séquence simple, nous avons constaté, dans les deux zones anatomiques, que la 

valeur de fraction de graisse augmente avec l'augmentation du nombre d'échos utilisés pour la 

reconstruction IDEAL et que les valeurs de T2* convergent quand on utilise un nombre 

croissant d'échos. 

Avec la séquence effective les valeurs estimées de la fraction de graisse et de T2* sont 

presque constantes dans les deux zones anatomiques. À faible nombre d'échos, les valeurs 

trouvées dans le foie sont légèrement plus élevées, mais cette différence tend à disparaitre 

avec les valeurs calculées avec un nombre élevé d'échos. Les valeurs obtenues en utilisant la 

séquence effective sont inférieures à celles trouvées avec la séquence simple. Dans les deux 

zones anatomiques, les valeurs moyennes (évaluées sur les ROI) de l’estimation de T2* 

atteignent un plateau pour un nombre élevé d'échos. Les valeurs moyennes et les écart-types 

sont plus élevées pour un faible nombre d'échos. 

 

Figure 5: Fraction de graisse en fonction du nombre d’échos utilisés pour la reconstruction IDEAL, 

calculé dans le foie (gauche) et dans le muscle (droite) 

 

Les reconstructions obtenues avec la séquence effective à 3, 6 et 15 échos ont été analysées 

plus en détail. Pour cela, des tests de Student ont été effectués pour les comparaisons des 

estimations de la fraction de graisse d’une part et de celles de la valeur du T2* d’autre part, 

calculées en utilisant 3, 6 et 15 échos dans IDEAL. Dans le foie, les valeurs de fraction de 

graisse ne diffèrent pas significativement pour différents nombres d’échos. Dans le muscle 

seules les valeurs calculées avec 6 et 15 échos sont similaires. Les valeurs pour l’estimation 

avec 3 échos étaient plus élevées. En ce qui concerne le T2*, les valeurs moyennes et les 

écart-types obtenus dans la reconstruction à 3 échos étaient trop élevés. Les valeurs T2* 

calculées pour les reconstructions à 6 et 15 échos étaient similaires dans le foie et le muscle. 
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Pour les deux séquences (simple et effective) nous recommandons d'utiliser un train d'échos 

court uniquement pour le calcul de la fraction de graisse.  

En effet, des erreurs dues à la différence de valeur entre T2* W et T2* F peuvent se produire 

en utilisant un nombre élevé d'échos.  

A contrario, le choix d'utiliser un train écho long pour calculer les valeurs de T2* est 

recommandé. 

Le coefficient de variation a été calculé pour chaque ROI positionnée sur les cartes des 

fractions de graisse et de T2*. Pour chaque nombre d'échos (utilisés pour la reconstruction 

IDEAL) et pour chaque souris, des coefficients de variation ont été calculés dans chaque ROI. 

Pour chaque région anatomique ont été calculés la moyenne des coefficients de variation et 

leur écart type. En ce qui concerne la fraction de graisse, aucune tendance n’a été observée 

dans le foie et dans le muscle. Les valeurs du T2* dans le foie atteignent une valeur minimale 

entre 12 et 15 échos. De même les valeurs de T2* dans le muscle diminuent avec 

l'augmentation du nombre d'échos. 

Les valeurs de l’estimation de T2* correspondant aux niveaux des plateaux pour les 

séquences simples (entre 6 et 12 échos) et effectives (entre 10 et 20 échos) ont été comparées 

avec un test de Student : on en a déduit que ces valeurs sont comparables.  

En ce qui concerne la fraction de graisse, les valeurs calculées pour les deux séquences avec 

l’algorithme IDEAL (avec 3 échos) ont été comparées à celles obtenues avec la méthode à 3 

points de Dixon. Dans le foie toutes les mesures de la fraction de graisse sont comparables. 

Dans le muscle, les valeurs de la fraction de graisse sont comparables à condition d’utiliser la 

séquence effective.  
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Résumé - Chapitre V 

Dans ce chapitre, on présente une méthode de génération d’un signal de référence (Fat ViP 

MRI). Le fantôme virtuel (VIP [23]) pour l'imagerie par résonance magnétique (IRM) est une 

méthode pour générer des signaux de référence, sans l'aide d'objets physiques. Cette méthode 

représente l'extension de la méthode ERETIC [24] (largement utilisé dans la spectroscopie) à 

l'IRM. ViP IRM fonctionne de la manière suivante: étant donné un fantôme numérique 

(spécifié dans l’espace k), un générateur de forme d'onde convertit les lignes de l'espace k en 

un signal radiofréquence (signal VIP) qui est transmis à l'appareil d'IRM par une bobine RF. 

Le scanner IRM enregistre simultanément le signal de ViP simultanément et le signal de 

l'objet d'intérêt. Dans l’article de Saint Jalmes et al., [23] il a été montré que le VIP IRM 

pourrait remplacer les fantômes de gel d'agar, en utilisant des images d’amplitude. L'objectif 

de l’étude est de tester la faisabilité de la méthode ViP IRM pour générer en amplitude et en 

phase des images qui simulent les systèmes eau-graisse. Nous avons réalisé des acquisitions 

IRM d’un fantôme physique (crème entière) couplé avec un fantôme virtuel puis elles ont été 

analysées avec l’algorithme IDEAL.  

Un programme en Matlab qui permet de simuler des signaux MR a été élaboré : il permet de 

choisir le pourcentage de la fraction de graisse, le temps d'écho, le nombre d'échos et le temps 

de relaxation (T2*) pour chaque fantôme et de créer une carte de champ de forme arbitraire. 

Les images numériques ont été converties en leurs représentations dans l'espace k, 

transformées en amplitude et en phase RF pour être présentées en entrée du générateur de 

forme d'onde (Redstone Tecmag Inc. Houston TX, USA) et transmises au scanner IRM par 

une bobine RF. Les paramètres des images simulées étaient comme suit: T2* = 20ms; TE = 

1.4, 3.8, 6.2 et 8.6ms.  

Les images d’écho de gradient ont été acquises avec les mêmes TE que ceux des images 

numériques. Toutes les données numériques et expérimentales ont été traitées avec un codage 

en Matlab de l'algorithme IDEAL. 

 

Différents fantômes ont été conçus:  
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1) un fantôme circulaire avec une fraction de graisse = 20% et T2* = 20ms pour tester la 

faisabilité de la méthode VIP. Après traitement des images IRM on mesure un T2* égale à 

23,7 ± 0,5ms et une fraction de graisse égale à 21,9 ± 0,2%. 

2) Un fantôme circulaire avec deux formes pour les cartes de champ (une forme parabolique 

et une forme linéaire) pour tester la capacité de bien reproduire les cartes de phase. Les cartes 

de champs calculés à partir des données expérimentales étaient en bon accord avec celles qui 

étaient simulées. 

3) Trois fantômes circulaires avec une fraction de graisse différente (10%,  20% et 30%) pour 

tester la faisabilité de la ViP IRM en présence d’un objet réel contenant de crème entière. Les 

valeurs obtenues dans les fantômes sont pour la fraction de graisse de 10,5 ± 1,9%, 20,3 ± 

1,6% et de 30,4 ± 1,2%, et sur la carte de T2 *, 20,6 ± 2,6ms, 26,5 ± 4.1ms et 21,2 ± 1,2ms. 

L'un des principaux résultats de cette étude est l'excellent accord entre les cartes de phase 

expérimentales et simulées. La capacité de générer des fantômes virtuels avec une phase 

donnée, afin de fournir une valeur de référence de phase sur une image RM, pourrait être 

d'intérêt, non seulement pour les techniques de décomposition graisse-eau, mais aussi pour 

d'autres techniques qui exploitent les informations de phase des images RM.  

À ce jour, seul un nombre restreint d'études ont mis l'accent sur le développement de signaux 

de référence en IRM. La principale différence entre ViP IRM et les approches proposées 

précédemment est que dans ViP IRM il n’est besoin d’utiliser aucun composant du scanner 

RM pour générer le signal du fantôme virtuel. Ainsi la méthode ViP IRM peut être utilisée sur 

les appareils d'IRM de différents types.  
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Conclusions et perspectives 

Cette thèse est une contribution à la quantification de la fraction de graisse et à son 

optimisation pour des mesures in vivo. Les méthodes de Dixon et l'algorithme IDEAL, 

préalablement évaluées en simulation numérique, ont été utilisés pour les mesures des 

fractions de graisse et de T2* sur des fantômes physiques et chez la souris in vivo. Les 

mesures IRM ont été effectuées sur un scanner RM pour petits animaux à 4.7T. Tout d'abord, 

concernant l’acquisition des données, les images RM des fantômes et des souris ont été 

acquises en 2D. L'idée est d'acquérir des images du corps entier en 3D pour le calcul de la 

fraction de graisse et T2*. Ceci impliquera le développement et l'optimisation de séquences 

IRM spécifiques aux scanner à 4.7T. Ensuite, concernant le traitement des données, dans cette 

thèse il a été supposé que le signal généré suivait un modèle classique, avait une décroissance 

exponentielle dans le domaine temporel et une nature Lorentzienne dans le domaine 

fréquentiel. Cette modélisation pourrait être inadéquate en présence de grandes 

inhomogénéités de champ magnétique. Dans ce cas-là, un modèle Gaussien doit remplacer le 

modèle Lorentzien, comme cela a été montré dans des travaux récents sur le cerveau. Cet 

aspect n’a pas encore été abordé dans le cadre des mesures simultanées de la graisse et du 

T2*. Enfin, des valeurs de référence sont nécessaires pour confirmer les résultats de la 

fraction de graisse et T2* obtenus chez la souris dans le foie et dans le muscle. La biopsie sera 

un moyen direct pour mesurer la fraction de graisse. Une autre façon d’effectuer cette mesure 

peut être d'acquérir des spectres avec différents temps d'écho pour la rendre indépendante du 

temps de relaxation T2. 
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Introduction 

In recent years there has been a growing interest in fat metabolism in the field of obesity, 

diabetes, food science, toxicology and exercise physiology, both in the clinical and research 

settings. Obesity is currently at epidemic proportions and in 2005, worldwide, 1.6 billion 

adults were overweight with 400 million being classified as obese [1]. It is noteworthy that 

besides the lack of exercise and increased food intake, different drugs are also able to favour 

obesity in a great number of patients. 

These levels of obesity are associated with increasing morbidity and mortality connected with 

many diseases including type-2 diabetes, hypertension and non-alcoholic fatty liver disease 

(NAFLD). In particular, a dramatic increase of type-2 diabetes is observed nowadays, fuelled 

by the obesity increase: 190 million people affected worldwide, with the number of patients 

expected to reach 300 million in 2025 [2] 

Therefore, it is essential to develop tools that would allow for precise and non-invasive 

assessment of fat. Specifically, of particular interest is the quantification of fat in liver and 

skeletal muscle. 

Muscle tissue contains intracellular fat (intramyocellular lipid, IMCL) which are stored as 

spherical droplets in muscle cells, and extramyocellular lipids (EMCL), which are located in 

long fatty septa of laminar shape, along muscle fibers [3], [4]. Accumulation of both types of 

fat has been observed in many pathologies [5], [6]. Liver tissue contains intra-hepatocellular 

lipids (IHL) [7]. Increased levels of IHL (i.e. steatosis) are associated with insulin resistance 

and type-2 diabetes. Although hepatic steatosis is a benign condition in the short term, it can 

progress in some patients to steatohepatitis (NASH) and even cirrhosis after several years. 

Like obesity, several drugs such as amiodarone, tetracycline, methotrexate and acetaminophen 

are also able to favor fat accumulation in liver. 

There are a number of methologies employed for quantification of fat [8]. For many years, 

biochemical and histochemical analyses of biopsies have been the gold standard for the 

assessment of fat content in liver and muscle. Furthermore, measurements of droplet radius (~ 

micrometers) of the IMCL can also be performed with electron microscopy in ultrathin slices 

(~0.1µm) of biopsy samples. However, biopsies are invasive and, in addition to patient 

discomfort, there is always a risk of complications. Therefore, biopsies are not well suited in 
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longitudinal studies, i.e. for monitoring of disease progression or assessment of therapy 

efficacy. 

In vivo quantification of fat can be performed with Computerized Tomography (CT). CT is an 

imaging methodology that measures the absorption of x-rays in tissues. CT generates images 

where different tissues can be distinguished on the basis of their absorption/attenuation 

characteristics, which depend on tissue density and chemical composition. Since the decrease 

in attenuation is a linear function of increasing fat content, it is possible to measure fat 

content. However, the radiation exposure – although relatively low – is still a risk factor and 

represents a limiting factor in the longitudinal studies. 

In recent years, Magnetic resonance (MR) techniques, 1HMR spectroscopy and imaging, have 

emerged as the method of choice for non-invasive assessment of fat content in liver and 

muscle [9]–[13]. MR is a methology that measures the signal emitted by the magnetic spin of 

1H in water and fat and it allows to assess separately the contribution of water and fat by 

exploiting their differences in resonance frequency.  

The aim of the current thesis is to develop state-of-the-art Magnetic Resonance Imaging 

(MRI) methodology for fat quantitation on a preclinical 4.7 Tesla MRI scanner. 

The thesis is structured in 5 chapters: 

7. in the first chapter, the basis of Magnetic Resonance Imaging are introduced;

8. in the second chapter, two methods of fat quantification (Dixon’s method and IDEAL

algorithm) are presented. Moreover simulations were performed to study the IDEAL

algorithm;

9. in the third chapter, the methods of fat quantification are applied to MR images of

physical phantoms;

10. in the fourth chapter, the methods of quantification are applied to images acquired on

mice;

11. in the fifth chapter, the method for generating reference signal for fat-water systems

(Fat ViP MRI method) is presented.
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Chapter I 

Introduction to Magnetic Resonance Imaging (MRI) 

1.1 Magnetic Resonance 

The Nuclear Magnetic Resonance (known also as NMR) is a technique which makes use of 

the magnetic field, generated by nuclei in resonance when an external magnetic field is 

employed. For realizing this physical phenomenon, nuclei with an intrinsic magnetic moment 

are necessary: the spin. Examples of nuclei with non-zero spins employed in the NMR are 1H, 
13C, 15N, 19F, 23Na and 31P. Most common NMR scanners make use of the proton (1H) 

magnetic resonance, principally contained in water molecules. From the quantum mechanics 

theory, the magnetic quantum number �� that protons can have when an external magnetic 

field �0 (suppose in z-direction) is applied are ½ and –½ hence, the z-components of the 

magnetic moment �⃗ (��) are 

�� =
12 �ℏ (for spin-up nuclei) 

�� = − 12 �ℏ     (for spin-down nuclei) 

where �  is gyromagnetic ratio (for hydrogen atoms is equal to 267.52MHz/T) and ℏ is the 

constant of Planck (h = 6.6 x 10-34 J ⋅s) divided by 2π. The magnetic moments relative to the 

nuclei, which pointed in random direction before the application of � 0, align along the 

direction of � 0. Moreover, the external magnetic field � 0 produces the rotation of all 

magnetic moment �⃗ explained by the Larmor equation �0�����⃗ =  
−��0����⃗

2��  (Figure 1.1). For 

better understanding the mechanism of an aggregate spin system let ���⃗  the bulk magnetization 

vector, defined as ���⃗ =  ∑ �����=1 where �� is the total number of the spin. The bulk 

magnetization vector ���⃗  can be calculated from the Boltzmann relationship. Let 
�↑�↓ =

exp �Δ���� the Boltzmann relationship, where �↑ represents the number of spin-up nuclei, �↓ 
the number of spin-down nuclei, Δ� the energy difference between the two spin systems 

(Δ� = �ℏ�0), � the Boltzmann’s constant (1.38 x 1023J/K) and � the temperature of the spin 

system.
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Figure 1.1: Precession of the magnetic moment of a proton under effect of an external magnetic field �0. 

Omitting the mathematical steps the magnitude of ���⃗  can be written as 

|�| =  
�2ℏ2�0��

4��  (1.1) 

The magnetization vector ���⃗  is parallel to �0, and is proportional to the total number of 

nuclei �� and the magnetic field strength �0, and inversely proportional to the spin system 

temperature �. The transversal component of ���⃗  is zero since the magnetic moment 

components on the xy plane have not phase coherence.  The fraction of nuclei which 

contributes to |�| is low in fact, using �0 = 1T and � = 25°C the fraction is 3 in a million.  

A radiofrequency pulse (the �1 RF pulse or excitation pulse), applied perpendicularly to the �0 magnetic field, is able to tip the bulk magnetization toward the xy plane. The bulk 

magnetization transversal component ��� is generated, phasing the transversal components of 

magnetic moments [14] (Figure 1.2).   
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Figure 1.2: (Top) Hydrogen nuclei system under effect of an external magnetic field �0. The 

transversal component of ���⃗  is zero since the magnetic moment components on the xy plane have not 

phase coherence. When the excitation pulse is applied on the hydrogen nuclei system, their magnetic 

moments are aligned, creating a transverse bulk magnetization ���.  

The angle between the bulk magnetization and the magnetic field �0 (i.e. in the z-direction) is 

named flip angle α (Figure 1.3a). The flip angle is function of the duration, shape and 

magnitude of the pulse and is given by 

� =  ∫ ��1(�)���0 =  ∫ ��1(�)���0     (1.2) 

where t is the duration of the pulse. An excitation pulse with sinc shape corresponds in the 

Fourier transform to a rectangular function (Figure 1.3b). If �1 has a rectangular shape, the 

resulting flip angle is equal to � =  ��1� =  ���1                                                             (1.3) 

The evolution of the bulk magnetization is described by the Bloch equation, explained in the 

next paragraph. 
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Figure 1.3: a) The magnetization vector is tipped toward the x-y plane in presence of the excitation 

pulse. b)  A B1 RF pulse with sinc shape corresponds in the Fourier transform to a rectangular 

function 

1.2 The Bloch equation 

The excitation pulse makes turn the bulk magnetization ���⃗  in the transversal plane, it rotates 

in this plane while it comes back to its equilibrium in the longitudinal direction. The time-

depending equation which describes the bulk magnetization motion after the excitation is 

described with the following equation by Felix Bloch [15]:  

��(�)���������⃗�� =  ��(�)���������⃗  ×  �(�)��������⃗ −  
��(�)�⃗ +  ��(�)�⃗ �2∗ −  

(��(�) −  ��0)��⃗�1  (1.4) 

where ��0 is the value of  ���⃗  in presence of the �0 only and �2∗ and �1 are named spin-spin and 

spin-lattice relaxation times, respectively. The Bloch equation could be divided in 3 

components:  

⎩⎪⎪⎨
⎪⎪⎧����� =  ���(�)���������⃗  ×  �(�)��������⃗ �� −  

��(�)�2∗  ����� =  ���(�)���������⃗  ×  �(�)��������⃗ �� −  
��(�)�2∗        (1.5)����� =  ���(�)���������⃗  ×  �(�)��������⃗ �� − (��(�) −  ��0)��⃗�1
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and define ��� =  �� +  ���.   (1.6) 

It is possible to demonstrate that, in the Larmor frequency rotating frame, the term:  

���(�)���������⃗  ×  �(�)��������⃗ � = 0.  (1.7) 

So, calling x’, y’ and z’ the axis in the rotating frame and grouping the first 2 equations of the 

system equations, it could be written in the following form: 

⎩⎪⎨
⎪⎧ ���′�′(�)�� =  −��′�′(�)�2∗���′�� =  −  

(��(�) −  ��0)��⃗�1 .

 (1.8) 

The solutions of these two first-order differential equations are respectively: 

��′�′(�) =  ��′�′(0)�−� �2∗�
 (1.9) 

��′(�) =  ��′(0)�−� �1� +  ��′0 �1 − �−� �1� �  (1.10) 

where ��′(0) represents the value of the longitudinal magnetization immediately after the RF 

pulse. Hence �2 represents the time necessary to ��′�′ to reach the 33% of the initial 

transverse magnetization value ��′�′(0). Simultaneously, �1 represents the time necessary to ��′ to recover the 66% of the longitudinal magnetization value at equilibrium ��0. The �1 and �2∗ relaxation times depend on several factors: 

- Structure and composition of the tissue or object to study; 

- �0 magnetic field; 

- Surrounding structures. 

In Figure 1.4, the trajectory of the magnetization ���⃗  is illustrated. 
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Figure 1.4: Trajectory performed by the bulk magnetization after having tipped toward the x-y plane. 

The bulk magnetization returns to the equilibrium along the z-axis, rotating in the xy plane. 

The equations can be written in the laboratory frame  

���(�) =  ���(0)�−� �2∗�
 �−���   (1.11) 

��(�) =  ��(0)�−� �1� +  ��0 �1 − �−� �1� �  (1.12) 

where the factor �−��� takes in account of the rotation of the magnetization vector in the 

transverse plane. So ���⃗  rotates at Larmor frequency, losing the ��� component and 

recovering the longitudinal magnetization ��. 

1.3 MRI Pulse sequence 

The MRI pulse sequence is a scheme which summarizes all the pulses and gradients used for 

acquiring the MR images. The pulse sequence is composed by 2 parts: 

- The RF excitation pulses, which are necessary for obtaining the magnetic resonance 

effect; 

- The spatial encoding gradients, which are necessary for selecting the interested area to 

acquire. The spatial information is given by the inverse Fourier transform of the k-

space, built using phase and frequency encoding gradient.  
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The information about the shapes and durations of the pulses and gradients employed for 

acquiring the MR images are represented in the MRI pulse sequence. There exist three types 

of gradients and they will be explained in the current section. 

1.3.1 Slice selection gradient 

The RF pulse excites the interested area to analyze. The slice thickness ∆� of the area to 

analyze is connected with the bandwidth of the RF pulse ∆� and the gradient strength from 

the relation 

∆� =  
∆����  (1.13) 

where � is the gyromagnetic factor (267.58MHz/T for hydrogen atom) and G�  the gradient 

strength in the z direction (the one orthogonal to the slice of interest). In Figure 1.5 a scheme 

of this mechanism is illustrated.   

Figure 1.5: Scheme of the mechanism for selecting the slide to analyze. The object, under effect of a 

gradient �� is excited by the excitation pulse. The slice thickness depends on the bandwidth ∆� of the 

pulse and on the gradient strength. 

1.3.2 Phase encoding gradient  

After the excitation due to the RF pulse, the phase encoding gradient is applied along a 

direction orthogonal to �� (i.e. ��). With the phase encoding gradient ��, the phases of the 

magnetization vectors (aligned after the action of the excitation pulse) along the y axis are 
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linearly varied (Figure 1.6). In this way for each y position a phase is associated. The process 

is repeated for each repetition time depending on the chosen y matrix size.  

Figure 1.6: The phases of the magnetization vectors along the y-direction are linearly varied under 

effect of the phase encoding gradient �� 

The phase �(�) accumulated by the magnetization vector along the y-direction is given by the 
following equation �(�) = �����           (1.14) 

where y is the position, t the time and �� the gradient along the y-direction. 

1.3.3 Frequency encoding gradient 

The frequency encoding gradient is applied on the third dimension (x-direction) for allowing 

the spatial localization of the signal.  It is called readout gradient as well, in fact the gradient �� is active when the signal is collected. Similarly to the phase encoding gradient, the 

frequency encoding gradient is applied along the x axis to linearly vary the frequency (Figure 

1.7). Thus, for each x position a frequency � is associated (Figure 1.7).  Along the x 

direction, the frequency � is equal to �(�) =  �0 +  ����  (1.15) 

and the magnetic field � =  �0 +  ���                                                               (1.16) 

The scheme of the three gradients applied for the spatial localization is illustrated in Figure 

1.8. 
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Figure 1.7: Similarly to the phase encoding gradient, the frequency encoding gradient �� varies the 

magnetization vectors along the x-direction. The blue areas within the circles indicate the area 

covered by each magnetization vector in the unit time. The areas increase along the x-direction.  

Figure 1.8: Scheme of the action of the three gradients along the three directions. �� determines the 

slice thickness (with the bandwidth of the B1 RF pulse), �� the dephasing �� along the y-direction, �� 

the new Larmor frequencies �� along the x-direction.      

1.3.4 K-space 

The signals with the phase and frequency information are used for filling the k-space matrix. 

The element (kx,ky) of this matrix are calculated as 

��� =  ����/2��� =  ����/2�   (1.17) 
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where � is the dwell time (1/BW, where BW is the receiver bandwidth) and t the duration of 

the phase encoding gradient. For acquiring more k-space lines, the excitation pulse and the 

gradients are repeated ��ℎ times where ��ℎ is the sample number in the phase encoding 

direction.  The time between two excitation pulses is called repetition time (TR). Thus after a 

TR a k-space line is acquired. The time between the excitation pulse and the frequency 

encoding gradient is the echo time (TE). The elements on the frequency encoding direction 

are acquired at each dwell time at the opening of the analog-to-digital converter (ADC). The 

ADC window is opened when the frequency encoding gradient is active. In Figure 1.9 an 

image representing the acquisition of the k-space is shown.  

Figure 1.9: K-space acquisition. Each line is acquired in a repetition time TR, when the ADC window 

is opened. The ADC is opened when the frequency encoding works. Each pixel will contain the signal 

sampled in a dwell time �. This procedure is repeated depending on the sample number in the phase 

encoding direction.   

At the end of the k-space acquisition, the 2-D fast Fourier transform is calculated for 

converting the image from the frequency domain to the spatial domain. 

1.3.5 Spoiled gradient echo sequence 

The spoiled gradient echo sequence allows to acquire images in rapid procedure. Differently 

from the spin echo sequences, the gradient echo sequence allows to use flip angle lower than 

90° reducing the repetition time TR and, hence, the acquisition time ( =  ��ℎ ∗ �� ∗  ��� 
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where ��� is the number of averages, used for increasing the signal-to-noise ratio). The 

gradient echo is originated by switching the frequency encoding gradient which, firstly 

dephases the magnetization vectors, then it changes the polarity for refocusing the 

magnetization vectors. In Figure 1.10 the scheme of the formation of the gradient echo is 

represented. From the time 0 to τ  the frequency encoding gradient is turned on for dephasing 

the magnetization vectors. At time τ there is the maximum dephasing between the 

magnetization vectors. From time τ and 3τ the frequency encoding gradient reverses the 

polarity keeping the same amplitude and makes rephase the magnetization vectors. At instant 

2τ, the magnetization vectors are realigned: at this instant the signal is maximum. After the 

instant 2τ the magnetization vectors continue dephasing until arriving to instant 3τ where the 

spins reach the maximum dephasing. The analog-to digital converter (ADC) is open from the 

instant τ to 3τ.  

Figure 1.10: Formation of the gradient echo. The frequency encoding gradient firstly dephases the 

transverse magnetization vectors, and then the gradient reverses the polarity. When the frequency 

encoding reverses the polarity, the ADC window is opened and begins to acquire the signal. 

At last a spoiled gradient destroys the remaining transverse magnetization. After having 

explained the principle of the formation of the echo in gradient echo sequences, the 

chronogram in Figure 1.11 could be shown. Multiple lines are represented for examining the 

shape and the duration, slice, phase and frequency encoding gradients and the excitation 

pulse. 
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Figure 1.11: Spoiled gradient echo sequence. The shape and duration of the gradients and excitation 

pulses are indicated here. 

In gradient echo sequence, the signal equation (S) is 

�(��,�,��) = ��0 sin(�) �−�� �2∗�
  

�1−�−�� �1� ��1−cos(�)�−�� �1� �  (1.18)     

where K is a constant depending on the sensitivity of the receiver, �0 the amplitude of the 

signal, � the flip angle, �� the echo time, �2∗ the spin-spin relaxation time, �� the repetition 

time and �1 the spin-lattice relaxation time. �1 and �2∗ depend on the MR proprieties of the 

object to examine, whereas ��, � and �� are the sequence parameters chosen by the user. 

1.4 Fat signal 

Thanks to the use of the 1H magnetic resonance imaging, the signal deriving from the 

hydrogen atoms is mapped. This technique allows to have an idea of the distribution of water 

molecules in subjects. An external magnetic field causes the rotation of the hydrogen 

magnetic moments with a frequency determined from the Larmor equation. Nevertheless, 

hydrogen atoms are largely contained in fat molecules as well. In Figure 1.12 (top), the 
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triglyceride molecule is illustrated: it is composed by carbon, oxygen and hydrogen atoms. 

However, fat hydrogen atoms have different precession respect to the water hydrogen atoms. 

The reason of the different precession is due to the different chemical species (i.e. water and 

fat) which have different Larmor frequencies. Moreover, the Larmor frequency changes for 

different assignments of the fat chain (Fig. 1.12, below), which have different amounts of 

electron shielding. 

Figure 1.12: (Top) Structure of the triglyceride molecule, composed by carbon, oxygen and hydrogen. 

Depending on the different assignments of the fat chain, the Larmor frequencies for the hydrogen 

nuclei are different. The localization of each fat peak is illustrated in the table below. 

In Figure 1.13 a spectrum of a cream containing water and fat is illustrated. At 4.7ppm the 

peak relative to the water hydrogen signal is located. The fat spectrum is composed by 

multiple peaks principally situated on right (al lower ppm) respect to the “water peak”. The 

primary fat peak is off from the water peak of 3.4ppm (at 4.7T about 700Hz and include in it 

about the 70% of the fat signal).  
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Figure 1.13: Spectrum of the water and fat (triglycerides). The water peak is positioned at 4.7ppm. 

The primary fat peak is off from the water peak of 3.4ppm (at 4.7T about 700Hz). The fat spectrum is 

composed by other smaller peaks which resonate at different frequencies. The positions of these last 

peaks are indicated with green arrows 

1.5 Choice of the repetition time TR, TE and flip angle in the MRI 

acquisition 

The repetition time TR and flip angle � influences the signal intensity of the images to 

acquire. Morphological and physiological information, useful for clinicians and researcher, 

depend on the combination of TR and flip angle. For studying the effects of these two 

parameters, it is necessary to analyze the form of the signal equation. In the gradient echo 

sequence, the signal S is described by Equation 1.18. This equation is valid for a single 

chemical specie: instead, in case of multiple chemical species (for example water and fat) the 

equation should take in account of multiple �1 and �2∗ values. In this scenario, water and fat 

signals are separately calculated with the Equation 1.18 (with the respective values), and then 

the total signal is summed using the respective values. Reminding the constraint ��<��, the 

MR sequence parameters shown in the Equation 1.18 (��,�,��)  are chosen in function of 

the type of study to effectuate. In the next paragraph the different kind of images are 

explained in detail. 
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1.5.1 Weighted images 

Considering the complete knowledge of the MR properties of the object to examine, clinicians 

and researcher investigate on 3 types of images containing the signal information described in 

the aforementioned equation: 

- �1 weighted images: the user chooses a TR and flip angle values in way to exploit the 

terms �−�� �1� , sin(�) and cos(�). In this acquisition, the longitudinal magnetization is

not totally recovered and the chemical species having shorter �1 (fat) has a higher 

signal than the one having longer �1  (water). In fat-only zones, the fat results brighter 

respect to water in water-only zones.  

- �2∗ weighted images: the user chooses long TR and TE values in way to exploit the 

terms �−�� �2∗�
. In this acquisition, the chemical species having shorter �2∗ has a higher

signal than the one having longer �2∗.  
- Proton density images: in this acquisition, the longitudinal magnetization is 

completely recovered and the images show the no weighted signal coming from the 

sum of different chemical species. For having this kind of images, a combination of 

short TR and low flip angle, or long TR are used. Hence the real relationship between 

fat and water is only achieved with this configuration. 

For fat fraction measurements, different types of images could be acquired: if proton density 

images and �2∗ weighted images are acquired for calculating fat fraction, this last is called 

proton density fat fraction (if the algorithm which use this kind of images take in account of 

the �2∗ relaxation effect). Instead, the �1 weighted images transfer a �1 bias on the fat fraction 

measurement, due to the �1 value of fat shorter than the water one. It means that in presence 

of �1 bias the fat fraction is overestimated and it depends on the amount of fat content. For 

minimizing the �1 bias, two solutions are proposed: the first one consists to choose a long TR 

in way to recover the longitudinal magnetization, the second one focus on taking a 

combination of short TR and small flip angle. An example of �1 and �2∗ weighted images 

could be better explained looking at plots in Figure 1.14, respectively. Water and fat have 

different �1 and �2∗ values and the choice of the repetition time and echo time to acquire the 

image is essential. On the left of Figure 1.14, a plot representing the recovery of the 

longitudinal signal for fat (green curve) and water (blue curve) after the excitation pulse 

versus the time is shown. After the excitation pulse, the water and fat longitudinal signals, 

starting from 0, increase with (1−  �−�� �1� ). Since �1 of fat is shorter than the water one, the
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longitudinal signal of fat increase faster until it arrives at plateau before the water signal. 

Hence, considering the water and fat content equal, the green curve, relative to fat signal is 

always on top: at any moment the image is acquired, the fat-only zones are always brighter 

(without considering the �2∗ effect)  than the water ones. For avoiding the �1 bias, the image is 

acquired at short TR (and low flip angle, before the separation of the two curves) or at high 

TR (when the longitudinal signal is completely recovered, or almost, for both chemical 

species). Obviously, for improving the signal-to-noise ratio, it is necessary to increase the 

number of averages. Another solution could be to take the image with a certain TR and flip 

angle such that the longitudinal signals are recovered.  On the right of Figure 1.14, a plot 

representing the loss of transversal signal for fat (green curve) and water (blue curve) after the 

excitation pulse versus the time is shown. 

 

Fig.1.14: (Left) Plot of the longitudinal magnetization versus the time. The longitudinal magnetization 

is recovered with the increasing of time depending on the �1. In this plot the water (blue curve) and fat 

(green curve) longitudinal magnetizations are represented. (Right) Plot of the transversal 

magnetization versus the time. The transversal magnetization is lost with the increasing of time 

depending on the �2∗. In this plot the water (blue curve) and fat (green curve) transversal 

magnetizations are represented.  

 

After the excitation pulse, the water transversal signals, starting from their maximum signals, 

decrease with �−�� �2∗�
. If there are the same fat and water content but different �2∗ values 

(considering �2∗ for fat shorter than the water one) the fat curve is always below the water one. 

For avoiding the �2∗ bias, the image is acquired at short echo time. Theoretically, the image 

could be acquired at high echo time as well but the signals are really smaller respect to the 

first case. The solution could be to acquire more averages to increase the SNR but the 

acquisition time increases too much, without bringing any advantage respect to the first case.  
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1.5.2 Ernst angle 

Researchers acquire �1 weighted images in order to improve the SNR, and the �1 bias is 

corrected a posteriori knowing the �1 of fat and water. For increasing the SNR, a solution 

commonly used in literature is to employ the Ernst angle. The Ernst angle represents the angle 

in relation of a specific TR in which the SNR of an image MR is maximum. Considering the 

Equation 1.18 and calculating the angle for which the signal is maximum, the equation is 

derived for α and the result is the following relation � = ������ ��−�� �1� �                                                    (1.19) 

Hence, the only request for knowing the Ernst angle is to know the �1 of the chemical species 

to analyze. The image acquired with the Ernst angle is �1 weighted if  �� < 3 ∗ �1                                                                (1.20) 

i.e. it does not recover over the 95% of the longitudinal signal. 

 

1.6 Magnetic field inhomogeneity 

Magnetic moments �⃗ under effect of an external magnetic field �0 rotate with frequency �0�����⃗ =  −��0����⃗  . Vendors offer MR scanners at different magnetic field and the most common 

are 1.5 and 3T. However when an object is inserted in the scanner bore, the magnetic field 

lines are deflected. These deflections cause an inhomogeneity in the magnetic field. The 

magnetic field inhomogeneity smoothly changes the Larmor frequency at different spatial 

locations. After the action of the excitation pulse, the magnetic field inhomogeneity causes 

the rotation of the bulk magnetization in different way on each area; only along the 

isopotential lines (the lines where the magnetic field inhomogeneity are equivalent) the 

Larmor frequencies are equal. After a time t from the excitation pulse, on each area, a phase 

between the magnetization vector (with the new Larmor frequency) and the magnetization 

vector with 0 magnetic field inhomogeneity (with the Larmor frequency relative to the 

magnetic field of the scanner) is accumulated. The phase information is transparent in 

magnitude images but the complex data, constituted by real and imaginary information, are 

not. In Figure 1.15 (left) an example of magnetic field inhomogeneity map (or field map) 

calculated treating in appropriate way the phase or, similarly, the complex images. Multi-
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gradient-echo images were acquired with a scanner with 4.7T magnetic field. In Figure 1.15 

right, the values in Hz along a vertical profile drawn on the field map are plotted. The range 

of values of the field map is about [-100Hz, 400Hz], hence 500Hz in difference between 

maximum and minimum values.  

 

Figure 1.15: (Left) Field map calculated using the phase information. (Right) Vertical profile of the 

values drawn on the field map.  

 

Now we calculate the magnetic field necessary to obtain 200Hz of value in the field map. The 

magnetic field employed was 4.7T and the Larmor frequency associated is 200MHz, whereas 

the magnetic field associated to 200Hz is 4.7 ∗ 10−7T. Thus for generating a value of 200Hz, 

using a scanner at 4.7T, an additional magnetic field of strength 4.7 ∗ 10−7T is required. In 

order of magnitude, the magnetic field inhomogeneity is 7 times smaller than the magnetic 

field �0. 

In the next paragraph, the effect of the magnetic field inhomogeneity on the phase maps, the 

phase wrapping, is discussed. 

 

1.6.1 Phase wrapping 

The range of values of a phase map is [-π; π] and their values smoothly change. However, if 

in a region, the phase exceeds one of these values, the problem of phase wrapping comes out. 

In other terms, between two adjacent regions, a phase discontinuity equal to 2π exists.  Thus 

the continuity of the values in this scenario is lost. In Figure 1.16 an example of phase 

wrapping on the same image illustrated in Figure 1.15 is shown. The values on the profile 
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drawn on the image illustrated the jump between two regions in proximity of each wrap. In 

this case, the phase map needs to be corrected with phase unwrapping algorithms to be used.  

 

 

Figure 1.16: (Left) Phase map relative to the MR image acquired: the map is not smooth in fact the 

vertical profile of the values drawn on the map shows discontinuity in proximity of each wrap. 

1.7 Magnetic susceptibility 

Experimentally, there exists a linear relation between the magnetization vector ���⃗  and the 

magnetic field �0����⃗ . The constant between these two physical quantities depends on the 

magnetic proprieties of the substance. The relation is ���⃗ = (1 + ��)�0����⃗                                                               (1.21) 

where �� is the magnetic susceptibility of the substance. In according to the values that �� 

could have, 4 types of substances with different magnetic behavior occur: 

- Diamagnetic behavior: these substances are characterized by a negative value of ��. 

The order of magnitude reached by �� is 10-6; 

- Paramagnetic behavior: �� is positive and in the order of magnitude 10-5; 

- Ferromagnetic behavior: �� is positive and achieves large values, normally higher 

than 102; 

- Superparamagnetic behavior: the small ferromagnetic particles are part of an 

intermediate class which exists between the paramagnetic and ferromagnetic 

behaviors. 
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The effect of two different magnetic susceptibilities is visible in the field map as well. In 

Figure 1.17 the same plot shown in Figure 1.15 is illustrated more in detail. The object 

contained water and vinegar and, the profile of the values show a jump in the proximity of the 

separation between water and oil.  

 

Figure 1.17: Profile of the values shown in Figure 1.15. The arrows show the jump of values passing 

from the oil to the water.  
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Chapter II  

Water-fat separation with chemical shift imaging 

techniques 
 

2.1 Introduction 

MRI methods for fat quantification are based on the principle of chemical shift imaging [16]. 

In the H1-MRI, the hydrogen nuclei are mapped and the most of the signal derives from the 

water and fat molecules. MRI exploits the fact that water protons precesses at a different 

frequency than fat protons, the difference (i.e., the chemical shift) being 3.4ppm. Thus, in 

gradient echo sequences, the water and fat protons are in phase with each other at certain echo 

times (TE = 0, 1.45, 2.9ms at 4.7T, for example), whereas at other TEs (TE = 0.7, 2.1, 3.5ms 

at 4.7T) the water and fat protons are 180° out of phase with each other. In one of the first 

methods proposed for fat quantification (the Dixon’s method [16]) the fat content was 

obtained using the “in-phase” and “out-of-phase” MR images. In the last decade, a similar 

method has been proposed for fat quantification (IDEAL [17], Iterative Decomposition of 

water and fat with Echo Asymmetry and Least-squares estimation), capable to work using 

asymmetric phases as well. 

In this chapter, an overview of these two methods for fat quantification is presented. The 

method IDEAL, which is the main topic of this thesis, will be analyzed in detail with the use 

of simulations. 

2.2 Dixon’s method 

2.2.1 Introduction 

All algorithms for fat/water quantification are based on the knowledge of the chemical shift 

difference between fat and water spins. After the excitation pulse, the fat and water spins 

rotate with different rotational speed, depending on the proton resonance of different chemical 

species and on the magnetic field of the MR scanner. As previously said, the water peak 

(placed at 4.7ppm) is off from the principal fat peak of 3.4 ppm, hence, at 4.7T, the difference 

in frequency is about 700 Hz. This means that, after 1.45ms, the fat spins have completed one 

rotation around the water spins (Figure 2.1).  
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Figure 2.1: Scheme of the precession of the fat spins (yellow arrow) as a function of time in the water 

rotating frame. The water spins (blue arrow) are considered fixed in this frame. The period of the fat 

spins respect to the water spins lasts 1.45ms. 

The first of these algorithms was developed by Dixon in 1984 and takes the name of “Dixon’s 

method” [16]. It requires the acquisition of two MR images: a first image, where the fat spins 

are in phase with the water spins, and a second image where fat and water spins are in 

opposition of phase (Figure 2.2). After its introduction, the Dixon’s method has been 

constantly improved [18]–[20] and the latest version is the mDixon algorithm [21], where 

multiple images at different echo times are acquired to calculate fat fraction and �2∗ maps.  In 

the following paragraph the 2 and 3-point Dixon’s method will be analyzed more in detail.  

2.2.2 2-point Dixon’s method  

Using the in-phase and out-of-phase magnitude images, with simple mathematical steps, it is 

possible to determine the water and fat maps. The in phase ��(�,�) and out of phase ��(�,�) images can be written as: 

� ��(�,�) =  �(�,�) + �(�,�)��(�,�) =  �(�,�)− �(�,�)
    (2.1) 

where �(�,�) and �(�, �) are respectively the water and fat signal in the pixel (�,�) 

(Figure 2.2). Solving the system of Equations 2.1:  

��(�,�) =  
��(�,�) + ��(�,�)

2�(�,�) =  
��(�,�)− ��(�,�)

2

                                            (2.2) 

we obtain the �(�, �) and �(�,�) as function of ��(�, �) and ��(�,�)The fat fraction (FF) 

is calculated as: 

��(�,�) =
�(�, �)�(�,�) + �(�, �)

∗ 100 =  
��(�,�) −��(�,�)

2 ∗ ��(�,�)
∗ 100                   (2.3) 
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Figure 2.2: Scheme of the water and fat spins positions in the images acquired in the Dixon’s method. 

In the out-of-phase image (left), the water and fat spins are antiparallel, in the in-phase image (right) 

the spins are parallel. In the rotational frame the water spins (in blue) are stationary. No magnetic 

field inhomogeneity is considered in this scheme. 

The first Dixon’s method, also called two-point Dixon’s method, does not take into account of 

the possibility that the fat signal could be higher than the water one. Actually, for including 

this scenario, the equation relative to the out of phase image should be rewritten: ��(�,�) =  |�(�,�)− �(�,�)|                                              (2.4) 

using the absolute value. Due to the nature of the magnitude images, ��(�,�) cannot reach 

negative values and, hence, the absolute bracket are necessary. If  �(�, �) < �(�,�) the 

equation remains in the same form, otherwise ��(�,�) =  �(�, �)−�(�,�)                                               (2.5) ��(�,�) should be rewritten changing the sign inside the absolute bracket. However, a priori, 

it is not possible to determine the right sign for each pixel. Moreover, if the system of 

Equations 2.1 is used for determining the fat fraction, a complication could emerge. In fact 

the pixel in the fat fraction map, which should contain more fat than water, actually displays 

less than 50% of fat fraction. In the worst scenario of 100% fat fraction, the fat fraction map 

will reveal 0%. For better understanding the problem behind the 2-point Dixon’s method, the 

equations can be written as: 

  � ��(�,�) =  ��(�,�) + �(�,�)����0(�,�)                           ��(�,�) =  ��(�,�) − �(�,�)���[�(�,�)+ �0(�,�)]            
                (2.6) 

where �(�,�) represents the phase accumulated because of the magnetic field inhomogeneity 

in the pixel (�,�) and �0 the phase errors due to the system imperfections, both expressed in 

Hz. If the absolute values are applied to these equations they turn into the system of 

Equations 2.1. The phase information is completely transparent in magnitude data, but it 

could be helpful to quantify fat fraction higher than 50%, without falling in the water-fat 
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calculus ambiguity. However, the system of equations cannot be solved with two equations 

(two images). For calculating the fat and water maps, it is necessary to know �0(�,�) and �(�,�). To sum up, the real problem of using this method is the coexistence of a double 

solution, the first one where W > F and the other one where F > W; for eliminating this 

ambiguity, the phase accumulated �(�,�)and the phase errors �0(�,�) need to be calculated. 

In the 3-point Dixon’s method, another image is acquired to calculate �(�,�)and �0(�,�).  

2.2.3 3-point Dixon’s method 

For eliminating the fat-water ambiguity, the 3-point Dixon’s method [18] was proposed by 

Glover in 1991. Consider the generalized equations of the 2-point Dixon’s method:  

� ��(�,�) =  ��(�,�) + �(�, �)����0(�,�)              

 ��(�,�) =  ��(�,�) − �(�, �)���[�(�,�)+ �0(�,�)]
                              (2.7) 

In these equations, 4 unknowns have to be calculated for solving the system of equations (the 

water signal W, the fat signal F, the phase accumulated � and the phase offset �0, for each 

pixel). In this section, a different solution, given by Wang et al. [22]–[24] is explained. For 

solving the system of equations, three equations are necessary for having a unique solution: 

another image is acquired when the water and fat signal are in phase: 

� ��1(�,�) =  ��(�,�) + �(�,�)���[�0(�,�)]             ��(�, �) =  ��(�,�)− �(�,�)���[�0(�,�)+ �(�,�)] ��2(�,�) =  ��(�,�) + �(�,�)���[�0(�,�)+ 2�(�,�)]

                            (2.8) 

The term ��[�0(�,�)] is brought to the left part of the equations: 

���1(�, �)�−��0(�,�) =  ��(�,�) + �(�,�)�                 ��(�,�)�−��0(�,�) =  ��(�,�)− �(�,�)���[�(�,�)]  ��2(�,�)�−��0(�,�) =  ��(�,�) + �(�, �)��2�[�(�,�)]

                          (2.9) 

The phase errors �0(�,�) can be calculated from the first equation. Then the equations can be 

rewritten using the first equation and considering that the term in the first equation can be 

substituted with the magnitude value: 

⎩⎪⎨
⎪⎧ |��1(�, �)| =  ��(�,�) + �(�,�)�                                  ��(�,�)

��1∗(�,�)

|��1(�,�)|
=  ��(�, �)− �(�,�)���[�(�,�)] ��2(�,�)

��1∗(�,�)

|��1(�,�)|
=  ��(�,�) + �(�,�)��2�[�(�,�)]

                                (2.10) 
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The term �(�,�) is calculated using the first and third equation. Once �(�,�) is calculated, 

the absolute value is applied to the third equation: 

⎩⎪⎨
⎪⎧|��1(�, �)| =  ��(�,�) + �(�,�)�                                 ��(�,�)

��1∗(�,�)

|��1(�,�)|
=  ��(�, �)− �(�,�)���[�(�,�)]

|��2(�,�)| =  ��(�, �) + �(�,�)�                                 

                             (2.11) 

Using the first and third equation, the sum between the water and fat signal can be written in 

one of the two following forms: 

�(�,�) + �(�,�) = �|��1(�,�)||��2(�,�)|                                      (2.12) 

�(�,�) + �(�,�) =
|��1(�,�)| +  |��2(�,�)|

2
                                   (2.13) 

for increasing the SNR.  Using the variable p defined as: 

�(�,�) = cos�∠���(�,�)
��1∗(�,�)

|��1(�, �)|
�−�[�(�,�)]��                                 (2.14) 

The water and fat signal can be obtained as: 

��(�,�) =  
1

2
��|��1(�,�)||��2(�,�)| + �(�,�)|��(�, �)|��(�,�) =  

1

2
��|��1(�,�)||��2(�,�)|− �(�,�)|��(�, �)|�                      (2.15) 

The sign of p allow to know when W(x,y) > F(x,y) or vice versa. Hence, the fat-water 

ambiguity is eliminated using the 3-point Dixon’s method.  

2.2.4 Modifications on the 3-point Dixon’s method 

Some modifications on the 3-point Dixon’s method were proposed. The modifications 

concern the calculus of the field map.  The first and third images, both acquired when the 

water and fat are in phase, are used for calculating the field map, with the following equation: 

�(�,�) =  
���1(�,�)−  ���2(�,�)

2�Δ��                                        (2.16) 
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where ���1 and ���2 represent the phase image at first and second (in phase) image, 

respectively, and Δ��  is the difference between the echo times (TE3 – TE1). The system of 

equations can be written as:   

� ��(�,�) =  ��(�,�) + �(�,�)���2��(�,�)��1���0(�,�)��(�, �) =  ��(�,�)− �(�,�)���2��(�,�)��2���0(�,�).
               (2.17) 

The exponential terms are brought to the other side: 

��(�,�) + �(�, �) = ��(�,�)�−�2��(�,�)��1�−��0(�,�) �(�, �)− �(�,�) = ��(�,�)�−�2��(�,�)��2�−��0(�,�)
                     (2.18) 

and the two equations are summed: 

��(�,�) = �−��0(�,�)  
��(�,�)�−�2��(�,�)��1 −  ��(�,�)�−�2��(�,�)��2

2
 �(�,�) + �(�,�) = ��(�,�)�−�2��(�,�)��1�−��0(�,�).                               

              (2.19) 

When the fat map F (or water map W) is calculated, it is substituted into the second equation 

for calculating the second unknown. The fat and water map are explicated as:   

 

⎩⎪⎨
⎪⎧�(�,�) = �−��0(�,�)  

��(�,�)�−�2��(�,�)��1 −  ��(�,�)�−�2��(�,�)��2
2

                                                       �(�,�) =  �−��0(�,�) ���(�,�)�−�2��(�,�)��1 − ��(�, �)�−�2��(�,�)��1 −  ��(�, �)�−�2��(�,�)��2
2

 �  

                   

  

                                                                                                                                       (2.20)

 

the absolute brackets are applied to both equations: 

⎩⎪⎨
⎪⎧|�(�,�)| = ���(�, �)�−�2��(�,�)��1 − ��(�, �)�−�2��(�,�)��2

2
�  

|�(�,�)| = ���(�, �)�−�2��(�,�)��1 + ��(�, �)�−�2��(�,�)��2
2

�                      (2.21) 

and the fat fraction can be calculated. 

The form of the system of Equations 2.21 is equal to the one of the system of Equations 2.2. 

Thus, the third image (the second one “in phase”) is acquired only for the field map 

calculation. The exponentials inside the absolute brackets allow to avoid the fat-water 

swapping. However, if the magnetic field inhomogeneity is too high, this algorithm could 
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give problems since the phase could wrap and cause incorrect results. In order to avoid the 

miscalculation, algorithms which help to unwrap the phase are necessary. Moreover, the 3-

point Dixon’s method does not take into account of the �2∗ relaxation time. Recently, a novel 

Dixon’s method (mDixon [21]) has been proposed for calculating the �2∗ maps, in addition to 

the fat fraction maps. 

To summarize, the 2-point Dixon’s method uses magnitude images and can be applied to 

scenario where the fat-water ambiguity is not a problem (for instance, in tissue like liver, 

where the fat percentage is always lower than 50%). Fat-water ambiguity might occur in 

tissues like skeletal muscle where large portion of subcutaneous fat or fat fasciae between 

different muscles are present. To solve the fat-water ambiguity, the 3-point Dixon’s method, 

which uses complex images, is necessary. 

 

2.3 IDEAL  

2.3.1 Introduction 

The 3-point Dixon’s method partially solves the problem of fat-water ambiguity calculating 

the phase map. However, when a high magnetic field inhomogeneity occurs, phase wrapping 

could appear in the calculus of the phase map. In this case, the 3-point Dixon’s method 

miscalculates the fat fraction and it needs an additional algorithm which unwraps the phase.  

In 2004, Reeder et al. [17] proposed a new algorithm, based on the acquisition of minimum 3 

images, for calculating fat fraction without the use of phase-unwrapping algorithm. The fat-

water separation algorithm, improved during the years and employed by the General Electric 

Company, required in input complex data, that is magnitude and phase images. The algorithm 

takes the name of IDEAL [17], [25]. In contrast to Dixon’s methods, this method uses images 

taken when the fat signal is in asymmetric positions respect to the water signal. In the next 

paragraphs, the IDEAL algorithm will be explained and, in the appendix A, the IDEAL 

equations are described in detail. 

2.3.2 IDEAL algorithm 

The first version of the algorithm did not consider the multi-peak nature of the fat spectrum, 

but only the primary peak, positioned at 1.3ppm. Furthermore, �2∗ relaxation effects were 

neglected [17]. Thus, the signal equation was: �(��) = �� + ���2�∆������2����                                 (2.22) 
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where � is the signal acquired at echo time �� (TE), �and F the water and fat component, 

respectively, ∆� the chemical shift frequency of the fat peak respect to the water one and � 

(� = � 2��⁄ ) the magnetic field inhomogeneity (or field map). The IDEAL algorithm 

requires complex images to estimate the field map � and the fat fraction. The algorithm 

works following the steps described in Figure 2.3.  

It’s possible to verify that, taking in-phase and out-of-phase images, the equations are 

equivalent to the ones of the Dixon’s method. Reeder et al. in [25] found for the IDEAL 

algorithm the best combination of TEs for maximizing the SNR in the estimation of water and 

fat images. Considering the rotating frame (where the water signal is fixed and the fat signal 

rotates), the best positions of fat signal respect to the water one, for acquiring the images and 

obtaining the best noise performance with 3 images, are 

⎩⎪⎨
⎪⎧1° ��ℎ� =  −�

6
+ ��

2° ��ℎ� =  
�
2

+ ��    

3° ��ℎ� =   
4

3
� + ��                                                        (2.23) 

 

Figure 2.3: Scheme of the IDEAL algorithm. It is an iterative algorithm which stops when the error on 

the magnetic field inhomogeneity is small (e.g. <1Hz). The output of IDEAL algorithm (in the first 

version) are the fat fraction and field map.           
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In Figure 2.4, the positions of the fat signal respect to the water signal are illustrated. The 

positions assumed by the fat signal are spaced of  
23�, the maximal angle between the 3 fat 

signals in 2� radiants.  

  

Figure 2.4: Scheme of the positions of fat spins (yellow) respect to the water spins (blue), in the 

rotating frame. The magnetic field inhomogeneity is not considered in this scheme. 

However, in this article [17], Reeder et al. suggest to the reader to use short echo times for 

avoiding the relaxation effects. In fact, no �2∗ correction was proposed in [17] so, long echo 

times and/or high iron concentration could alter the results. This last factor is very important 

in clinical scenarios, since liver with iron overload could be found in some diseases. The �2∗ 
correction in IDEAL algorithm is shown for the first time in the article of Yu et al. [26]. The 

form of the IDEAL equation turns into the following �(��) = �� + ���2�Δ������2�����−�� �2∗�                                   (2.24) 

where ∆� the chemical shift frequency of the fat peak respect to the water one, and the factor �−�� �2∗�
 takes into account the spin-spin relaxation effect due to �2∗. In this article [26], the 

resolution of the problem is achieved including the exponentials external to the bracket. They 

proposed to use a complex field map ��, connected to � by the following relation  �� =  � − �
2��2∗                                                            (2.25) 

The steps for calculating the output are basically the same: at the end, the real part of the 

complex map is the phase map and the imaginary part, opportunely multiplied by a constant, 
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offers the �2∗. Hence, IDEAL algorithm yielded another output over the field map and the fat 

fraction map: the �2∗ map.  

The early versions of the IDEAL method, presented before, do not consider the complexity of 

the fat signal. The multi-peak nature of the fat spectrum is well known in literature [27]. For 

considering this problem, in 2008 Yu et al. [28] showed their improvements on IDEAL 

algorithm, adding to the equations the term which includes the multiple frequencies relative to 

the fat signal. In this work [28], Yu et al. employed 3 fat peaks for the water-fat separation, 

then in [9] the same research group utilized 6 peaks. Hence the signal model changes in 

�(��) = �� + ����6
�=1 ��2�Δ�������2�����−�� �2∗�

                        (2.26) 

where �� is the relative area underlying the i-th fat peak (∑ ��6�=1 = 1) and Δ�� the frequency 

shift of the i-th fat peak respect to the water one.  

Two main scripts in Matlab were developed in this thesis:  

• one script which implements the IDEAL algorithm (the “IDEAL script”) described 

above. This script was used to analyze all the in vitro and in vivo data shown in this 

thesis; 

• one script which allows to generate numerical phantoms. This script is described in 

detail in the next paragraph.  

2.4 Numerical phantom 

As said above, a script to generate numerical phantoms was implemented in Matlab. This 

script was used for two purposes:  

• to validate the IDEAL script: this validation was necessary to ensure that no errors 

were present in the IDEAL script;  

• to investigate the performances of the IDEAL algorithm (as a function of SNR, field 

map…). 

The numerical phantom was generated with the following signal model  

�(��, �⃗) = ��(�⃗) + �(�⃗)�����2�Δ����6
�=1  � ��2��(�⃗)���−�� �2∗(�⃗)�

             (2.27) 

where � is the signal, �� represents the n-th echo time, �⃗ the spatial position (seven fat peaks 

are noticeable at 4.7T). In this equation we can distinguish the parameters which depend on 

tissue proprieties (�2∗, fat fraction and fat spectral model), MRI acquisition parameters (echo 
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times, number of echoes) and experimental parameters (field map). This last equation is 

equivalent to the Equation 2.26. This script allows to generate complex images of disk-

shaped phantoms with a given fat fraction, �2∗ and field map. In addition, the script allows the 

user to choose the echo times and the number of echoes.  

2.4.1 Validation of the IDEAL script 

The validation of the IDEAL script was performed using images of numerical phantoms. To 

this purpose, we generated a numerical phantom (Figure 2.5) which consisted of multiple 

disks positioned in columns and rows. The fat fraction values were changed for each row and 

the �2∗ for each column. The values of fat fraction ranged from 0 up to 100% with steps of 

10%. Moreover, the value of 5% fat fraction was added since it represents the cut-off value 

between healthy liver and fatty liver. The �2∗ values were changed from 25 to 5ms with steps 

of 5ms. A short �2∗ value of 2ms was added for simulating the scenario of iron overload in 

liver.  In Figure 2.5, a scheme of the phantoms is shown. 

 

Figure 2.5: Scheme of the numerical phantoms used for the validation of the IDEAL script.  Twelve 

values of fat fraction and six values of �2∗ were employed for testing the IDEAL script. For this 

purpose seventy-two phantoms were created at 3 echo times (1.5, 4 and 6.5ms).  
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At last, the images were used for the IDEAL algorithm for calculating fat fraction and �2∗ 
values for each phantom.    

The other parameters used for the numerical signal were: 1° TE = 1.5ms, echo spacing = 

2.5ms. The field map was not considered in this study. The numerical images had matrix size 

585x315. A low level of noise (0.5%) was added to the signal in way to not have an infinite 

SNR. Three echoes were used for calculating fat fraction and �2∗ maps. The output of IDEAL 

was compared with the fat fraction and �2∗ maps used in input for generating the signal. The 

numerical and experimental (the one calculated with the IDEAL reconstruction) fat fraction 

maps are illustrated in Figure 2.6. The numerical and experimental �2∗ maps are displayed as 

well in Figure 2.7. The maps relative to the numerical images are similar to the experimental 

ones. 

 

Figure 2.6: Numerical (left) and experimental (right) fat fraction maps. The values of fat fraction are 

well calculated by IDEAL algorithm. 

The mean values of fat fractions and �2∗s for each phantom were calculated with 14-pixel 

radius ROIs. The numerical and experimental mean values of fat fraction and �2∗ are plotted in 

Figure 2.8. 
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Figure 2.7: Numerical (left) and experimental (right) �2∗ maps. The values of �2∗ as well are well 

calculated by IDEAL algorithm. 

The equation in each plot represents the equation of the linear data fitting. Excellent 

correlations exist between the numerical and experimental fat fraction and �2∗ values. 

According to these results, the IDEAL script could be validated.  

 

Figure 2.8: Numerical versus experimental fat fraction (left) and �2∗ (right) plots. Excellent 

correlation between the numerical and experimental values can be verified from the linear data fitting. 

The equation of the linear data fitting is displayed on each plot. 
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2.4.2 Dependence on the noise 

In this paragraph, we investigate the effect of the noise on the IDEAL output. The noise in 

MR magnitude images is governed by a Rician distribution [29]. Each component of the 

complex images (i.e. real and imaginary images) is affected by Gaussian noise [30]. So, 

Gaussian noise was added to the Equation 2.26. The parameter which describes the noise 

level in MR images is the SNR. The SNR depends on many acquisition and experimental 

parameters, such as number of averages, receiver bandwidth, type of coil, etc. The SNR is 

defined as S/σ, where S is the signal and σ the standard deviation of the noise. 

The numerical phantoms were generated with the following parameters: 

• tissue parameters: fat fraction = 10% and �2∗ equal to 20 and 10ms. These �2∗ values 

represent two values found in muscle and liver, in preliminary measurements on mice 

at 4.7T; 

• MR sequence parameters:  gradient echo sequence with first TE = 1.5ms, echo spacing 

= 2.5ms, number of echoes equal to 3 and 6 echoes. The images were simulated using 

a 128x128 matrix size; 

• experimental parameters: SNR values from 125 to 20. This range was chosen since 

preliminary measurements of SNR yielded values equal to approximately 40 in mice 

and 100 in MR phantoms. The field map was not considered in this study.  

Here, we explain in more detail the choice of the MR acquisition parameters. With respect to 

the choice of the echo times (first TE = 1.5ms, echo spacing = 2.5ms), these values were 

chosen since preliminary MR acquisition and optimization indicated that these were the 

shortest values allowed on our scanner (with a chosen spatial resolution, receiver bandwidth, 

etc). It should be noted that the original 3-point IDEAL would yield echo times of 1.5, 2.0 and 

2.5ms. However, these values cannot be achieved without heavily compromising image 

spatial resolution. With respect to the number of echoes, we generated numerical phantoms 

with 3 and 6 echoes. The 6-point IDEAL was introduced to calculate the �2∗ in addition to the 

fat fraction [26].  A comparison between the 3 and 6-echo reconstruction was performed. ROI 

measurements on �2∗ and fat fraction maps in all reconstructions were used. The signals (with 

fat fraction equal to 10%) generated with �2∗ 20ms (in blue) and 10ms (in green) and the echo 

times (in red) are represented in Figure 2.9. 
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Figure 2.10: Signals generated with �2∗= 20ms (in blue) and 10ms (in green). The 6 echo times used 

in this simulation (in red) on both curves are represented. For the 3-echo reconstruction, the shorter 3 

echo times were selected. 

 

Means and standard deviations, calculated with ROIs in both reconstructions, were 

determined. In Figure 2.10, the results of fat fraction and �2∗ on the signal generated with �2∗ 
= 20ms for different SNRs are illustrated. 

 

Figure 2.10: Results of fat fraction and �2∗ calculated by the IDEAL algorithm. The results for 

different SNRs on the signal generated with �2∗ = 20ms are shown. The nominal value used in input 

for fat fraction and �2∗ is marked with a dot black line (10% for fat fraction and 20ms for �2∗). 
In both reconstructions, when the SNR decreases, the standard deviations increase for both fat 

fraction and �2∗ values. The mean values relative to the 3-echo reconstruction in both plots 

increase with the decreasing of the SNR. In the �2∗ plot, the mean values for the 6-echo 

reconstruction are almost equal to the numerical value (20ms).  In Figure 2.11, the results of 

IDEAL for the signal generated with �2∗ = 10ms are shown. For the fat fraction values, the 

values of fat fraction relative to both reconstructions are the same. In the �2∗ plot the 

increasing of the mean values in the 3-echo reconstruction is lower than the ones in Fig. 2.10. 

In this plot as well, the mean values for the 6-echo reconstruction are almost the same. Thus, 
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given a sequence with multiple echo times, the IDEAL reconstruction effectuated using the 

first 6 echoes gives better results than the reconstruction done using the first 3 echoes. The 

benefits of using more echoes are observed on the �2∗ estimated values which are closer to the 

numerical ones. 

 

Figure 2.11: Results of fat fraction and �2∗ calculated by the IDEAL algorithm. The results for 

different SNRs on the signal generated with �2∗ = 10ms are shown. The nominal value used in input 

for fat fraction and �2∗ is marked with a dot black line (10% for fat fraction and 10ms for �2∗) 
2.4.3 Dependence on spectral model: fat spectrum model and temperature 

2.4.3.1 Dependence on the temperature 

The Dixon’s method and the IDEAL algorithm are based on the knowledge of the frequency 

shift between the water and the fat peaks. However, this shift could be altered by the change 

of temperature: in fact the water proton resonant frequency is sensible to it.  In particular, the 

frequency shift rate is equal to 0.01ppm/°C [31]–[33] which, at 4.7T, is above 2Hz/°C. A 

decrease in temperature corresponds to an increasing of the frequency shift between the water 

and the primary fat peak. Likewise, an increasing in temperature makes decrease this 

frequency shift. In the case where multiple objects with different temperature are positioned 

inside the scanner (i.e. a mouse with a smaller phantom) the user has to consider the 

temperature shift. In Figure 2.12, two spectra, one taken on a mouse (top) and another one 

taken on phantom (bottom) having a different temperature (both inserted in the scanner bore), 

are represented. The water peak is positioned at 4.7ppm in both spectra, but the fat peaks are 

shifted. In particular, the fat peaks in the spectra acquired on phantom appear shifted toward 

the right respect to the positions found in mouse (the black dot lines help the reader to observe 

this difference in frequency). Actually, when the temperature changes, the fat peaks are fixed 

and the water peak changes position; in particular, when the temperature decreases the water 

peak is shifted toward left, thus the frequency offset between the water peak and the primary 
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fat peak increases. In Figure 2.13, the spectrum taken in phantom is adjusted respect to the 

one taken on mouse. In fact, the fat peak positions are now in the right position and the water 

peak, relative to the phantom, is shifted toward left respect to the one relative to the mouse.   

 

Figure 2.12: Two spectra acquired on mouse (top) and a phantom containing dairy cream (bottom). 

The water peaks in the two spectra are both positioned at 4.7ppm but the fat peaks are shifted. 

 

Figure 2.13: Two spectra acquired on mouse (top) and a phantom containing dairy cream (bottom) 

(the same of the ones shown in Figure 2.12. A correction due to the difference in temperature is 

necessary. The fat peak positions do not change with the temperature but the water peak does. Hence 

in this spectrum, the primary fat peak is fixed at 1.3ppm with the resulting shift toward left of the 

water peak. 
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Simulations were done, considering a bigger phantom at 36°C (the temperature found in 

healthy mice) and a smaller one at 20°C (the temperature inside the room). The numerical 

signal had the following parameters: 1° TE = 1.5ms, echo spacing 2.5ms. The field map and 

the noise were not considered in this study. The phantoms had 10% fat fraction and �2∗ = 

10ms. The fat spectrum was considered equal for both phantoms; therefore, the only 

difference was the water peak shift between these two spectra, equal to 0.16ppm (32Hz at 

4.7T). In Figure 2.14, the plots relative to the values of fat fraction and �2∗ in function of the 

number of echoes, are represented. The mean values of fat fraction, calculated by IDEAL, 

decrease with the increasing of the number of echoes. The �2∗ mean values are almost constant 

and equal to the nominal value (10ms). 

In conclusion, the IDEAL algorithm, applied on MR images of several objects at different 

temperature, could lead to bias in fat fraction measurements. The difference in temperature 

was assumed for simulating the water peak shift.  

 

Figure 2.14: Fat fraction and �2∗ values calculated in the phantom with the shifted water peak. The 

values of fat fraction (left) decrease with the increasing of the number of echoes used for the IDEAL 

reconstruction. Differently, the �2∗ values are approximately equal to the nominal value of 10ms. 

3.4.3.2 Importance of the fat spectrum 

The actual version of the IDEAL algorithm uses the knowledge of the multiple fat peak 

frequencies and their relative areas. In the first version of this algorithm, Reeder et al. used 

only the information relative to the position of the primary fat peak. In 2008 Yu et al. [26] 

used 3 fat peaks for calculating the fat fraction, using the relative area for each peak. At last, 

the same research group began to use 6 peaks for the fat quantification [9]. The questions 

which arise are: 1) Do the positions or the relative areas change for each subject?  2) Is it 

necessary to acquire a spectrum for knowing the position and the relative area of each fat 

peak? In the work of Hamilton et al. [27], they calculated spectra on healthy mice and they 
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found no significant differences between all the spectra. And what about the number of the fat 

peaks to consider? In the current paragraph, simulations were effectuated for studying the fat 

fraction and �2∗ values, calculated with the IDEAL algorithm using 1, 3 and 6 peaks, 

separately. The numerical phantom was generated using the information of 6 fat peaks. The 

parameters of the signal models were: 1°TE = 1.5ms, echo spacing = 2.5ms. A signal coming 

from the liver with fat fraction = 10% and �2∗ = 10ms was simulated. Images, with SNR equal 

to 50 on the images at first echo time, were simulated. The results of fat fraction and �2∗ 
versus the number of echoes are represented in Figure 2.15. The fat fraction mean values are 

7.2% for the reconstruction done using 1 peak (in input the relative area of the primary peak 

was 0.63), 9.2% for the reconstruction done using 3 peaks (the sum of the relative areas of the 

three peaks were 0.81) and, for 6 peaks, 10.7% (the sum of the relative areas of all peaks were 

1). The values of �2∗ are equal to the nominal value for all 3 reconstruction (10ms).  

The benefit of using several peaks instead of the only primary peak is straightforward in 

literature. However, the use of the primary peak only is a good way to quantify fat fraction for 

some research group. In fact, knowing the relative area of the primary peak, it is possible to 

calculate the fat fraction and divide the result for its relative area. Otherwise, if in literature a 

spectrum of the mouse in healthy condition was already analyzed, it could be used. In both 

ways, the acquisition of the spectrum could be avoided by the user, reducing the total scan 

time.      

 

 

Figure 2.15: Fat fraction and �2∗ values reconstructed by IDEAL using 1 (blue), 3 (red) and 6(green) 

peaks. The black dot lines indicate the nominal values (10% for fat fraction and 10ms for �2∗) 
2.4.4 Influence on the field map 

The IDEAL algorithm requires in input complex images. The complex images are influenced 

by the magnetic field inhomogeneity � (field map), present in the signal model. The 

reconstructions done with IDEAL depend on the experimental field map and on the initial 
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field map, used as input for the algorithm. An example of IDEAL output, where the initial 

field map used in IDEAL does not fit well with the experimental one, is illustrated in Figure 

2.16. The fat fraction and the �2∗ map are partially miscalculated because of a wrong initial 

field map. 

 

 

 

 

 

 

 

In fact, the values of fat fraction and �2∗ are well calculated only in the areas where the initial 

field map fits well. The field map � is a function of the echo spacing and first echo time, by 

reducing these two values, the difference between the real field map and the initial field map 

(which IDEAL needs) is smaller. Simulations were performed and the images had the 

following parameters: 1°TE = 1.5ms, echo spacing 2.5ms, �2∗ = 10ms. A magnetic field 

inhomogeneity, which had the shape of a plane, was generated and included into the signal. In 

Figure 2.17 an example of field map used for creating the signal is shown: the pixel in 

position (1,1) has a value of 50Hz and the value of the slope (the direction of the slope is 

along the line which connects the pixel (1,1) with (128,128)) is equal to 1Hz/pixel. The initial 

field map for IDEAL algorithm was a matrix with values equal to 0. Two different slopes of 

values 1 and 3Hz/pixel were adopted and the two results of fat fraction calculated by IDEAL 

using 3 echoes are shown in Figure 2.18. 

 

 

 

     

Figure 2.16: Fat fraction (left) and ��∗  (right) maps calculated by IDEAL. The maps are partially 

miscalculated because of the initial field map not adapt. 
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Figure 2.17: Example of field map used for generating the signal. In this case, the value of the pixel in 

position (1,1) is equal to 50Hz and the slope is 1Hz/pixel. The slope is along the line which connects 

the pixel (1,1) and (128,128). 

 

 

Figure 2.18: Fat fraction maps generated with the two different field maps. Both maps were 

reconstructed using 3 echoes. In the fat fraction map calculated on the signal having the field map 

with slope equal to 1Hz/pixel (left), no miscalculations are present in the image. In contrast, the 

second fat fraction map (right), calculated using the second field map (the one with 3Hz/pixel slope) is 

partially miscalculated.  

The fat fraction map on the left is calculated on the signal which had the minor slope 

(1Hz/pixel). The map is well calculated, and in each pixel, the nominal value (10%) is found 

(Figure 2.18, left). Differently from the first map, the second one, calculated on the signal 

having a field map of slope (3Hz/pixel), is partially miscalculated (Figure 2.18, right). On the �2∗ images, analogous results are found. On the estimation of the field map calculated by 

IDEAL, the phase is wrapped on the area where the fat fraction is miscalculated. For avoiding 

or solving this problem, three solutions are proposed: 

- Decreasing the echo spacing: in the signal model, the term ��2����  depends on the 

product of field map with the echo spacing. Reducing the echo spacing, the effect of 
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phase wrapping on IDEAL algorithm will be reduced (in other words, for re-obtaining 

the phase wrap in the solution of IDEAL algorithm the field inhomogeneity must be 

higher); 

- Decreasing the number of echoes: the possibility to have phase wrapping in the image 

in output is reduced, since the evolution of the phase is limited; 

- To use an algorithm of phase unwrapping or region growing for calculating an initial 

field map which fits well with the real one. 

In conclusion, IDEAL is a multi-parametric algorithm which calculates fat fraction and �2∗. 
The outcomes depend on the initial field map put in IDEAL and from the noise. To reduce the 

possibility of miscalculation due to an incorrect initial field map, it is necessary to use short 

echo times and/or a minor number of points. For improving the quality �2∗ maps, long echo 

times are mandatory. In absence of noise, the IDEAL algorithm provides perfect fat fraction 

and �2∗ maps for whichever echo time and number of echoes adopted.  
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Chapter III 

MRI measurements on physical phantoms 
 

3.1 Introduction 

MRI has become nowadays an essential bio-imaging technique and the development of novel 

acquisition schemes (i.e., MR pulse sequences) and/or novel quantification methods is a very 

active domain of research. The early phase of optimization of MR pulse sequences is typically 

performed on phantoms, which are objects mimicking tissue properties such as the �1, �2 and �2∗ relaxation time, the magnetization transfer and the diffusion coefficient. The main 

advantage of using phantoms is that, in the time-consuming steps of sequence optimization, 

they provide a reference value for the parameter under measurement and can be repeatedly 

measured. Many MRI phantoms have been developed in the last two decades. One of the 

most commonly employed phantoms is a gel based on agarose and water (agar gel) [34]–[36]. 

By changing the concentration of agarose, it is possible to achieve �2∗ values that are similar 

to the �2∗ values of most tissues. In general, some of the MRI phantoms proposed in the 

literature can be prepared exclusively with laboratory equipment and material. Emulsions that 

have been generated in a well-controlled environment, can provide insight into the relaxation 

mechanisms and/or structural properties of water-fat mixtures. On the other hand, it should be 

noted that, throughout the years, MR scientists have also investigated the MR properties of 

substances commonly encountered in everyday life. These products include water-fat 

mixtures consisting of oil droplets dispersed in an aqueous phase (so-called oil-in-water food 

emulsion: milk [37], dairy cream [3], [38]–[40], mayonnaise [41], [42]…) and water-fat 

mixtures consisting of water droplets dispersed in an oil phase (so-called water-in-oil food 

emulsion: butter [40], [43], margarine...). For instance, dairy cream has been used as a model 

of biexponential relaxation decay or as a model of water-fat mixture to test and optimize 

novel pulse sequences. One advantage of these phantoms is that they are readily available and 

inexpensive. In the current paragraph, MR phantoms, composed by dairy creams, are 

employed as water-fat systems. The images acquired with multi-gradient-echo sequences 

were processed with 2-point and 3-point Dixon’s method and IDEAL algorithm. 
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3.2 Materials and methods 

MRI experiments were performed on a 4.7T horizontal-bore MR scanner (47/40 Biospec, 

Bruker, Wissembourg, France) using a volume coil (72 mm inner-diameter) as a 

transmitter/receiver. Three phantoms were prepared with dairy creams (full, light and light 

thick cream) that were bought at a local grocery shop. Each dairy cream was poured into a 

15ml tube. A second phantom, an homemade emulsion with above 30% fat fraction, was used 

as well. For Dixon’s reconstructions, three gradient echo sequences were used. Imaging 

parameters were:  TR= 30ms, flip angle = 5°, matrix size = 128x128, FOV = 4x4cm2, BW = 

140kHz and 80 averages.  The sequences were acquired with 1.45ms (first in-phase image), 

2.2ms (out-of-phase image) and 2.9ms (second in-phase image) echo times, respectively. Two 

scripts in Matlab which reproduces the 2-point and 3-point Dixon’s methods were used for 

calculating the respective fat fractions. For the IDEAL reconstruction, MR images were 

acquired with a multi-gradient-echo sequence. Imaging parameters were: 10 echoes, first TE 

= 1.5ms, echo spacing = 2.5ms, TR= 30ms, flip angle = 5°, matrix size = 128x128, FOV = 

4x4cm2, BW = 140kHz and 80 averages. The homemade script in Matlab used in simulations 

as well was employed for calculating the fat fraction and �2∗ map using 3 up to 10 echoes.  

3.3 Results  

In Figure 3.1, a multi-gradient-echo image of the physical phantoms is shown. The contents 

are displayed on the image as well. 

 

Figure 3.1: MR gradient-echo image of the three water-fat phantoms: full dairy cream (left), light 

dairy cream (right) and thick light dairy cream (bottom).  

In Figure 3.2, the fat fraction maps relative to dairy creams, calculated using 2-point and 3-

point Dixon’s method, are illustrated. 
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Figure 3.2: Fat fraction maps of dairy creams reconstructed with the 2-point (left) and 3-point (right) 

Dixon’s method.  

No significant differences in values are found between the two reconstructions.  

In Figure 3.3, the fat fraction and �2∗ maps relative to dairy creams, generated by IDEAL 

algorithm using 3 echoes, are shown. 

 
Figure 3.3: Fat fraction and �2∗ maps of dairy creams reconstructed with IDEAL algorithm using 3 

echoes. 

 

In Figure 3.4, the mean and standard deviation values of fat fraction and �2∗ for each dairy 

cream, calculated by IDEAL algorithm, are plotted as a function of the number of echoes. The 

values of fat fraction and �2∗ for each phantom are calculated with 15-pixel radius ROIs. It is 

noticeable, for each phantom employed, a decreasing of values with the increasing of the 

number of echoes. The 3-point IDEAL yields fat fraction values closer to the ones obtained 

with Dixon’s methods. 
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Figure 3.4: Fat fraction (left) and �2∗ values vs the number of echoes for dairy creams.  

 

The mean and standard deviation value of fat fraction calculated with the 3-point IDEAL are 

included in Table 3.1 with the values obtained with Dixon’s methods. From the values of fat 

fractions shown in the Table 3.1, it is evident that the Dixon’s methods represent more robust 

algorithms for calculating the fat fraction (the standard deviation relative to the values of fat 

fraction calculated with the IDEAL algorithm are higher than those of the Dixon’s methods).   

 

 Phantom 2-point 

Dixon 

3-point Dixon 3-point IDEAL 

 Full cream 35.7 ± 0.8 36.9 ± 0.8 41.2 ± 2.0  

 Light cream 16.7 ± 0.9  17.2 ± 0.9 18.9 ± 2.8 

 Light cream (thick) 24.0 ± 0.8 24.9 ± 0.8 22.6 ± 2.7 

Table 3.1: Mean and standard deviation values of fat fraction for full, light and light thick cream. The 

values are calculated with 15-pixel radius ROIs on each phantom.  

 
The fat fraction mean values, calculated with the Dixon’s methods and IDEAL, were 

compared in ratio (i.e. fat fraction calculated on full cream/ fat fraction calculated on light 

cream….). The purpose of this study was to understand if the ratio between the values is 

conserved. In Table 3.2, the ratio of the fat fraction values for each reconstruction is shown. 

In this table, the ratio relative to the values in weight written on packs (full cream =30%, light 

cream = 12%, light thick cream = 18%) were inserted as well. The calculated ratios for 2 and 
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3-point Dixon’s methods are equivalent. The ratio values relative to the IDEAL algorithm are 

closer than the Dixon’s methods values to the ratio values relative to the confections.   

 

 Fat fraction ratio Packs 2-point Dixon 3-point Dixon 3-point 

IDEAL 

 Full cream/Light cream 2.5 2.1 2.1    2.2  

 Full cream/Light thick 
cream  

1.7 1.5  1.5    1.8              

 Light thick cream/ Light 
cream 

1.5 1.4 1.4    1.2 

Table 3.2: Values of the ratio between the fat fraction values written in Tab 3.1.  

 

However, even if the ratios are close between them, the fat fraction values written on the 

confections are significantly different respect to the fat fraction values calculated with the 

Dixon’s methods and IDEAL algorithm.  

With respect to �2∗, the mean values increase using a low number of echoes (number of echoes 

< 6) and then (number of echoes ≥ 6) the values reach a value of plateau for each phantom. 

The �2∗ map calculated using 10-echo IDEAL reconstruction was obtained. With respect to 

the results obtained, it is noteworthy that the values of �2∗ calculated by the IDEAL algorithm 

decrease with the increasing of cream thickness (�2∗ light cream = 54.2 ± 3.5ms vs �2∗ of light 

thick cream = 40.7 ± 1.9ms) and fat fraction (�2∗ light cream = 54.2 ± 3.5ms vs �2∗ of full 

cream = 36.4 ± 1.6ms). The fat fraction (left) and �2∗ (right) maps calculated by IDEAL 

algorithm using 3 and 6 echoes, respectively, are illustrated in Figure 3.5.  

 



CHAPTER III. MRI MEASUREMENTS ON PHYSICAL PHANTOMS  

96 

 

 
Figure 3.5: IDEAL reconstruction output for the full dairy cream (left), light dairy cream (right) and 

thick light dairy cream (bottom). The pixel-by-pixel maps of fat fraction (left) and �2∗ values (right) 

are shown. 

 

These trend for fat fraction and �2∗ values were found in the emulsion as well. In Figure 3.6, 

the fat fraction and �2∗ values calculated with 15-pixel radius ROIs are plotted in function of 

the number of echoes. Hence, even in emulsions, the straightforward values of fat fraction are 

obtained with the 3-point IDEAL. The �2∗ values are better calculated using a higher number 

of echoes (more than 6). 

 

 

Figure 3.6: Fat fraction (left) and �2∗ values (right) vs the number of echoes for the emulsion. The 

results are in agreement with the one found in dairy creams.  

 

3.4 Discussion  

Dixon’s methods and IDEAL algorithm are continually compared in literature. Several studies 

on animals, human and phantoms are operated using these chemical shift algorithms at 

different magnetic fields. Dixon’s methods represent an easier way to calculate fat fraction. 

On the other hand they do not correct for �2∗ decay and for the multi-peak nature of fat as 

IDEAL algorithm does. It makes use of complex data. Thus, they depend on the magnetic 
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field inhomogeneity as well, differently from the magnitude images used for the 2-point 

Dixon’s method. A wrong estimation of the field map can lead to the miscalculation of fat 

fraction. An example of miscalculation of fat fraction due to a wrong estimation of the field 

map is shown in Figure 3.7. In each image two phantoms, composed by tubes filled with full 

(left) and light (right) cream on the sagittal plane, are displayed. The fat fraction calculated 

with the 2-point Dixon’s method (left) does not have artifacts. Instead, the fat fractions 

calculated with the 3-point Dixon’s method (center) and IDEAL algorithm (right) are 

miscalculated, since the estimation of the field map is not appropriate. The 3-point Dixon’s 

method well calculates the fat fraction values in the central part of the tubes. The IDEAL 

algorithm completely miscalculates the fat fraction relative to the tube containing full cream 

and partially miscalculates the fat fraction of the light cream. 

 

Figure 3.7: Fat fraction maps calculated with the 2-point (left), 3-point (center) Dixon’s method and 

IDEAL algorithm (right) 

However, with an appropriate field map, the 3-point Dixon’s method and IDEAL algorithm 

can well calculate the fat fraction in this last scenario. 

With respect to the results obtained on phantoms study, the outcome of IDEAL algorithm 

were not in agreement with the results obtained in Chapter II. The fat fraction calculated in 

phantoms decreased with the increasing of the number of echoes.  

Returning to the results on dairy creams, the values of fat fractions calculated with IDEAL 

algorithm are higher than the values calculated with Dixon’s method and this result is in 

agreement with the literature values [44].  

About the ratio in Table 3.2, the values were similar. Nevertheless, even if the ratios are close 

between them, the fat fraction values written on packs are significantly different respect to the 

fat fraction values calculated with the Dixon’s methods and IDEAL algorithm. This 

overestimation is explained with the molecular structures of the fat (triglyceride chain) and 

water. The MR scanner calculates the signal coming from the hydrogen atoms of fat and 

water molecules. Nevertheless, fat and water are composed of other elements as well. The 
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water molecules are also composed of oxygen (atomic mass = 16Da), whereas fat especially 

from the (CH2)n  groups on the chain (carbon = 12Da, hydrogen = 1Da). Hence, the fat 

fractions in weight written on confections are not equivalent to the “fat hydrogen fraction” 

calculated with chemical shift algorithms. However, the ratio between the fat fractions 

displayed in Table 3.2 does not take into account of the fat fraction in weight and the “fat 

hydrogen fraction” calculated by chemical shift algorithms.  

For explaining the decreasing of the fat fraction with the increasing of the number of echoes, 

the “low receiver bandwidth” method was developed. The current method is explained in the 

next paragraph. 

3.5 Low receiver bandwidth 

3.5.1 Introduction 

MRI methods for fat quantification have been steadily improved over the years to yield a 

more accurate measurement of fat content, with hundreds of studies performed worldwide. 

With the aim of correcting the measure of the fat content for �2∗ decay, a number of 

algorithms were introduced over the years. Nevertheless these algorithms assumed that the �2∗ 
of the water protons is the same as the �2∗ of fat protons; thus these methods are typically 

referred to as ‘single �2∗’ correction methods [26]. It should be noted that these correction 

methods also allow for the quantification of �2∗, and thus they provide an additional biomarker 

of interest in clinical settings. Specifically, the knowledge of �2∗ is important in the case of 

liver pathologies, for assessing liver iron overload [45].  

Very recently, a handful of studies has proposed a further refinement of the model for fat 

quantification [44], [46]–[49]. The main idea is the following: since the �2∗ of the water 

protons might differ from the �2∗ of fat protons, a more appropriate correction algorithm 

should include two separate �2∗ values, one for the water protons (�2∗w) and the other for the 

fat protons (�2∗F). These methods are typically referred to as ‘dual �2∗’ correction methods 

(Appendix B). However, as pointed out by the same authors, the performance of dual �2∗ 
models “remains controversial”, since it increases the model instability related to the higher 

number of degrees of freedom [48], [49].  

Furthermore, the problem with dual �2∗ methods is exacerbated by the fact that there are no 

reference values for the �2∗ of water protons and �2∗ of fat protons. In other words, dual �2∗ 
methods provide in output: i) the value of fat content, which can be compared with a reference 

value obtained by other techniques, and ii) the value of �2∗w and �2∗F, which however cannot 
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be compared to any reference value. It is of course straightforward to measure with a gradient 

echo sequence the �2∗ of a single chemical species (water in tissue, for instance), when no 

other chemical species (that give a MRI-visible signal) are present. However, when two 

chemical species (water and fat, for instance) co-exist in the same pixel, as in the case of liver 

tissue, a basic multi gradient-echo approach does not allow for measuring the �2∗ of each 

chemical species. As a consequence, no ground truth value is available to test and validate the 

dual �2∗ correction methods. 

Motivated by these recent developments of dual �2∗ methods and by the challenges involved 

in validating these methods, we sought a direct measure of �2∗w and �2∗F, with the aim of 

providing ground truth values in phantoms. These measurements may be of importance for 

developing, optimizing and testing dual �2∗ methods for quantification of fat content and �2∗ 
values.   

3.5.2 Materials and Methods 

3.5.2.1 Theory 

The MR signal of a water-fat system in IDEAL algorithm is given by Equation 2.26 

�(��) = �� + ����7
�=1 ��2�Δ�������2�����−�� �2∗�

                            (2.26) 

It should be noted that W, F, �2∗ and � are functions of the spatial position, i.e., may have a 

different value in different pixels of the image. This model represents a ‘single �2∗’ correction 

model since a common value of �2∗ for water and fat is considered. In more recent studies, a 

more sophisticated model, where the �2∗ of water and fat protons have different values, has 

been proposed:  

�(��) = ���−�� �2�∗�
+ ��−�� �2�∗� �����2�Δ����7

�=1  � ��2����                        (3.1) 

where T2w* and T2F* are the transverse relaxation time of the water and fat signal, 

respectively. 

3.5.2.2 Magnetic Resonance Imaging 

MRI experiments were performed on a 4.7T horizontal-bore MR scanner (47/40 Biospec, 

Bruker, Wissembourg, France) using a volume coil (72mm inner-diameter) as a 

transmitter/receiver. Three phantoms containing dairy creams and an oil-in-water emulsion 
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were employed. To calculate the �2∗ of water protons and �2∗ of fat protons by a direct 

measurement, MR images were acquired with a low receiver bandwidth/pixel to separate 

water and fat signals along frequency encoding direction.  Four multi-gradient echo sequences 

were acquired with the following parameters: 10 echoes, echo spacing = 13.3ms, repetition 

time (TR) = 280ms, flip angle = 25°, matrix size = 256x256, field of view (FOV) = 

4.3x4.3cm2 and receiver bandwidth (BW) = 35kHz. Each sequence was acquired with a 

different value of the first echo time (TE = 6.1, 8.1, 10.1 and 12.1ms, respectively). This 

would result into an off-set of the sampling echoes, i.e., four shifted multi gradient-echo 

sequences. The data were combined together to generate a single relaxation decay curve. The 

goal of combining the data from four shifted multi gradient-echo sequences was to obtain a 

finer sampling of the relaxation decay curve, in order to improve the �2∗ measurement.  

3.5.2.3 Data Analysis 

The curve fitting of data acquired with a low receiver bandwidth was performed to obtain the �2∗ of water protons and �2∗ of fat protons. For each phantom, three regions of interest (ROIs) 

were drawn to include separately the signal from water, fat and water+fat. The �2∗ relaxation 

time values of water, fat and water+fat were calculated by fitting the signal from magnitude 

images at 40 TEs to a monoexponential function. The curve fitting routine of Matlab 

(Mathworks, Natick, MA, USA) was employed. Mean and standard deviation values of �2∗ 
were obtained in water-only, fat-only and water+fat regions of interest. For each curve fitting, 

the coefficient of determination r2 was also calculated to assess the goodness of the data 

fitting. 

3.5.3 Results 

In Figure 3.8, the MR image of the three phantoms containing dairy creams acquired at the 

first echo (6.1ms) of a multi-gradient-echo sequence is shown.  
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Figure 3.8: MR gradient-echo image of the three water-fat phantoms: full dairy cream (left), light 

dairy cream (right) and thick light dairy cream (bottom). A chemical shift artifact can be observed 

along the left-right frequency encoding direction. The receiver bandwidth value was purposely chosen 

to generate this artifact, in order to detect separately the signal of water and fat protons. 

 
A shift of five pixels between the water and fat signals along the frequency encoding direction 

is noticeable. This shift can be ascribed to the low receiver bandwidth/pixel and the measured 

value of five pixels is in agreement with the expected theoretical value of 5.1. In Figure 3.9, a 

detail of Figure 3.8 is displayed. 

 

Figure 3.9: A zoom-in of the full dairy cream phantom, which was shown in Figure 3.8. In the center 

and right panel, two circles are drawn on the MR images in order to aid visualization of the separate 

signal of water and fat protons. 

Specifically, the MR image of the phantom containing full cream is illustrated. To help the 

visualization of the separate signals two circles - one for highlighting the water signal (in red) 

and the second for the fat signal (in blue) - are drawn. The intersection between these two 

circles represents the signal originating from water+fat protons (in purple). The values of the 

signal calculated in water-only and fat-only areas of the full cream are plotted as a function of 

the echo time in Figure 3.10. 



CHAPTER III. MRI MEASUREMENTS ON PHYSICAL PHANTOMS  

102 

 

 
Figure 3.10: �2∗ relaxation decay of water (symbol ‘O’) and fat (symbol ‘*’) protons in full cream. 

The continuous lines indicate the curve fitting calculated on the water and fat signals using the 

monoexponential function. The water signal (�2∗w = 57.1 ± 1.0ms) decays slower than the fat signal 

(�2∗F = 10.7 ± 0.8ms).  

 

 

 Phantom Water �2∗ 
(ms) 

Fat �2∗  
(ms) 

Water + Fat �2∗ 
(ms) 

 Full Cream 57.1 ± 1.0 
[0.998] 

10.7 ± 0.8 
[0.992] 

56.7 ± 6.6  
[0.924] 

 Light Cream 57.4 ± 0.9 
[0.998] 

7.6 ± 0.9 
[0.984] 

54.5 ± 0.8 
[0.999] 

 Light Cream (thick) 48.9 ± 0.7 
[0.999] 

10.3 ± 1.5 
[0.966] 

47.1 ± 0.9 
[0.998] 

 Emulsion  14.1 ± 0.4 
[0,994] 

8.0 ± 0.3 
[0.988] 

13.6 ± 0.8 
[0.977] 

Table 3.3: Values of �2∗ (mean ± standard deviation) measured in water-only, fat-only and water+fat 

regions selected on the three phantoms. Below each value of �2∗, the coefficient of determination of the 

curve fitting is indicated in square brackets. 
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In Table 3.3, the results of �2∗ measurements for full, light, light thick cream and emulsion are 

shown. In all phantoms, the �2∗s of fat protons were significantly lower than the �2∗s of water 

protons. The value of �2∗ of water protons in light thick cream was significantly lower than 

those found in full and light cream. The coefficients of determination relative to the data 

fitting of the water signal were equal or higher than 0.994. Lower coefficients of 

determination were found for the fat signal.  The values calculated on the emulsion are 

significantly lower than those relative to dairy creams. 

It can be noticed that the fat signal decays faster than the water signal. The values of �2∗ found 

in fat-only and water-only regions were 10.7 ± 0.8ms and 57.1 ± 1.0ms, respectively. The 

values of the signal calculated in the water+fat area of the full cream are plotted as a function 

of the echo time in Figure 3.11.  

 

 
Figure 3.11: �2∗ relaxation decay of water+fat signal in full cream. The continuous lines indicate the 

curve fitting calculated on the water+fat signal using the monoexponential function. At short TEs the 

monoexponential model poorly reproduces the experimental data.  

 
At short TEs a scatter of the data points around the curve fitting is noticeable. At longer TEs, 

this scatter virtually disappears. The value of �2∗ found in the water+fat region was 57.7 ± 

6.6ms. The values of �2∗ of full, light and light thick cream were 36.4 ± 2.0ms, 54.2 ± 3.5ms 

and 40.7 ± 1.9ms, respectively.  

3.5.4 Discussion 

In the current study, a direct measure of the �2∗ of water protons and the �2∗ of fat protons was 

achieved in dairy cream phantoms, which were chosen here as a model of water-fat mixtures 
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[3], [50]. Thus, the low receiver bandwidth approach -as proposed in the current study- 

represents a fast and effective method for an unequivocal measurement of �2∗w and �2∗F.  

The knowledge of �2∗w and �2∗F may prove of value for developing, testing and optimizing fat 

quantification algorithms. As a matter of fact, novel algorithms for fat quantification have 

been recently proposed with a dual �2∗ correction model. However, while the value of the fat 

content (obtained by these algorithms) can be compared to a reference value obtained with 

other techniques, this is not the case for �2∗w and �2∗F. In other words, the value of �2∗w and �2∗F 

obtained by these algorithms cannot be compared to any reference value. In the current study, 

we propose the low receiver bandwidth approach to directly measure �2∗w and �2∗F in 

phantoms so to provide the ground truth values of �2∗w and �2∗F. As a result, �2∗w and �2∗F 

values obtained by the algorithms can be validated versus ground truth values.  

To the best of our knowledge, no reference values exist for �2∗w and �2∗F in tissues (such as 

liver for example) where the water and fat proton pools share the same microenvironment. It 

is needless to say that it is straightforward to perform measurements of �2∗w and �2∗F in tissues 

such as subcutaneous adipose tissue and gray/white matter, where only one of these two 

proton pools is present. At this stage, the low receiver bandwidth approach for direct measure 

of �2∗w and �2∗F, where the water and fat proton pools share the same microenvironment, does 

not appears feasible for tissue measurements in vivo. Nevertheless, the reference values 

observed in phantoms are of interest for algorithm validation and the ability to measure �2∗w 

and �2∗F in phantoms certainly represents an important step towards the development of robust 

dual �2∗ algorithms. Indeed, as indicated also in the literature, current dual �2∗ algorithms 

methods still suffer from instability and poor noise performances [47]–[49]. The values of �2∗ 
(of water and water+fat) obtained by the low receiver bandwidth approach decrease with the 

increasing of cream thickness (Table 3.3). Overall, the �2∗ values determined with the low 

receiver bandwidth approach show that in all phantoms the �2∗ relaxation time of the fat 

protons is significantly shorter than that of water protons (Table 3.3). In light cream, the 

value of �2∗ found by the low receiver bandwidth approach in the water+fat region is in 

excellent agreement with the value of �2∗ calculated by IDEAL algorithm.  

Within the context of fat quantification in vivo, it represents an important burden to the 

economy and the health care system. Because of the high clinical interest of fat quantification, 

MRI vendors have installed on the MRI scanners novel algorithms that allow for a real-time 

calculation of the fat content [17], [48], [49]. So, at the end of the MRI examination, 

physicians have access to images of fat content, that is, pixel-by-pixel maps of fat content in a 
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chosen anatomical area. Thus, a paradigm shift is currently taking place: for investigations of 

certain pathologies, the relevant output of an MRI examination is not anymore a �1- or �2∗-
weighted image, but a quantitative map of a biomarker. The physicians at the end of the MRI 

acquisition will base their diagnosis on these quantitative maps. For instance, liver is one of 

the main organs of interest for fat quantification: fat content greater than 5% is indicative of 

liver steatosis and the �2∗values can be used to determine liver iron overload. An example of 

pixel-by-pixel maps of fat content and �2∗ values, similar to those generated on clinical MRI 

scanners, was obtained in the current study using the single �2∗ IDEAL algorithm.   

The water-fat mixture models are of interest to a wide range of scientific disciplines, e.g. 

clinical research, colloid science, food industry [51]–[53]. In this context, the application of 

MR techniques to investigations of water-fat mixtures is not novel. Many NMR studies have 

been performed on water-fat mixtures [51]–[53], but less attention has been paid to 

quantitative MRI [54]–[56]. The ability to directly measure the �2∗ relaxation time of the water 

proton pool and the �2∗ relaxation time of the fat proton pool may prove of value also for 

investigating the basic relaxation mechanisms in water-fat mixtures. For instance, in emulsion 

that have been generated in a well-controlled environment, detailed measurements of �2∗ as a 

function of the fat content can provide insight into the relaxation mechanisms and/or 

structural properties of water-fat mixtures. 

To conclude, direct �2∗ measurements of water and fat protons are of interest as they provide 

reference values for �2∗. In the current study, we showed that the low receiver bandwidth 

approach represents a fast and effective method for direct measurements of �2∗w and �2∗F. 

Within the context of the fat quantification in vivo, these reference values of �2∗w and �2∗F may 

be of interest for development, validation and optimization of fat quantification methods 

based on dual �2∗ correction.  
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Chapter IV 

MRI measurements on mice liver and muscle 
 

4.1 Introduction 

In the Chapter II, the Dixon’s methods and the IDEAL algorithm were presented. Moreover, 

the IDEAL algorithm was analyzed with simulations (Chapter II) and then with MR physical 

phantoms (Chapter III). Both types of measurements were used for better understanding how 

to employ this multiparametric algorithm (IDEAL), for optimizing the in vivo measurements 

of fat fraction and �2∗ on mice. Very little has been done for development/optimization of in 

vivo non-invasive fat quantitation in preclinical models. Differently from the MR phantoms, 

the mice breathe and can move during the MR acquisitions, leading to the formation of 

motion artifacts.  

Magnetic resonance signal is influenced by the spin-spin relaxation time �2∗ which causes the 

decreasing of the signal in time. The �2∗ shortening and signal dephasing are connected to the 

presence of iron in tissue. In condition of iron overload the �2∗ could reach the order of few 

milliseconds [57]. IDEAL algorithm allows the joint estimation of both fat fraction and �2∗ 
maps. IDEAL algorithm requires at least of 3 images for allowing the joint estimation of both 

fat fraction and �2∗ maps. The number of echoes to be acquired for an optimal reconstruction 

of the output (fat fraction and �2∗) represents an important parameter of IDEAL. In Chapter 

III, we have observed a decreasing of fat fraction values with the increasing of the number of 

echoes. Nevertheless, in according to Hines et al. [58], there exists an excellent correlation 

between fat fraction calculated with 6-echo and 15-echo reconstructions in mice using a 3T 

clinical scanner.  

4.2 MRS and MRI  

As previously said, magnetic resonance spectroscopy (MRS) and magnetic resonance imaging 

(MRI) are powerful methods for calculating fat fraction. They represent two non-invasive 

ways for calculating the fat fraction without using ionizing radiation. With the MRS, spectra, 

which provide information about fat composition, are acquired. Differently from MRI, MRS 

does not give spatial information; the only information the user has, is that the signal derives 
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from the voxel positioned by him. The data acquired from the voxel of few cm3 are then 

converted in a mono dimensional spectrum. On the other hand, MRI provides images of the 

object to study and can cover large portion of it. Thus MRI offers the spatial information from 

2D (in whatever direction) or 3D acquisition. In MRI, the images are composed by pixels (or 

voxel if we consider the slice thickness as well) which display the sum of the signals deriving 

from all protons. No information about the fat fraction or the composition of fat is displayed 

from a single image. Hence, MRI and MRS represent two complementary tools for 

calculating fat fraction. Research groups had studied the possible correlation between the 

results of fat fraction calculated with MRS and MRI. Good correlations and agreements were 

found for hepatic fat fraction in some works [59]–[63]. However, confounding parameters, 

like spectral modeling of fat, relaxation times (�1, �2 and �2∗) and noise, could play a role in 

the fat fraction miscalculation. Agreement was not reached in other works [64], where the 

primary peak only and/or the transverse relaxation decay was not considered [59], [61], [62]. 

In conclusion, good correlation and agreement exists between the measurements of fat 

fractions done with MRS and MRI, when all fat components and transverse relaxation decay 

are considered.  

4.3 Review of the literature 

In Table 4.1, a list of works effectuated on mice is illustrated. On this table only MRI 

methods for separating fat and water are listed [65]–[76].  

The MR acquisition parameters and the types of reconstructions are listed, as well. The 

majority of the research groups prefers to acquire multi-gradient-echo images for fat-water 

separation. This choice allows to use short TR for reducing the �1 bias and scan time. The 

majority of the works employs the IDEAL algorithm and Dixon’s methods. Nevertheless, 

VARPRO [77], [78] as well, is a valid algorithm for calculating fat fraction and �2∗ values. 

The majority of these works were performed with clinical scanners, operating at 1.5 and 3T. 

The preclinical scanners, used in the other works, operate at higher magnetic fields.   
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Article Mice Area Magnetic field Sequence Algorithm Acquisition time 

[65] Obese and lean Liver 3T 3D spoiled GE IDEAL 7min 24s 

[66] Obese Liver 7T (preclinical) Spoiled GE 2-point Dixon Not specified 

[67] Obese and lean Liver 7T (preclinical) 2D T1w aRARE IDEAL Not specified 

[68] Obese and lean Liver 3T 3D Spoiled GE IDEAL 10min 13s 

[69] Obese and lean Liver 3T 3D Spoiled GE IDEAL 6min 

[70] Obese and lean Liver 1.5T Spoiled GE 2-point Dixon 44s 

[71] Lean Liver 1.5T 3D Spoiled GE [76] 1min 46s 

[72] Lean Liver 1.5T Spoiled GE VARPRO Not specified 

[73] Obese and lean Liver 3T mDixon 3D mDixon Not specified 

[74] Lean Liver and inters. brown adipose 9.4 (preclinical) 2D Spoiled GE IDEAL 30min 

[75] Obese and lean Brown/white adipose tissue 3T 3D Spoiled GE IDEAL 10min 

       

 Flip angle N° echoes TR 1° TE Echo spacing Voxel size 

[65] 5° 15 30ms 2.1ms 3.7ms 0.5x0.5x0.8mm3 

[66] 40° 2 500ms 1.47ms 0.5ms 0.1x0.1x2.0mm3 

[67] 90° 4 1087ms 9.1ms 318µs 0.2x0.2x1.0mm3 

[68] 5° 15 41.4ms 2.6ms 1.4ms 0.5x0.3x0.8mm3 

[69] 5° 15 (5x3) 24.4ms 2.2ms - 3.4ms - 4.6ms 1.2ms (3.6ms/3) 0.6x0.6x0.8mm3 

[70] 13° 2 6.9ms 2.4ms 2.4ms Not specified 

[71] 35° 32 55ms 1.6ms 1.3ms 1.2x1.2x1.2mm3 

[72] 75° 12 (4x3) 1000ms 2.46ms - 3.36ms - 4.26ms 0.9ms (2.7ms/3) Not specified 

[73] Not specified 4 Not specified Not specified Not specified Not specified 

[74] 10° 3 295ms 2.8ms 1ms 0.5x0.3x0.8mm3 

[75] 5° 6 41.4ms 2.6ms 1.4ms 0.5x0.3x0.8mm3 

Table 4.1: List of publications on mice. In this table, the MR sequence parameters, the magnetic fields, the analyzed areas, the type of mouse and the 

reconstructions for calculating the fat fractions are listed.  
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4.4 Materials and methods 

4.4.1 MRI experiment 

Mice L-PK/c-myc (n=9) were used for in-vivo experiments. They were anesthetized with 2% 

isoflurane-oxygen (v/v) and the respiration was monitored. MRI measurements were performed at 

4.7T with a scanner dedicated to small animal imaging (47/40 Biospec, Bruker, Wissembourg, 

France), using a BGA06 gradient system (maximum strength equal to 950mT/m). A linear volume 

coil was used as transmitter and receiver.  

Gradient-echo sequences were acquired to perform Dixon and IDEAL reconstruction. 

With respect to Dixon’s method, three separate gradient-echo sequences at three different echo 

times (1.45, 2.2 and 2.9ms, respectively) were acquired. The other parameters were: FOV = 

3.2x3.2cm2, repetition time = 280ms, flip angle = 30°, slice thickness = 1mm, interslice distance = 

1.5mm, 8 averages and 15 slices.  

With respect to the IDEAL method, three separate multi-gradient-echo sequences with first echo 

time equal to 1.37, 2.16 and 2.95ms, respectively, were acquired. The echo spacing was for all of 

the three sequences equal to 2.37ms. The images, acquired from these three sequences, were 

combined in order to create a single data set with effective echo spacing 0.79ms (Figure 4.3). 

A first set of IDEAL data was acquired with 12 echoes and 8 slices. The TR was set to the minimal 

value (380ms) to reduce the scan time.  Three multi-gradient-echo (MGE) sequences were acquired 

with these parameters: 12 echoes, repetition time = 380ms, flip angle = 50°, field of view = 

3.2x3.2cm2, slice thickness 1.2mm, 8 slices, interslice distance = 1.5mm, matrix size = 160x160, 

bandwidth = 2x105 Hz and 4 averages. A second set of IDEAL data was acquired with the modified 

parameters following the analysis of the first IDEAL data set: in particular it was observed that, for 

each multi-gradient-echo sequence, the useful number of echoes could be reduced to six echoes. 

Thus, the TR could be shortened to 280ms. The flip angle was chosen to 30° in order to minimize 

the �1 bias. The other parameters were: slice thickness = 1 mm, 6 echoes and 8 averages (effective 

sequence, Figure 4.1).  

4.4.2 Data analysis 

With respect to the IDEAL method, different analyses were performed to study the effects of 

different number of echoes and echo spacing on the IDEAL output (fat fraction and �2∗ value): 

• IDEAL reconstruction was applied to the images acquired with single multi-gradient-echo 

sequence (1° Sequence, Figure 4.1). Fat fraction and �2∗ maps were reconstructed using 3, 4, 

5…12 echoes; 
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• IDEAL reconstruction was applied to the images obtained with the three multi-gradient-

echo sequences (Figure 4.1). Fat fraction and �2∗ maps were reconstructed using 3, 4, 5…20 

echoes. 

 

Figure 4.1: Scheme of the creation of the “effective sequence”. The 3 sequences with echo spacing 2.37ms 

were combined to have a sequence with 0.79ms echo spacing. 

Comparison between IDEAL at different number of echoes was performed. 

• ROI measurements were performed in liver and muscle. For each ROI, chosen as 10-pixel  

(liver) and 5-pixel (muscle) radius, the mean and standard deviation of fat fraction and �2∗ 
was calculated;  

• the coefficient of variation (CV), defined as standard deviation divided by the mean value, 

was calculated for each ROI of 5-pixel radius. The fat fraction and �2∗ obtained at different 

number of echoes were compared. As a metrics of the quality of fat fraction and �2∗ maps, 

the CV was used; 

• further analyses were performed to compare the specific scenario of 6 and 15 echoes since 

in the literature this was subject of interest [65]. Moreover the 3-echo reconstruction was 

added to the comparison. Student’s t-test was performed on the values of fat fraction of �2∗; 
• comparison between the single and effective sequence was performed on �2∗ and fat fraction 

values; 

Furthermore, a comparison between Dixon and IDEAL was performed on fat fraction values. 



CHAPTER IV. MRI MEASUREMENTS ON MICE LIVER AND MUSCLE 

112 

 

At last, in a mouse, a spectrum was acquired for comparing the results obtained with IDEAL 

algorithm, using the calculated spectrum, and the results obtained using the spectrum proposed by 

Hamilton et al. [27]. 

For avoiding phase unwrapping problems, the brunch-cut algorithm [79] was used. It was 

performed on phase images for generating the initial field map (Appendix C).   

All images (Figure 4.1) were processed with homemade scripts in Matlab which reproduces the 

IDEAL algorithm and 3-point Dixon’s method. 

4.5 Results 

4.5.1 Results of IDEAL in mouse using one sequence  

In Figure 4.2, the �2∗ and fat fraction maps reconstructed by IDEAL algorithm using 3 echoes are 

shown. With the output of IDEAL algorithm, a multi-gradient-echo image is illustrated as well. 

 

Figure 4.2: On top the output of the 3-echo IDEAL reconstruction: fat fraction (left) and �2∗ (right) maps. 

The results are relative to the MR images acquired on a mouse. On bottom a multi-gradient-echo image of 

the mouse used.   
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IDEAL reconstructions, using different number of echoes, were obtained. ROI measurements were 

achieved on the obtained fat fraction and �2∗ maps in liver and muscle. For each mouse, three ROIs 

were positioned in liver and muscles, where no visible artifacts were present. The mean and 

standard deviation values of fat fraction found in a mouse are represented in the plots in Figure 4.3. 

The fat fraction mean values in liver and muscle increase with the increasing of the number of 

echoes used for IDEAL reconstruction. In Figure 4.4, the mean and standard deviation values of �2∗ 
are represented. 

 

Figure 4.3: IDEAL reconstruction relative to the images acquired with the single multi-gradient-echo 

sequence (1° Sequence, Figure 4.1). Fat fraction values as a function of the number of echoes used for 

IDEAL reconstruction. The values were calculated in liver (left) and muscle (right) 

The values of �2∗ in liver and muscle converge using a high number of echoes. The standard 

deviation values in muscle decrease using more than 3 echoes. For the fat fraction estimation, it is 

appropriate to use a low number of echoes for avoiding the increasing of the values and/or any bias 

due to eventual differences between the �2∗W and �2∗F.  

 

Figure 4.4: �2∗ values as a function of the number of echoes used for IDEAL reconstruction. The values were 

calculated in liver (left) and muscle (right) 
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In Figure 4.5 the fat fraction and �2∗ map reconstructed by IDEAL algorithm using 3 (for the fat 

fraction) and 6 echoes (for the �2∗) are shown. 

 

Figure 4.5: Output of IDEAL algorithm. On top the fat fraction (left) and �2∗ (right) map reconstructed using 

3 echoes (for the fat fraction) and 6 echoes (for the �2∗). The 6-echo reconstruction provides a �2∗ map less 

noisy than the 3-echo reconstruction. The results are relative to the multi-gradient-echo image illustrated on 

bottom. 

4.5.2 Results of IDEAL in mouse using the effective sequence  

IDEAL reconstructions were obtained at different number of echoes for the images of the effective 

sequence. ROI measurements were achieved on the obtained fat fraction and �2∗ maps in liver and 

muscle. For each mouse, three ROIs were positioned in liver and muscles where no visible artifacts 

were present. The mean and standard deviation values of fat fraction found in a mouse are 

represented in the plots in Figure 4.6. 
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Figure 4.6: Fat fraction values in function of the number of echoes used for IDEAL reconstruction. The 

values were calculated in liver (left) and muscle (right) 

The values of fat fraction are almost constant in both anatomical areas. At low number of echoes, 

the values found in liver are slightly higher, but consistent with the values calculated at high 

number of echoes. The values found using the effective sequence are lower than the ones found for 

the single sequence. In Figure 4.7, the �2∗ mean and standard deviation values, relative to the 

images of the effective sequence, are represented. 

 

Figure 4.7: �2∗ values in function of the number of echoes used for IDEAL reconstruction. The values were 

calculated in liver (left) and muscle (right). On bottom, the same plots illustrated on top are shown for a 

better visualization of the plateau. 
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The �2∗ means reach the values of plateau at high number of echoes in both anatomical areas. The 

mean and standard deviation values are higher at low number of echoes. In Figure 4.8, the fat 

fraction and �2∗ map reconstructed by IDEAL algorithm using 3 and 10 echoes, respectively, are 

illustrated. 

 

Figure 4.8: Output of IDEAL algorithm. On top the fat fraction (left, reconstructed using 3 echoes) and �2∗ 
(right, reconstructed using 10 echoes) map. The results are relative to the multi-gradient-echo image 

illustrated on bottom. 

 

4.5.3 IDEAL results using 3, 6 and 15 echoes 

The results of fat fraction and �2∗, obtained on the images of the effective sequence and shown in the 

previous paragraph, were further analyzed, with the focus on the outputs of IDEAL at 3, 6 and 15 

echoes. The fat fraction values are represented in Bland-Altman plots (on the x-axis the mean value 

of 2 measurements is represented, whereas, on the y-axis, the difference between these two 

measurements is expressed), in Figure 4.9, for comparing the results of the three reconstructions. 

Three plots were necessary for comparing the results (3-echo vs 6-echo, 3-echo vs 15-echo and 6-
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echo vs 15-echo). About the comparison between the 3-echo and 6-echo reconstructions (top, left), 

the values relative to the muscle with the 3-echo reconstruction are higher than the ones in the 6-

echo reconstruction. About the comparison between the 3-echo and 15-echo reconstructions 

(bottom), the values for liver are around the 0 value in difference. For the muscle, the same 

consideration done in the previous plot can be concluded.  

 

Figure 4.9: Bland-Altman plots relative to the fat fraction mean values. On the x-axis and y-axis the mean 

values of two measurements and their differences are respectively represented. The fat fraction mean values 

were calculated on the maps generated by the 3-echo, 6-echo and 15-echo reconstructions. 

 

The last comparison was performed between the 6-echo and 15-echo reconstructions (top, right). 

The values, calculated in liver and muscle, show a spread around the 0 value in difference.  

The Student’s t-test analyses were performed for the comparison between the three reconstructions 

on the fat fraction and �2∗ values. For the Student’s t-test analyses, the two-tail distribution values, 

using a risk factor equal to 0.05, were considered.  The statistical t and the two-tail critical values 

for each comparison are reported in Table 4.2 (for fat fraction) and Table 4.3 (for �2∗).  
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In liver, the measurements are consistent in the three comparisons. Instead, in muscle the values are 

consistent only in the comparison between the 6 and 15-echo reconstructions. However, short echo 

trains are suggested to be used for avoiding any bias due to differences between �2∗W and �2∗F.  

With respect to the �2∗ values, only the t-test between the 6-echo and 15-echo reconstructions is 

displayed, since the �2∗ standard deviation values found for the 3-echo reconstruction were generally 

too high. The values of �2∗ found in the 6-echo and 15-echo reconstruction are consistent for both 

anatomical area. In summary, from the plots and Student’s t-test analyses:  

-   In muscle, the 3-echo reconstruction provides higher values than in the other two 

reconstructions; 

-  In liver, the three reconstructions yield consistent values; 

-  The �2∗ values, found in the 6-echo and 15-echo reconstruction, are consistent. 

All these considerations are done for ROI measurements, performed where no visible artifacts  

were present. 

        Area 
3-echo vs 6-echo   3-echo vs 15-echo  6-echo vs 15-echo 

    Stat. t        Crit. t    Stat. t       Crit. t        Stat. t     Crit. t   

Liver       1.5            2.1                    0.2            2.1               1.0         2.1 

Muscle       2.4            2.2                   2.7            2.2                0.7         2.2 

Table 4.2: T-test statistic performed on the fat fraction values relative to IDEAL 

reconstruction liver and muscle. The 3-echo, 6-echo and 15-echo fat fraction 

reconstruction, calculated in four mice, were compared.   

Area 6-echo vs 15-echo 

   Statistical t Critical t 

Liver 0.5 2.1 

Muscle 1.2 2.1 

Table 4.3: T-test statistic effectuated on the ��∗  values of IDEAL algorithm in liver and 

muscle, and considering the set constituted by the values of both anatomical areas. The 

6-echo and 15-echo ��∗  values, calculated in four mice, were compared. 
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4.5.4 Study on the coefficient of variation 

IDEAL reconstruction was performed at different number of echoes (from 3 to 21 for the first set of 

mice and 3 to 18 for one of the second set) and ROI measurements on �2∗ and fat fraction maps were 

performed in liver and muscle. Means and standard deviations were determined and the coefficients 

of variation (CV) were calculated for each ROI, reconstruction and mouse. For each number of 

echoes and mouse, the coefficients of variation were regrouped for both anatomical areas. These 

coefficients of variation were used for calculating the mean values of the coefficients of variation 

for fat fraction and �2∗ values. At last, these values were plotted in function of the number of echoes 

for liver and muscle (Figure 4.10). Each error bars, displayed in the histogram plots of Figure 4.10, 

was calculated as the standard deviation of the coefficient of variation mean. For both plots relative 

to the fat fraction, no trend was observed. In the plots relative to �2∗ in liver, the values achieve their 

minimum at 12-15 number of echoes. In the plots relative to �2∗ in muscle, the coefficient of 

variation means decrease with the increasing of the number of echoes. These results on �2∗ represent 

a further confirm of the advantage to calculate the �2∗ maps using long echo trains. 

 

Figure 4.10: Coefficient of variation versus number of echoes plots. On left the plots relative to the fat 

fraction CV and, on right, relative to the �2∗ ones. The values, calculated in liver and muscle are determined 

for the four mice. The error bars are calculated as the standard deviation of the standard error means.   
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4.5.5 Comparison between IDEAL using single and effective sequences on T2* 

The �2∗ maps, calculated by IDEAL using the single and effective sequences, were compared.  For 

understanding if it is necessary to acquire 3 sequences for calculating the �2∗ (with the parameters 

indicated in materials and methods) or if it is sufficient to use a single sequence, the values at 

plateau were analyzed. The �2∗ mean values calculated with ROIs from 6 to 12 echoes (for the 

single sequence) and from 10 to 20 echoes (for the effective sequence) were averaged. The mean 

values in liver and muscle for the single and effective sequences were compared with the Student’s t 

test. In Table 4.4, the statistical t and two-tail critical values are shown.  

 

 

 

 

 

 

The values of plateau calculated from the two sequences in liver and muscle, are consistent. In 

Figure 4.11, the �2∗ maps calculated using 7 echoes of the single sequence and 19 echoes of the 

effective sequence, respectively, are displayed. The reason why we use 7 echoes and 19 echoes, 

respectively, derives from the creation of the effective sequence. Using 7 and 19 echoes, the last 

echo time (15.6ms) for both sequences is the same (this is not the singular combination, however 

using these number of echoes for the two sequences the �2∗ mean values reach the plateaus). The 

values in both maps are similar, but the advantage of using the effective sequence is the creation of 

smoother maps. However, also the single sequence provides good �2∗ maps when more than 6 

echoes are used. 

Area Single vs Effective 

     Statistical t Critical t 

Liver 0.6 2.3 

Muscle 0.7 2.4 

 

Table 4.4: T-test statistic calculated on the values at plateau found for the single and 

effective sequences. The values were taken in liver and muscle.  
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Figure 4.11: �2∗ maps calculated using the single sequence (left) and the effective sequence (right). For the 

single sequence,7 echoes were used, whereas, for the  effective sequence, 19 echoes. 

4.5.6 Comparison between IDEAL (using single and effective sequences) and Dixon for the fat 

fraction 

A comparison between the results of fat fraction obtained with IDEAL, using the single and 

effective sequences, was performed. The 3-echo IDEAL reconstructions, using the single and 

effective sequences, were compared with the 3-point Dixon’s method. The fat fraction mean and 

standard deviation values, obtained with ROIs, were calculated. The fat fraction values, relative to 

the 3-point Dixon’s method, were corrected since the 3-point Dixon’s method provided single-peak 

estimations. Each value was divided for 0.7, approximately the area under the fat peak at 1.3ppm 

[73]. The mean values were used for creating Bland-Altman plots, illustrated in Figure 4.12. The 

values in liver and muscle are almost around the 0 value in all three plots. 
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Figure 4.12: Bland-Altman plot with the fat fraction mean values calculated with the IDEAL algorithm 

(using single sequence and effective sequences) and 3-point Dixon’s method 

The Student’s t-test analyses were performed for the fat fraction values acquired in both anatomical 

areas for the three reconstructions. The values of the statistical t and two-tail critical values are 

shown in Table 4.5. 

               Area 
IDEAL (single) 

vs 

IDEAL (effective) 

Dixon 

vs 

IDEAL (single) 

Dixon 

vs 

IDEAL (effective) 

   Stat. t         Crit. t  Stat. t         Crit. t          Stat. t      Crit. T 

Liver     0.9              2.0                        1.0             2.0                        0.2             2.0 

Muscle     2.5              2.0    5.3             2.0 1.4             2.0 

Table 4.5: T-test statistic effectuated on the values of 3-echo IDEAL algorithm and 3-point Dixon’s 

method. The values were taken in liver and muscle  

 

The fat fraction values calculated in liver are consistent for the three reconstructions. In muscle the 

values calculated using IDEAL single sequence are not consistent with the ones calculated with the 
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other two reconstructions. Hence, in normal cases, the three methods are equivalent for calculating 

the fat fraction in liver but not in muscle. However, attention to areas with very short �2∗ was paid.  

In slices close to lungs, the magnetic field inhomogeneity was higher than in the slices on bottom. 

As a consequence, the magnetic field inhomogeneity critically reduced the �2∗ value to less than 5 

ms. In this case, neither in liver the fat fraction estimation was equivalent for the three 

reconstructions. In Figure 4.13, fat fraction estimations achieved with the three reconstructions in a 

slice close to lungs are shown. On bottom, the �2∗ map calculated using 10 echoes of the effective 

sequence and a multi-gradient-echo image are displayed. In the area with short �2∗, the fat fraction 

map is overestimated using IDEAL single sequence (top, left) and the 3-point Dixon’s method (top, 

right). The IDEAL reconstruction performed using three sequences yields more realistic fat fraction 

values in the areas with short �2∗ value. Hence, the advantage to use three sequences for IDEAL 

reconstruction is evident in this case. 

 

Figure 4.13: Fat fraction maps (top) calculated with IDEAL algorithm (using the single and effective 

sequence) and 3-point Dixon’s method. On bottom, the �2∗ map (calculated by IDEAL algorithm using 10 

echoes of the effective sequence) and a gradient echo image are shown for further information on the 

morphologic and physiologic structure 
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4.5.7 Spectrum acquired in literature vs spectrum acquired on a mouse 

The spectrum acquired in a mouse liver was employed in IDEAL algorithm for calculating the fat 

fraction maps. These maps were compared with the maps obtained using a spectrum taken from 

literature [27]. The difference between the fat fraction maps (the difference is between the fat 

fraction map with the spectrum of a mouse liver found in literature and the fat fraction map with the 

spectrum calculated on the mouse) is shown in Figure 4.14. In addition, the difference between the 

field maps reconstructed by IDEAL and a multi-gradient-echo image are shown. The differences are 

especially on the edges and in subcutaneous fat. These differences are located where high values 

occur in the “field map difference” (Figure 4.14, top right). A profile was drawn on the fat fraction 

difference map in liver (Figure 4.15, left). The values along the profile are shown in Figure 4.15. 

In liver, the “fat fraction difference” provides values around 0.6% in mean. The values in muscle 

are consistent with this mean. Hence, in the light of the current results, the two spectra have the 

same action on the fat fraction maps, calculated by IDEAL algorithm. 

 

Figure 4.14: Comparison between the fat fraction calculated using a spectrum acquired on a mouse and the 

ones calculated using the literature spectrum.  The fat fraction and field maps calculated with each spectrum 

using IDEAL algorithm were subtracted. The results of the fat fraction map difference map and field map 

difference are illustrated on top. On bottom a multi-gradient-echo image is illustrated.  
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Figure 4.15: (Left) Difference between the two fat fraction maps calculated using two different spectra. On 

right the profile of the values relative to the fat fraction maps. The mean value is about 0.6% in difference. 

4.6 Misregistration  

For fat-water acquisitions on mice, the choice of using 3 sequences, opportunely spaced in time, 

was operated. The three sequences were put together to create a thicker sequence (the effective 

sequence) of echo spacing shorter than in the single sequences. For using this approach, it was 

assumed that the mice did not move during the sequence acquisitions. The assumption could be 

erroneous and it needs to be proved, so additional analyses were performed with the use of Imagej 

[80]. For the comparison, the images acquired at first time echo of each sequence were selected and 

examined with the StackReg plugin [81], [82] for analyzing the presence of misregistration 

artifacts. In Figure 4.16, the images at first time echo for the three sequences (S1, S2 and S3, 

respectively) are illustrated: the images were put in a stack (Sn) for the application of the plugin. 

The plugin considers four types of transformations: rigid body, translation, rotation and affine. It 

works as follow: once created the image stack and chosen the type of transformation to study, the 

plugin analyzes all images and align them respect to the first one. In output, a stack (S’n) composed 

by the transformed images (three images in this case) is created. For this study, the rigid body 

transformation was considered, supposing that the mice could rotate and translate only limiting to 

the axial plane (the same of the image). For a direct measurement of the effect of the 

transformations, the difference (S’n - Sn) was calculated and normalized for Sn.. Since the image S1 is 

not transformed (the transformation respect to itself is 0), the only images necessary to be analyzed 

are S2 and S3. Hence, the (S’2 – S2)/S2 and (S’3-S3)/S3 maps were calculated and in Figure 4.17 are 

shown. 
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Figure 4.16: Images at first time echo for the three multi-gradient-echo sequences. These images were 

compared for studying the presence of misregistration artifacts 

 

In the images in Figure 4.17, the edges of the external and internal structures are visible: in these 

zones, the differences are higher than in the other areas.  At first glance no artifacts are visible on 

these images. The plots below the images represent the profile of the values on the yellow lines. 

The profiles show mean values equal to 0. For confirming the results, the same process was applied 

between the first and second echo images of the first sequence. The results for the last process are 

shown in Figure 4.18. The external and internal structures of the mouse are visible as previously 

observed in Figure 4.17. The profile of the values on the yellow line yields values around 0. No 

artifacts are visible in the current image. Since the same results are found for both the images of the 

effective sequence and the first sequence, the technique of putting together the three sequences 

seems valid for these mice. Moreover, on the IDEAL results, the structures like the spinal cord are 

noticeable and no visible artifacts are present.  
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Figure 4.17: Results for the study on the misregistration. The images (relative to the effective sequence) of 

the second and third echo are compared with the image acquired at first echo with the StackReg plugin. Thus 

the images were subtracted to the not modified images of second and third echoes, respectively. At last they 

were normalized respect to their not modified images. The values taken along the yellow profiles indicate the 

values on the current images. 
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Figure 4.18: Results for the study on the misregistration. The image (relative to the first sequence) at second 

echo time is compared with the image acquired at first echo with the StackReg plugin. Thus the images were 

subtracted to the not modified images of first and second echoes, respectively. At last they were normalized 

respect to their not modified images. The values taken along the yellow profile indicates the values on the 

current image. 

4.7 Problems with the brunch cut algorithm 

Each initial field map, used as input for IDEAL algorithm, was calculated using the phases of two 

MR images, acquired at different echo times. Then, the branch cut algorithm was used on the phase 

map difference to, eventually, unwrap the phase. The image with no phase wrapping was used as 

input for IDEAL algorithm. However, the outcome of the branch cut algorithm can differ from the 

real one. In fact, the evolution of the phase and the choice of the initial pixel can play a role in the 

final result.  In the current paragraph, some scenarios where the branch cut algorithm bring to the 

miscalculation of the fat fraction map calculated by IDEAL algorithm, are shown.  

4.7.1 Choice of the MR images to use 

In Figure 4.19, the phase maps of the same slice from first to third echo are displayed. Two 

different initial field maps were calculated and used as input for IDEAL algorithm. 
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Figure 4.19: Phase maps relative to the MR image acquired at first (left) second (center) and third echo time 

(right).  

Calling PH1, PH2 and PH3 the phases relative to the MR images at first, second and third echo 

time, respectively, the two initial field maps were calculated, using the differences PH2-PH1 and 

PH3-PH1. The branch cut algorithm was applied to these differences and opportunely transformed 

in field maps. The unwrapped field maps and the respective fat fraction calculated by IDEAL 

algorithm are illustrated in Figure 4.20. 

 

Figure 4.20: Initial field map created using different phase maps combinations. The associated fat fraction 

map calculated by IDEAL could be different. In this figure, the subcutaneous fat is not calculated using the 

initial field map calculated by the combination of the first and second phase map 
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The initial field maps differ in both shape and values. The fat fraction maps are not reconstructed in 

the same way in subcutaneous fat. In other words, the fat fraction map, calculated using the field 

map relative to PH2 – PH1, is not determined in the appropriate way. The miscalculation concerns 

the calculus in subcutaneous fat, which is composed of almost 100% fat. Moreover, the field map 

on top is not smooth everywhere. 

In conclusion, the choice of the phase images, to use for calculating the initial field map, is 

important for a correct fat fraction reconstruction. 

4.7.2 Choice of the pixel 

The second scenario, where the fat fraction is miscalculated by IDEAL algorithm, concerns the 

choice of the initial pixel from where the branch cut algorithm begins to work. The difference PH3 -

PH1 and the choice of two different pixels for unwrapping the phase are operated. In Figure 4.21 

the unwrapped field maps (calculated starting from different pixels) and the respective fat fraction, 

calculated by IDEAL algorithm, are illustrated. 

 

Figure 4.21: Initial field map created choosing different pixels. The associated fat fraction map calculated 

by IDEAL could be different. In this figure, the water and fat are swapped in the fat fraction map illustrated 

on top.  
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The calculated field map has the same shape but different values. The fat fraction maps obtained 

from these field maps are inverted. In other words, in the fat fraction map on top, the values in 

subcutaneous fat are very low, whereas in muscle and liver are very high: IDEAL algorithm swaps 

the fat with the water. No complications are found in the fat fraction map on bottom. 

In conclusion, the application of the branch cut algorithm cannot be done automatically. Manual 

attempts are mandatory for obtaining successful fat fraction maps.  

4.8 Discussion 

In the current work, gradient-echo images of mice were acquired. The fat fraction and �2∗ maps 

were reconstructed with the IDEAL algorithm using one and three sequences. The fat fraction 

values, calculated with ROIs, were compared with the ones obtained using the 3-point Dixon’s 

method. The mice used in the current work did not have fat fraction values too high in liver and 

muscle, and only in subcutaneous fat, the fat fraction exceeded the 20% in value. A linear 

regression (as the one present in the article of Hines et al. [65]) with the fat fraction values found in 

mice using 3, 6 and 15 echoes would have yielded weak results. Hence, this procedure represents a 

limitation of this work for proving the correlation between the values of fat fractions found using 3, 

6 and 15 echoes in IDEAL algorithm. A comparison between the values of fat fractions in the three 

reconstructions and their eventual consistencies with the Student’s t test could be only shown. No 

reference values from MRS or biopsy were obtained to validate the results on fat fraction achieved 

with the IDEAL algorithm and 3-point Dixon’s method. Further analyses are necessary for 

validating our results.  

The fat fraction overestimation in muscle in the 3-echo reconstruction is probably related to the �2∗, 
slightly longer than in liver, and SNR. In simulations, the fat fraction bias in the 3-echo 

reconstruction was higher than in the 6-echo reconstruction when the SNR decreased. 

Regarding the values of fat fraction calculated in mice muscle and liver, the use of the 3-point 

Dixon’s method did not provide any advantages respect to the 2-point Dixon’s method since no fat 

fraction higher than 50% were achieved. However, to avoid a priori the water-fat swapping the 3-

point Dixon’s method, is preferred to be used. Moreover, it can reconstruct the subcutaneous fat 

areas as well.    

The results, obtained with the 3-point Dixon’s method and IDEAL algorithm, depend on the initial 

field map. Each field map was calculated with the use of two phase maps acquired at different echo 

times. To better follow the evolution over time of the phase maps, it is straightforward to use 

sequences with short echo spacing. Since the magnetic field inhomogeneity increases getting closer 

to lungs it could be hard to well-calculate the initial field map when large echo spacing are used. 
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The use of the three sequences for generating the effective sequences allows to well follow the 

phase evolution. Moreover the user benefits of images with short echo spacing without decreasing 

the spatial resolution at the price of the total acquisition time which increases. 
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Chapter V 

Fat Virtual Phantoms (Fat ViP) for Magnetic 

Resonance Imaging  
 

5.1 Introduction 

In Chapter III, IDEAL reconstructions and Dixon’s methods were performed on physical phantoms. 

These phantoms, made by homemade emulsions and dairy creams, were employed for simulating 

fat-water systems. However, the physical phantoms provide semi-unknown MR proprieties and no 

ground truth exists. This is a contradiction, since phantoms are commonly used in clinical scenario 

as a reference. 

In 1997, a method called ERETIC [87] was introduced for generating reference signals. The 

ERETIC signal has all the MR proprieties chosen by the user. Moreover, the ERETIC method use 

an electronically synthesized signal as a reference, hence, no physical phantoms are necessary when 

this method is performed. In the current chapter, an introduction on the ERETIC method, and its 

evolution, the ViP MRI method, is discussed.  

5.2 ERETIC method 

In 1997, Barantin et al. [87] proposed to use an electronically synthesized signal as a reference. The 

ERETIC method (Electronic Reference To access In vivo Concentration), principally used in MRS, 

works with the use of an external apparatus. This apparatus is connected to the second RF channel 

of the spectrometer, not tuned at the Larmor frequency. All parameters regarding the signal are 

completely controlled from the spectrometer console. The ERETIC FID is transmitted inside the 

scanner bore with the use of an antenna. The scanner records the signal coming from ERETIC and 

from the object of interest in the scanner bore. In output, a spectrum with the ERETIC reference 

peak is generated. The ERETIC method yields a stable signal of any frequency and shape without 

using a physical reference.  

ERETIC method was performed in several works regarding in vitro [84]–[87] and in vivo [[83], 

[88][89]] MRS studies, however, ERETIC has found some application in MRI as well [90], [91]. In 

the work of Franconi et al. [90] the ERETIC signal was generated by the second transmitter of the 

MRI scanner. It acquires the ERETIC signal simultaneously with the signal from the object of 
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interest. At last an image was creating with both ERETIC signal and the signal coming from the real 

object. For creating the ERETIC signal, sinc pulses were used as k-space lines. The operator could 

determine the broadening of the sinc pulses changing the ERETIC pulse duration. If the ERETIC 

pulse is sent at Larmor frequency and if the phase is equal for each k-space line, the ERETIC signal 

is generated at the center of the image. For changing the position of the ERETIC signal along the 

frequency encoding direction, the frequency (respect to the Larmor frequency) was changed. For 

changing the position along the phase encoding, a phase increment was applied for each lines. 

The ERETIC method can be applied to whatever MR scanner that has a second RF channel for 

simultaneous measurements. Otherwise, for non-simultaneous measurements, the single RF channel 

could be used. 

 

5.3 ViP (Virtual Phantoms) 

Virtual Phantom Magnetic Resonance Imaging (ViP MRI) is a method to generate reference signals 

on MR images, without using physical objects [92]. This method represents the extension of the 

ERETIC method, largely used in spectroscopy [84]–[88], to MRI.  

5.3.2 Introduction to ViP 

ViP MRI works as follows: first, a numerical MRI phantom is designed and its k-space 

representation is calculated; then, the k-space lines are entered into a waveform generator that 

converts the k-space lines into radiofrequency (RF) signals (the ViP signal); lastly, the ViP signal is 

transmitted to the MRI scanner by an RF coil (the ViP coil). The MRI scanner acquires the ViP 

signal simultaneously with the signal from the object of interest and, as a result, an MR image of the 

object of interest and the virtual phantom is obtained.  

As a first validation of the ViP MRI method, an analysis of the MR magnitude images of virtual 

phantoms was performed, in order to test ViP signal reliability and stability [92]. On the other hand, 

MR images are intrinsically complex data with a real and imaginary part or, equivalently, with a 

magnitude and phase. In the study that introduced the ViP MRI method, no investigation 

concerning the MR phase images originating from the virtual phantom was conducted. As the phase 

information is often exploited in many MR methods, the question then arises: is it possible with the 

ViP MRI method to generate an MR image with a given magnitude as well as with a given phase? 

In other words, can the ViP MRI method be used to generate reference signals with both a known 

magnitude and phase? 
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One of the most commonly used MRI methods that exploit both the magnitude and phase 

information of the MR images is the IDEAL (Iterative Decomposition with Echo Asymmetry and 

Least squares estimation) method [17]. Specifically, IDEAL decomposes the water and fat signals 

in order to quantify the fat fraction. To apply the ViP MRI method to fat quantification (Fat ViP 

MRI), it is necessary to generate a ViP signal that represents multiple chemical species, with each 

species being characterized by an amplitude, a chemical shift and a �2∗ relaxation time. In the 

previous work on the ViP MRI method, only signals of one chemical species (water) were tested, in 

order to generate reference signals mimicking agar gel signals. In the current work, we sought to 

employ the ViP MRI method to generate reference signals similar to those of physical phantoms, 

such as fat emulsions, that contain two chemical species (water and fat). 

Thus, the overall aim of the current study was to apply the ViP MRI method to water-fat 

decomposition algorithms that are based on complex-data image analysis. To this aim, it was 

necessary to assess the feasibility of generating: i) reference signals with both a known magnitude 

and phase and ii) reference signals from two chemical species, each with a given chemical shift, 

amplitude and �2∗ relaxation time, so to mimic a water-fat system. 

MRI experiments were performed using a multi-gradient-echo sequence on virtual and physical 

phantoms. Decomposition of the water and fat signals was conducted using the magnitude and 

phase images in combination with the IDEAL algorithm. 

 
5.3.3 ViP MRI method 

The scheme of the Fat ViP MRI method is illustrated in Figure 5.1. The script in Matlab for 

generating numerical phantom was employed. As indicated in the scheme of Figure 5.1, the 

numerical phantom is then converted to its k-space representation, with the k-space center 

normalized to the value of 1. The k-space representation (amplitude and phase) is used as input to 

the waveform generator (Redstone, Tecmag Inc., Houston TX, USA). 
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Figure 5.1: Scheme of the Virtual Phantom (ViP) MRI method applied to the IDEAL (Iterative 

Decomposition with Echo Asymmetry and Least squares estimation) water-fat decomposition algorithm.  

 

A home-made 15mm diameter RF coil (the ViP coil) was connected to the waveform generator and 

positioned inside the scanner bore. The waveform generator and the ViP RF coil constituted the ViP 

hardware (Figure 5.1).  

The k-space lines, in form of a radiofrequency signal (ViP signal), were transmitted to the MR 

scanner by the ViP coil to generate MR images of the virtual phantom. The RF unblanking signal 

from the MR scanner was used to synchronize the waveform generator with the analog-to-digital 

converter of the MR scanner. In each experiment, the waveform transmitter gain was adjusted to 

obtain a range of values of the ViP signal intensity similar to that obtained from physical phantoms. 

The MR scanner receiver coil recorded the ViP k-space signal, played line-by-line, simultaneously 

with the signal from the physical phantom. The ViP signal was sent to the scanner bore with the 

same carrier frequency of the MR scanner (200MHz).  
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5.4 Materials and methods 

5.4.1 Numerical phantoms  

Four different scenarios were investigated. In all cases, four multi-echo images (��= 1.5, 4, 6.5 and 

9ms) of matrix size equal to 128x128 were generated, with a �2∗ relaxation time of water and fat 

equal to 20ms. For each scenario, specific numerical phantoms were created and served as an input 

to the ViP hardware.  

In the first study, a disk-shaped numerical phantom of 24-pixel radius, with a fat fraction equal to 

20% was generated. In the signal equation of this numerical phantom, a field map in the form of a 

plane with slope of 45° was considered. This numerical phantom was used to investigate the overall 

aim of the current work, that is, to test the feasibility of the ViP MRI method to generate complex-

data images of phantoms mimicking water-fat systems.  

In the second study, a phantom with a radius (48-pixels) larger than the first phantom was generated 

in order to achieve a better visualization of the field map. The 48-pixel radius phantom covered 

most of the field of view (FOV) of the 128x128 image. This phantom was used to test the feasibility 

of reproducing field maps of different shapes. In particular, two field maps were simulated: a field 

map in the form of a plane (slope equal to 45°) and a field map in the form of a 2D parabola with 

vertex in the center of the matrix.  

In the third study, the numerical phantom consisted of three small disk-shaped phantoms. These 

three phantoms were located at the borders of the FOV so that they could be used in a real case 

scenario, where the object of interest is typically located in the center of the image and the reference 

phantom at the borders of the FOV. These three phantoms were generated with different fat 

fractions (10%, 20% and 30%). In this third experiment, a physical phantom (dairy cream) was also 

positioned in the scanner bore and MR images of the virtual and physical phantom were 

simultaneously acquired. 

In the fourth study, two disk-shaped phantoms of different size (60 and 24-pixel radius) were 

simulated with all other parameters being identical. Following the k-space theory, the integral of the 

signal in the image domain is directly proportional to the value of the signal at the k-space center (in 

the k-space domain), regardless of the shape or dimension of the phantom. This fourth scenario was 

investigated to test the consistency of the ViP MRI method, using the aforementioned well-known 

property of the k-space. 

5.4.2 MRI experiments 

MRI experiments were performed on a 4.7T MR scanner (47/40 Biospec, Bruker, Wissembourg, 

France) using an RF volume coil (72mm inner-diameter) as a transmitter/receiver. In all 
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measurements, a multi-gradient-echo sequence was used with dwell time = 6.6µs, matrix size = 

128x128, repetition time (TR) = 100ms and the same echo times used for generating the numerical 

phantoms (TE = 1.5, 4, 6.5 and 9ms). In one experiment (the third scenario) a physical phantom 

was positioned in the MRI scanner bore and the following pulse-sequence parameters were 

modified: TR = 500ms, FOV = 4cm, slice thickness = 4mm and flip angle = 40°. The physical 

phantom was a 15-ml cylindrical tube filled with dairy cream, a readily accessible substance that 

was used here as reference of a water/fat system.  

Data analysis was performed with a homemade script in Matlab, which implements the IDEAL 

algorithm for decomposition of the water and fat signals using complex images. The images of the 

numerical phantom (that is, the images generated by the program in Matlab that allows for 

simulating MR signals) and the images the virtual and physical phantoms (that is, the MR images 

acquired with the MRI scanner) were processed with IDEAL to obtain pixel-by-pixel maps of fat 

fraction, �2∗ and field map.  

 

5.5 Results 

Multi-gradient-echo magnitude images of a virtual phantom (24-pixel radius) acquired at four echo 

times are shown in Figure 5.2.  

 

 

Figure 5.2: Multi-gradient-echo images of a disk-shaped virtual phantom acquired at 4 echo times (1.5, 4, 

6.5 and 9ms). This virtual phantom was designed to mimic a water-fat system, with a fat fraction equal to 

20% and a  �2∗ = 20ms. 

 

This virtual phantom was designed to mimic two chemical species (water and 20% fat), with a 

value of �2∗ = 20ms and a planar field map. Complex images were analyzed with the IDEAL 

algorithm. In Figure 5.3, the output of the IDEAL reconstruction of the numerical and virtual 

phantom is shown.  
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The IDEAL data processing of the numerical phantom (top row) yielded a value of �2∗ and fat 

fraction equal to 20ms and 20%, respectively, and a planar field map. Data processing of the MR 

images of the virtual phantom (bottom row) yielded a value of �2∗ and fat fraction equal to 23.7 ± 

0.5ms and 21.9 ± 0.2%, respectively. The IDEAL reconstruction of the virtual phantom well 

reproduced the plane-like shape of the numerical field map.  

Figure 5.3: The IDEAL reconstruction output of a numerical (top row) and virtual (bottom row) phantom. 

The virtual phantom shown here is the same as the one of Figure 2. The IDEAL reconstruction of its 

corresponding numerical phantom is illustrated here as a reference. The planar field map (first column) of 

the numerical phantom is well reproduced by the virtual phantom. A good agreement between the �2∗ (second 

column) and fat fraction (third column) maps of the numerical and virtual phantom is also noticeable. 

 

In order to achieve a better visualization of the field maps, a large disk-shaped phantom (48-pixel 

radius) was generated and two experiments were performed, with field maps of two different shapes 

(planar and parabolic). The planar field map of the virtual phantom (Figure 5.4, bottom row, left) 

was similar to that of the numerical phantom (Figure 5.4, top row, left). 
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Figure 5.4: Example of two field maps (planar, left column; parabolic, right column) obtained with the ViP 

MRI method. As a reference, the field maps of the numerical phantom are also illustrated (top row). The field 

maps calculated from the MR images of the virtual phantom (bottom row) are in good agreement with those 

of the corresponding numerical phantom (top row). 

 

The values of the virtual phantom field map, evaluated along the direction of the steepest descent of 

the plane, displayed an excellent linearity (coefficient of determination r2 = 0.990). The slope 

coefficient was 1.096 ± 0.014Hz/pixel vs 1Hz/pixel for the numerical phantom. The range of field 

values was ~ 70Hz vs 67Hz for the numerical phantom. A good agreement was also observed 

between the parabolic field map of the virtual phantom (Figure 5.4, bottom row, right) and that of 

the numerical phantom (Figure 5.4, top row, right). The field map values were evaluated along an 

image profile corresponding to the intersection with a plane that contains the axis of symmetry of 

the parabola. The quadratic fit applied to the virtual phantom data yielded the quadratic coefficient 

value of 0.049 ± 0.001 Hz/pixel vs 0.05Hz/pixel in the numerical phantom, with coefficient of 

determination r2 = 0.986. The range of field map values in the virtual phantom was ~ 120Hz vs 

115Hz in the numerical phantom. 

Figure 5.5 shows the results of the experiment performed on a physical phantom containing dairy 

cream and three virtual phantoms.  
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Figure 5.5: The output of the IDEAL reconstruction of the numerical (top row) and virtual + physical 

phantoms (bottom row). The physical phantom is a 15-ml cylindrical tube filled with dairy cream, positioned 

in the center of the field of view. The three virtual phantoms, located around the physical phantom, are 

designed with a �2∗ = 20ms and different fat fractions (10%, 20% and 30%). A good agreement between the 

numerical and virtual phantom is observable.  

 

Similarly to the previous experiments, the IDEAL reconstruction algorithm was applied to multi-

gradient-echo images acquired at four TEs. In the numerical phantom, the IDEAL reconstruction 

yielded a value of �2∗ = 20ms, fat fraction equal to 10, 20 and 30% and a constant-value field map 

(Figure 5.5, top row). Similar values were obtained for the �2∗, fat fraction and field maps of the 

virtual phantoms (Figure 5.5, bottom row). In Table 1, the values of �2∗ and fat fraction relative to 

the physical and virtual phantoms are shown. Overall, an excellent agreement between the fat 

fraction values of the virtual and numerical phantoms was observed. The �2∗ values of the virtual 

phantoms were similar to that of the numerical phantom (�2∗ = 20ms), with the exception of the 20% 

fat-fraction virtual phantom.  

In Figure 5.6, the MR magnitude images of two virtual phantoms of different size (24-pixel and 60-

pixel radius) are shown. 
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Figure 5.6: MR magnitude images of two virtual phantoms of different size. MR images are acquired with 

the same sequence and sequence parameters. The signal intensity of the smaller phantom is higher than that 

of the larger phantom. On the other hand, the total signal intensity (that is, the sum of the signal for all 

pixels in the image) is the same in both phantoms (see Results). 

 

Images were acquired using the same multi-gradient-echo sequence, with identical sequence 

parameters. The total signal (defined as the sum of the signal for all pixels in the image) was 

calculated for both virtual phantoms. The ratio between the total signal of the 24-pixel radius 

phantom and the 60-pixel radius phantom was 1.04 vs the expected theoretical value of 1. The same 

ratio value was observed in all four echoes.  

To determine the origin of the artifacts observed in Figure 5.4, where four lines crossing the field 

maps were noticeable, an additional investigation was performed. The results of the MR 

experiments and simulations are illustrated with magnitude images in Figure 5.7. A large disk-

shaped phantom was designed. As in all previous experiments, the numerical phantom was 

generated in 32 bits (Figure 5.7, left). A ViP MRI experiment was performed using this numerical 

phantom and artifacts similar to those of the field maps of Figure 5.4 were observed (Figure 5.7, 

center). The k-space of the numerical phantom was then discretized to different bit values and, for 

each discretization value, a simulated image was generated by Fourier transform of this k-space. 

When the k-space of the numerical phantom was discretized to 7 bits, the corresponding image 

(Figure 5.7, right) displayed artifacts similar to those of the ViP MR image acquired on the scanner 

(Figure 5.7, center).  
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Figure 5.7: The effect of the k-space discretization on magnitude images in a large disk-shaped phantom. 

The 32-bit numerical phantom (left), the ViP MR image of the numerical phantom (center) and the simulated 

image generated by a 7-bit discretization of the k-space (right) are shown. The discretization of the k-space 

yields the same artifacts as those observed in the ViP MR image.  

 

It should be noted that this artifact was not observed in the phantom shown in Figure 5.6 (right) due 

to the low signal intensity of the phantom, which mitigated the k-space discretization.  

 

5.6 Discussion 

The application of the ViP MRI method to water-fat signal decomposition using complex images 

was here investigated. First, the results of the current study indicate that ViP MRI allows for 

generating reference signals (i.e., imaging phantoms) with a well-defined magnitude and phase. It 

should be noted that in the previous validation study of the ViP MRI method only the magnitude of 

the signal was investigated [34]. In the current study, different phase-map patterns were tested and 

an excellent agreement between the simulated and experimental phase maps was observed.  

Secondly, it was shown here the ViP MRI method is not restricted to mimicking a single chemical 

species: various virtual phantoms were designed to mimic phantoms such as fat emulsions, which 

contain two chemical species (water and fat). MR images of virtual phantoms with different fat 

percentages were acquired. A good agreement was observed between the simulated and 

experimental fat fraction values, that is, between the fat fraction values of the numerical and virtual 

phantoms. In a previous study, the ViP MRI method was employed to mimic agar gel signals. Since 

the beginning of MRI, agar gels have been extensively investigated (and then used over the years) 

to provide reference signals in MR experiments [34], [35]. On the other hand, agar gels cannot 

reproduce signals originating from tissues containing both water and fat components, so other 

phantoms are employed for mimicking this scenario. Emulsions composed of oil and water [93], 

[94] and dairy creams [38], [39], [95] are among the most commonly-employed reference phantoms 
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for mimicking water/fat systems or, in general, two-compartment models. The Fat ViP MRI method 

could be of interest for replacing these physical phantoms when performing an MR experiment. 

Given the growing interest in the simultaneous measurement of fat content and �2∗ relaxation time, 

the transverse relaxation decay was also included into the signal model [96]. As matter of fact, both 

fat content and �2∗ are useful biomarkers, in particular with respect to liver pathologies: a fat content 

greater than 5% is indicative of liver steatosis [97] and �2∗ values can be used to determine liver iron 

overload [45]. As a result, in the last decade there has been a substantial development of MR 

quantitative approaches for simultaneous fat and �2∗ quantification. In this context, reference 

phantoms that simulate water-fat systems, including �2∗ relaxation effects, could be useful for 

development, testing and improvement of novel signal decomposition algorithms [44], [46], [49].  

All MRI experiments were performed using a multi-gradient-echo sequence and data analysis was 

conducted with the IDEAL algorithm. In particular, numerical phantoms were generated at four 

echo-time values, four multi-gradient-echo images were acquired on the MR scanner and the 4-

point IDEAL method was applied to the ViP MR images. However it should be noted that the Fat 

ViP MRI method as proposed here has no limitation with respect to the number of echoes, that is, it 

can be directly extended to include a higher number of echoes. With an increased number of echoes, 

for instance, the estimation of �2∗ can be also improved [96].  

Virtual phantoms that covered a large part of the FOV were generated to aid in the visualization and 

quantification of the phase maps. These ViP MR images displayed an unusual and unexpected 

artifact. Different hypotheses were considered. The most appropriate one was that the origin of this 

artifact was related to the discretization of the k-space signal, occurring in the waveform generator. 

To test the validity of this hypothesis, a numerical phantom was generated in 32 bits and its k-space 

was converted to lower number-of-bit representations. The image obtained by the Fourier transform 

of the 7-bit k-space displayed the same artifact as the image of the virtual phantom acquired by the 

MR scanner. In phantom of smaller size (such as the single disk-shaped phantom show in Figure 

5.3), this artifact was not present, as the total signal did not reach the levels that would result in this 

k-space discretization problem. Thus, this type of artifact would not occur in a typical application of 

the ViP MRI method, since usually the dimensions of the reference phantoms are much smaller than 

the FOV of the image.  

One of the main results of the current study is the excellent agreement between the simulated and 

experimental phase maps (Figure 5.4). The ability to generate virtual phantoms with a given phase, 

so to provide a phase reference value on an MR image, might be of interest not only to the water-fat 
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decomposition techniques, but also to other techniques that exploit the phase information of the MR 

images [12], [98]–[100].  

To date, only a handful of studies have been focused on the development of reference signals in 

imaging [90]–[92]. The main difference between ViP MRI [92] and previously proposed 

approaches [90], [91] is that in ViP MRI no hardware or software components of the MR scanner 

(with the exception of a trigger signal) are used for generating the signal of the virtual phantom. 

Thus ViP MRI can be performed on MRI scanners of different types and vendors, since the ViP 

hardware/software is a self-contained unit, independent of the MRI scanner hardware/software. 
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Conclusions  
 

In this thesis, the problems, related to the fat fraction quantification and the optimization of in vivo 

measurements, have been discussed. The Dixon’s methods and IDEAL algorithm were used for fat 

fraction and �2∗ measurements on MR phantoms and mice. The MR measurements were performed 

on a dedicated small-animal, horizontal-bore 4.7 MR scanner, located in the lab of the host 

institution.  

However, further studies are necessary to investigate as well encountered issues or topics, not 

treated in the current thesis.  

First of all, the images of MR phantoms and mice were acquired in 2D. The idea is to acquire 3D 

whole body images for calculating the fat fraction and �2∗with the IDEAL algorithm and Dixon’s 

method. This implies the development and optimization of specific sequences at 4.7T MRI scanner.  

Second, it was assumed that the signal generated from water-fat systems had an exponential decay. 

This type of decay comes out from the Fourier transform of a Lorentizian lineshape in the frequency 

domain. This assumption could be wrong in the moment in which large magnetic field 

inhomogeneities occur. In this case, the Lorentzian lineshape turns into a Gaussian lineshape and, in 

the time domain, the exponential decay turns into a Gaussian decay. The methods which use the 

exponential model like IDEAL need of corrections. In literature the signal model used in this last 

case is  

�(��) = ���−�� �2,�∗�
+ ��−�� �2,�∗� ���7

�=1 ��2�Δ����� ��2����Δ� ���� ���Δ���
2� � 

Hence, the “classical” signal model is multiplied for the factor Δ� ���� ���Δ���2� �, where G is the 

field gradient and Δ� the slice thickness. In the work of Mulkern et al. [101], the lorentzian and 

Gaussian distributions are considered for rewriting the signal in the time domain using the 

GESFIDE sequence [102]. The new forms of signals are calculated using the frequency 

distributions (lorentzian or Gaussian) in the Bloch equation. The signal models that they found are 

calculated considering only one chemical species. This aspect has not been addressed in the context 

of simultaneous measurements of fat and T2*. 
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Finally, reference values are needed to confirm the results of the fat fraction and T2* obtained in 

mice. The biopsy will be a direct way to measure the fat fraction. Another way to perform this 

measurement may be to acquire the spectra with different echo time to make it independent of the 

relaxation time T2.  
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Appendix A - IDEAL equations 
 

The Equation 2.21 can be generalized and rewritten as 

�(��) = ����M
�=1 ��2�Δ�������2���� = �� + ���2�∆������2����                      (�. 1) 

where ∆fj is the chemical shift frequency of the j-th component respect to the water resonant 

frequency and M the chemical species. In this case the chemical species M are 2 (i.e. water and fat). 

If the field map ψ(x,y) is known, the signal equation can be written as ��� =  ���−�2���� =  �∑ ��2�=1 ��2�Δ�����                                             (�. 2) 

The system of complex equation in [A2] can be split in real ����and imaginary ����  part  

��� =  ���� + ����� =  �������,� −  �����,� � + �2
�=1 �������,� + �����,� �2

�=1                    (�. 3) 

where  ��,� = cos (2�Δ����) and  ��,� = ��� (2�Δ����). 

In matrix format, considering the water and fat only component, the system of equation becomes �̂ = ��                                                                                 (�. 4) 

with � � = [�1� �2� ⋯ ��� �1� �2� ⋯ ��I ]�                                     (A.5) � = [�1� �1� �2� �2� ⋯ ��� ��I ]� =  [�� �� �� �� ]�               (A.6) 

� =

⎣⎢⎢
⎢⎢⎢
⎢⎢⎡ �1,1 −�1,1 �2,1 −�2,1 ⋯ ��,� −��,1�1,2 −�1,2 �2,2 −�2,2 ⋯ ��,� −��,2⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯�1,� −�1,� �2,� −�2,� ⋯ ��,� −��,��1,1 �1,1 �2,1 �2,1 ⋯ ��,1 ��,1�1,2 �1,2 �2,2 �2,2 ⋯ ��,2 ��,2⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯�1,� �1,� �2,� �2,� ⋯ ��,� ��,� ⎦⎥⎥

⎥⎥⎥
⎥⎥⎤

=  

⎣⎢⎢
⎢⎢⎢
⎢⎢⎡1 0 �1� −�1�

1 0 �2� −�2�⋯ ⋯ ⋯ ⋯
1 0 ��� −���
0 1 �1� �1�
0 1 �2� �2�⋯ ⋯ ⋯ ⋯
0 1 ��� ��� ⎦⎥⎥

⎥⎥⎥
⎥⎥⎤
         (A.7) 

Using the pseudoinverse of the matrix A, the vector �� is explicated as
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 � =  (���)−1���̂.                                                             (A.8) 

If ��� =  ��� +  Δ���,  ��� =  ��� +  Δ��� and � =  � + Δ�, then the system of equation [2] turns into �� ≈  �∑ (�� +  Δ��)��2�Δ������=1 ���2������2�Δ���                                  (A.9) 

Dividing each side for ��2���� and considering Δ� small to use the Taylor approximation 

���� +  ���� ≈  ���( ��� +  Δ���) + �(��� +  Δ���)� ���,� + ���,� ��
�=1 � (1 + �2�Δ���)      (�. 10) 

The real and imaginary component can be rearranged as 

����� =  ���� −  �������,� − �����,� ��
�=1

= 2�Δ�����−�����,� −  �����,���
�=1 +  �������,� −  �����,��                                 (�. 11)

�
�=1  

����� =  ���� −  �������,� + �����,� ��
�=1  

     = 2�Δ��� ∑ ������,� −  �����,����=1 + ∑ ������,� +  �����,��                              (A. 12)��=1          

In matrix format, the last systems of equation become 

�̂̂ = ��                                                                           (�. 13) 

with 

�̂̂ =  ��1��� �2��� ⋯ ����� �1��� �2��� … �������                                     (�. 14)  

� = [Δ� Δ�1� Δ�1� Δ�2� Δ�2� ⋯ Δ��� Δ��I ]� =

                                                                  [Δ� Δ�� Δ�� Δ�� Δ��]�                                    (A.15) 
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(A.16) 

where 

��� = 2�����−�����,� −  �����,���
�=1 = 2���(−�� − ���� − ����)                  (�. 17) 

and 

��� = 2����������,� −  �����,���
�=1 =  2���(�� + ���� − ����)                     (�. 18) 

The estimation of y can be determined as 

� =  (���)−1�� �̂̂                                                     (A.19) 

which allows the estimation of Δ� Δ��, Δ��, Δ�� and Δ��. 
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Appendix B – IDEAL dual T2*  
In chapter III, the existence of algorithms which calculate fat fraction using two �2∗, was touched on. 

One of the “dual �2∗ methods” was presented in 2010 by Chebrolu et al. [46] and include in the 

signal equation a �2∗ for water and a �2∗ for fat. The signal equation was 

�(��) = ���−�� �2,�∗�
+ ��−�� �2,�∗� ∑ ��7�=1 ��2�Δ�����                                (B. 1)  

where �� represents the time wherein the image is acquired (the TE), � the signal,  � and F the 

water and fat component, respectively, �2,�∗  and �2,�∗  the relaxation time for water and fat, 

respectively, �� is the relative area underlying the i-th fat peak (∑ ��7�=1 = 1), Δ�� the frequency 

shift of the i-th fat peak respect to the water one and � the magnetic field inhomogeneity (or field 

map). The algorithm works, following the steps described in Figure B.1.  

 

Figure B2.1: Scheme of the dual �2∗ algorithm proposed by Chebrolu et al. It is an iterative algorithm which 

stops when the error on the norm of the correction vector ∆X is small (e.g. 0.1% of the magnitude). The 

output of the current algorithm are fat fraction, field map and �2∗ map for water and fat. 



APPENDIX B. IDEAL DUAL T2* 

168 

 

The algorithm works with a minimum of four complex images. A script which reproduces the dual �2∗ method was implemented in Matlab. The script to generate numerical phantoms (described in 

Chapter 2) was used for two purposes:  

• to validate the dual �2∗ method script: this validation was necessary to ensure that no errors 

were present in the dual �2∗ method script;  

• to investigate the performances of the dual �2∗ method (as a function of SNR). 

The dual �2∗ method script was tested using infinite SNR and with different fat fractions and �2∗ 
values. In Figure B.2 the output of dual �2∗ method is illustrated. In output the values found 

for �2,�∗ , �2,�∗ , fat fraction and � are equivalent to the ground truth. 

 

Figure B.2: Output of the dual �2∗ method. The �2∗ of water and fat, the fat fraction map are illustrated. The 

simulations were performed at infinite SNR. 

The following simulations were performed adding noise to the signal Equation B.1. In Figure B.3, 

the output of the dual �2∗ method is illustrated. The images in input were generated with an SNR 

equal to 100. The �2∗ map relative to the fat is very noisy. On the field map, some sparse pixels 

miscalculate the values. The �2∗ map relative to water and fat fraction map are well calculated.  
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Figure B.3: Output of the dual �2∗ method. The �2∗ of water and fat, the fat fraction map are illustrated. The 

simulations were performed at SNR equal to 100. 

In Figure B.4, the output of the dual �2∗ method is illustrated using an SNR equal to 50. Both the �2∗ 
maps are very noisy as the fat fraction map. From the simulations, it was outlined that the dual �2∗ 
method is not appropriate for MR experiment. The reason is due to the output showed above: since 

it is not robust at SNR comparable to the real ones, the algorithm is worthless. In the article of 

Horng et al. [47] the algorithm was used on patient data and the output of IDEAL algorithm was 

compared to the ones of the dual �2∗ method. The conclusion was that the IDEAL algorithm is more 

robust that the dual �2∗ method at SNR reached in clinical scenario.  
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Figure B.4: Output of the dual �2∗ method. The �2∗ maps for water and fat, the fat fraction and field maps 

are illustrated. The simulations were performed at SNR equal to 50. 
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Appendix C - Goldstein’s algorithm (branch-cut 

algorithm) 
A script in MATLAB which reproduces the Goldstein’s algorithm [79] for unwrapping the phase 

was added to the IDEAL algorithm. This method is called branch-cut algorithm as well and it 

operates to find the pixels where the phase passes from a value to another one higher than a half 

cycle in difference. Between two or more of these pixels the algorithm builds a branch and if it 

finds the solution, it cuts the branch. In this paragraph the algorithm is explained more in detail. 

C.1 Explanation of the method 

Consider a periodical function with values from 0 to 0.9 and suppose to have the following one-
dimensional sequence: 

 

… 0.0         0.2         0.5         0.6         0.6         0.7         0.9         0.1         0.4         0.5 … 

 

It is straightforward to understand that for having the increasing trend, a unit should be added to the 
last three values in way to reach:  

 

… 0.0         0.2         0.5         0.6         0.6         0.7         0.9         1.1         1.4         1.5 … 

 

Consider now this following situation 

 

 

                    

 

 

 
The difference between the second and the third element of the first two columns is higher than a 

half cycle. Suppose to consider this rule, hence the matrix could be changed from top to bottom in 

this way:   

0.0 0.2 0.1 0.1 

0.1 0.0 0.2 0.2 

0.8 0.7 0.4 0.3 

0.8 0.6 0.6 0.5 
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The values of the first two columns are consistent now, but the values on the other two 

columns do not; in fact the second and the third element on the third and fourth columns 

don’t respect the half cycle rule. If the matrix is scanned vertically on the third and the fourth 

columns 

 

 

 

 

 

 

 

The columns respect the half cycle rule but the rows don’t. This means that the algorithm for 

find the good trend is more complicated in the 2-D situations than in 1-D. The Goldstein’s 

algorithm is based on the research of particular element named residue. Consider the central 

4-element square of the initial matrix and the clockwise difference of value:  

 

 

 

 

 

If the half cycle rule should be respected, the addition of a unit is necessary. A number is put 

inside this square to indicate the number of cycles added 

 

 

 

 

 

 

This number is called residue. The research of the residue on the initial matrix is done  

 

0.0 0.2 0.1 0.1 

0.1 0.0 0.2 0.2 

-0.2 -0.3 -0.6 -0.7 

-0.2 -0.4 -0.4 -0.5 

0.0 0.2 0.1 0.1 

0.1 0.0 0.2 0.2 

-0.2 -0.3 0.4 0.3 

-0.2 -0.4 0.6 0.5 

0.0 0.2 

0.7 0.4 

0.0 0.2 

 

0.7 0.4 

1 
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The sum of the cycles on the same square could be 0, so the residue is 0 as well. A matrix 

3x3 is created for finding residues; if they aren’t found, the dimension of the matrix increases 

of 2. If it is found, the matrix is placed with the center in the residue. From here, the matrix 

will search other residues: if the residues have the same sign, the matrix 3x3 shifts on the 

new residue; else a cut is placed between them and designed “uncharged”. When all cuts are 

placed, the phase differences are integrated in way to not cross any of the cuts. When the 

phase estimate is obtained, a new estimate is calculated for every neighbor on the same side 

respect to the cut.  If the residues are very dense, the algorithm could not be able to calculate 

the phase.  

 

C.2 How to use the branch-cut algorithm in IDEAL algorithm 

 
Before entering in the IDEAL part, the phases of two echoes of the global sequence are 

subtracted. The branch-cut algorithm works on this difference. The user can choose the point 

where the algorithm begins to work (Figure C.1). As output of the algorithm, there are the 

“residue map”, “the branch-cut map” and the “phase unwrapped”. The phase unwrapped is 

used as initial estimation of the field map which IDEAL adopts. In Figure C.2 the maps 

created with the brunch-cut algorithm applied on the phase in Figure C.1 are displayed.  

 

 

 

0.0 0.2 0.1 0.1 

0.1 0.0 0.2 0.2 

0.8 0.7 0.4 0.3 

0.8 0.6 0.6 0.5 

1 

0 

0 0 

0 0 

0 

0 

0 
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Figure C.1: The branch-cut algorithm provides a phase map where a cursor indicates the point to 

choose. The algorithm begins to work from the chosen point. 

 

 

Figure C.2: Explication of the branch cut algorithm. a) phase of the signal, b) residues found  c) cut 

applied on the image d) field map calculated from the phase corrections after using the branch-cut 

algorithm 
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Abstract 

 

Object: Virtual Phantom Magnetic Resonance Imaging (ViP MRI) is a method to generate 

reference signals on MR images, using external radiofrequency (RF) signals. The aim of this study 

was to assess the feasibility of ViP MRI to generate complex-data images of phantoms mimicking 

water-fat systems.  

 

Materials and Methods: Various numerical phantoms with a given fat fraction, T2* and field map 

were designed. The k-space of numerical phantoms was converted into RF signals to generate 

virtual phantoms. MRI experiments were performed at 4.7 T using a multi-gradient-echo sequence 

on virtual and physical phantoms. The data acquisition of virtual and physical phantoms was 

simultaneous. Decomposition of the water and fat signals was performed using a complex-based 

water-fat separation algorithm. 

 

Results: Overall, a good agreement was observed between the fat fraction, T2* and phase map 

values of the virtual and numerical phantoms. In particular, fat fractions of 10.5 ± 0.1 (vs 10% of 

the numerical phantom), 20.3 ± 0.1 (vs 20%) and 30.4 ± 0.1 (vs 30%) were obtained in virtual 

phantoms. 

 

Conclusion: The ViP MRI method allows for generating imaging phantoms that i) mimic water-fat 

systems and ii) can be analyzed with water-fat decomposition algorithms based on complex data.  
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Introduction 

 
Virtual Phantom Magnetic Resonance Imaging (ViP MRI) is a method to generate reference signals 

on MR images, without using physical objects [1]. This method represents the extension of the 

‘Electronic REference To access In vivo Concentrations’ (ERETIC) method [2], largely used in 

spectroscopy [3-7], to MRI. ViP MRI works as follows: first, a numerical MRI phantom is designed 

and its k-space representation is calculated; then, the k-space lines are entered into a waveform 

generator that converts the k-space lines into radiofrequency (RF) signals (the ViP signal); lastly, 

the ViP signal is transmitted to the MRI scanner by an RF coil (the ViP coil). The MRI scanner 

acquires the ViP signal simultaneously with the signal from the object of interest and, as a result, an 

MR image of the object of interest and the virtual phantom is obtained.  

As a first validation of the ViP MRI method, an analysis of the MR magnitude images of virtual 

phantoms was performed, in order to test ViP signal reliability and stability [1]. On the other hand, 

MR images are intrinsically complex data with a real and imaginary part or, equivalently, with a 

magnitude and phase. In the study that introduced the ViP MRI method, no investigation 

concerning the MR phase images originating from the virtual phantom was conducted. It is well 

know that the phase is more sensitive than the magnitude to experimental bias/misadjustments, 

especially in scenarios where timings play an important role. The ViP method relies on the 

synchronization between the ViP k-space signal and the receiver acquisition window of the MRI 

scanner. Thus, it is mandatory to test esperimentally whether is possible to generate a ViP MR 

image with a given magnitude as well as with a given phase. In other words, can the ViP MRI 

method be used to generate reference signals with both a known magnitude and phase? 

The magnitude and phase information of the MR images is exploited in complex-based water-fat 

separation algorithms. [8]. To apply the ViP MRI method to fat quantification (Fat ViP MRI), it is 

necessary to generate a ViP signal that represents multiple chemical species, with each species 

being characterized by an amplitude, a chemical shift and a T2* relaxation time. In the previous 

work on the ViP MRI method, only signals of one chemical species (water) were tested, in order to 

generate reference signals mimicking agar gel signals. In the current work, we sought to employ the 

ViP MRI method to generate reference signals similar to those of physical phantoms, such as fat 

emulsions, that contain two chemical species (water and fat). 

Thus, the overall aim of the current study was to apply the ViP MRI method to water-fat 

decomposition algorithms that are based on complex-data image analysis. To this aim, it was 

necessary to assess the feasibility of generating: i) reference signals with both a known magnitude 
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and phase and ii) reference signals from two chemical species, each with a given chemical shift, 

amplitude and T2* relaxation time, so to mimic a water-fat system. 

MRI experiments were performed using a multi-gradient-echo sequence on virtual and physical 

phantoms. Decomposition of the water and fat signals was conducted using the magnitude and 

phase images with a complex-based water-fat separation algorithm. 

 

  



APPENDIX D. ARTICLE ACCEPTED IN “MAGNETIC RESONANCE IMAGING” 

185 

 

Materials and methods 

ViP MRI method 

The scheme of the Fat ViP MRI method is illustrated in Figure 1.  

 

 

Figure 1. Scheme of the Virtual Phantom (ViP) MRI method applied to a complex-based water-fat 

separation algorithm.  

 

A program in Matlab (MathWorks, Natick, MA, USA) that allows for simulation of MR signals was 

elaborated with the following signal model [9]: 

�(��, �⃗) = ���(�⃗) + ��(�⃗)�����2�Δ����7
�=1  � ��2��(�⃗)���−�� �2∗(�⃗)�

  

where � is the signal, �� represents the n-th echo time, �⃗ the spatial position, �� and �� the 

amplitude of the water and the fat signal, respectively, T2* the transverse relaxation time, � the 

magnetic field inhomogeneity, Δ�� the frequency shift of the i-th fat peak with respect to the water 

peak and �� the relative fat signal amplitude of the i-th peak (∑ �� = 17�=1 ). The values of Δ�� and �� 
were taken from literature [10]. The fat fraction is defined as �� (�� + ��)⁄ . This program was 
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designed to generate images of disk-shaped phantoms of a given radius, where the signal intensity 

of the phantom is given by the aforementioned equation. Thus, disk-shaped numerical phantoms 

with a given fat fraction and T2* can be generated and a field map of arbitrary shape can be 

integrated into the image by using the  ψ(r⃗) field inhomogeneity parameter. As indicated in the 

scheme of Figure 1, the numerical phantom is then converted to its k-space representation, with the 

k-space center normalized to the value of 1. The k-space representation (amplitude and phase) is 

used as input to the waveform generator (Redstone, Tecmag Inc., Houston TX, USA). A home-

made 15mm diameter RF coil (the ViP coil) was connected to the waveform generator and 

positioned inside the scanner bore. The waveform generator and the ViP RF coil constituted the ViP 

hardware (Figure 1).  

The k-space lines, in form of a radiofrequency signal (ViP signal), were transmitted to the MR 

scanner by the ViP coil to generate MR images of the virtual phantom. The RF unblanking signal 

from the MR scanner was used to synchronize the waveform generator with the analog-to-digital 

converter of the MR scanner. In each experiment, the waveform transmitter gain was adjusted to 

obtain a range of values of the ViP signal intensity similar to that obtained from physical phantoms. 

The MR scanner receiver coil recorded the ViP k-space signal, played line-by-line, simultaneously 

with the signal from the physical phantom. The ViP signal was sent to the scanner bore with the 

same carrier frequency of the MR scanner (200MHz).  

Three different scenarios were investigated. In all cases, four multi-echo images (��= 1.5, 4, 6.5 and 

9ms) of matrix size equal to 128x128 were generated, with a T2* relaxation time of water and fat 

equal to 20ms. For each scenario, specific numerical phantoms were created and served as an input 

to the ViP hardware.  

In the first study, a disk-shaped numerical phantom of 24-pixel radius, with a fat fraction equal to 

20% was generated. In the signal equation of this numerical phantom, a field map in the form of a 

plane with slope of 45° was considered. This numerical phantom was used to investigate the overall 

aim of the current work, that is, to test the feasibility of the ViP MRI method to generate complex-

data images of phantoms mimicking water-fat systems.  

In the second study, a phantom with a radius (48-pixels) larger than the first phantom was generated 

in order to achieve a better visualization of the field map. The 48-pixel radius phantom covered 

most of the field of view (FOV) of the 128x128 image. This phantom was used to test the feasibility 

of reproducing field maps of different shapes. In particular, two field maps were simulated: a field 

map in the form of a plane (slope equal to 45°) and a field map in the form of a 2D parabola with 

vertex in the center of the matrix.  
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In the third study, the numerical phantom consisted of three small disk-shaped phantoms. These 

three phantoms were located at the borders of the FOV so that they could be used in a real case 

scenario, where the object of interest is typically located in the center of the image and the reference 

phantom at the borders of the FOV. These three phantoms were generated with different fat 

fractions (10%, 20% and 30%). In this third experiment, a physical phantom (diary cream) was also 

positioned in the scanner bore and MR images of the virtual and physical phantom were 

simultaneously acquired. 
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MRI experiments 

MRI experiments were performed on a 4.7T MR scanner (47/40 Biospec, Bruker, Wissembourg, 

France) using an RF volume coil (72mm inner-diameter) as a transmitter/receiver. In all 

measurements, a multi-gradient-echo sequence was used with dwell time = 6.6µs, matrix size = 

128x128, repetition time (TR) = 100ms and the same echo times used for generating the numerical 

phantoms (TE = 1.5, 4, 6.5 and 9ms). In one experiment (the third scenario) a physical phantom 

was positioned in the MRI scanner bore and the following pulse-sequence parameters were 

modified: TR = 500ms, FOV = 4cm, slice thickness = 4mm and flip angle = 40°. The physical 

phantom was a 15-ml cylindrical tube filled with dairy cream, a readily accessible substance that 

was used here as reference of a water/fat system.  

Data analysis was performed with a homemade script in Matlab, which implements the IDEAL 

algorithm for decomposition of the water and fat signals using complex images. The images of the 

numerical phantom (that is, the images generated by the program in Matlab that allows for 

simulating MR signals) and the images the virtual and physical phantoms (that is, the MR images 

acquired with the MRI scanner) were processed with IDEAL to obtain pixel-by-pixel maps of fat 

fraction, T2* and field inhomogeneity.  
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Results 

First study  

Multi-gradient-echo magnitude images of a virtual phantom (24-pixel radius) acquired at four echo 

times are shown in Figure 2.  

Figure 2. Multi-gradient-echo images of a disk-shaped virtual phantom acquired at 4 echo times (1.5, 4, 6.5 

and 9ms). This virtual phantom was designed to mimic a water-fat system, with a fat fraction equal to 20% 

and a  �2∗ = 20ms. 

This virtual phantom was designed to mimic two chemical species (water and 20% fat), with a 

value of T2* = 20ms and a planar field map. Complex images were analyzed with the water-fat 

separation algorithm andin Figure 3, the output for the numerical and virtual phantom is shown. 

Data processing of the numerical phantom (top row) yielded a value of T2* and fat fraction equal to 

20ms and 20%, respectively, and a planar field map. Data processing of the MR images of the 

virtual phantom (bottom row) yielded a value of T2* and fat fraction equal to 23.7 ± 0.5ms and 21.9 

± 0.2%, respectively. The reconstructed field map of the virtual phantom well reproduced the plane-

like shape of the numerical field map.  
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Figure 3. The output of water-fat separation algorithm for a numerical (top row) and virtual (bottom row) 

phantom. The virtual phantom shown here is the same as the one of Figure 2. The output of its 

corresponding numerical phantom is illustrated here as a reference. The planar field map (first column) of 

the numerical phantom is well reproduced by the virtual phantom. A good agreement between the T2* 

(second column) and fat fraction (third column) maps of the numerical and virtual phantom is also 

noticeable. 

 

Second study  

In order to achieve a better visualization of the field maps, a large disk-shaped phantom (48-pixel 

radius) was generated and two experiments were performed, with field maps of two different shapes 

(planar and parabolic). Artifacts in the form of lines were noticeable in the field maps of the virtual 

phantoms (Figure 4, bottom); in particular, these artifacts were more visible in the planar field map 

(Figure 4, bottom left). Overall, the planar field map of the virtual phantom (Figure 4, bottom row, 

left) was similar to that of the numerical phantom (Figure 4, top row, left). The values of the virtual 

phantom field map, evaluated along the direction of the steepest descent of the plane, displayed an 

excellent linearity (coefficient of determination r2 = 0.990). The slope coefficient was 1.096 ± 0.014 

Hz/pixel vs 1 Hz/pixel for the numerical phantom. The range of field values was ~ 70Hz vs 67Hz 

for the numerical phantom. A good agreement was also observed between the parabolic field map 

of the virtual phantom (Figure 4, bottom row, right) and that of the numerical phantom (Figure 4, 

top row, right). The field map values were evaluated along an image profile corresponding to the 

intersection with a plane that contains the axis of symmetry of the parabola. The quadratic fit 

applied to the virtual phantom data yielded the quadratic coefficient value of 0.049 ± 0.001 Hz/pixel 
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vs 0.05 Hz/pixel in the numerical phantom, with coefficient of determination r2 = 0.986. The range 

of field map values in the virtual phantom was ~ 120Hz vs 115Hz in the numerical phantom.  

 

Figure 4. Example of two field maps (planar, left column; parabolic, right column) obtained with the ViP 

MRI method. As a reference, the field maps the numerical phantom are also illustrated (top row). The fields 

maps calculated from the MR images of the virtual phantom (bottom row) are in good agreement with those 

of the corresponding numerical phantom (top row). 

 

Third study  

Figure 5 shows the results of the experiment performed on a physical phantom containing dairy 

cream and three virtual phantoms. Similarly to the previous experiments, the water-fat separation 

algorithmwas applied to multi-gradient-echo images acquired at four TEs. In the numerical 

phantom, the reconstruction yielded a value of T2* = 20ms, fat fraction equal to 10, 20 and 30% and 

a constant-value field map (Figure 5, top row). Similar values were obtained for the T2*, fat fraction 

and field maps of the virtual phantoms (Figure 5, bottom row). In Table 1, the values of T2* and fat 

fraction relative to the physical and virtual phantoms are shown. Overall, an excellent agreement 

between the fat fraction values of the virtual and numerical phantoms was observed. The T2* values 
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of the virtual phantoms were similar to that of the numerical phantom (T2* = 20ms), with the 

exception of the 20% fat-fraction virtual phantom.  

 

Figure 5. The output of the water-fat separation algorithm of the numerical (top row) and virtual + physical 

phantoms (bottom row). The physical phantom is a 15-ml cylindrical tube filled with dairy cream, positioned 

in the center of the field of view. The three virtual phantoms, located around the physical phantom, are 

designed with a T2* = 20ms and different fat fractions (10%, 20% and 30%). A good agreement between the 

numerical and virtual phantom is observable.  

 

To determine the origin of the artifacts observed in Figure 4, where four lines crossing the field 

maps were noticeable, an additional investigation was performed. The results of the MR 

experiments and simulations are illustrated with magnitude images in Figure 6. A large disk-shaped 

phantom was designed. As in all previous experiments, the numerical phantom was generated in 32 

bits (Figure 6, left). A ViP MR experiment was performed using this numerical phantom and 

artifacts similar to those of the field maps of Figure 4 were observed (Figure 6, center). The k-space 

of the numerical phantom was then discretized to different bit values and, for each discretization 

value, a simulated image was generated by Fourier transform of this k-space. When the k-space of 

the numerical phantom was discretized to 7 bits, the corresponding image (Figure 6, right) 

displayed artifacts similar to those of the ViP MR image acquired on the scanner (Figure 6, center).  
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Figure 6. The effect of the k-space discretization on magnitude images in a large disk-shaped phantom. The 

32-bit to 7-bit numerical phantom (left) and the ViP MR image, generated using the 32-bit numerical 

phantom (right), are shown. The 7-bit discretization of the numerical k-space yields the same artifacts as 

those observed in the ViP MR image. The discretization of the ViP k-space occurs in the waveform 

generator.
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Discussion 

 

The application of the ViP MRI method to water-fat signal decomposition using complex images 

was here investigated. First, the results of the current study indicate that ViP MRI allows for 

generating reference signals (i.e., imaging phantoms) with a well-defined magnitude and phase. It 

should be noted that in the previous validation study of the ViP MRI method only the magnitude of 

the signal was investigated [1]. In the current study, different phase-map patterns were tested and an 

excellent agreement between the simulated and experimental phase maps was observed.  

Secondly, it was shown here the ViP MRI method is not restricted to mimicking a single chemical 

species: various virtual phantoms were designed to mimic phantoms such as fat emulsions, which 

contain two chemical species (water and fat). MR images of virtual phantoms with different fat 

percentages were acquired. A good agreement was observed between the simulated and 

experimental fat fraction values, that is, between the fat fraction values of the numerical and virtual 

phantoms. In a previous study, the ViP MRI method was employed to mimic agar gel signals. Since 

the beginning of MRI, agar gels have been extensively investigated (and then used over the years) 

to provide reference signals in MR experiments [11-12]. On the other hand, agar gels cannot 

reproduce signals originating from tissues containing both water and fat components, so other 

phantoms are employed for mimicking this scenario. Emulsions composed of oil and water [13-14] 

and dairy creams [15-17] are among the most commonly-employed reference phantoms for 

mimicking water/fat systems or, in general, two-compartment models. The Fat ViP MRI method 

could be of interest for replacing these physical phantoms when performing an MR experiment. 

Given the growing interest in the simultaneous measurement of fat content and T2* relaxation time, 

the transverse relaxation decay was also included into the signal model [9]. As matter of fact, both 

fat content and T2* are useful biomarkers, in particular with respect to liver pathologies: a fat 

content greater than 5% is indicative of liver steatosis [18] and T2* values can be used to determine 

liver iron overload [19]. As a result, in the last decade there has been a substantial development of 

MR quantitative approaches for simultaneous fat and T2* quantification. In this context, reference 

phantoms that simulate water-fat systems, including T2* relaxation effects, could be useful for 

development, testing and improvement of novel signal decomposition algorithms [20-22].  

All MRI experiments were performed using a multi-gradient-echo sequence and data analysis was 

conducted with a complex-based water-fat separation algorithm. In particular, numerical phantoms 

were generated at four echo-time values, four multi-gradient-echo images were acquired on the MR 

scanner and used for water-fat separation algorithm.. However it should be noted that the Fat ViP 
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MRI method as proposed here has no limitation with respect to the number of echoes, that is, it can 

be directly extended to include a higher number of echoes. With an increased number of echoes, for 

instance, the estimation of T2* can be also improved [9].  

Virtual phantoms that covered a large part of the FOV were generated to aid in the visualization and 

quantification of the phase maps. These ViP MR images displayed an unusual and unexpected 

artifact. Different hypotheses were considered. The most appropriate one was that the origin of this 

artifact was related to the discretization of the ViP k-space signal that was sent into the MRI 

scanner bythe waveform generator. To test the validity of this hypothesis, a numerical phantom was 

generated in 32 bits and its k-space was converted to lower number-of-bit representations. The 

image obtained by the Fourier transform of the 7-bit k-space displayed the same artifact as the 

image of the virtual phantom acquired by the MR scanner. Thus, the origin of the artifact is to be 

found in the limited dynamic range of the waveform generator. In phantom of smaller size (such as 

the single disk-shaped phantom show in Figure 3), this artifact was not present, as the total signal 

did not reach the levels that would result in this k-space discretization problem. As a consequence, 

this type of artifact would not occur in a typical application of the ViP MRI method, since usually 

the dimensions of the reference phantoms are much smaller than the FOV of the image.  

One of the main results of the current study is the excellent agreement between the simulated and 

experimental phase maps (Figure 4). The ability to generate virtual phantoms with a given phase, so 

to provide a phase reference value on an MR image, might be of interest not only to the water-fat 

decomposition techniques, but also to other techniques that exploit the phase information of the MR 

images [23-26]. It should be also noted that one interesting feature of the ViP method is that the ViP 

signal is transparent to the spatial encoding. Thus with a fixed matrix size, when changing the 

dimension of the FOV the virtual phantom keeps the same position and shape.This might be useful 

in real case scenario, where the FOV need to be adjusted to the patient size. Furthermore, the ViP 

method as proposed here can be applied to other chemical-shift encoded MRI scenarios, such the 

three species system water-fat-silicone. 

To date, only a handful of studies have been focussed on the development of reference signals in 

imaging [1, 27-28]. The main difference between ViP MRI [1] and previously proposed approaches 

[27-28] is that in ViP MRI no hardware or software components of the MR scanner (with the 

exception of a trigger signal) are used for generating the signal of the virtual phantom. Thus ViP 

MRI can be performed on MRI scanners of different types and vendors, since the ViP 

hardware/software is a self-contained unit, independent of the MRI scanner hardware/software. 
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Abstract Magnetic resonance imaging (MRI) has emerged as the method of

choice for in vivo quantification of lipids. The MRI methods originally proposed for

lipid quantification did not take into account for the loss of signal due to T2*. In the

last decade, a number of algorithms has been introduced for the T2* correction.

These algorithms assumed that the T2* of the water protons (T2w*) is the same as

the T2* of lipid protons (T2L*). More recent algorithms have proposed a more

sophisticated model (dual T2* correction), which consider different values for T2w*

and T2L*. However, no reference values exist for validating the values of T2w* and

T2L* obtained by these algorithms in tissues or phantoms where water and lipid

protons co-exist. In the current work, we propose a direct measurement of T2w* and

T2L* in phantoms consisting of water–lipid mixtures. MR multi-gradient-echo

images were acquired with a low receiver bandwidth/pixel with the aim of sepa-

rating the water and lipid signals. In all phantoms, T2L* (range 7.6–10.7 ms) was

significantly shorter than T2w* (range 48.9–57.4 ms). The proposed method pro-

vides the ground truth values of T2w* and T2L* for development, validation, and

optimization of lipid quantification methods based on dual T2* correction.

1 Introduction

In the last decade, there has been an exceptional effort by the bioimaging scientific

community in developing methods for the quantification of lipids in vivo. These

methodological developments have been fuelled by the worldwide problem of

obesity, which is currently at epidemic proportions with more than 1.3 billion adults
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overweight and over 600 million adults obese [1]. Nowadays, obesity is causing an

increasing morbidity and mortality connected with diseases such as type 2 diabetes,

dyslipidemia, and non-alcoholic fatty liver disease [2]. Among the different

approaches for the quantification of lipids, magnetic resonance imaging (MRI) has

emerged as the method of choice. The main advantages of MRI versus other

established techniques—such as biopsies and computed tomography (CT)—are that

MRI is not invasive and does not use ionizing radiation, so repeated measurements

can be safely performed in longitudinal studies.

In general, MRI methods for lipid quantification are based on the principle of

chemical shift imaging [3]. In other words, these MRI methods exploit the fact that

water protons precess at a different frequency than lipid protons, the difference (i.e.,

the chemical shift) being 3.5 parts-per-million (ppm). Thus, in gradient echo

sequences, the water and lipid protons are in phase with each other at certain echo

times (TE = 0, 1.4, 2.8 ms at 4.7 T, for example) whereas at other TEs (TE = 0.7,

2.1, 3.5 ms at 4.7 T) the water and lipid protons are 180� out of phase with each

other. In one of the first methods proposed for lipid quantification (the Dixon’s

method [3]), the lipid content was obtained using the ‘‘in-phase’’ and ‘‘out-of-

phase’’ MR images.

MRI methods for lipid quantification have been steadily improved over the years

to yield a more accurate measurement of lipid content, with literally hundreds of

studies performed worldwide. Among the major improvements, the correction for

the loss of signal due to transverse relaxation decay (T2*) is of particular relevance.

As matter of fact, the Dixon’s method as originally proposed did not take into

account for the loss of signal due to T2* decay when measuring the lipid content

with gradient echo images. With the aim of correcting the measure of the lipid

content for T2* decay, a number of algorithms were introduced over the years.

Nevertheless, these algorithms assumed that the T2* of the water protons is the

same as the T2* of lipid protons; thus, these methods are typically referred to as

‘single T2*’ correction methods [4]. It should be noted that these correction

methods also allow for the quantification of T2*, and thus, they provide an

additional biomarker of interest in clinical settings. Specifically, the knowledge of

T2* is important in the case of liver pathologies, for assessing liver iron overload

[5].

Very recently, a handful of studies have proposed a further refinement of the

model for lipid quantification [6–10]. The main idea is the following: since the T2*

of the water protons might differ from the T2* of lipid protons, a more appropriate

correction algorithm should include two separate T2* values, one for the water

protons (T2w*) and the other for the lipid protons (T2L*). These methods are

typically referred to as ‘dual T2*’ correction methods. However, as pointed out by

the same authors, the performance of dual T2* models ‘remains controversial,’

since it increases the model instability related to the higher number of degrees of

freedom [8, 9].

Furthermore, the problem with dual T2* methods is exacerbated by the fact that

there are no reference values for the T2* of water protons and T2* of lipid protons.

In other words, dual T2* methods provide in output: i) the value of lipid content,

which can be compared with a reference value obtained by other techniques, and ii)
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the value of T2w* and T2L*, which however cannot be compared to any reference

value. It is straightforward to measure with a gradient echo sequence the T2* of a

single chemical species (water in tissue, for instance), when no other chemical

species are present. However, when two chemical species (water and lipid, for

instance) co-exist in the same pixel, as in the case of liver tissue, a basic multi-

gradient echo approach does not allow for measuring the T2* of each chemical

species. As a consequence, no ground truth value is available to test and validate the

dual T2* correction methods.

Motivated by these recent developments of dual T2* methods and by the

challenges involved in validating these methods, we sought a direct measure of

T2w* and T2L*, with the aim of providing ground truth values in phantoms. These

measurements may be of importance for developing, optimizing, and testing dual

T2* methods for quantification of lipid content and T2* values.

2 Materials and Methods

2.1 Theory

The MR signal of a water–lipid system can be modeled as follows:

S tnð Þ ¼ qW þ qL

X

7

i¼1

aie
i2pDfitn

" #

ei2pwtne�tn=T2
�

;

where S is the signal, tn the nth echo time, qW and qL the amplitudes of the water

and the lipid signal, respectively, T2* the transverse relaxation time, w the magnetic

field inhomogeneity, Dfi the frequency shift of the ith lipid peak with respect to the

water peak, and ai is the relative lipid signal amplitude of the ith peak

ð
P7

i¼1 ai ¼ 1Þ. It should be noted that qW, qL, T2*, and w are functions of the

spatial position, i.e., may have a different value in different pixels of the image. The

lipid content is defined as qL/(qL ? qW). This model represents a ‘single T2*’

correction model since a common value of T2* for water and lipid is considered. In

more recent studies, a more sophisticated model, where the T2* of water and lipid

protons have different values, has been proposed:

S tnð Þ ¼ qWe�tn=T2w
�

þ qLe
�tn=T2L

�
X

7

i¼1

aie
i2pDfitn

" #

ei2pwtn ;

where T2w* and T2L* are the transverse relaxation time of the water and lipid

signal, respectively.

2.2 Magnetic Resonance Imaging

Magnetic resonance imaging experiments were performed on a 4.7 T horizontal-

bore MR scanner (47/40 Biospec, Bruker, Wissembourg, France) using a volume

coil (72 mm inner-diameter) as a transmitter/receiver. Three phantoms were
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prepared with dairy creams (full, light, and light thick cream) that were bought at a

local grocery shop. Each dairy cream was poured into a 15-ml tube.

To calculate the T2* of water protons and T2* of lipid protons by a direct

measurement, MR images were acquired with a low receiver bandwidth/pixel to

separate water and lipid signals along frequency encoding direction. Four multi-

gradient echo sequenceswere acquiredwith the following parameters: 10 echoes, echo

spacing = 13.3 ms, repetition time (TR) = 280 ms, flip angle = 25�, matrix

size = 256 9 256, field of view (FOV) = 4.3 9 4.3 cm2, and receiver bandwidth

(BW) = 35 kHz. Each sequence was acquired with a different value of the first echo

time (TE = 6.1, 8.1, 10.1, and 12.1 ms, respectively). This would result into an off-set

of the sampling echoes, i.e., four shiftedmulti-gradient echo sequences. The data were

combined together to generate a single relaxation decay curve. The goal of combining

the data from four shiftedmulti-gradient echo sequenceswas to obtain a finer sampling

of the relaxation decay curve, in order to improve the T2* measurement.

Additional measurements were also performed to measure lipid content and T2*,

using an established MRI protocol for lipid quantification. MR images were

acquired with a multi-gradient echo sequence. Imaging parameter were 10 echoes,

first TE = 1.5 ms, echo spacing = 2.5 ms, TR = 30 ms, flip angle = 5�, matrix

size = 128 9 128, FOV = 4 9 4 cm2, and BW = 140 kHz.

2.3 Data Analysis

Thecurvefitting of data acquiredwith a low receiver bandwidthwas performed toobtain

the T2* of water protons and T2* of lipid protons. For each phantom, three regions of

interest (ROIs) were drawn to include separately the signal from water, lipid, and

water ? lipid. The T2* relaxation time values of water, lipid, and water ? lipid were

calculated by fitting the signal frommagnitude images at 40 TEs to a monoexponential

function. The curve fitting routine of Matlab (Mathworks, Natick, MA, USA) was

employed. Mean and standard deviation values of T2* were obtained in water-only,

lipid-only, andwater ? lipid regions of interest. For each curve fitting, the coefficient of

determination r2 was also calculated to assess the goodness of the data fitting.

A somewhat more elaborated data analysis was necessary to determine the lipid

content and T2* values. A homemade script in Matlab, which implements the single

T2* IDEALalgorithm for decomposition of thewater and lipid signals, was developed

[4, 11, 12]. It should be noted that the IDEAL algorithm requires in input complex-

valued images. Thus, raw data were reconstructed on the MR console as real and

imaginary images and transferred to a separate workstation for the IDEAL

decomposition analysis. Pixel-by-pixel maps of lipid content and T2*were generated.

Three and 10 echoes were used for lipid content and T2* measurements, respectively.

3 Results

In Fig. 1, the MR image of the three phantoms acquired at the first echo (6.1 ms) of

a multi-gradient echo sequence is shown. A shift of five pixels between the water

and lipid signals along the frequency encoding direction is noticeable. This shift can
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be ascribed to the low receiver bandwidth/pixel and the measured value of five

pixels is in agreement with the expected theoretical value of 5.1. In Fig. 2, a detail

of Fig. 1 is displayed. Specifically, the MR image of the phantom containing full

cream is illustrated. To help the visualization of the separate signals two circles—

one for highlighting the water signal (in red) and the second for the lipid signal (in

blue)—are drawn. The intersection between these two circles represents the signal

originating from water ? lipid protons (in purple). The values of the signal

calculated in water-only and lipid-only areas of the full cream are plotted as a

function of the echo time in Fig. 3. It can be noticed that the lipid signal decays

faster than the water signal. The values of T2* found in lipid-only and water-only

regions were 10.7 ± 0.8 and 57.1 ± 1.0 ms, respectively. The values of the signal

calculated in the water ? lipid area of the full cream are plotted as a function of the

echo time in Fig. 4. At short TEs, a scatter of the data points around the curve fitting

is noticeable. At longer TEs, this scatter virtually disappears. The value of T2*

found in the water ? lipid region was 57.7 ± 6.6 ms.

In Table 1, the results of T2* measurements for full, light, and light thick cream

are shown. In all phantoms, the T2*s of lipid protons were significantly lower than

the T2*s of water protons. The value of T2* of water protons in light thick cream

was significantly lower than those found in full and light cream. The coefficients of

determination relative to the data fitting of the water signal were equal or higher

than 0.998. Lower coefficients of determination were found for the lipid signal.

In Fig. 5, the output of the single T2* IDEAL algorithm—the lipid content (left)

and T2* (right) maps—is displayed. The mean and standard deviation values of

lipid content and T2* were calculated with 15-pixel radius ROIs on each phantom.

Fig. 1 MR gradient echo image of the three water–lipid phantoms: full dairy cream (left), light dairy

cream (right), and thick light dairy cream (bottom). A chemical shift artifact can be observed along the

left–right frequency encoding direction. The receiver bandwidth value was purposely chosen to generate

this artifact, in order to detect separately the signal of water and lipid protons
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The values of T2* of full, light, and light thick cream were 36.4 ± 2.0, 54.2 ± 3.5,

and 40.7 ± 1.9 ms, respectively. The values of lipid content of full, light, and light

thick cream were 41.2 ± 2.0, 18.9 ± 2.8, and 22.6 ± 2.7 %, respectively.

4 Discussion

In the current study, a direct measure of the T2* of water protons and the T2* of

lipid protons was achieved in dairy cream phantoms, which were chosen here as a

model of water–lipid mixtures [13, 14]. Thus, the low-receiver bandwidth

Fig. 2 Zoom-in of the full dairy cream phantom, which is shown in Fig. 1. In the center and right panel,

two circles are drawn on the MR images in order to aid visualization of the separate signal of water and

lipid protons

Fig. 3 T2* relaxation decay of water (symbol ‘O’) and lipid (symbol ‘*’) protons in full cream. The

continuous lines indicate the curve fitting calculated on the water and lipid signals using the

monoexponential function. The water signal (T2w* = 57.1 ± 1.0 ms) decays slower than the lipid signal

(T2L* = 10.7 ± 0.8 ms)
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approach—as proposed in the current study—represents a fast and effective method

for an unequivocal measurement of T2w* and T2L*.

The knowledge of T2w* and T2L* may prove of value for developing, testing,

and optimizing lipid quantification algorithms. As a matter of fact, novel algorithms

for lipid quantification have been recently proposed with a dual T2* correction

model. However, while the value of the lipid content (obtained by these algorithms)

can be compared to a reference value obtained with other techniques, this is not the

case for T2w* and T2L*. In other words, the value of T2w* and T2L* obtained by

these algorithms cannot be compared to any reference value. In the current study,

we propose the low-receiver bandwidth approach to directly measure T2w* and

T2L* in phantoms so to provide the ground truth values of T2w* and T2L. As a

result, T2w* and T2L* values obtained by the algorithms can be validated versus

ground truth values.

Fig. 4 T2* relaxation decay of water ? lipid signal in full cream. The continuous lines indicate the

curve fitting calculated on the water ? lipid signal using the monoexponential function. At short TEs, the

monoexponential model poorly reproduces the experimental data

Table 1 Values of T2* (mean ± standard deviation) measured in water-only, lipid-only and water ?

lipid regions selected on the three phantoms

Phantom Water T2* (ms) Lipid T2* (ms) Water ? lipid T2* (ms)

Full cream 57.1 ± 1.0 [0.998] 10.7 ± 0.8 [0.992] 56.7 ± 6.6 [0.924]

Light cream 57.4 ± 0.9 [0.998] 7.6 ± 0.9 [0.984] 54.5 ± 0.8 [0.999]

Light cream (thick) 48.9 ± 0.7 [0.999] 10.3 ± 1.5 [0.966] 47.1 ± 0.9 [0.998]

Below each value of T2*, the coefficient of determination of the curve fitting is indicated in square

brackets
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To the best of our knowledge, no reference values exist for T2w* and T2L* in

tissues (such as liver for example) where the water and lipid proton pools share the

same microenvironment. It is needless to say that it is straightforward to perform

measurements of T2w* and T2L* in tissues such as subcutaneous adipose tissue and

gray/white matter, where only one of these two proton pools is present. At this

stage, the low-receiver bandwidth approach for direct measure of T2w* and T2L*,

where the water and lipid proton pools share the same microenvironment, does not

appear feasible for tissue measurements in vivo. Nevertheless, the reference values

observed in phantoms are of interest for algorithm validation and the ability to

measure T2w* and T2L* in phantoms certainly represents an important step towards

the development of robust dual T2* algorithms. Indeed, as indicated also in the

literature, current dual T2* algorithms methods still suffer from instability and poor

noise performances [8–10].

With respect to the results obtained in the current study, it is noteworthy that the

values of T2* calculated by the IDEAL algorithm decrease with the increasing of

cream thickness (T2* light cream = 54.2 ± 3.5 ms vs. T2* of light thick

cream = 40.7 ± 1.9 ms) and lipid fraction (T2* light cream = 54.2 ± 3.5 ms vs.

T2* of full cream = 36.4 ± 1.6 ms). The values of T2* (of water and water ?

lipid) obtained by the low-receiver bandwidth approach also decrease with the

increasing of cream thickness (Table 1). Overall, the T2* values determined with

the low-receiver bandwidth approach show that in all phantoms the T2* relaxation

time of the lipid protons is significantly shorter than that of water protons (Table 1).

In light cream, the value of T2* found by the low-receiver bandwidth approach in

the water ? lipid region is in excellent agreement with the value of T2* calculated

by IDEAL algorithm.

Within the context of lipid quantification in vivo, it is important to notice that

worldwide obesity has more than doubled since 1980, and nowadays, it represents

an important burden to the economy and the health care system. Because of the high

clinical interest of lipid quantification, MRI vendors have installed on the MRI

scanners novel algorithms that allow for a real-time calculation of the lipid content

Fig. 5 Single T2* IDEAL reconstruction output for the full dairy cream (left), light dairy cream (right),

and thick light dairy cream (bottom). The pixel-by-pixel maps of lipid content (left) and T2* values

(right) are shown
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[8, 9, 11]. So, at the end of the MRI examination, physicians have access to images

of lipid content, that is, pixel-by-pixel maps of lipid content in a chosen anatomical

area. Thus, a paradigm shift is currently taking place: for investigations of certain

pathologies, the relevant output of an MRI examination is not anymore a T1- or T2-

weighted image, but a quantitative map of a biomarker. The physicians at the end of

the MRI acquisition will base their diagnosis on these quantitative maps. For

instance, liver is one of the main organs of interest for lipid quantification: lipid

content greater than 5 % is indicative of liver steatosis, and the T2* values can be

used to determine liver iron overload. An example of pixel-by-pixel maps of lipid

content and T2* values, similar to those generated on clinical MRI scanners, was

obtained in the current study using the single T2* IDEAL algorithm.

The water–lipid mixture models are of interest to a wide range of scientific

disciplines, e.g., clinical research, colloid science, and food industry [15–17]. For

instance, in food science, the knowledge of the mixture physico-chemical properties

is essential for the development of food products. These products include water–

lipid mixtures consisting of oil droplets dispersed in an aqueous phase (the so-called

oil-in-water food emulsion: milk, dairy cream, mayonnaise…) and water–lipid

mixtures consisting of water droplets dispersed in an oil phase (the so-called water-

in-oil food emulsion: butter, margarine…). In this context, the application of MR

techniques to investigations of water–lipid mixtures is not novel. Many NMR

studies have been performed on water–lipid mixtures [15–17], but less attention has

been paid to quantitative MRI [18–20]. The ability to directly measure the T2*

relaxation time of the water proton pool and the T2* relaxation time of the lipid

proton pool may prove of value also for investigating the basic relaxation

mechanisms in water–lipid mixtures. For instance, in emulsion that have been

generated in a well-controlled environment, detailed measurements of T2* as a

function of the lipid content can provide insight into the relaxation mechanisms and/

or structural properties of water–lipid mixtures.

To conclude, direct T2* measurements of water and lipid protons are of interest

as they provide reference values for T2*. In the current study, we showed that the

low-receiver bandwidth approach represents a fast and effective method for direct

measurements of T2w* and T2L*. Within the context of the lipid quantification

in vivo, these reference values of T2w* and T2L* may be of interest for

development, validation, and optimization of lipid quantification methods based on

dual T2* correction.
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Summary 
Obesity is associated with increased morbidity and mortality linked to many diseases, including type 2 
diabetes, hypertension and disease nonalcoholic fatty liver. Recently, 1H magnetic resonance imaging 
(MRI) has emerged as the method of choice for non-invasive fat quantification.  
In this thesis, MRI methodologies were investigated for in vitro (MR phantoms) and in vivo (mice) 
measurements on a 4.7T preclinical scanner. Two algorithms of fat quantifications – the Dixon’s 
method and IDEAL algorithm – were considered. The performances of the IDEAL algorithm were 
analyzed as a function of tissue proprieties (T2*, fat fraction and fat spectral model), MRI acquisition 
parameters (echo times, number of echoes) and experimental parameters (SNR and field map). In 
phantoms, the standard approach of single-T2* IDEAL showed some limitations that could be 
overcome by optimizing the number of echoes. A novel method to determine the ground truth values 
of T2* of water and T2* of fat was here proposed. 
For in vivo measurements, different analyses were performed using the IDEAL algorithm in liver and 
muscle. Statistical analysis on ROI measurements showed that the optimal choice of the number of 
echoes was equal to three for fat quantification and six or more for T2* quantification. The fat fraction 
values, calculated with IDEAL algorithm, were statistically similar to the values obtained with 
Dixon’s method.  
Finally, a method for generating reference signals mimicking fat-water systems (Fat Virtual Phantom 
MRI), without using physical objects, was proposed. These virtual phantoms, which display realistic 
noise characteristics, represent an attractive alternative to physical phantoms for providing a reference 
signal in MRI measurements. 

Résumé 
L'obésité est associée à une augmentation de la morbidité et de la mortalité liée à de nombreuses 
maladies, y compris le diabète de type 2, l'hypertension et des pathologies hépatiques menant à une 
surcharge lipidique d’origine non alcoolique. 
Récemment, l’imagerie par résonance magnétique (IRM) est devenue la méthode de choix pour la 
quantification non invasive de la graisse. 
Dans cette thèse, les méthodes d'IRM ont été étudiées sur un scanner préclinique de 4.7T in vitro 
(fantômes MR) et in vivo (souris). Deux algorithmes de quantifications de la graisse -la méthode de 
Dixon et l’algorithme IDEAL- ont été considérés. Les performances de l'algorithme IDEAL ont été 
analysées en fonction de propriétés des tissus (T2*, fraction de graisse et la modèle spectral de la 
graisse), paramètres d'acquisition IRM (temps d’écho, nombre d'échos) et les paramètres 
expérimentaux (SNR et carte de champ). Sur les fantômes, l'approche standard single-T2* IDEAL a 
montré certaines limites qui pourraient être surmontées en optimisant le nombre d'échos. Une nouvelle 
méthode, pour déterminer les valeurs de vérité terrain pour T2* de l'eau et pour T2* de la graisse, a été 
proposée. 
Pour les mesures in vivo, différentes analyses ont été effectuées en utilisant l'algorithme IDEAL sur le 
foie et les muscles. L'analyse statistique sur les mesures de ROI a montré que le choix optimal du 
nombre d'échos est égal à trois pour la quantification de la graisse et six ou plus pour la quantification 
du T2*. Les valeurs de la fraction de graisse, calculées avec l'algorithme IDEAL, étaient 
statistiquement comparables aux valeurs obtenues avec la méthode de Dixon. 
Enfin, un procédé pour générer des signaux de référence mimant les systèmes eau-graisse (Fat Virtual 
Phantom MRI), sans l'aide d'objets physiques, a été proposé. Ces fantômes virtuels, qui présentent des 
caractéristiques de bruit réalistes, représentent une alternative intéressante aux fantômes physiques 
pour fournir un signal de référence dans les mesures IRM. 
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