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Chapter II

Summary of Early Research Activities

The chapter summarizes the research activities carried out during my Ph.D. at the University of Rome “La Sapienza” (October 2004–November 2007), my first PostDoc at the Institute of Robotics and Mechatronics of the German Aerospace Center (DLR, November 2007–October 2008), and the short visits paid at the Max Planck Institute for Biological Cybernetics (MPI) during this period.

During the early stages of my career I gave contributions in robot motion planning and control, visual/force control of redundant fixed- and mobile-manipulators, 3D structure estimation from motion, and locomotion interfaces for Virtual Reality (VR). Brief summaries of these works, partly done within the EU FP6 STREP Phriends and EU FP6 STREP CyberWalk international research projects, are detailed in the next Sect. II.1, Sect. II.2 and Sect. II.3.

II.1 Planning and Control for Mobile Robots and Fixed/Mobile Manipulators

During my PhD I studied the problem of controlling the motion of Wheeled Mobile Robots (WMRs) and Nonholonomic Mobile Manipulators (NMMs), that is, robotic structures with restricted instantaneous mobility but still possessing full (but not instantaneous) controllability of their configuration space. The mobility restriction of wheeled robots is caused by their actuation system: the constraint of wheels perfectly rolling without slipping introduces a set of so-called “nonholonomic” constraints on the robot base velocities [Murray et al., 1994]. As a consequence, motion planning and control for these systems is considerably more challenging than for normal fully actuated robotic structures (such as robot manipulators), and has received large attention by the control and robotics communities. Within this context, I gave contributions in the following areas:
II.1.1 Shortest Paths to Obstacles for WMRs

In the context of planning among obstacles, I studied the problem of defining a proper notion of “distance to obstacles” for WMRs with a nontrivial polygonal shape, that is, a suitable metric able to capture the nonholonomy of WMRs. In fact, knowledge of this distance is particularly relevant in the context of motion planners relying on obstacle distance computation, like skeletonization, potential field methods, and sampling-based motion planners. More in general, knowledge of this distance has strong implications whenever one needs to evaluate the traveled distance of a (polygonal) WMR to goal locations or from surrounding obstacles. As a trivial example: for a car-like robot, obstacles in the forward direction are “closer” than obstacles in the side direction because of the well-known impossibility for cars to instantaneously travel sideways. In [J1, C5, J5], I have analyzed this problem borrowing from tools of optimal control, and found a closed-form expression for the sought distance to polygonal obstacles.

Figure II.1(a) shows some relevant definitions, and Figs. II.1(b–c) illustrates the ‘isodistance’ curves in the plane for a polygonal WMR able to travel in forward/backward motion (Reeds-Shepp car), and only in forward motion (Dubins’ car).

II.1.2 Modeling and Control of Redundant NMMs

Extending my previous works on WMRs, I then addressed the issues of kinematic modeling and control of a (at that time) novel class of robotic systems, i.e., the so-called Nonholonomic Mobile Manipulators (NMMs). These robotic systems are made of articulated arms mounted on a wheeled mobile platform. Since this mechanical arrangement combines the dexterity of the arm with the workspace extension of the mobile platform, it is clearly appealing for many applications, and in particular for service robotics. In [C4], I addressed the problem of modeling and controlling NMMs by finding ways to exploit the internal redundancy of the system, arising both from the manipulator kinematics and from the platform mobility. This allowed to describe NMMs by means of a unified kinematic model automatically taking into account the platform nonholonomic constraints. Adopting this modeling approach, one can then address all the classical problems considered for standard redundant manipulators (study of singularities and their avoidance, augmentation of tasks and their prioritization, optimization of performance criteria, cyclicity of repeated motions, etc.). Figure II.2(a) illustrates the schematics of a standard NMM (platform with unicycle kinematics equipped with a 3R spatial arm). This modeling and control framework for NMMs was also applied to the case of visual control tasks, that is, when a camera mounted on the end-effector arm is the source of “position feedback” for the robot [J2]. Again, it was possible to exploit...
2.4 Simulation results

Figure 2.2: A spatial NMM with a 3R elbow-type manipulator.

and one for the NMM in Fig. 2.2. As redundancy resolution scheme, we adopt the RG

International Conference on Robotics and Automation (ICRA) 2009 [C14], and is available at

video showing the Justin robot and its mobile platform in action won the

German Institute of Robotics and Mechatronics (DLR). The purpose of this platform was to provide full

see Figs. II.3(a–d). This mobile platform was developed for the two-arm humanoid robot Justin of the

four independent steering wheels

This control design was further extended to the case of modeling and control of a mobile platform

framework [Chaumette and Hutchinson, 2006, Chaumette and Hutchinson, 2007], see Fig. II.2(b).

image-based visual servoing

is extracted from the scene, the problem of exploiting it so as to reach a location, or grasp an item,

Broadly speaking, robotic vision lies at the intersection of two complementary fields: computer vision and

image processing, and motion control from visual feedback. In fact, once the relevant visual information

is extracted from the scene, the problem of exploiting it so as to reach a location, or grasp an item, still remains to be tackled. In the context of Robotic Vision, I focused on Structure from Motion (SfM) strategies for recovering online the unobservable 3D structure of the scene, on visual-based navigation schemes for WMRs and NMMs, and on visual/force assembly tasks for the KUKA/DLR LWR 7-dof manipulator.

II.2 Robotics and Vision

Figure 2.3: Snapshots of the Justin robot on its 4-steering wheel mobile platform. The platform legs
can also be extended/retracted in order to increase/decrease the footprint of the platform
which, plugged into (28), yields
\[ Z_g = Z_2 \]
\[ 0 - R_2 \]
\[ Z_0 \]
(32)
as the barycenter depth, i.e., the depth of the point on the plane \( \Gamma_2(t) \) closest to \( Z_0 \).

In the second simulation (Fig. 2, right), we considered a

Chapter 5. Estimation of Geometric and Camera Quantities

Figure 5.3: Observation with point features: third snapshot of the depth of the target point (the red dot on the cube in Fig. 5.3), while the first and second link of the manipulator

The theory was initially developed for feature points on the image plane (Fig. 2.4(a)), and then extended to the more general case of image moments of arbitrary shaped objects (Fig. 2.4(b)). Being able to recover the scene structure online, one can then devise control laws based on pure visual feedback (and internal 3D structure estimation) by following the Image-based Visual Servoing framework. This allowed to control the motion of a robotic system when performing some navigation task such as, e.g., reaching a goal location. In [J3, C10], I presented an experimental implementation of these controllers on a mobile robots with a fixed camera onboard (Fig. 2.5(a–b)), and a mobile robot equipped with a pan-tilt camera unit (Fig. 2.5(c)).
II.2.2 Automatic Assembly based on Force/Visual Feedback

These results on visual estimation and control of mobile robots were also exploited in [C11] for a more industrial-oriented application developed together with KUKA GmbH during my first visit at DLR, Germany, in 2007. The goal of the application was to combine visual and force-torque feedback for automatic assembly of complex planar parts with a lightweight DLR/KUKA 7-DOF LWR robot manipulator. Figure II.6(a) shows the planar parts and the plate used for the assembly task. Note that the tolerance of the parts w.r.t. the corresponding holes in the plate was less than 1 mm, thus making the insertion phase not a trivial task. Figure II.6(b) shows four snapshots taken during the execution of the insertion sequence. The robot, equipped with a camera on its end-effector, first looks for a part on the table, then moves to the plate and finds the location of the corresponding hole, then approaches the hole by using an image-based visual serving law, and finally inserts the part into the hole exploiting impedance-control laws. Figure II.6(c) shows additional details of the picking and insertion phases. In this context, I took advantage of my previous results on image-based visual servoing and 3D estimation techniques, to achieve fine positioning of the robot manipulator during the approaching phase to the parts/holes. This application was shown live in several fairs (ICRA2007, Automatica 2008, 2010, RSS 2008) and is one of the top demos in the KUKA/DLR portfolio for the light-weight robot.

Finally, besides these theoretical and more applied results, in 2008 I also received the “Award for Best Italian PhD Thesis in Automatic Control” because of my contributions to visual and motion control of fixed/mobile robots.

II.3 VR applications

Apart from modeling and control of autonomous robots, I also worked on several aspects of Human-Machine Interaction during the end of my PhD and my early PostDoc period. In particular, I have been responsible for the motion control of the CyberWalk platform, a large size 2D omni-directional platform that allows unconstrained locomotion possibilities to a walking user for VR exploration, see Fig. II.7.
The CyberWalk platform was the outcome of the STREP project “CyberWalk” funded by the European Union and resulted in the construction of the largest 2D locomotion platform in the world: a human user, wearing a Head Mounted Display (HMD), was allowed to freely walk on the platform planar surface while a controller was compensating for his/her intentional motion, so as to keep her/him always close to the platform center while limiting the perceptual effects due to actuation commands. In [J13, C3, C6], I studied the modeling and control problem for an earlier prototype of the CyberWalk platform, the “ball-array” CyberCarpet. This prototype had a different actuation design which resulted in a nonholonomic behavior for the combined platform/user system. Later on, I addressed in [C17, J4, J7] the modeling and control problem for the final CyberWalk platform where I presented both a full experimental evaluation of the platform/controller behavior with walking users, and a psychophysical evaluation of the human perceptual perspective during a walking task. The CyberWalk project was a world-wide recognized success as attested by the many press releases it received, for instance on BBC News, Focus Online and National Geographic.
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Chapter III

Introduction

Robotics is rapidly entering a new era where robots will be part of our daily life by changing the way we behave as well as many aspects of our society, similarly to what has happened with the digital revolution of early 2000. As a measure of this fast pace, it is worth considering that, according to official statistics, the total number of robots populating the world has grown from 6.5 millions in 2007 up to 18.0 millions in 2011 [Robotics2020, 2014]. In the near future, robots are expected to perform various complex tasks in a more and more autonomous way, relieving human beings from dull or boring duties, serve as human companions in households, perform a variety of service tasks such as housekeeping, baby-sitting, elderly assistance, and surveillance and security maintenance. In this respect, the official Strategic Research Agenda (SRA) for Robotics in Europe [Robotics2020, 2014], issued by the European Robotics Technology Platform (EUROP, www.robotics-platform.eu), foresees that:

Robotics is likely to be a pivotal element when targeting social challenges such as the ageing population, the creation and retention of high-quality, socially inclusive employment, external and internal security threats and dealing with economic disparity arising from the recent and future EU enlargements. Therefore, European society stands to benefit greatly from a leadership position of its robotics industry.

Similarly, outside Europe, one can find the recent “A Roadmap for U.S. Robotics” [Robotics in the United States of America, 2013] stating:

Robotics technology holds the potential to transform the future of the country and is expected to become as ubiquitous over the next decades as computer technology is today.

A necessary requirement towards the success of this vision lies in the flexibility and dexterity of the envisaged robotic structures: to be successful, future robots should be able to perform a variety of tasks and not be designed for a single task, i.e., they must be flexible. A good way to summarize this view is perhaps the following: “Present-day robots are made for the purpose of repeating several tasks thousands of times. Future robots, on the other hand, will have to perform thousands of tasks several times” [World Robotics, 2011].

Additionally, future robotic systems will necessarily need the ability to interface themselves with other
artificial/living entities for reasons ranging from mere co-existence, to direct co-operation, or to full exploitation. An example is the growing interest towards topics related to Human-Robot Interaction [Thrun, 2004, Goodrich and Schultz, 2007], i.e., roughly speaking, how to implement a natural, seamless, safe and effective co-operation between robots and humans when performing common tasks. Another example is the emerging field of cloud robotics [Waibel et al., 2011] which aims at studying ways to exploit the Internet (i.e., the cloud) to let the robots share information across themselves and to dig into the huge database of online-stored data.

Along similar lines, but in a more general context, large attention of the public and funding agencies, as well as large research efforts have been devoted towards the to so-called “Cyber-Physical Systems” (CPS). Quoting Wikipedia [Wikipedia, 2013], a cyber-physical system (CPS) is “a system of collaborating computational elements controlling physical entities”. CPS envisage the use of a network of computational and physical resources spread over large areas and able to, e.g., collectively monitor the environment and act upon it. Examples of CPS are: micro- and nano-scale physical materials, cooperating medical devices and systems, powergrids, intelligent ground/marine/air vehicles and transportation systems. Within robotics, instances of CPS can be found in all those contexts involving coordination of multiple (mobile) robots for environmental monitoring, patrolling, exploration, and data collection.

The future of robotics possesses, therefore, a great and widely recognized potential. At the same time, the challenges to turn this potential into reality are large and still very far to be solved. Just to mention a few, future robots will most likely need to operate in highly unstructured environments for long periods, to gather, fuse and interpret information from different sources (different sensors and/or spatially/temporally separated), to safely co-exist with humans and effectively co-operate with them, to finally possess a large degree of autonomy for taking complex decisions in dynamic situations.

With respect to these challenges and difficulties, the approach taken in this Thesis can be briefly summarized as follows: on the one hand, empower robots with a large degree of autonomy for allowing them to effectively operate in non-trivial environments (e.g., outside completely defined factory settings). On the other hand, include human operators in the loop for having them in (partial and bilateral) control of some aspects of the overall robot behavior.

One could perhaps argue that these two goals are somehow in conflict since higher robot autonomy should imply lower (or absence of) human intervention. However, we believe the research direction undertaken in this Thesis is well motivated since:

- as explained, despite the many advancements in robot autonomy, complex and high-level cognitive-based decisions are still out of reach. In most applications involving tasks in unstructured environments, uncertainty, and interaction with the physical world, human assistance is still necessary, and will probably be for the next decades. On the other hand, robots are extremely capable at autonomously executing specific and repetitive tasks, with great speed and precision, and at operating in dangerous/remote environments, while humans possess unmatched cognitive capabilities and world awareness which allow them to take complex and quick decisions;

- the cooperation between humans and robots is often an implicit constraint of the robotic task itself. Consider for instance the case of assistive robots supporting injured patients during their physical recovery, or human augmentation devices. As we will see in the next Chapters, another example of an application in which the interaction of the robot with the user is the primary objective are
Summarizing, the general goal of the various contributions presented in this Thesis is to provide an effective way for a human operator to be in ‘partial’ control of semi-autonomous single or multiple mobile robots (in particular quadrotor UAVs) with, additionally, the possibility for the operator to receive suitable feedback cues informative of the behavior of the remote robots. A common theme will be the issue of where to “draw the line” between robot autonomy and human intervention. Obviously, there is no general answer, and any design choice depends on the particular task at hand and/or on the technological/algorithmic possibilities of the robotic system under consideration. A broad characterisation of the several existing possibilities is given in Fig. III.1 where three classical paradigms for teleoperating a remote robot are shown: direct control (almost no robot autonomy), supervisory control (almost full robot autonomy), and shared control (a mix between the two) [Niemeyer et al., 2008]. With this classification in mind, most of the following contributions can then be considered as instances of the shared control paradigm that will be declined throughout the Thesis in a number of different contexts and application scenarios (for instance, by considering single or multiple mobile robots, or different kinds of sensory cues for the human operator). The next Section provides a more detailed overview of the main contributions described in the following Chapters.

### III.1 Overview of the Main Contributions

Figure III.2 provides a quick and, in our opinion, effective overview of the several topics addressed in the following Chapters, that is, the multifaceted problem of implementing shared control architectures.
for single and multiple mobile robots (with a particular focus on quadrotor UAVs) with the goal of providing the human operator with the possibility of (i) easily controlling the motion of single/multiple robots for performing remote tasks in a semi-autonomous way and, at the same time, (ii) receiving a multi-sensory feedback informative of the task execution performance and of the remote environment. This research plan is clearly quite general and spans challenges from very diverse fields (e.g., teleoperation, motion/flight control of single and multiple robots, state estimation for single and multiple robots, user evaluations). In this respect, the decomposition given by the next Chapters attempts to group (to the best possible extent) the individual contributions topic-wise in order to provide the reader with a clear and comprehensive view of the several activities reported in the Thesis. In particular:

- **Chapter IV** will discuss a shared control architecture for single mobile robots with a special focus on visual/vestibular sensory feedback for the human operator. Here, the term ‘vestibular feedback’ refers to the possibility of stimulating the human sense of self-motion via a motion platform (or motion simulator) that carries the operator and physically displaces her/him through space. While classical applications of motion simulators involve training of airline pilots, we will revisit their use as a means to provide vestibular (self-motion) cues to a human operator in control of remote mobile robot, and we will discuss a user evaluation obtained by remotely piloting a quadrotor UAV;

- **Chapter V** will instead focus on the more classical case of shared control for single/multiple mobile robots (quadrotor UAVs) with visual/force sensory feedback for the operator. The Chapter will first address the case of shared control for a single mobile robot where an extension able to take into account the future consequences of the (temporally and spatially) local commands of the user will be detailed. Then, the case of shared control of multiple mobile robots will be considered, by proposing a number of different possibilities for resolving the large redundancy between the few operator commands and the many DOFs of the robot group, together with a suitable force feedback.
for the operator meant to inform about the status of the group. A user evaluation of some of the proposed architectures will also be discussed;

- Chapter VI will then present contributions at a more algorithmic level, by discussing some of the technical challenges (and results) faced when dealing with the problem of controlling the formation of multiple mobile robots with onboard sensing/communication capabilities. This Chapter can then be seen as a technical complement to some of the material reported in Chapter V;

- Chapter VII will illustrate some advancements in the mechanical design and control of a novel overactuated quadrotor UAV (thus, by spanning topics such as dynamical modeling of flying robots, mechatronic prototyping and flight testing). The purpose of this novel quadrotor design is to overcome the limitations of standard quadrotors (in particular, their underactuation) in order to achieve full controllability of the quadrotor 6-DOF pose in space (and thus facilitate any task involving navigation and/or physical interaction with the environment);

- Chapter VIII will consider the issue of designing (and implementing) active perception schemes for robots equipped with onboard cameras (as the UAVs employed in the previous Chapters) with the aim of obtaining an accurate and ‘fast’ estimation of the surrounding scene thanks to an online optimization of the camera motion. A number of active strategies will be discussed for several geometric primitives (points, 3D objects, planar scenes) and setups (manipulator arms with eye-in-hand cameras and quadrotor UAVs with onboard camera/IMU). Furthermore, the issue of coupling an active perception strategy with the concurrent execution of a visual task will also be considered;

- Chapter IX will finally conclude the Thesis, discuss open points and draw some future perspectives worth of investigation.
Chapter IV

Shared Control with Visual-Vestibular Feedback

This Chapter will discuss an example of shared control for mobile robots with visual-vestibular feedback for the human operator, while the visual-force feedback case will be addressed in the next Chapter V. The goal, in both cases, is to allow a human operator to control the motion of a mobile robot while receiving a feedback informative of its motion status and/or of some environmental conditions (e.g., presence of obstacles or vicinity to goal locations). However, contrarily to the (more classical) visual-force case, use of visual-vestibular feedback represents a much less common choice of sensory feedback for interfacing a human operator with a remote mobile robot. Specifically, the design choice here is to provide the user with a direct feeling of the robot motion by stimulating the “motion receptors” present in the human’s inner ear (the so-called vestibular system, see Fig. IV.1). This is achieved by placing the human user on an actuated mechanical device (a motion simulator) which physically displaces the user for producing the sought motion perception. The use of actuated mechanical devices for providing vestibular feedback has a long history in the field of motion simulation for training purposes (e.g., in the aviation domain [Burki-Cohen et al., 2001]). The next sections will discuss how this idea can be extended to the case of teleoperation of remote mobile robots.

![Vestibular System](image)

**Figure IV.1:** A pictorial representation of the human vestibular system in the inner ear.
IV.1 Overview

The idea behind the use of visual-vestibular feedback for shared control of remote mobile robots is depicted in Fig. IV.2. In a nutshell, the human user is located on an actuated mechanical device (the motion simulator) and acts on an input device (e.g., a joystick) for giving motion commands to a simulated or real mobile robot. An onboard view from the robot (again, simulated or acquired by onboard cameras) is then displayed to the human user on a screen mounted on the robot or on a Head Mounted Display (HMD) worn by the user. At the same time, the actual robot motion is sensed, processed (via the so-called motion cueing and inverse kinematics blocks in the scheme of Fig. IV.2) and replayed on the motion simulator, thus closing the loop. The main challenge, here, lies in the motion cueing and inverse kinematics blocks since some pre-filtering is usually required to make the ‘ideal’ vehicle motion compatible with the limited workspace of the chosen motion platform. Indeed, the motion range of a platform fixed to the ground is in general too limited to reproduce 1:1 any vehicle trajectory such as, e.g., a car or an airplane constantly accelerating over time. To this end, a Motion Cueing block is exploited for transforming the input motion profile into a Cartesian trajectory compatible with the platform workspace, but still inducing a realistic motion perception onto the user. A classical example is the well-known tilt-coordination algorithm [Groen and Bles, 2004] that exploits the gravity vector in the user’s body frame to simulate presence of a sustained linear acceleration. This filtered Cartesian trajectory must then be fed to an Inverse Kinematics algorithm for its actual realization on the motion simulator. Here, the difficulty lies in the fact that the classical structure of a motion cueing algorithm does not allow to take explicitly into account all the motion simulator constraints expressed at the joint level. Moreover, the filtered trajectory is completely arbitrary (in terms of geometric path) and unknown in advance — it eventually depends on the unpredictable inputs of the user to the vehicle. Hence, the sought inverse kinematics must be able to realize at best and in real-time a Cartesian trajectory that 1) is geometrically unpredictable and unknown in advance, and 2) may violate the simulator mechanical constraints (e.g., max. acc or max. vel of its joints) over time.

Historically, use of motion simulators dates back to 1965 where Gough-Stewart platforms (also known as Stewart platform or hexapods [Stewart, 1965]) started to be employed in the field of aeronautics at NASA in the 70’s [Conrad and Schmidt, 1971, Dieudonne et al., 1972]. Indeed, a motion simulator clearly allows to reproduce unexpected and risky situations in a controlled, safe and repeatable manner. A growing application field is also the entertainment industry, where robotic motion platforms are used as rollercoasters in amusement parks. Motion simulators are also important tools in the automotive industry,
for testing new car dynamics beforehand, or for evaluating novel driving assistive technologies [Siuikat, 2005, Robuffo Giordano et al., 2010]. Other applications involve also simulation of helicopters [Beykirch et al., 2007], motorcycles [Ferrazzin et al., 1999, Avizzano et al., 2000, Nehaoua et al., 2011], sailing boats [Avizzano et al., 2010] and even space flights [Heindl et al., 2006].

As explained, most existing mechanical designs are based on fully actuated hexapods (i.e., Stewart platforms, see Fig. IV.3(a)). This design indeed grants high motion bandwidth, mechanical robustness and (relatively) low price. However, hexapods also suffer from several shortcomings, such as their limited workspace, the impossibility to achieve large linear and angular displacements and rates because of the the closed chain nature of their actuation system, and the presence of cross-couplings between the actuated axes (e.g., presence of spurious rotations when commanding a translational motion). As a possible alternative, the idea of exploiting industrial robot manipulators as motion platforms has drawn some attention in the scientific community [Heindl et al., 2005, Bellmann et al., 2007, Pollini et al., 2008]. Indeed, a serial 6-DOF industrial manipulator offers higher dexterity, larger motion envelope, the possibility to realize any end-effector posture within the workspace, and the ability to displace heavy loads (up to 1000 [kg]) with large accelerations and velocities (see Fig. IV.3(b)). One can then attach a cabin carrying the user to the robot end-effector, and take advantage of the large dexterity envelope to move the cabin along complex coordinated trajectories and attitudes (e.g., even placing the cabin upside down).

![Figure IV.3: Left: a Stewart platform, also known as hexapod, often exploited as motion simulator for airline pilot training. Right: the CyberMotion simulator, a 6-DOF industrial manipulator arm with a cabin mounted on its end-effector.](image-url)

In the following, this latter possibility will be considered for implementing a motion simulator for visual-vestibular feedback. In particular, we will discuss how to exploit the CyberMotion Simulator developed by the the Max Planck Institute for Biological Cybernetics in Tübingen, Germany (Fig. IV.3(b)) as a possible robotic platform for providing motion cues. The CyberMotion simulator consists of a 6-DOF anthropomorphic robot arm based on the commercial KUKA Robocoaster [Robocoaster, ] and adapted and customized to be used as a tool for motion simulation. The main algorithmic challenges (briefly discussed in the following sections) needed to turn it into a versatile motion simulation are: (i) the design of a suitable inverse kinematics scheme able to cope with an unpredictable and arbitrary desired cabin motion, generated online as a function of the (unpredictable) user inputs to the controlled vehicle, and (ii) the design of a motion cueing block tailored to the specific motion envelope of a serial manipulator.
IV.2 Motion Cueing Design

IV.2.1 Brief overview on washout filters

As explained, the goal of a motion cueing algorithm is to ‘filter’ the ideal motion of the controlled vehicle to make it compatible with the limited workspace of a motion platform fixed to the ground, while still inducing (as much as possible) the same motion perception onto the user. This is a fundamental but difficult problem that has been studied since the early ’70 [Schmidt and Conrad, 1970] until nowadays [Huang and Fu, 2006], and keeps drawing the attention of many researchers. Perhaps the most widespread motion cueing algorithm is the so-called classical washout filter, i.e., a combination of washout filters for reproducing high-frequency motions, and tilt-coordination algorithms for reproducing low-frequency motions [Nahon and Reid, 1990, Grant and Reid, 1997].

\[ H(s) = \frac{1}{s} \]

**Figure IV.4:** A schematic representation of motion cueing algorithm implemented on the CyberMotion simulator.

With the help of Fig. IV.4, the classical washout filter can be summarized as follows: the vehicle motion, specified in terms of linear accelerations and angular velocities\(^1\), is split into high-frequency and low-frequency components. The high-frequency component is reproduced by actually moving the motion platform, since this component will in general generate small (thus feasible) displacements. On the other hand, the low-frequency component, comprehensive of sustained linear accelerations, is not achieved by physically accelerating the platform, but by exploiting the local gravity vector as a source of ‘persistent’ acceleration. Indeed, by properly orienting the gravity vector in the cabin frame, one can reproduce the illusion of persistently accelerating in a given direction. This method, of course, has several limitations: for instance, it cannot reproduce sustained accelerations larger than 1 [g], it introduces rotational motion artifacts during the coordination phase, and it reduces the amount of gravity acceleration perceived by the user because of the tilting. Still, in most cases the classical washout framework represents the only viable option as motion cueing algorithm.

\(^1\)These are thought to be the motion states sensed by humans [Greig, 1988].
Nahon, 1986a, Reid and Nahon, 1986b]. Despite the big variety of solutions, it is worth noting that many authors still indicate the classical washout filter as one of the most effective algorithms in terms of design simplicity, easiness of tunability, and human perception fidelity [Nahon and Reid, 1990, Nehaoua et al., 2006b, Nehaoua et al., 2006a].

IV.2.2 Implementation on the CyberMotion simulator

Compared to a Stewart platform, the motion envelope of the CyberMotion Simulator is closer to a cylinder rather than a rectangular box in Cartesian space. For instance, by exploiting the rotation of the first vertical joint, one can obtain large lateral displacements along circular trajectories, considerably larger than any achievable linear trajectory. This motivates to design the high-pass filters for the linear acceleration in cylindrical coordinates, similarly to what proposed for the spherical washout filter [Wentink et al., 2005] implemented in the Desdemona motion simulator developed at TNO [Bles and Groen, 2009]. The idea is to keep linear forward and upwards motions unchanged, and replace linear lateral motions with circular motions (i.e., moving on the surface of a vertical cylinder).

Before proceeding to briefly illustrate the concept, it is useful to define some quantities of interest. With reference to Fig. IV.5, let $F_0 : \{O; \hat{X}_0, \hat{Y}_0, \hat{Z}_0\}$ be a world reference frame fixed to the robot base, with $\hat{Z}_0$ pointing upwards and $(\hat{X}_0, \hat{Y}_0)$ spanning the horizontal plane. A moving reference frame $F_P : \{O_P; \hat{X}_P, \hat{Y}_P, \hat{Z}_P\}$ is attached to the the pilot’s head (supposed fixed to the cabin) and has its axes aligned with the pilot’s forward/left/upward direction, respectively. Let also $p = [x \ y \ z]^T \in \mathbb{R}^3$ represent the coordinates of $O_P$ in $F_0$. The Cartesian coordinates $p$ can be transformed into cylindrical ones $\xi = [R \ \alpha \ z]$ as

$$
\begin{align*}
R &= \sqrt{x^2 + y^2} \\
\alpha &= \text{atan2}(y, x) \\
z &= z
\end{align*}
$$

with associated a third moving frame $F_W : \{O_W; \hat{X}_W, \hat{Y}_W, \hat{Z}_W\}$, denoted as the washout frame, with $O_W \equiv O$, $\hat{Z}_W \equiv \hat{Z}_0$, and $\hat{X}_W$ rotated of angle $\alpha$ w.r.t. $\hat{X}_0$ (therefore, axis $\hat{X}_W$ always points towards the current angular position $\alpha$ on the cylinder). Finally, $W^{RP}$ represents the rotation matrix from frame
\[ F_W \] to frame \( F_P \), \( \eta = [\rho \ \theta \ \psi]^T \in \mathbb{R}^3 \) the usual set of roll-pitch-yaw Euler angles parameterizing \( W_R P \), \( g \) is the gravity vector, and \( g \) the scalar value of the gravity acceleration.

### IV.2.2.1 High-pass channel

The input to this filter is \( P_a \), the linear acceleration of the vehicle expressed in the frame \( F_P \) and without gravity components, i.e., \( P_a = f^P + g \) where \( f^P \) is the specific force acting on the vehicle\(^2\). By following the classical washout framework, \( P_a \) is first scaled and limited to obtain \( P_aS \) which is then expressed into \( F_W \) as \( W_{aS} \). These Cartesian accelerations are then transformed into cylindrical ones as

\[
\ddot{\xi} = \begin{bmatrix}
\dot{R} \\
\dot{\alpha} \\
\dot{z}
\end{bmatrix} = \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix} W_{aS} = C(\xi) W_{aS}
\quad (\text{IV.1})
\]

Linear forward accelerations in \( F_W \) correspond to radial accelerations \( \ddot{R} \), and lateral accelerations in \( F_W \) correspond to angular accelerations \( \ddot{\alpha} \).

The accelerations \( \ddot{\xi} \) are then high-pass filtered through the transfer function \( HP_A(s) \) to yield the high-pass component of the linear motion \( \ddot{\xi}_{HP} \), which is subsequently double-integrated into the desired platform displacement \( \xi_{HP} = \xi_d \). Many choices are possible for \( HP_A(s) \). The typical one is to take

\[
HP_A(s) = \frac{s^2}{s^2 + 2\zeta\omega_n s + \omega_n^2}, \quad \frac{s}{s + \omega_b},
\]

where the natural frequency \( \omega_n \), the damping ratio \( \zeta \), and the break frequency \( \omega_b \) are in general different for each component of \( \ddot{\xi} \). This choice ensures the washout characteristics of the filter, i.e., the fact that, at steady state and for constant inputs, the platform displacement \( \xi_{HP} = \ddot{\xi}/s^2 \) goes back to the initial position.

The angular high-pass channel (bottom block in Fig. IV.4) is designed as in the classical washout scheme. In short, the input angular velocity \( P_{\omega} \) expressed in \( F_P \) is first scaled and limited, then transformed into the corresponding Euler rate \( \dot{\eta} \) which is high-pass filtered through \( HP_{\omega}(s) \) to obtain the high-pass component of the angular velocity \( \dot{\eta}_{HP} \). This is finally integrated into the corresponding angular displacement \( \eta_{HP} \). Here, \( HP_{\omega}(s) \) can be chosen as a second-order high-pass filter

\[
HP_{\omega}(s) = \frac{s^2}{s^2 + 2\zeta\omega_n s + \omega_n^2},
\]

to ensure the washout effect.

### IV.2.2.2 Low-pass channel and tilt coordination

The purpose of this step is to orient \( P_g \) so as to simulate presence of sustained linear accelerations. This is achieved by matching the low-pass components of \( P_a \) with the corresponding components of \( P_g \) through the so-called tilt coordination algorithm. This idea can also be extended to compensate for the undesired inertial accelerations due to the choice of working in cylindrical coordinates. Indeed, the benefits of

\(^2\)We recall that the specific force \( f^P \) is defined as \( P_a - P_g \), so that during free fall (\( P_a = P_g \)) it is \( f^P = P_g - P_g = 0. \)
moving along a horizontal circular trajectory instead of a straight line (i.e., increased robot workspace)
come at the price of introducing spurious centripetal and Coriolis accelerations during the motion. These
disturbances can be largely attenuated by using the gravity vector $\mathbf{p}_g$ to filter them out.

With, again, reference to the scheme in Fig. IV.4: the scaled linear acceleration $\mathbf{p}_{aL}$ is first low-pass
filtered through $LP(s)$ into $\mathbf{p}_{aLP}$. The filter $LP(s)$ is taken as $LP(s) = 1 - HPA(s)$ in order to obtain
a perfect coordination between the high-pass and low-pass channels. At this point, the standard tilt coor-
dination algorithm would compute the required cabin orientation $\eta_T$ to match the first two components
of $\mathbf{p}_g$ with $-\mathbf{p}_{aLP}$. By imposing $\mathbf{p}_{RWW}g = -\mathbf{p}_{aLP}$, one obtains

$$
\begin{align*}
\rho_T &= \arcsin \frac{\mathbf{p}_{aLP}y_g}{g \cos \theta_T} \\
\theta_T &= -\arcsin \frac{\mathbf{p}_{aLP}x_g}{g} \\
\psi_T &= 0
\end{align*}
$$

These angles are typically rate limited to avoid a strong rotational cueing on the user.

The centrifugal and Coriolis accelerations due to the cylindrical motion in $\mathcal{F}_W$ are $\mathbf{p}_{aIN} = [-R\dot{\theta}^2 2\dot{R}\dot{\theta} 0]^T$.
These can be transformed into the cabin frame $\mathbf{p}_{aIN} = \mathbf{p}_{RWW}a_{IN}$, and subtracted from $\mathbf{p}_{aLP}$ to obtain
the final acceleration vector $\mathbf{p}_{aT} = \mathbf{p}_{aLP} - \mathbf{p}_{aIN}$ to be sent to the tilt coordination algorithm. The
corresponding $\eta_T$ is then added to an angular displacement $\eta_{HP}$ from the high-pass angular velocity chan-
nel to yield the sought cabin orientation $\eta_W = \eta_T + \eta_{HP}$. The final step is to transform $\eta_W$ into the

IV.3 Inverse Kinematics Design

Once the desired (and filtered) cabin motion ($\xi_d(t), \eta_d(t)$) has been determined by the motion cueing
step, one needs to feed it to an Inverse Kinematic block for its actual realization on the robot arm. Like
most industrial robot arms, the motion capabilities of the CyberMotion Simulator are subject to several
constraints such as limited joint range, velocity and acceleration

$$
\begin{align*}
a) \forall i, \forall t \geq 0, & \quad q_{i,\text{min}} \leq q_i(t) \leq q_{i,\text{max}} \\
b) \forall i, \forall t \geq 0, & \quad |\dot{q}_i(t)| \leq \dot{q}_{i,\text{max}} \\
c) \forall i, \forall t \geq 0, & \quad |\ddot{q}_i(t)| \leq \ddot{q}_{i,\text{max}}
\end{align*}
$$

Taking then $r = [\xi^T \eta^T]^T \in \mathbb{R}^6$ as the *task variables* to be controlled (with $\xi = [R \alpha z]$ and $\eta = [\rho \theta \psi]^T \in \mathbb{R}^3$), one can easily derive the mapping (differential kinematics) between $\dot{q}$ and $\dot{r}$

$$
\dot{r} = J(q)\dot{q},
$$

with $J(q)$ being the $6 \times 6$ task Jacobian. The inverse kinematics problem can then be (classically)
formulated as that of realizing a given reference task trajectory $r_d(t)$ output of the motion cueing algorithm
given the constraints (IV.2) and the differential mapping (IV.3) (with its associated ‘singularities’). Since
the robot directly accepts joint velocities $\dot{q}$ as inputs, the problem is naturally tackled at the kinematic
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Figure IV.6: Left: a screenshot of the 3D environment displayed to the user on the onboard projection screen. Right: a bird’s eye view of the Monza track

level, by exploiting the classical concepts of kinematic inversion and kinematic control see, e.g., [Chiaccio et al., 1991].

Being $r_d(t)$ not known in advance, one cannot resort to offline methods to modify the path or the associated timing law so as to cope with the constraints. Therefore, one needs an online solution able to realize online the best feasible approximation of $r_d(t)$: whenever realization of $r_d(t)$ is compatible with all the constraints, then the robot should track it exactly. For instance, proximity to a joint limit should not degrade the robot motion until strictly necessary (as opposite to the effect of many potential field methods). On the other hand, whenever a constraint is violated, the robot should move as best as it can, i.e., by minimizing the Euclidean norm of the tracking error $||e(t)|| = ||r(t) - r_d(t)||$.

The approach taken for coping with these issues was to resort to a (suitable) combination of Task Priority (TP) inversion scheme [Chiaverini, 1997] (flexibility in dealing with singularities), online scaling of the commanded joint velocity  for coping (online) with maximum velocity and acceleration constraints at the joint level, and suitable exploitation of the theory of bang-bang optimal control [Lewis, 1995] for staying within the limited joint range by stopping “at the very last moment” any joint motion violating the allowed range.

IV.4 Evaluation of the Motion Control Framework

The proposed Motion Cueing and Inverse Kinematics algorithms have been first validated in experiments involving a human user piloting a simulated race car. This step has allowed to verify the overall soundness of the approach and to perform a proper tuning of the various parameters involved in the algorithms. Then, the same framework has been ported to the case of shared control of a real flying robot (a quadrotor UAV) piloted by a human user with a visual-vestibular feedback informative of the motion status of the UAV. In this case, a detailed study involving a performance evaluation on 12 test subjects has also been performed, with the aim of assessing the possible benefits of the proposed visual-vestibular feedback for facilitating remote control of a flying robot.

IV.4.1 Piloting a simulated race car

Figure IV.6(a–c) show a picture of the setup with the human pilot performing a maneuver (Fig. IV.6(a)), the (virtual) visualization of the car cockpit displayed to the user on the onboard screen (Fig. IV.6(b)), and a top view of the track chosen for the experiment (Fig. IV.6(c) — the virtual track of Monza [Monza racetrack, ], the Italian official track of the Formula 1 world championship). The complex and sudden motions experienced during this lap clearly constitute a solid benchmark for the proposed approach. The
Figure IV.7: Top: the forward (top) and lateral (bottom) linear accelerations $a_x$ and $a_y$ of the car during the lap. Middle: the scaled accelerations $a_x^S$ and $a_y^S$. Bottom: the actual specific force felt on the cabin as a consequence of the robot motion. Note the substantial agreement between plots (b) and (c). This confirms the good performance of our whole architecture, i.e., the motion cueing algorithm combined with the inverse kinematics of Part I.

whole experiment can also be appreciated in the online video at http://youtu.be/oMLarxR-q08 where an external and onboard (camera-car) viewpoints are shown.

Figures IV.7(a–c) show the forward (top plots) and lateral (bottom plots) accelerations during the whole lap. In particular, Fig. IV.7(a) depicts the accelerations $a_x$, direct output of the car dynamical model. One can notice how the car can achieve quite large accelerations: the peak values are $8 [m/s^2]$ as forward acceleration, $−12 [m/s^2]$ during braking, and about $34 [m/s^2]$ during the roughest turns. Of course, no tilt coordination algorithm could reproduce such motions. After the scaling and saturation, we obtain the profiles shown in Fig. IV.7(b) which are more feasible for the CyberMotion simulator, and must be compared with Fig. IV.7(c) where the actual specific force of the cabin is reported. Apart from some unavoidable noise, it is nevertheless possible to notice a substantial agreement among the two plots, thus confirming the good performance of our simulator also in reproducing such complex motions.

IV.4.2 Piloting a real flying robot

This experiment extends the results of the previous Section by considering human subjects in control of a real remote flying robot with visual-vestibular feedback. The goal was to assess the effectiveness of different combinations of this feedback in improving the performance during the flying task execution.

IV.4.2.1 Description of the Experiment

As controlled robot, the quadrotor UAV shown in Fig. IV.8 was employed: a small-scale commercial quadrotor, the MikroKopter L4-ME model made by the company HiSystems GmbH, equipped with an onboard camera. This small-scale quadrotor is meant to represent the qualitative behavior of a generic rotocraft vehicle, e.g., possibility to hover or to perform sideways movements.

As for the system architecture, Fig. IV.9 shows the experimental setup: starting from the left, the quadrotor receives through a wireless link its 6-DOFs pose from an external motion capture system (Vicon). This is both used internally for implementing a collision avoidance algorithm, and forwarded via the wireless link to the CyberMotion Simulator that uses this data for determining the motion feedback provided to the operator. The quadrotor is also connected to a Visualization PC to which it
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Figure IV.8: The UAV used in our experiments instrumented with reflective markers to be tracked by our Vicon system.

Figure IV.9: Network diagram of the experiment setup.

...sends the onboard camera images at a rate between 20 and 25 fps. These are then displayed to the operator on the screen mounted on the motion simulator cabin.

The control task was a planar hovering task in which the test subjects had to regulate the quadcopter position from a starting location $P_0 = (0, 0, -2.5)$ m to a desired goal location $P_1 = (2.5, -2.5, -2.5)$ m in the world frame $E$ (Fig. IV.10). The task was considered completed when they could stay within a box $B$ centered at $P_1$ with edges of 0.03 m for 3 s. In order to simplify the control task, the available quadcopter inputs $(\tau, \phi, \theta, \dot{\psi})$ (the total thrust, roll, pitch, and yaw angles) were reduced to the pair $(\phi, \theta)$ roll/pitch commands by implementing on the quadrotor a standard height and yaw controller. Therefore, the test subjects could only control the planar forward and lateral accelerations of the quadcopter by acting on the right stick of their input device, see Fig. IV.10(b).
Figure IV.11: Camera views relative to the starting (Fig. (a)) and goal (Fig. (b)) locations in the simulated environment. Figures (c) and (d) show the same views from the real quadcopter camera.

Figures IV.11 illustrate the visual feedback given to the operator during each trial. A white vertical cross on the facing wall in the experimental hall acts as external visual landmark to be compared with a synthetic wireframe cross superimposed on the camera images. This wireframe cross is chosen so that, when at \( P_1 \), it perfectly coincides with the contour of the white cross on the wall (Fig. IV.11(b)). To further help in judging the forward distance to the target (the depth), another visual cue was added. Two dots, one on the right side and one on the left side of the camera image, were moved along a horizontal line passing through the image center. The horizontal position of the right dot was proportional to the relative depth between the quadcopter and the target location, so that the smaller the depth, the closer the dot to the image center. The left dot was moved symmetrically from the left side of the image. Two small vertical bars indicated the required location of the two dots when at \( P_1 \) and were used by the subjects as a direct measure of the depth error from the target location. Finally, all these artificial cues had a red color when outside of the box \( B \), and a green color when inside \( B \). This color cue was useful for judging when the quadcopter entered the target box.

As for the vestibular feedback, three different conditions were tested: (i) normal motion (\( \text{grav} \)), (ii) artificial motion (\( \text{aff} \)), and (iii) no motion (\( \text{vis} \)). In the condition \( \text{grav} \), the CyberMotion simulator was actuated so as to reproduce the forward and lateral components of gravity in the body frame \( B \) as a consequence of the quadcopter rotation in the world frame. In this way, the subjects could use this motion cue to infer the quadcopter orientation (and thus its world acceleration) besides what they could visually perceive from the camera images.

In condition \( \text{aff} \), the CyberMotion simulator was used to reproduce an artificial acceleration proportional to the Cartesian vector from the current position to the target location \( P_1 \). As opposite to the previous case, this motion cue was meant to inform the subjects on where to steer in order to complete the task rather than on their current motion status.

Finally, in the last condition \( \text{vis} \), the subjects fulfilled the task by relying on the sole visual feedback.

### IV.4.2.2 Results

The performance of the subjects in remotely piloting the UAV was evaluated by considering the average total time needed to complete the task and the average control effort (roll and pitch commands) sent to the UAV during the trials. The differences in performance were analyzed by resorting to the standard statistical tools (mixed model ANOVA [McLean et al., 1991]). The quantity \( \sqrt{s^2_\phi(t) + s^2_\theta(t)} \) averaged over the whole trial was taken as a measure of the control effort spent by the subjects.

Table IV.2 and Fig. IV.12(a) report the average time over all trials and subjects for the different conditions, while Table IV.1 and Fig. IV.12(b) show the results for the completion time.
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By referring to the detailed analysis reported in [C21], it was possible to show that the amount of input commands was correlated with the tested conditions. In particular, in the **grav** condition the subjects had more ‘gentle’ control actions compared to the **aff** and **vis** conditions. This result could be explained by the fact that, in the **grav** condition, the subjects could directly feel the UAV motion and thus were more careful in applying strong or erratic commands as if they were piloting from onboard. This phenomenon, denoted as *shared fate* in [Hing and Oh, 2009], is a consequence of the improved situational awareness of the test subjects in the **grav** condition. Often pilots report that, by feeling the accelerations they are exposed to, they can become aware of dangerous loads and stresses in the aircraft structure and avoid too risky maneuvers. Of course, lack of this information in a remote control scenario may be dangerous for the UAV safety and ultimately lead to unnecessary losses that could be avoided by providing the correct motion cues to the ground operator.

### IV.5 Extensions

In this last last Section, a short overview of some additional activities related to what discussed so far will be given. In particular, we will illustrate an improved mechanical design (and inverse kinematics scheme) for the CyberMotion simulator, as well as a modeling approach for determining the humans’ perceptual thresholds to motion stimuli (threshold that can then be used for the design/tuning of the motion cueing algorithm implemented on the CyberMotion simulator).

#### IV.5.1 Novel Mechanical Design for the CyberMotion Simulator

The initial mechanical design of the CyberMotion simulator (a 6-dof serial manipulator with a static cabin attached to it, see Fig. IV.3(b)) has been later on improved by making use of an actuated and closed cabin. Figure IV.13(a) shows the new cabin design mounted on the robot arm, while Figs. IV.13(b–c)
give some details on the actuation system and on the cabin internal space. Essentially, the new cabin consists of two main parts, a gondola and an actuation system: the gondola is a 1.6 × 1.8 × 1.9 m closed shell that includes the seat (and the pilot). The closed shell design allows to attenuate undesired sensory cues from the external environment, thus improving the simulation experience. The front part of the gondola also serves as a large screen for visualization purposes (with a larger field of view compared to the previous design).

The actuation system consists of a linear/circular/linear rail on which an actuated flange (attached to the robot end-effector) is allowed to ‘slide’. Figure IV.14 reports a sequence of snapshots that illustrate the cabin motion while sliding on the rail from end to end.

Therefore, thanks to the new cabin design, the CyberMotion Simulator gains an extra degree of freedom for executing a motion task (it becomes a 7-dof redundant robot manipulator). It is then of course possible to exploit this redundancy in the Inverse Kinematics scheme for improving the execution of the desired trajectory $r_d(t)$ output of the Motion Cueing block. Among the many possible choices, we opted for the optimization of a criterium attempting to maximize both the (classical) manipulability measure and the distance from joint limits. To this end, the following cost function (introduced in [Nelson and
Khosla, 1995]) was considered

\[ H(q) = \left( 1 - e^{-k \prod_{i=1}^{n} \frac{(q_i - q_{i,min})(q_{i,max} - q_i)}{(q_{i,max} - q_{i,min})^2}} \right) \sqrt{\det(J(q)JT(q))}, \]  

(IV.4)

where \( k \) is a design parameter and \( n \) is the number of joints. By maximizing \( H(q) \), the robot will avoid as much as possible singularities and joint limits, with \( k \) tuning the relative weights among these two requirements.

This comparative simulation allows to appreciate the optimization action on \( H(q) \): the goal is to realize a constant linear deceleration \( C_a = [-7 0 0]^T \) [m/s²] in \( F_C \) (the frame attached to the cabin, see Fig. IV.13(a)). Figure IV.15 shows the robot motion for the cases of non-actuated cabin (left column) and actuated cabin (right column), respectively, with the current direction of the fifth robot link (blue dashed line) and its limits (solid red line) depicted as well. By looking at the left column (fixed cabin), one can note how the cabin moves backward and rotates until hitting the fifth joint limit, while in the right column (actuated cabin) the joint limit is never reached thanks to the optimization of \( H(q) \) (note how the cabin rotates during the maneuver). Figure IV.16 shows the behavior of the actual cabin accelerations \( C_a \) for the fixed case (solid lines) and the actuated case (dashed lines). It is evident how the actuated case allows for a far better reproduction of the desired acceleration, while in the fixed case a significant distortion is present because the joint limit is not avoided (and, thus, the task \( r_d(t) \) is not fully executed).

Finally, the same experiment described in Sect. IV.4.1 has been re-run on the new setup. Figure IV.17 shows a snapshot from inside the cabin.

### IV.5.2 Modeling of human perception thresholds

The goal of the motion cueing algorithm of Sect. IV.2 is to transform a physical motion (linear acceleration and angular velocity) into a different motion which is compatible with the motion simulator capabilities, but it still induces as much as possible the same motion perception onto the user. The algorithm consists of several steps, including filtering, scaling, rate limiting and saturations. The several parameters involved in the process are usually determined by experience and trial and error. It is however possible to take a more analytical approach and attempt to model parts of the human motion perception in order to have some guidelines for the choice of these parameters.

A step in this direction has been taken in [J6, J8] where a model able to predict perceptual direction thresholds of human subjects exposed to arbitrary linear/angular motions has been proposed. Essentially, the vestibular system in the human inner ear includes two organs — the otoliths able to sense linear accelerations (thus, acting as an accelerometer) and the semicircular canals able to sense angular velocities (thus, acting as a gyroscope). Figure IV.18 gives a pictorial view of the vestibular system.

The study of the vestibular system has a long history in the neuroscience community, with works starting from the '60s until nowadays [Young and Meiry, 1968, Fernandez and Goldberg, 1976, Hosman and van der Vaart, 1978, Benson et al., 1986, Zaichik et al., 1999, Heerspink et al., 2005]. While the process of motion perception is quite complex and involves many steps (physical response to a stimulus, cognitive interpretation, and so on), it is nevertheless interesting to note that often simple models can be exploited.
Figure IV.15: Snapshots of the robot during the execution of the task, without using the 7-th joint (left column: a,c,e,g) and using it (right column: b,d,f,h). The red line indicates the current orientation of the 5-th joint and the dashed blue line indicates its limit.
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Figure IV.16: Simulated acceleration $\vec{a}$ in $\mathcal{F}_C$. Solid lines refer to the fixed cabin case, dashed lines refer to the actuated cabin case. Blue, green and red lines refer to accelerations along $X_C$, $Y_C$ and $Z_C$, respectively.

Figure IV.17: Experiment - snapshot from a camera inside the cabin.

Figure IV.18: Experiment - snapshot from a camera inside the cabin.

to explain the underlying mechanisms in good detail. This approach was taken in [J6, J8] where a linear transfer function mapping input stimuli (linear accelerations or angular velocities) to the neuron firing rate of the otholiths and semicircular canals (the information processed by the brain) was employed. In particular, it was possible to show that the otolith firing rate can be modeled as

$$H_{oth}(s) = K \frac{(1 + \tau_N s)}{(1 + \tau_1 s)(1 + \tau_2 s)}$$

and that a linear motion is detected whenever the output of this transfer function exceeds a given threshold (taken as 1 by a proper choice of gain $K$). Similarly, the firing rate response of the semicircular canals...
could be modeled as

\[ H_{\text{sen}}(s) = K \frac{s(1 + \tau_N s)}{(1 + \tau_1 s)(1 + \tau_2 s)} \]

with the same considerations as above. The parameters \((K, \tau_1, \tau_2)\) can be determined by running psychophysical studies on human subjects to different motion stimuli, and by analyzing their detection response.

By using these simple, yet effective, models it is possible, for instance, to predict whether a given motion profile will be detectable or not, or how much one should amplify/modify a trajectory in order to make it under-/over-threshold. As an example, Fig. IV.19(a) shows two input motion profiles (solid lines) which are at threshold level (black line) or barely under threshold level (grey line). Figure IV.19(b), on the other hand, shows how much one should amplify a given motion profile (left) in order to make it detectable (right).

![Figure IV.19: Example of an input profile (solid black curve), for which the amplitude is at threshold level. The corresponding output of the transfer function model has a maximum absolute value of one (black circle). The solid gray input curve is just below threshold level, because the output does not reach a maximum value of one](image)

It is indeed worth noting that, because of the ‘system dynamics’ associated to the motion perception process, the transient part of a motion stimulus can be dominant w.r.t. its steady-state component, and thus one cannot rely on a simple proportional amplification factor for any kind of trajectory (as often assumed in prior literature). These findings can then be exploited within a motion cueing algorithm for, e.g., adaptively tuning the saturation thresholds of the input linear accelerations/angular velocities so as to make sure a given motion stimulus is correctly perceived (or not perceived at all).

### IV.6 Discussion

#### IV.6.1 Summary

This first Chapter has addressed the shared control paradigm for single robots by resorting to a (non-classical) combination of visual and vestibular feedback, that is, the possibility to stimulate the user self-motion perception (his sensed linear/angular accelerations) in addition to providing him with a visual stimulus. This combination represents a non-standard possibility w.r.t. the more consolidated visual-force paradigm (which will be thoroughly addressed in the next Chapter V): in order to implement this shared control paradigm, an initial, but fundamental, part of this work has been the design
and testing of an online motion cueing and inverse kinematics schemes tailored to a 6-dof large-scale industrial serial manipulator arm — the CyberMotion simulator. The motion cueing (responsible for generating a trajectory feasible for the robot motion envelope but still representative of the intended motion cue) and inverse kinematics have been extended from standard state-of-the-art methods such as the classical washout and tilt coordination algorithms (adapted to the almost cylindrical workspace of the CyberMotion simulator) and the Task Priority approach with velocity and acceleration bounds.

The overall motion control framework has been validated in a number of experiments with human subjects: by simulating a race car driving a lap on the Monza track, and by controlling the motion of a (real) remote quadrotor UAV equipped with an onboard camera. The former case study allowed to verify the good performance of the control framework in replicating on the user a large spectrum of linear/angular acceleration (such as those one can experience onboard a race car). The latter case study, on the other hand, was meant to prove the effectiveness of providing a user with a combination of visual and vestibular feedback in remotely piloting a real robot. Indeed, the results of the user study indicates that a combination of visual and vestibular feedback is statistically helpful in reducing the control effort while piloting the remote robot (a result also known as shared fate).

Finally, two extensions have been presented: an improved inverse kinematics scheme taking advantage of the mechanical upgrade of the CyberMotion simulator (the addition of a 7-th actuated axis), and a series of psychophysical studies meant to model motion detection thresholds in human subjects when exposed to linear or angular motions). These threshold modeling, indeed, can serve as a more systematic way to tune or optimize any motion cueing algorithm where, typically, all parameters are chosen by experience or trial and error procedures.

**IV.6.2 Perspectives**

Despite the good results discussed in this Chapter, several extensions and improvements are of course possible. For instance, from an algorithmic point of view, the inverse kinematic design described in Sect. IV.3 could be improved by relying on the recent advancements in the field of control and optimization for redundant robots, see, e.g., [Saab et al., 2013, Escande et al., 2014, Flacco and De Luca, 2013b, Flacco and De Luca, 2013a, Flacco and De Luca, 2014]. In particular, one could leverage the unified optimization framework proposed in these work for handling all the several constraints of Sect. IV.3 at once in a more principled way. Along the same lines, another important improvement would be to merge the motion cueing and inverse kinematics algorithms as the solution of a single optimization problem (rather than as the sequence of two somehow independent problems): how to filter a desired motion profile into a trajectory compatible with the motion simulator kinematics and still inducing, as much as possible, the same motion perception. Finally, the use of models of the human perceptual system (such as those briefly discussed in Sect. IV.5.2) should be exploited for (i) tuning the various parameters of the motion control software and for (ii) defining suitable metrics for deciding when a filtered trajectory is ‘representative enough’ of the original one from a perceptual point of view.

In this respect, one should aim for the conceptual scheme depicted in Fig. IV.20: exploiting a suitable modeling of the human perceptual system (such as the one presented in [Wentink et al., 2006]), it could be possible to compare the output of such system when excited with the intended vehicle motion and the filtered one (because of both the motion cueing and inverse kinematics). The corresponding error signal can then drive a numerical optimization routine aimed at optimizing the various parameters for zeroing
Figure IV.20: A conceptual scheme for optimizing the parameters of a motion cueing algorithm: by comparing the outputs of a suitable model of the human perceptual system, one could aim at minimizing the error between the ‘real’ perception (i.e., what the human would experience when exposed to the actual vehicle motion) and the ‘simulated’ perception (i.e., what the human feels when on board the motion simulator).

The error signal (i.e., resulting in the same motion perception for ideal and filtered vehicle trajectory). While conceptually simple, solving this problem is quite complex in practice because of several issues such as availability of a reliable model of the human perception system, the definition of meaningful output signal for the model (and corresponding error function), and the possibility to optimize an arbitrarily nonlinear (and possibly non-smooth) cost function via numerical routines and at runtime. The Motion Perception and Simulation group at the Max Planck Institute for Biological Cybernetics, Tübingen, Germany, is currently devoting large research efforts in this direction.

IV.6.3 Main references

The work presented in this Chapter is based on the following material:

- Ph.D. Thesis of Florian Soyka “A Cybernetic Approach to Self-Motion Perception”, January 2013, University of Tübingen, Germany
- Ph.D. Thesis of Carlo Masone “Planning and Control for Robotic Tasks with a Human-in-the-Loop”, July 2014, University of Stuttgart, Germany

3http://tinyurl.com/kynmac2
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Finally, the US patent N. 8,634,969, available at http://www.google.com/patents/US8634969


has also been published using parts of the work presented above.

IV.6.4 Videos

- Experiments of driving a lap on a simulated race car with the CyberMotion simulator (Sect. IV.4.1): https://youtu.be/oMLarxR-q08

- Experiments of visual-vestibular teleoperation of a real flying robot (a quadrotor UAV) with the CyberMotion simulator (Sect. IV.4.2): https://youtu.be/APnu3yd60nY
Chapter V

Shared Control with Visual-Force Feedback

This Chapter will discuss several shared control architectures for single and multiple mobile robots exploiting the more standard choice of visual/force combination for providing a feedback to the human operator, that is, following (and extending) the well-known bilateral force feedback paradigm which is a classical topic in the robotics literature [Hokayem and Spong, 2006, Nuno et al., 2011]. This choice can then be seen as a complement to what presented in the previous chapter in exploiting a different sensory channel besides vision (the force/haptic one) for providing the human operator with some meaningful information about the status of the remote mobile robot(s).

V.1 Overview of bilateral teleoperation with force feedback

V.1.1 The standard case

In a force-feedback bilateral teleoperation scheme, a human operator physically acts on an actuated master device (e.g., an actuated joystick or a robot manipulator) for controlling its position and/or velocity by applying the needed forces. The master position/velocity is transmitted via a communication channel towards a remote slave device (e.g., a remote robot in physical contact with the environment) which mimics the master motion and exchanges forces with the local environment. These forces are then reflected back (still via the communication channel) towards the master device which displays them to the human operator (in addition to a visual feedback streamed from the remote site). Figure V.1 shows a simple schematic view of a classical bilateral teleoperation architecture, while Fig. V.2 gives a pictorial illustration in the specific case of a slave consisting of multiple quadrotor UAVs commanded by a single human operator (later discussed in Sect. V.3).
While an exhaustive treatment of all the various control schemes and subtleties of a bilateral force feedback architecture is of course not possible here\(^1\), we will now briefly discuss the main issues concerning the stability of the composition illustrated in Fig. V.1. The main (and typical) control problem faced when implementing a bilateral force-feedback teleoperation is how to guarantee a stable interaction between master and slave while ensuring the largest possible transparency of the interaction itself (e.g., the ability to faithfully replicate the master motion on the slave side, and the forces exchanged between the slave and the environment on the master side). With reference to Fig. V.1, the communication channel is one typical source of instabilities because of the possible delays, discretization, quantization, packet losses and other non-idealities introduced by the communication medium. Another possible source of instabilities is the unknown model of the human operator and of the environment (the two ends of the chain in Fig. V.1). Indeed, the remote slave will typically interact with some unknown environment for which a model cannot be assumed available (e.g., a model of how the environment dynamically exchanges forces with the slave robot). Analogously, the human operator will exchange forces with the master in a ‘unpredictable’ way (or hard to model), thus inducing an additional degree of uncertainty in the loop.

Early works on bilateral teleoperation attempted to robustify the master/slave loop by assuming simple linear models for human and environment (e.g., linear mass/spring damper systems) [Hokayem and Spong, 2006]. However, these approaches can nowadays be considered as surpassed by a number of methods exploiting energetic (passivity) considerations, which are instead able to deal with a large class of nonlinear and even time-varying models for the human, environment and communication medium [Nuno et al., 2011]. Roughly speaking, the idea behind this class of algorithms is to exploit the strong ‘energetic’ properties of mechanical systems (i.e., the typical master/slave robots as well as a large class of ‘environments’) by resorting to passivity arguments [Sepulchre et al., 1997]. In energetic terms, a passive system cannot produce energy on its own but it can just store (and possibly re-use) any energy obtained from the ‘outside world’, i.e., through the ‘power port’ \((u(t), y(t))\), with the lower-bounded function \(V(x(t))\) representing the internal stored energy. The advantages of taking a passivity (energetic) perspective in analyzing the overall behavior of a teleoperation system is mainly due to the facts that (i) passivity can be easily proven for a large class of nonlinear (and, to some degree, uncertain) dynamical systems (such as, e.g., mechanical systems with parameter uncertainties) and (ii) proper combinations of passive systems remain passive despite their (possibly complex) interconnection. This is in particular the case of the standard teleoperation architecture of Fig. V.1 where, if the individual components (master, communication channel, slave and environment) are passive, their connection remains a passive (and therefore input/output stable) system upon which a human operator can act [Nuno et al., 2011].

\[^{1}\text{The interested reader is anyway referred to [Hokayem and Spong, 2006, Nuno et al., 2011] for a comprehensive overview.}\]
other surface with which the slave may be in contact), the only common source of non-passivity (i.e., of internal energy generation) is the communication channel due to delays, discretization and quantization effects in transmitting information from the master to the slave and back.

A number of approaches has been proposed in the literature for passifying the communication channel, i.e., for compensating for its possible non-passive behavior via suitable control actions at the master and/or slave sides. In the subsequent works, the possible stability issues arising from non-idealities of the communication channel (as well as other sources of non-passive behaviors) will be tackled by exploiting passivity arguments and, in particular, by relying on either the Passive Set-Point Modulation (PSPM) algorithm introduced by Lee et al. [Lee and Huang, 2010], or by making use of the concept of energy tanks applied to the teleoperation case as detailed in, e.g., [Franken et al., 2011]. Both algorithms share a common goal: exploit an online estimation of the energetic exchanges between the master and the slave sides for then suitably acting/modulating/reshaping the exchanged signals whenever a possible passivity violation is detected (in an integral sense).

V.1.2 Teleoperation of mobile robots

We conclude this introductory part with some considerations about the specific issues encountered when implementing a teleoperation channel between a standard master side with a limited workspace (e.g., a joystick upon which a human operator acts) and a single (or groups of) mobile robot(s).

V.1.2.1 Kinematic dissimilarity

A first important difference is the kinematic dissimilarity between the bounded master workspace and the (in principle) unbounded slave one. In a classical teleoperation setting one can easily design a 1 : 1 mapping between the two bounded workspaces of the master and slave slides even though these can have different geometries or extents. This allows to directly couple the master and slave position or velocity via some suitable scaling/rotation mappings, that is, master and slave are linked at the same differential level (position/velocity of the master with the position/velocity of the slave). However, when considering single (or groups of) mobile robots as slave side one cannot (in general) rely on a similar scheme and must, instead, look for couplings at non-homogeneous differential levels, for instance by linking the master position with the slave velocity (as in a car driving metaphor). While this modification is quite intuitive and easily accepted by a human operator, it poses some technical issues from the passivity point of view in the teleoperation stability. In short, while a mechanical system is known to be passive w.r.t. to the force/position input/output pair, the same does not hold for other output functions (such as, e.g., the master position). When coupling master and slave at the same differential level (as in standard teleoperation), one essentially leverages the intrinsic passivity of mechanical systems by making sure that the master/slave velocity (or their integrals) and forces are properly coupled. However, when attempting to couple the master position with the slave velocity, the passivity argument unfortunately does not hold any more. This is a well-known technical difficulty in producing stable teleoperation architectures for mobile robots, and several variations or workarounds have been proposed to tackle this issue. For instance, one can resort to a modified ‘position-like’ quantity, also known as \( r \)-variable [Chopra et al., 2008, Lee and Xu, 2011], to be used as master output for controlling the slave velocity. This quantity is a suitable combination of master position and velocity and it is possible to prove that its use (in place of the standard master velocity) does not threaten the overall teleoperation passivity by a proper choice.
of the control gains^2. Another possibility is to rely on passifying actions such as the above-mentioned PSPM algorithm (for first-order master/slaves) or the tank machinery as done, for instance, in \cite{C36} (and better discussed later on).

V.1.2.2 Fabricated environmental forces

Another difference when teleoperating mobile robots (and, even more so, flying robots as it will be the case in the next sections) is the typical absence of any substantial force exchanged with the environment: while a classical slave robot is typically in touch with the environment and can then sense real interaction forces reflected back on the human operator, in most contexts a mobile robot must keep away from obstacles/walls or other hard contacts with the environment for a safe (teleoperated) navigation. Therefore, no real forces are sensed at the slave side, and one must then fabricate virtual interaction forces representative of the slave operation to be reflected back on the master side. Figure V.3 shows an example for a flying robot in proximity of a wall: as direct contact with the wall must be avoided (for the robot safety), one can, for instance, exploit proximity sensors for detecting the distance to the obstacle and producing a virtual (spring-like) force informative of the surrounding environment. As this (or other) force are fabricated, one clearly has large freedom in coming up with force cues representative of (even quite abstract) operational states of the slave side. However, the downside is that any force cue must (i) clearly comply with any stability/passivity constraint^3, and (ii) should still provide a meaningful information to the human operator (i.e., it must be clearly and quickly interpretable during the mobile robot teleoperation).

As a final note, it is also worth noting that some researchers have instead chosen to reflect back the real environmental forces experienced by mobile (flying) slave robots taken as, e.g., the forces needed to support their flight or to resist to atmospheric drag/turbulences. On the same page, the use of admittance-like master devices has been explored for providing a human operator with the possibility of directly commanding a desired force to be applied to the slave while receiving, as feedback, an information based on the master position. This approach is basically the dual of the (far more classical) impedance one where the operator acts on the master position/velocity and receives as feedback the force exerted by the master device. Each approach has its own pros/cons depending on the particular application and slave robot. Some discussion can be found in \cite{Hou et al., 2013, Hou and Mahony, 2014} and references therein^4.

\footnote{^2\textit{However, this comes at the price of a degraded transparency of the bilateral teleoperation since the human operator can now command a desired slave velocity only at steady-state with the master fixed at some reference position.}}

\footnote{^3\textit{Although this issue can often be tackled by adopting passifying algorithms such as the PSPM or the tank machinery.}}

\footnote{^4\textit{All the schemes presented hereafter will be based on the impedance approach.}}
Finally, a last point worth of attention when designing bilateral teleoperation schemes for multiple mobile robots (e.g., a group of UAVs) is the typical large discrepancy between the master controlled dofs (in the range of 3 – 6) and slave controlled dofs (in the range of $6N$ for $N$ robots composing the slave side). Figure V.4 depicts an illustrative example. Because of the slave redundancy w.r.t. the master dofs, clearly there exists an infinity of possible mappings between master commands and slave motions. For instance, one could exploit the master to physically guide a single robot in the group (the leader) with the other ones following it via some formation control laws, or to control the barycenter or other integral quantities associated to the robot formation. Again, a large freedom is left to the designer for devising meaningful ways (depending on the particular task/application) for coupling the limited master dofs with the ‘many’ slave dofs. The slave redundancy also leaves the possibility for implementing many ‘internal’ motions compatible with the master commands and aimed at realizing secondary tasks of interest (e.g., optimal positioning of the robots w.r.t. some criterion, concurrent exploration while following the master navigation commands, and so on). Section V.3 will report many examples in this context.

V.2 Bilateral Teleoperation of a Single Mobile Robot

V.2.1 Overview

Teleoperation of a single mobile robot is, to some extent, a well-established field: in general, the human operator commands the current desired state of the robotic system (e.g., the current desired position, velocity, and acceleration), and the robot executes the command while exploiting its local autonomy in order to, e.g., avoid obstacles or fulfil other secondary tasks. The loop is then closed by rendering on the haptic feedback a force proportional to the mismatch between commanded and executed motion in order to increase the operator’s situational awareness. In the recent literature, this paradigm has been successfully applied to many cases, for instance in [Lee and Spong, 2005] a passivity-based approach to bilaterally teleoperate a group of holonomic/non-holonomic ground robots is presented, and in [Rodríguez-Seda et al., 2010] bilateral teleoperation of a group of UAVs is realized by directly coupling the position of the haptic device to the position of the formation centroid. This solution does not take into account the kinematic dissimilarity between the haptic device and the slave mobile robots (bounded vs. unbounded workspace), which, on the contrary, is explicitly considered in [C24, J16]. Similar approaches have also been seen considered in [Lam et al., 2006b, Lam et al., 2006a].

\footnote{i.e., the state at the current time or in the very next future.}
With respect to these prior works, the framework presented in the following attempts to extend this state-of-the-art by allowing the human operator commanding a *future trajectory* for the robot (rather than an instantaneous state of motion) with the concurrent possibility, for the robot, to deform *online* the commanded trajectory in order to meet additional local goals (e.g., obstacle avoidance or closeness to some points of interest). The idea, thus, is to shift the amount of human intervention by granting the operator with the role of “trajectory supervisor” (a higher-level role) and delegate the robot with more autonomy for attempting to facilitate the operator task. As for the force feedback component, the natural choice is to provide an *integral* feedback informative of the mismatch along the commanded/executed *future trajectory* rather than based on an instantaneous discrepancy between, e.g., commanded/executed robot velocity. The human can then be informed (via a force cue) about the *future* consequences of his actions (over some finite future time window), for instance by feeling a repulsive force if the commanded trajectory deformation will eventually lead to an obstacle collision at some future time. Figure V.5 gives

![Diagram](image.png)

**Figure V.5:** A force-feedback is computed on the base of the mismatch between the path planned by the human and the one corrected by the robot. A visual feedback using a virtual representation of the environment or an augmented video stream can be used to show the path to the operator.

As the commanded trajectory may be deformed by the robot own autonomy, a force feedback signal is then generated out of the *integral* mismatch between the commanded and actual trajectory that is then displayed back to the human operator, thus closing the teleoperation loop. Because of these reasons, the proposed framework is then denoted as *shared planning* in the following sections, as opposite to the more classical shared *instantaneous* interfacing between human operator and robot. The next Sections give some additional details about the proposed shared planning architecture, with a full treatment can be found in [J25, C56, C41].
V.2.2 Shared Planning Architecture

V.2.2.1 Robot

The scenario considered for the design of a shared planning framework consists of a single mobile robot meant to travel along a desired path. The robot is modelled as a rigid body in space and its position in the environment is expressed with respect to an inertial frame denoted with $\mathcal{F}_W : \{O_W; X_W; Y_W; Z_W\}$, where $O_W$ indicates the origin of the frame and $X_W$, $Y_W$, $Z_W$ are its coordinate axes.

The robot is simply assumed to possess a characteristic point (output), whose position in $\mathcal{F}_W$ is denoted as $p_r$, that is capable of traveling with a non-zero speed along any sufficiently smooth regular path. This requirement is easily achievable for flat systems if the trajectory is sufficiently smooth, see e.g. [Faiz et al., 2001], as it will be the case of the quadrotor robot taken as experimental platform for testing the architecture.

V.2.2.2 Path

In the proposed shared planning framework, paths are represented as B-splines (see [Biagiotti and Melchiorri, 2008]), i.e., as a linear combinations of a certain number of suitable basis functions. The use of B-splines is motivated by their generality and versatility, since they can describe or approximate arbitrary functions. Moreover, the relation between the parameters of a B-spline and the shape of the corresponding path can be easily managed and exploited to create an intuitive interface for a human operator.

The family of planar B-spline curves considered in this context is described by the function

$$\gamma : \mathbb{R}^{2n} \times S \rightarrow \mathbb{R}^2,$$

where $S \subset \mathbb{R}$ is a compact set and $\mathbb{R}^{2n}$ is the parameterization domain. A B-spline curve of this family is a function

$$\gamma(x,s) : S \rightarrow \mathbb{R}^2,$$

that is parameterized by the vector of coplanar control points $x = (x_1^T \cdots x_n^T)^T \in \mathbb{R}^{2n}$. According to this notation, $\gamma(x,s) \in \mathbb{R}^2$ is a single point of the B-spline curve, i.e., the point obtained by evaluating the function $\gamma(x,s)$ in $s \in S$. Finally, the path corresponding to the B-spline curve $\gamma(x,s)$ is

$$\gamma_S(x) = \{\gamma(x,s) \in \mathbb{R}^2 | s \in S\},$$

i.e., the set of points obtained by varying the coordinate $s$ within $S$. Therefore, according to (V.3) the control points $x$ parameterizing the B-spline define the shape of the path $\gamma_S(x)$. Figure V.6 shows an example of path $\gamma_S(x)$ given by six control points ($n = 6$).

Because of the requirement of exact path-following for the robot model, one important condition is to guarantee $\gamma(x,s)$ to be at least a $C^k$ function ($k > 0$) with respect to both the parameters $x$ and the coordinate $s$. This requirement can be easily satisfied by choosing a sufficiently high degree for the B-spline. However, another issue needs to be taken into account concerning the well known concepts of singularity and regularity of parametric curves (see [Stone and DeRose, 1989, Manocha and Canny, 1991]).
Namely, a singularity is a point in which the tangent space of the path, i.e., the directions where the motion is allowed, vanishes. Therefore, besides requiring sufficient smoothness, one also needs to guarantee that \( \gamma(x, \cdot) \) remains regular in order to avoid a vanishing direction of motion.

### V.2.2.3 Environment

The environment where the task takes place is assumed populated by static obstacles to be avoided and points of interest to be reached. Obstacles are modeled as a finite set of \( n_O \geq 0 \) balls with fixed radius. The position of the center of an obstacle ball in \( F_W \) is denoted as \( o \in \mathbb{R}^2 \), and the vector with all the centers is indicated with \( O \in \mathbb{R}^{2 \times n_O} \). The path \( \gamma_S(x) \) is considered as collision free if it lies outside the obstacle balls. This formulation is quite generic, because any obstacle can be approximated by several balls of various radii (see example of Fig. V.7).

The \( n_R \geq 0 \) points of interest (PoIs (Points of Interest)) represent important locations for the task. For example, they could be fixed stations that allow to exchange data within a limited range, victims and critical locations in search and rescue applications or moving objects to be monitored. The position of a generic PoI in \( F_W \) is indicated as \( r \in \mathbb{R}^2 \) and the vector of all PoIs is denoted as \( R \in \mathbb{R}^{2 \times n_R} \). Contrarily to the obstacles, PoIs are not necessarily static (see Fig. V.7): they could be added or removed by the human operator during the task execution or they can be dynamically generated by an external algorithm such as a dynamic routing strategy [Bullo et al., 2011].
V.2.2.4 Description of the architecture

Figure V.8 provides a detailed description of the various components of the shared planning architecture: as explained, the simple, but effective, idea behind the framework is to let a human operator to act in real time on the shape of the path with the assistance of an autonomous algorithm that corrects, if necessary, the operator’s directives so that the path remains regular and satisfies the requirements regarding obstacles and PoIs. Path modifications are realized by introducing a time dependency in \( x \), so that \( \gamma(x(t), s) \) becomes a time-varying point and \( \gamma_S(x(t)) \) a time-varying path. Note that, by introducing also a signal \( s(t) \), then \( \gamma(x(t), s(t)) \) would provide the reference trajectory for the robot according to the well-known decoupled design in path and timing law shown in [Kant and Zucker, 1986], [Peng and Akella, 2005]. The design of a suitable timing law \( s(t) \) has not been considered in the reported works, and all the simulations and experiments presented in Sect. V.2.6 have been run by considering a small enough \( s(t) \) for keeping the traveling speed small\(^6\).

In a nutshell, the overall architecture works as follows: the signal \( x(t) \) is generated online according to the following dynamical system

\[
\dot{x} = N (u_h + u_a), \quad x(0) = x_0, \quad N \in \mathbb{R}^{2n \times 2n} \tag{V.4}
\]

where \( u_h \in \mathbb{R}^{2n} \) is the control term influenced by the human operator (described in Sect. V.2.3), and \( u_a \in \mathbb{R}^{2n} \) and \( N \in \mathbb{R}^{2n \times 2n} \) are two control terms generated by the autonomous algorithm (described in Sect. V.2.4). The initial condition \( x_0 \) is assumed to define a regular and collision free path and it can be specified by the human operator or by a preliminary planning algorithm tailored for the task at hand\(^7\).

The framework of Fig. V.8 is then organized according to the following circular structure:

Human guidance: It provides the signal \( u_h \) in (V.4) that steers the actual path (sent to the robot) \( \gamma_S(x(t)) \) towards the desired path \( \gamma_S(x_h(t)) \) modified by the human via an actuated multi-DoF input device.

---

\(^6\)Some algorithms meant to generate a suitable \( s(t) \) can be found in, e.g., [Faulwasser et al., 2011], [Smith et al., 2012].

\(^7\)For example, it can be an exploration algorithm planning the next move based on the current partial map, or a coverage method that selects one among predefined curve patterns.
Autonomous corrector: It consists of two parts: 1. a reactive algorithm that corrects, if necessary, the human commands such that the actual path $\gamma_S(x(t))$ keeps regular, collision free and attracted by nearby points of interest; 2. a replanner that reinitializes the path in presence of obstacles whenever the local action of the previous step falls within local minimum.

Haptic feedback: It closes the interaction-loop between the human operator and the autonomous correction algorithm in order to increase his/her situational awareness. This is obtained by producing a haptic feedback informative of the changes brought by the autonomous correction to his/her suggested modifications to the current path (in an integral sense).

These three components of the framework are now briefly summarized in the following Sections V.2.3–V.2.4–V.2.5.

V.2.3 Human guidance

The human guidance is obtained by making use of an input device with $1 \leq m \leq 2n$ fully-actuated DoF$^8$. An example of actuated input device is illustrated in Fig. V.9. The device is modeled as a generic (gravity pre-compensated) mechanical system

$$M(q)\ddot{q} + C(q, \dot{q})\dot{q} = \tau + \tau_h \tag{V.5}$$

where $q \in \mathbb{R}^m$ is the configuration vector of the device, $M(q) \in \mathbb{R}^{m \times m}$ is the positive-definite and symmetric inertia matrix, $C(q, \dot{q})\dot{q} \in \mathbb{R}^m$ are the Coriolis and centrifugal terms, and $\tau, \tau_h \in \mathbb{R}^m$ are the control and human forces, respectively. The computation of $\tau$ is done automatically by the haptic feedback algorithm and it is described in Sect. V.2.5. Multiple input devices could also be used at once and in this case $q, \tau$ and $\tau_h$ are obtained by stacking in columns the corresponding vectors of each device, while $M$ and $C$ become block diagonal matrices.

The configuration vector $q$ is used by the operator to generate $u_h$ in (V.4) for modifying the reference path. The connection between $q$ and $u_h$ is provided by an auxiliary vector of control points $x_h \in \mathbb{R}^{2n}$ that evolves according to the following dynamical system

$$\dot{x}_h = Q(x_h)Kq, \quad x_h(0) = x_0, \tag{V.6}$$

where $K \in \mathbb{R}^{m \times m}$ is a diagonal matrix of positive gains and $Q : \mathbb{R}^{2n} \rightarrow \mathbb{R}^{2n \times m}$ is a nonlinear mapping. The vector $x_h$ defines a ‘virtual’ path $\gamma_S(x_h)$ controlled by the operator alone, without any autonomous correction, i.e., $\gamma_S(x_h)$ is the desired path planned according to the human operator. The term $u_h$ in (V.4) is then designed to steer the actual $x$ towards the desired $x_h$ by implementing a feedforward/proportional-like action, i.e.,

$$u_h = \dot{x}_h + k_h(x_h - x), \tag{V.7}$$

with $k_h > 0$.

The matrix $Q(x_h)$ in (V.6) determines how the human operator is allowed to interact with the path. Clearly any mapping $Q$ could be used, but it is clearly desirable to have a mapping (V.6), i.e., how $q$

---

$^8$In practice, input devices have at most seven fully-actuated DoF ($m$) while the number $n$ of control points that specifies a path easily reaches the hundreds even in simple cases.
factors $\gamma_S(x_a)$, as intuitive as possible for a human operator. One can then map each dof (or group of dofs) of the input device to a ‘canonical’ transformation of the path easily managed by the operator. Translations, scalings and rotations are very good candidates in this sense, as shown in the representative examples of Fig. V.9.

V.2.4 Autonomous corrector

V.2.4.1 Reactive Path Deformation

The reactive part of the autonomous corrector is responsible for generating the control terms $N$ and $u_a$ in (V.4).

The design of $N$ and $u_a$ is chosen so as to meet several objectives:

Objective V.1. Suppose that an external algorithm provides a timing law $s(t) \in C^k$ together with its first $k$ derivatives, and denote with $p(t) = \gamma(x(t), s(t))$ the trajectory tracked by the robot. The trajectory time derivatives $\dot{p}(t), \ddot{p}(t), \ldots, p^{(k)}(t)$ must not be affected by the time derivatives of the curve parameters $x(t)$ at the current $s(t)$.

Objective V.2. The distance between any obstacle point $o \in \mathcal{O}$ and $\gamma_S(x)$ is always greater than $R_{\mathcal{O}}$.  

![Figure V.9: Examples of three canonical path transformations applied to different paths and commanded with the same actuated input device. Green arrows represent the DoF. Continuous green arrows indicate the DoF used by the specific transformation: 2 DoF for translation, 1 DoF for scaling, 1 DoF for rotation. Blue arrows represent the commands and corresponding motion of the control points.](image)
Figure V.10: User commanding a desired translation (blue arrow) to the path $\gamma_S(x_h)$ (blue line), while the robot is traveling it with nonzero speed (yellow arrows). In this example it is assumed that the control term $u_h$ is null. a) Without the projection matrix $N$, the actual path $\gamma_S(x)$ follows exactly the command, but the resulting motion is unfeasible for the robot. b) When using (V.8), the local geometric properties of $\gamma_S(x)$ are preserved and the path translation does not affect the instantaneous motion of the robot.

**Objective V.3.** The path $\gamma_S(x)$ is regular.

**Objective V.4.** The path $\gamma_S(x)$ is attracted by every PoI that is closer than $R_R$ to the path itself.\(^9\)

**Realization of Objective V.1**

Objective V.1 is important for preventing that path modifications caused by the exogenous human command $u_h$ in (V.4) may result in an unfeasible reference trajectory for the robot at its current location on the curve. This could happen, for example, if the operator abruptly steers the path sideways with respect to the current velocity of the robot (see Fig. V.10).

Secondly, when exploiting the differential flatness of the system for the control design, the computation of the robot inputs requires knowledge of $\dot{p}(t), \ddot{p}(t), \ldots, p^{(k)}(t)$ (see e.g. [Mellinger and Kumar, 2011] for the case of a quadrotor). However, since the derivatives of $u_h$ are not assumed available, $\ddot{x}(t), \ldots, x^{(k)}(t)$ and, consequently, also $\dot{p}(t), \ldots, p^{(k)}(t)$ can only be exactly computed when meeting Objective V.1.

Lastly, Objective V.1 can simplify the design of external algorithms providing the timing law $s(t)$, since the trajectory derivatives only depend on the derivatives of $s(t)$ and not on the derivatives of $x(t)$. For instance, Objective V.1 allows to command the robot to remain still just by keeping $s(t)$ constant, regardless of any underlying path modification.

In order to achieve this goal, the control term $N$ in (V.4) is designed as

$$N = I_{2n} - J^\dagger J$$

(V.8)

where $I_{2n} \in \mathbb{R}^{2n \times 2n}$ is the identity matrix and $J^\dagger$ indicates the Moore-Penrose pseudoinverse of $J \in \mathbb{R}^{2k \times 2n}$, with $k < n$ and $J$ is a Jacobian matrix relating variations of $x$ to changes of local geometric properties of the path in $s(t)$, such as the position of the point $\gamma(x(t), s(t))$, the tangent vector

\(^9\)Notice how this objective prescribes a qualitative behavior and therefore it intentionally represents a sort of soft constraint for the autonomous corrector.
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Figure V.11: Example of the artificial potentials $\varphi_O$, $\varphi_R$ and $\varphi_I$ used to compute $u_a$, and of the potential $\varphi_E$ that is used in Chapter V.2.4.2.

Figure V.12: a) to c): Sequence showing the deformation of a path $\gamma_S(x)$ (red curve) with respect to the desired path $\gamma_S(x_h)$ (blue line) that is moved through an obstacle (from left to right). In the end, the deformed path becomes a suboptimal w.r.t., e.g., a straight line.

Realization of Objectives V.2, V.3 and V.4

In order to satisfy Objectives V.2, V.3 and V.4, the control term $u_a$ is designed as the sum of three terms

$$u_a = u_{a,O}(x, O) + u_{a,I}(x) + u_{a,R}(x, R),$$

(V.9)

where each term implements the gradient of a suitable potential function (attractive or repulsive) evaluated over the points of interest, obstacles and singular points. Figure V.11 shows some illustrative examples for the potential functions.

V.2.4.2  Generation of Non-homotopic Alternative Paths

The reactive part of the Autonomous Corrector described so far ensures that the path is collision free. However the reactive obstacle avoidance also prevents $\gamma_S(x)$ to ‘pass over an obstacle’, thus leading to possible suboptimal paths (see Fig. V.12 for an example). This is a well known limitation of reactive
planners and it can severely degrade the capability of the human operator to steer the path, especially in a cluttered environment. In order to overcome this problem one needs a strategy for generating new alternative paths in presence of obstacles. For example, in the elastic strip framework by [Brock and Khatib, 2002] this is done by allowing the separation of the elastic strip so that it can cross over the obstacle, however the strip cannot be reconnected if the obstacle remains in between.

The replanning method developed in this framework is still based on continuous deformations, but these deformations actively drive the path to the other side of an obstacle to create an alternative route. The underlying idea is that, given an obstacle \( o \) and a collision free path \( \gamma_S(x) \) between two points, it is possible to find a new vector of control points \( x_o \in \mathbb{R}^2 \) such that \( \gamma_S(x) \) is collision-free, it has the same endpoints of \( \gamma_S(x_o) \), and it is non-homotopic ([LaValle, 2006]) to \( \gamma_S(x) \) (i.e., it cannot be continuously morphed into \( \gamma_S(x) \) without intersecting \( o \) (see Chapter V.12)). For each obstacle \( o \in \mathcal{O} \), the computation of \( x_o \) is done in three steps denoted as Crossing, Expansion and Activation. Full details can be found in [C41, C56], with Fig. V.13 giving a pictorial representation of the replanning step.

V.2.5 Haptic feedback

The haptic feedback algorithm computes the force \( \tau \) rendered by the input device (see (V.5)) to inform the operator about the discrepancies between the path \( \gamma_S(x_h) \) generated by the Human Guidance and the actual path \( \gamma_S(x) \) modified by the Autonomous Corrector. The force \( \tau \) is designed as a function of two haptic cues, \( e_x \) and \( e_a \). The first haptic cue \( e_x \) provides a feedback indicating how well the teleoperated system is following the instantaneous motion command given by the human. It is then designed as a suitable function of the mismatch between \( \dot{x}_h \) itself and the actual velocity \( \dot{x} \).

\footnote{It can also be a portion of the path.}
The second haptic cue $e_x$ is instead representative any mismatch between the actual path $\gamma_S(x)$ and the planned path $\gamma_S(x_h)$. The meaning of this cue is to provide a force feedback that 'guides' the operator so that his/her commands reduce the mismatch between $\gamma_S(x_h)$ and $\gamma_S(x)$. To achieve this result, $e_x$ is taken as the velocity vector $k(x - x_h)$, with $k > 0$, which drives $x_h$ towards $x$.

**Force feedback** The force $\tau$ corresponding to the two haptic cues $e_r$ and $e_x$ is

$$\tau = -B(q - K_M q - K^*(e_x - e_x))$$

where $B$ is a positive definite damping matrix used to stabilize the device, $K_M$ is a diagonal non-negative matrix used to provide a perception of the distance from the zero-commanded velocity$^{11}$, and $K^*$ a diagonal positive definite matrix of gains. As in all bilateral teleoperation applications, the presence of the force feedback $\tau$ may cause unstable behaviors of the haptic interface because of non-modeled dynamics, communication delays and packet losses. In order to guarantee stability despite all these shortcomings, the PSPM approach by [Lee and Huang, 2010] has been adopted to guarantee stability (passivity) of the master side and of the closed-loop teleoperation system.

### V.2.6 Simulations and Experiments

#### V.2.6.1 Experimental Testbed

The shared planning framework has been tested both in simulation and in experiments with a real robot. In both cases, the two haptic devices shown in Fig. V.14 have been used. The device on the left is an Omega.6$^{12}$ with 6 DoF (only 3 DoF are actuated), but only 2 DoF have been used to command changes of scale and rotations of the path with respect to the centre of mass of the control points. The device on the right is a Phantom Omni$^{13}$ with 6 DoF (only 3 DoF are actuated), and only 2 DoF have been used to command translations in the plane spanned by ($X_W$, $Y_W$).

---

$^{11}$If this effect is not desired, one can always disable it by taking $K_M = 0$.

$^{12}$www.forcedimension.com

$^{13}$www.geomagic.com
V.3 Bilateral Teleoperation of Multiple Mobile Robots

We now focus on the case of bilateral teleoperation of multiple mobile robots with, again, a special emphasis for quadrotor UAVs as experimental platforms. Compared with the previous example of Sect. V.2 which involved a single mobile robot, the exploitation of multiple mobile robots for accomplishing a mission has several advantages in terms of robustness to single point failures and flexibility (thanks to the internal redundancy). The use of multiple UAVs combines these benefits with the agility and pervasiveness of aerial platforms [Schwager et al., 2011a, Fink et al., 2010]. However, the degree of
autonomy of the multi-UAV system should be tuned according to the specificities of the situation under considerations. For regular missions, fully-autonomous UAV systems are often appropriate, but in general the use of semi-autonomous groups of UAVs, supervised or partially-controlled by one or more human operators, is the only viable solution in order to deal with the complexity and unpredictability of real-world scenarios as in, e.g., the case of search and rescue missions or exploration of large/cluttered environments [Ding et al., 2009]. In addition to all this, the human presence is also often mandatory for taking the responsibility of critical decisions in highly risky situations [Murphy et al., 2009].

The goal of this Section is then to illustrate several possibilities for (i) allowing a group of UAVs to autonomously control its formation (i.e., internal motion) in a safe and stable manner, and for (ii) suitably incorporating some skilled human operators in the control loop. Indeed, contrarily to the previous case of shared control of single mobile robots, the multiple robot scenario necessarily requires a much higher level of autonomy for the robot group as the human operator can only focus on global/higher level tasks for the robot group such as steering a single leader robot or the position of the formation centroid. The robot group must then possess enough autonomy for being able to maintain a desired formation and cope with additional requirements (e.g., obstacle avoidance, maintenance of connectivity for the interaction graph) while following the human operator’s commands. The examples reported in the following sections will illustrate some possible implementations of these general ideas: in all these examples, quadrotor UAVs will be exploited as robotic platform and different possibilities for the internal formation controller and for the coupling with the human operator will be considered. However, in all cases, the force feedback displayed to the human operator will always be a function of the mismatch between the operator (velocity) commands and their actual realization by the robot group. Indeed, this kind of ‘differential’ force feedback allows an easy understanding for the human operator of the feasibility of her/his motion commands and of any allowed/denied motion direction in her/his command space.
Figure V.18 illustrates in a general way the architecture for shared control underlying the following examples. Full details of this architecture can be found in [J12], while a brief description follows: a core component is the flat-output trajectory planner (FOTP) providing the reference flat outputs \((p_i, \psi_i)\), and their derivatives, to the flight controller (FC). The flight controller of each UAV acts on the UAV physical control inputs (e.g., the propeller speeds) in order to let the UAV outputs \((p_B, \psi_B)\) track the desired ones \((p, \psi)\). The FOTP is designed so as to generate the quantities \((p(t), \psi_i(t))\) as the time evolution of two virtual systems (henceforth unified under the name “agent”): one system for the desired yaw \(\psi_i\) (the yaw-agent), and one system for the desired position \(p_i\) (the position-agent).

We only consider kinematic yaw-agents, as this is in practice an acceptable assumption for many quadrotor-like UAVs. This then results in

\[
\dot{\psi}_i = w_i, \quad (V.11)
\]

where \(w_i \in \mathbb{R}\) is the yaw-rate input. On the other hand, we consider to steer the position-agent either at the kinematic (first-order) level, i.e., by commanding a linear velocity \(u_i \in \mathbb{R}^3\):

\[
\dot{p}_i = u_i, \quad (V.12)
\]
or at the dynamic (second-order) level, i.e., interpreting the command $u_i \in \mathbb{R}^3$ as a force:

$$\dot{p}_i = v_i \quad \text{(V.13)}$$

$$M_i \ddot{v}_i = u_i - B_i v_i \quad \text{(V.14)}$$

Here, $v_i \in \mathbb{R}^3$ and $M_i \in \mathbb{R}^{3 \times 3}$ are the velocity and the (symmetric positive definite) inertia matrix of agent $i$, respectively, and $B_i \in \mathbb{R}^{3 \times 3}$ is a positive definite matrix representing an artificial damping added to asymptotically stabilize the behavior of the agent and also take into account typical physical phenomena such as wind/atmosphere drag.

Modeling UAVs as kinematic agents is a common assumption in the multi-robot literature (e.g., similar assumptions have been made in [Schwager et al., 2011a, Fink et al., 2010]). Due to their higher complexity, dynamic agents are less commonly adopted. Nevertheless dynamic agents provide a better approximation of the actual UAV dynamics, and therefore are more appropriate whenever the dynamical properties of the UAVs are more ‘excited’, as in, e.g., the case of intermittent interactions (see, e.g., the next variable topology cases). The interested reader can also find in [Schwager et al., 2011b] a comparison of stability and performance issues for a network of kinematic and dynamic agents. Finally, by considering dynamic agents one also gains the possibility to rely upon the tank machinery for passifying the slave side or the overall teleoperation channel as briefly explained in Sect. V.1.

We now proceed to illustrate several examples of shared control for multiple robots by considering the cases of constant/fixed topology and unconstrained topology for the robot formation. Subsequently, selected results of a user evaluation of some of proposed schemes will be presented.

In the following discussion we will purposely omit many technical details and inner machinery of the distributed multi-robot coordination algorithms exploited in the reported shared control scenarios. Indeed, these technical details will be more thoroughly addressed in Chapter VII to which the reader is referred.

## V.3.1 Shared Control with Constant topology

Hereafter, constant topology refers to a UAV formation in which pair-wise geometrical constraints (e.g., relative positions, distances or bearing angles) are specified and maintained during the whole mission duration without any modification of the interacting pairs (i.e., of which geometrical constraints are actively monitored/controlled during the robot motion). Figure V.19(A) gives a pictorial view of a typical example of a constant topology formation: pair-wise geometrical constraints (distance constraints in this case) are maintained over the whole mission duration. However, the formation shape may still have some degree of ‘flexibility’ due to the presence of external effects, such as repulsive obstacle avoidance forces as in the reported example. The human operator is allowed to steer some of the free DOFs of the formation,
i.e., those motion directions which do not affect maintenance of the inter-robot (distance) constraints (in the illustrative example of Fig. V.19(A), a planar translation and rotation could be steered by the human operator without affecting the formation shape).

The need for constant-topology (i.e., fixed) UAV-formations naturally arises from the specifications of many UAV applications, e.g., for interferometry, transportation [Fink et al., 2010], for guaranteeing inter-UAV visibility or environmental coverage [Schwager et al., 2011a, Ding et al., 2009], see Figs. V.19(B–D). The desired formation may be an output of the task controller, or directly specified by the human operators.

While, in principle several geometrical constraints can be considered for specifying a UAV formation, common choices are relative position, distance and/or bearing constraints motivated by the available sensing technology (e.g., laser scanners or onboard cameras). In any case, once the desired pair-wise geometrical constraints have been satisfied, the UAV formation will still possesses (in general) some free DOFs. For instance, in the case of (a suitable choice of) pair-wise distance constraints in 3D, a UAV formation can be shown to still possess 6 free DOFs: a collective translation of the centroid and a rotation about any axis in space [J16]. In case of pair-wise bearing constraints in 3D, the UAV formation still possesses 5 DOFs, namely, translation of the centroid, synchronized rotation about the vertical axis, and expansion [J11].

Presence of these free DOFs can be clearly exploited for accomplishing additional tasks of interest besides the formation control requirement. In our setting, one can naturally leverage these free DOFs for allowing an easy interfacing between a human operator and the underlying formation controller. In particular, the formation controller can represent the autonomous component of the shared control architecture by (i) steering the UAV configuration towards a target manifold, i.e., the set of all configurations satisfying the desired pair-wise geometrical constraints and (ii) meeting additional local requirements such as obstacle and inter-robot collision avoidance. At the same time, the human operator can easily act on the UAV formation by sliding tangent to the target manifold without affecting the desired constraints, i.e., while being orthogonal to the formation control action. For instance, as an illustration, the operator commands’ could displace the position of the UAV centroid, or command a global rotation in space, without changing the desired inter-distances. Finally, a force feedback signal can be generated as a function of the instantaneous mismatch between human commands and their actual realization, thus providing the usual information of how well the human commands are being executed by the robot group.

We will now consider two specific cases of constant topology UAV formations defined in terms of distance constraints and bearing constraints in 3D. In all the following, the UAVs are modeled as kinematic agents as in (V.11–V.12). Generally speaking, the typical approaches for implementing formation control algorithms are based on artificial potentials that generate \((u_i, w_i)\) as the gradients of energy-like functions having a minimum at the desired inter-agent value (see [J16] for one of these cases). However, the drawback of artificial potential approaches is the presence of local minima. In this regard, the work in [J11] presents an interesting different strategy not based on artificial potentials and almost globally convergent.

V.3.1.1 Distance Constraints

As explained, by regulating a suitable set of inter-distance constraints makes the UAV group (when modeled as kinematic agents) to behave as a ‘flexible’ rigid body free to translate and rotate along any
axis in space (the 6-DOF motions in the null-space of the formation constraint). The control approach taken for enforcing the distance formation constraint and allowing external ‘forces’ (e.g., environment and human operator) to act on the UAV group is to consider three control terms \[ \dot{p}_i = u^c_i + u^o_i + u^t_i \] (V.15)

where \( u^c_i \) embeds the inter-distance regulation action by following the anti-gradient of some suitable artificial potential function \( \phi_{ij}(\|p_i - p_j\|) \), \( u^o_i \) represents an obstacle avoidance action generated, again, as the anti-gradient of some \( \phi_{ir}(\|p_i - p^o_r\|) \) for all the obstacle points \( p^o_r \), and \( u^t_i \) represents the human operator command meant to affect the formation centroid. Figure V.20 shows an illustrative example of the shape of the potential functions.

By this choice (and under suitable assumptions about the boundedness of the operator commands and other technicalities), the UAV motion group then behaves as a coherent semi-rigid body which can partially deform under the action of external forces (the obstacle repulsive forces), and which can be easily steered as a whole by a human operator directly commanding the 3D velocity of its centroid. In this settings, the force feedback returned to the human operator is proportional to the mismatch between her/his commands \( u^t_i \) and the averaged UAV 3D velocity. Consequently, in the absence of any environmental force, the force feedback roughly informs about the inertia of the whole group (any delay in reaching and maintaining the commanded velocity), while, when environmental forces are present, the force feedback gives an indication of the ‘forbidden’ motion direction that would take the UAV group in collision with the obstacles. Stability of the overall bilateral teleoperation framework can be guaranteed by relying on the PSPM algorithm for a suitable passification action (see [J16] for all details).

The following plots and pictures illustrate some results of this approach. As in the previous case of single mobile robot teleoperation, quadrotor UAVs were used as actual robotic platform, and a 3-dof haptic device served as master side of the teleoperation system, see Fig. V.21.
In a first experiment, the quadrotor group was flown in the cluttered environment shown in Fig. V.22. The inter-distance constraints were chosen so as force the UAV group to lie on a planar square (arbitrarily orientated in space), with the human operator giving a linear velocity command in the direction of the two obstacles. As shown in the snapshots, the UAV group was able to maintain the desired square formation while automatically adjusting its orientation so as to pass through the ‘narrow passage’ created by the two obstacles. This automatic rotation was caused by the obstacle terms $u_i^o$ in (V.15). At the same time, the discrepancy between the commanded linear velocity for the UAV group and their actual motion (perturbed by the obstacle forces) generated a force feedback signal for the human operator informing about the presence of the obstacles in the environment. This feedback then helped the operator in better guiding the UAV group through the narrow passage. Figure V.23 shows the evolution of the UAV trajectory where the rotation of the square formation can be better appreciated.

Finally, Fig. V.24 reports some screenshots of a second experiment where the UAVs are commanded to fly over an obstacle while keeping a tetrahedron formation.

V.3.1.2 Bearing Constraints

We now move to the second case of a UAV formation defined in terms of relative bearing vectors, that is unit vectors in 3D. The interest in this kind of formation, hereafter also termed ‘bearing-formations’, lies in the fact that relative bearings can be directly measured by onboard cameras segmenting the position of neighboring UAVs. Therefore, since cameras are a widespread sensing modality for small-scale UAVs (such as quadrotors), the issue of defining, controlling and exploiting UAV bearing-formations has
generated a high level of interest over the last years both in the control and robotics community (indeed, modeling and control of bearing formations presents some nice theoretical challenges and subtleties not present in the distance case).

We now proceed to briefly illustrate the definition and control of bearing formations, with all details available in [J11]. On a general note, the overall approach is conceptually similar to the previous case of distance constraints: a bearing controller will be in charge of maintaining a desired bearing formation, and the human operator will be allowed to steer the free DOFs of the robot group once all the pair-wise bearings are constrained to their desired values. As explained, these free DOFs, in the case of quadrotor UAVs, consist of a collective translation (3 DOFs), a collective expansion (1 DOF) and a synchronized rotation about a vertical axis (1 DOF). And, again, the force feedback displayed to the human operator will be proportional to the mismatch between the commanded velocities along the five free DOFs and their actual realization by the robot group. Since case of bearing formation control is more involved (and rich) than the previous distance constrains, we will keep the discussion at a more detailed level w.r.t. the previous case.

For our goals, a relative 3D bearing vector between two agents $i$ and $j$ is the unit vector pointing from the origin of agent $i$ to the origin of agent $j$ and expressed in the local frame of the measuring agent $i$. Figure V.25 gives a pictorial representation of these concepts.

A more formal definition can be given as follows: assume, as before, a kinematic model for the agents but expressed in the local body frame, that is

$$
\begin{align*}
\begin{bmatrix}
\dot{p}_i \\
\dot{\psi}_i
\end{bmatrix} &= 
\begin{bmatrix}
R_i & 0_3 \\
0_3 & 1
\end{bmatrix}
\begin{bmatrix}
\Delta \mathbf{u}_i \\
\Delta \mathbf{w}_i
\end{bmatrix},
\end{align*}
$$

(V.16)
for any agent $i$, where $\mathbf{0}_3 = (0 0 0)^T$, $R_i$ is the rotation matrix between world frame and body frame of agent $i$, and the body-frame linear velocity $u_i \in \mathbb{R}^3$ and yaw-rate $w_i \in \mathbb{R}$ are the velocity inputs. Vector $\mathbf{q}_i = (p_i, v_i) \in \mathbb{R}^3 \times \mathbb{S}^1$ is defined as the $i$-th agent configuration, and vector $\mathbf{q} = (\mathbf{q}_1, \ldots, \mathbf{q}_N) \in (\mathbb{R}^3 \times \mathbb{S}^1)^N$ denotes the collection of configurations of all the agents. The direction between the $i$-th and $j$-th agent (seen from the body frame of the $i$-th agent) is defined as agent relative bearing and expressed as

$$\beta_{ij}(\mathbf{q}) = \beta_{ij}(\mathbf{q}_i, \mathbf{p}_j) = \frac{i \mathbf{R} p_{ij}}{\delta_{ij}} \in \mathbb{S}^2,$$

where $\mathbf{p}_{ij} = \mathbf{p}_j - \mathbf{p}_i$, and

$$\delta_{ij}(\mathbf{q}) = \delta_{ij}(\mathbf{p}_i, \mathbf{p}_j) = \|\mathbf{p}_j - \mathbf{p}_i\|$$

is the inter-distance between agents $i$ and $j$.

Let now $\mathcal{E}$ represent the collection of the all pairs $(i, j)$ for which agent $i$ measures agent $j$ (i.e., the edge set of the measuring/interaction graph, in the language of graph theory), and $\mathcal{T}$ the set of all possible pairs $(i, j)$, with, clearly, $\mathcal{E} \subseteq \mathcal{T}$. In a nutshell, the goal of the bearing controller is to steer all the relative bearings $\beta_{ij}(\mathbf{q})$, $(i, j) \in \mathcal{T}$ towards some desired values $\beta_{ij}^d$, i.e.,

$$\mathbf{q} = (\ldots, \beta_{ij}(\mathbf{q}), \ldots)_{(i, j) \in \mathcal{T}} \to \beta^d = (\ldots, \beta_{ij}^d, \ldots)_{(i, j) \in \mathcal{T}}$$

by only exploiting the measured bearings $(\ldots, \beta_{ij}(\mathbf{q}), \ldots)_{(i, j) \in \mathcal{E}}$. This goal can be achieved if the agent formation (i.e., the agent configuration in space together with the edge set $\mathcal{E}$) is, roughly speaking, rigid, see [J11]. Rigidity of a formation is a very general topic that has generated quite some interest in the control and robotics community and its definition, properties and implications go well beyond the scope of this report. A nice overview for a broad audience can be found in [Anderson et al., 2008]. For our goals, formation rigidity can be thought as follows: a formation is rigid if, by maintaining the geometric constraints over the edge set $\mathcal{E}$ (the available pair-wise measures), the only allowed collective motion are those that one would have obtained by maintaining the constraints over all the possible robot pairs in $\mathcal{T}$. Rigidity of a formation entails several useful properties for formation control and cooperative localization. For instance, it allows to lower the complexity of any formation controller (both in terms of measured quantities, memory consumption and computation loads) reducing a $O(N^2)$ problem ($|\mathcal{T}| = N(N - 1)$ for directed graphs) into a $O(N)$ problem ($|\mathcal{E}|$ can be shown to be $O(N)$ for all typical cases).

Because of these considerations, it is then desirable to use a minimal number of controlled and measured relative bearings for reducing at most the cardinality of $\mathcal{E}$ while retaining rigidity of the formation. One can then talk about the minimality for rigid bearing-formations, i.e., of the minimal cardinality of $|\mathcal{E}|$ needed to define a rigid bearing-formation. In [J11] it is shown that, for the case of 3D bearing formations for quadrotor UAVs, it is possible to construct a minimally-linear rigid bearing formation by choosing two leader/beacon agents, and by suitably selecting the edges present in $\mathcal{E}$ (i.e., which measurements need to be available among the UAV pairs) at almost all agent configurations (i.e., neglecting some special alignments among agents or other ‘zero-measure’ configurations). By following the procedure described in [J11], the cardinality of a minimally rigid bearing formation results $|\mathcal{E}| = 4N - 5$ (thus, linear in $N$ as expected) and Fig. V.26 reports an illustrative example of a minimally rigid formation for five agents with agents 1 and 2 taken as leaders.
Figure V.26: Construction of the minimally-linear rigid bearing-formation described in [J11] for the case of 5 agents. In this case, one can construct $\mathcal{E}$ as $\mathcal{E} = \{(1,2), (1,3), (1,4), (1,5), (2,1), (3,1), (4,1), (5,1)\} \cup \{(3,2), (4,2)\} \cup \{(5,3)\}$. Note that $|\mathcal{E}| = 3 \cdot 5 - 4 = 11$ instead of $|\mathcal{T}| = (5 - 1) \cdot 5 = 20$ (the number of all possible relative bearings).

Assuming then that the current and desired bearing formations are (minimally) bearing-rigid, it is further possible to show that the formation control and human steering algorithms can be implemented by splitting the UAV velocity inputs into two ‘orthogonal’ control terms

$$(u_i, w_i) = (u^h_i, w^h_i) + (u^f_i, w^f_i), \quad (V.19)$$

where the term $(u^h_i, w^h_i)$ represents the action of the human in charge of steering the collective motion of the UAV group, and the term $(u^f_i, w^f_i)$ enforces convergence to the desired bearing formation $\beta^d$. These two control terms are orthogonal in the sense that $(u^h_i, w^h_i)$ is designed by construction to lie on the tangent space of the bearing formation constraint, so that any agent motion induced by $(u^h_i, w^h_i)$ will not change the value of the inter-robot bearings (but it will still produce some ‘net’ motion for the whole group). The term $(u^f_i, w^f_i)$, on the other hand, will take the current value of the bearing $\beta(q)$ towards the desired value $\beta^d$ and keep this value over time against possible disturbances and non-modeled effects (e.g., the quadrotor dynamics not captured by the simple mode (V.16)). The reader is referred to [J11] for further details.

The formation controller $(u^f_i, w^f_i)$ detailed in [J11] possesses the following nice features: it can be implemented by only resorting to the available bearing measurements (i.e., no additional distance measurement is needed), it imposes an almost globally convergent behavior to the closed-loop dynamics, and the induced transient behavior can be exactly characterised. In particular, it can be shown that, while converging towards the desired bearing formation, agent 1 will remain still in space, agent 2 will move along the surface of a sphere towards its goal location, and all the remaining agents will move in a straight line towards their final destinations.

The human steering action $(u^h_i, w^h_i)$ can also be implemented by only resorting to measured bearings apart from a single distance measurement (e.g., the distance among agents 1 and 2). Furthermore, one can decompose $(u^h_i, w^h_i)$ into five terms that can be exploited to individually and independently actuate the five free DOFs of the bearing formation. Therefore, the operator is given the possibility to command, in an independent way, a collective linear velocity $\nu \in \mathbb{R}^3$, a collective expansion/retraction rate $s \in \mathbb{R}$, and a synchronized vertical angular velocity $\omega$ for the whole group. Figure V.27 illustrates these motion for the case of three agents.
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Finally, as explained one can design a force feedback signal displayed to the human operator proportional to the mismatch between the commanded steering motion (collective translation, expansion or rotation) and their (average) execution by the UAV group while maintaining the desired bearing formation. This feedback will then inform about any discrepancy in commanding the (individual) five free motion motions and their actual realization by the UAVs.

We now proceed to discuss some results of the proposed approach. Figure V.28 gives an illustration of the experimental setup employed for testing the bearing controller and human steering: three quadrotor UAVs equipped with onboard cameras were employed as robotic platforms, and two haptic devices were used by a human operator for actuating the five free DOFs of the bearing formation.

Figures V.29–V.30 report some screenshots taken during the experiment while the quadrotors were flown in the environment guided by the human operator, together with the onboard camera views where the position of the neighboring UAVs was segmented by means of a colored marker.

During part of the experiment, the human operator purposely commanded the individual 5 free motion of the UAV bearing formation (collective translation, expansion and rotation rate) one at the time in order to show the orthogonality and decoupling properties of the two control terms \((u_h^i, w_h^i)\) and \((u_f^i, w_f^i)\) in (V.19). Figure V.31 reports the behavior of several quantities of interest during the experiment where it is possible to appreciate how the quadrotor group did faithfully realize the commanded group motion

---

**Figure V.27:** Bearing invariant motions with a formation of three agents.
while always maintaining the desired bearing formation as expected. Additional results and plots can be found in [J11].

V.3.2 Shared Control with Unconstrained topology

We now address the ‘complementary’ case of shared control of a multi-robot formation with unconstrained topology as opposed to the previous case of constrained ones. Intuitively, the main difference w.r.t. the illustrative case of Fig. V.19 is that the geometrical pair-wise constraints are now left free to be created/lost online as a function of the current group state. This modification makes it possible to consider sensing and/or communication limitations in the coordination algorithms: for instance, one can accommodate the possibility of gaining/losing relative measurements because of maximum range constraints or occluded line-of-sight visibility, thus rendering the robot group much more flexible when navigating in difficult environment. Indeed, typical applications in this context are (i) navigation in cluttered environments, where an unconstrained interaction topology is much more adaptable than a fixed one, and (ii) multi-robot exploration, where UAVs frequently need to divide or gather themselves into smaller or larger groups (as opposite to the previous constant topology case where the focus was on precise relative positioning for, e.g., optimal data collecting).
Figure V.29: Three snapshots of the experiment with 3 quadrotors. Pictures on the left show the haptic interfaces used to command the group motion and receive suitable haptic cues. Pictures on the right report the corresponding external views of the formation and, superimposed, the local views from the onboard cameras of each UAV.

Figure V.30: Experiment with scanning: screenshots from onboard camera. a) Blue UAV acquired. b) Green UAV acquired.

Figure V.32 illustrates, in an informal way, the intended concept of shared control with an unconstrained topology for the robot group navigating a cluttered environment (to be compared against Fig. V.19). Assuming maximum range and non-occluded visibility constraints for the possibility of measuring neighboring agents, the picture shows the intended concept: the UAV group moves to the right because of an external motion command (e.g., originated from a human operator) applied to a leader agent, while the other agents in the group follow the leader agent by means of some ‘loose’ spring-like coupling that can be broken or created at runtime due to the sensing constraints. This way, the group is able to pass through a narrow passage by automatically rearranging its internal formation (a feature not possible with the approaches detailed in the previous section).

We will now focus on the description of two possible scenarios for implementing a shared control architecture in case of an unconstrained topology: specifically, we will first analyze a quite general framework for allowing a switching topology for the interaction graph with spring-like couplings among neighboring neighbors.
Figure V.31: Results with a group of 3 real quadrotors. a),c): Average velocity and yaw rate tracking errors; b): Operator commands: translation velocity, expansion rate and rotation speed; d): Mismatch between commands and executions; f): Force feedback; e): Mean square error w.r.t. desired bearing-formation.

Figure V.32: A group of four robots navigates in a cluttered environment under the action of a human operator in a shared control framework. Sensing constraints (maximum range and visibility) determine the possible interactions among the agents with possible gain/loss of links over time. This possibility makes it easier for the group to navigate among obstacles as the group shape is not overconstrained and can adapt at runtime to the environment.

pairs (meant to implement a ‘loose’ aggregation of the robots during motion). As we will see, this general modeling approach allows to capture many possible scenarios and constraints with (i) a guaranteed stable behavior for the robot group (despite the possible gain/loss of neighbors during motion) and (ii) the possibility for a human operator to command a desired linear velocity for a leader agent that can be used to steer the whole group in the environment. As usual, the force feedback cues for the human operator are then generated as a function of the mismatch between the commanded velocity and the actual leader velocity (which can be, e.g., ‘slowed down’ by the presence of the other agents in the group with their spring-like couplings, or by surrounding obstacles).

Next, we will move to consider a variation of this general unconstrained case in which the interaction topology is still left free to vary over time because of sensing limitation, but under the constraint of maintaining connectivity of the graph $G$ despite the creation or disconnection of individual links. In fact, while flexibility of the formation topology is a desirable feature, connectedness of the underlying graph is often a prerequisite for implementing distributed control/sensing algorithms. This second approach
then allows to leverage the flexibility of having a ‘loose’ formation controller able to steer the robot formation in a cluttered environment with high maneuverability, but with the guarantee of maintaining a connected interaction graph at all times despite possible loss or gain of edges during motion. For the reader’s convenience, Fig. V.33 gives an illustrative view of the three cases of constant, unconstrained and connected topologies during a shared control task.

A final important features of all the presented approaches is that the multi-robot coordination (in both the unconstrained and connected topology cases) is fully decentralized, required only local and 1-hop information from local communication. Full details can be found in [J10, J15] and references therein.

V.3.2.1 The general unconstrained case

In all the following derivations, agents will be modeled as the second-order systems (V.13–V.14) rather than as the kinematic agents considered so far. Indeed, as explained, this allows to better capture the dynamical properties of the agents in more ‘stressed’ conditions as in the case of intermittent interactions. Furthermore, from a control design perspective, considering dynamic agents allows for an easier energetic interpretation of the inter-agent and environment interactions (∼ forces) that, in turn, simplifies, to some extent, the stability analysis when considering the whole group motion and its coupling with a human operator in a bilateral teleoperation setting.

Figure V.34 gives a schematic view of the intended bilateral teleoperation architecture for the (general) unconstrained case: the human operator sends a desired velocity command \( r_M \) to a leader agent \( l \) in the group that tries to execute the motion command while interacting with the other other robots in the group (also called followers). The interactions are intermittent in the sense explained above: a pair-wise
Figure V.34: The overall teleoperation system. From left to right: $F_h$ is the human operator force applied to the master device; $r_M$ is a velocity-like quantity which is almost proportional to the position of the haptic device; $F_m$ is the control force applied to the master in order to provide haptic feedback; $v_l$ is the velocity of the leader and $F_s$ is a force applied to the leader to make it follow the desired velocity; finally $v_j$ is the velocity of a generic $j$-th robot and $F_{env}^j$ is its interaction force with the external environment (obstacles).

Link among robots is allowed to be created or lost at runtime as a function of the robot states (e.g., relative distance, or occluded line-of-sight). Since the agents are modeled as second-order systems, the pair-wise interactions can be interpreted as mutual forces exchanged by the agents in order to regulate their relative state (e.g., relative distance, position or bearing). Obstacles in the environment can also apply repulsive forces to the agents in order to guarantee collision avoidance. Finally, the difference among the commanded velocity $r_M$ and the actual leader agent $v_l$ is transformed into a force cue $F_m$ for the human operator.

In order to model time-varying interactions among the agents in a general way, in this framework we assume presence of a switching signal for every pair of UAVs $\sigma_{ij}(t) \in \{0, 1\}$ meant to represent the status of the interaction among agents $i$ and $j$ (with $\sigma_{ij} = 1$ indicating presence of the interaction, and $\sigma_{ij} = 0$ otherwise). The time behavior of $\sigma_{ij}(t)$ can model the effect of limited sensing capabilities of the UAVs (e.g., maximum sensing/communication range, occlusions of the line-of-sight), but can also be triggered by the task controller to account for any additional task (e.g., in order to split or join different subgroups). Letting $d_{ij}$ be the interdistance among two robots, and $D$ a maximum range, the only constraint assumed on $\sigma_{ij}(t)$ is that

1. $\sigma_{ij}(t) = 0$, if $d_{ij} > D \in \mathbb{R}^+$;
2. $\sigma_{ij}(t) = \sigma_{ji}(t)$.

This neighboring definition is purposely stated in a very general form in order to account for any additional task requirement independent of the main navigation command. In this sense, item 1) is meant to model a generic limited range capability of onboard sensors and/or communication complexity of the robot network: whatever the task at hand, two agents are never allowed to interact if their interdistance overcomes a certain threshold $D$. However, it is also possible for $\sigma_{ij}(t) = 0$ even though $d_{ij} \leq D$. This captures the intention of admitting the presence of additional subtasks or constraints the agents may be subject to during their motion. Finally, item 2) represents the fact that we aim for a symmetric neighboring condition: two agents always agree on their interaction state.

When two agents are interacting (i.e., $\sigma_{ij}(t) = 1$), we assume that their formation control goal is to maintain a desired interdistance $d_{ij}(t) = d_0$ in order to obtain a cohesive behavior during the group motion. This control action can be implemented by mimicking the nonlinear spring behavior depicted
in the potential function of Fig. V.35, i.e., a repulsive action $F_{\text{ij}}^a$ if $d_{\text{ij}} < d_0$, an attractive action if $d_0 < d_{\text{ij}} \leq D$, and a null action if $d_{\text{ij}} > D$. By working out the detailed expression of $F_{\text{ij}}^a$, and by compacting several terms, it is then possible to show that such a network of agents coupled among themselves by spring-like forces can be modeled altogether as a dynamical system in port-Hamiltonian form [Secchi et al., 2007, Duindam et al., 2009]

$$
\begin{align*}
\dot{z} &= \begin{pmatrix} 0 & -\mathcal{I}(t) \ 0 & 0 \end{pmatrix} - \begin{pmatrix} B & 0 \ 0 & 0 \end{pmatrix} \begin{pmatrix} \frac{\partial H}{\partial p} \\ \frac{\partial H}{\partial z} \end{pmatrix} + GF^e \\
\dot{p} &= G^T \begin{pmatrix} \frac{\partial H}{\partial p} \\ \frac{\partial H}{\partial z} \end{pmatrix} 
\end{align*}
$$

(V.20)

where

$$H = \sum_{i=1}^{N} K_i + \sum_{i=1}^{N-1} \sum_{j=i+1}^{N} V(x_{ij})$$

(V.21)

is the total energy of the system, with $K_i$ being the $i$-th kinetic energy and $V(x_{ij})$ the potential energy associated to the $(i, j)$ spring coupling, and $\mathcal{I}(t)$ the Incidence matrix associated to the (time-varying) interaction graph defined by the interaction variables $\sigma_{ij}(t)$.
Because of its port-Hamiltonian form, passivity (and, thus, stability) of the robot group (the slave-side in the teleoperation architecture) can be easily proven for the case of constant topology of the graph $I(t) = \text{const}$ as well as for splits among agents (i.e., events at which $\sigma_{ij} = 1 \rightarrow \sigma_{ij} = 0$). However, some special care is required for the join case ($\sigma_{ij} = 0 \rightarrow \sigma_{ij} = 1$) since a join decision can lead to a violation of the slave side passivity: allowing two agents to join means instantaneously switching from a state characterized by no interaction to the presence of an inter-agent interaction that can cause some extra energy to be produced during the join procedure. In fact, in the general case, the relative distance of two agents at the join decision can be different from their relative distance at the split decision, and this can result in a non passive behavior as shown in the illustrative example of Fig. V.36 where some extra energy is produced as the agents join. As explained in detail in [J10], a possible way to mitigate this possible loss of passivity during a join maneuver is to resort to the machinery of energy Tanks [Duindam and Stramigioli, 2004] for monitoring the energy flow of the agents and enforce the passivity (energetic) constraint. Specifically, an energy Tank is an additional energy storing element with state $t_i \in \mathbb{R}$ and energy function $T(t_i) = \frac{1}{2}t_i^2$ attached to each agent in the group and implemented so as to store any energy dissipated during the agent motion into its local reservoir. This stored energy can then be used later on for any desired goal without violating the passivity of the system. For instance, in the case under consideration, the tank reservoirs can be exploited for covering for any extra energy demand generated at a join event\textsuperscript{14}. Possible decentralized redistribution strategies of the individual Tank energies across the whole group of agents are also possible, as detailed in [J10], in order to exploit at its most the total energy reservoir stored by the group over time.

Thanks to the Tank machinery, and a suitable join procedure, the slave side (the robot group) can then be proven to be a passive element w.r.t. external forces generated by the environment (obstacle repulsion) or by the master side (the human operator) also in the case of a time-varying topology for the interaction graph. For achieving the desired teleoperation behavior, the master and slave sides can then be joined by using the following interconnection:

\[
\begin{align*}
F_s &= b_T(r_M - v_l) \\
F_m &= -b_T(r_M - v_l)
\end{align*}
\]  
\text{ (V.22)}

where, again, $v_l$ represents the velocity of a leader agent, $r_M$ is the human velocity command (roughly proportional to the master position, and $b_T$ a suitable (damping) gain, see [Chopra et al., 2008]). This is equivalent to joining the master and the leader using a damper which generates a force proportional to the difference of the two velocity-like variables of the master and the leader. The overall teleoperation system is represented in Fig. V.34 then consists of the interconnection of a passive master side, a damper-like interconnection and a passive slave side, so that passivity (and stability) of the overall bilateral interconnection can be established.

With this setting, it is also possible to provide a formal analysis of the steady-state behavior of the teleoperation system so as to, e.g., characterize the agent motion in case of a constant human velocity command, as well as what force cue would be displayed to a human operator while navigating at steady-state. Indeed, by following the analysis of [J10], one can show that at steady-state the human operator needs to apply a force $F_h = F_{ss}$ proportional to the commanded velocity $K r_M$ by a factor which depends on the number of agents $N$ in the group, and on the magnitude of their damping terms in $B_i$. For a given $N$, force $F_h$ will mimic a spring centered on a zero velocity command. Thus, if the number of agents in

\textsuperscript{14}We note that the Tank machinery has a very general scope that goes well beyond the particular application considered in this contexts. In general, the use of energy Tanks allows for exploiting at full any passivity margin present in a system (e.g., due to any internal dissipation).
N is constant, this force cue will increase/decrease proportionally to the steady-state absolute speed of the whole group: this can provide an haptic cue informative of the overall group velocity. Figure V.37 shows an illustrative behavior of $F_h$. One can then check that the force $F_h$ needed to keep a constant velocity $Kr_M$ increases with the size of $N$. This behavior can constitute a beneficial feature of the proposed teleoperation design. In fact, the force $F_h$ resulting from such master/slave velocity mismatch can provide the user with an additional information about the status of the group: if the operator is moving the whole fleet with a constant cruise speed, whenever a robot disconnects from the group, the human operator would feel a decrease in the force needed to keep the master device at $r_M$. This negative slope in $F_h$ can be informative of the fact that the number of robots in the connected component of leader has decreased. Similarly, when a robot connects to the group, the user would feel a positive slope in $F_h$, thus informing him/her about the increased number of robots.

As number of simulations and experiments has been conducted to validate this theoretical framework. Figure V.41(A) depicts the testbed: the simulations involved a slave side consisting of a heterogeneous group of robots including both quadrotor UAVs and differentially-driven ground robots (UGVs). The experiments were performed by using four quadrotor UAVs as experimental platform. In all simulations and experiments, presence of a visibility sensor for retrieving the position of neighboring agents was assumed. Therefore, the boolean variable $\sigma_{ij} = 0$ whenever the line of sight between agents $i$ and $j$ was occluded, or the interdistance $d_{ij}$ exceeded the maximum range $D$. The agents were then forced to split either because of too large interdistances ($d_{ij} > D$), or because of occlusions on their line of sights, an event which could also occur when $d_{ij} < D$. Of course, different choices for deciding splits are possible and this represents only a possible one meant to illustrate the approach. Figure V.41(B) shows some snapshots of the quadrotor navigation in a cluttered environment under the steering of the human operator. It is worth noting how the group topology changes over time because of the sensing (visibility) constraints triggered during motion.

V.3.2.2 The connected case

We now move to consider a variation of the previous case in which a time-varying topology is still possible for the robot group, but under the constraint of maintaining connectivity of the interaction graph $G$ despite the creation or disconnection of individual links. In fact, while flexibility of the formation topology is a desirable feature, connectedness of the underlying graph is often a prerequisite for implementing any distributed control/sensing algorithms. The idea, illustrated in [J15], stems from the well-known fact that a measure of the connectivity of a graph can be obtained by examining the spectral properties of the
Figure V.38: Left: the Human/Hardware-in-the-Loop simulative and experimental setup. Fig. V.38(c): The Omega-3 force-feedback master device handled by the human operator. Figs. V.38(a,b,d): 3 screenshots of a physically-based simulation in a cluttered environment involving a fleet of either 8 quadrotors (a,d), or 5 quadrotors and 3 differentially-driven ground robots (b). The leader is highlighted by a transparent red ball; inter-agent visibility and distance are considered as neighboring criteria; neighbor agents are linked by blue lines. Fig. V.38(e): a screenshot of an experiment with 4 real quadrotors in a cluttered environment where the leader is highlighted by a transparent red ball.

Right: each row denotes a different moment of a representative experiment. The left column shows the human operator commanding the leader robot with a 3DOF haptic device. The central column represents 4 UAVs in an environment with obstacles (the white walls with a narrow passage). The right column shows the corresponding top-view in a 3D visualizer. The time-varying interaction graph is enlighten by the presence of blue links representing its edges.

so-called Laplacian matrix $L$ associated to the graph itself. In particular, a graph is connected if and only if the second smallest eigenvalue $\lambda_2$ of $L$ is non-negative [Mesbahi and Egerstedt, 2010]. The eigenvalue $\lambda_2$ is then often referred to as the ‘connectivity eigenvalue’, and a number of works has addressed the problem of keeping $\lambda_2 > 0$ during the group motion in order to preserve connectedness of the graph, see, e.g., [Kim and Mesbahi, 2006, Zavlanos and Pappas, 2007, Stump et al., 2011].

The idea pursued in [J15] is to embed in the elements $A_{ij}$ of the Adjacency matrix associated to the graph the agent sensing/communication models representing the actual (physical) ability to exchange mutual information because of the agent relative state. In particular, the $(i, j)$-th weight $A_{ij}$ is designed as a measure of the quality of the interaction link among agents $i$ and $j$ so that $A_{ij} \rightarrow 0$ whenever a sensing/communication constraint is close to be invalid (for instance, as the interdistance $d_{ij}$ among robot pairs starts approaching the maximum threshold $D$). This definition of state-dependent weights renders the adjacency matrix $A$ and, as a consequence, the Laplacian matrix $L$ and its eigenvalues a function of the current state of the robot group. It becomes then possible to devise a gradient-like controller that aims at maximizing $\lambda_2$ by acting on the robot velocities.

This idea has been explored in [J15] by embedding in the weights $A_{ij}$ the aforementioned sensing/communication constraints (maximum range and occluded visibility) and some additional terms able to
enforce disconnection of the whole graph as a collision with obstacles or other robots in the group is approached. This way, a unified control action based on the gradient of $\lambda_2$ could be devised for guaranteeing connectivity maintenance despite sensing/communication constraints and, at the same time, a guaranteed collision avoidance with the environment and neighboring robots. Figure V.39 shows a 3D visualization of the weight $A_{ij}$ as a function of $d_{ij}$ (the inter-robot distance) and $d_{ijk}$ (the distance between the line-of-sight and the closest obstacle point).

For the sake of illustration, the overall control strategy is similar to the one detailed in the previous Section with agents modeled as second-order systems with external forces playing the role of control inputs. However, a single/unified potential function $V^\lambda(\lambda_2)$ is now taken as ‘potential’ energy function for the group (instead of the several elastic elements $V_{ij}$). The scalar function $V^\lambda(\lambda_2)$ lives in the domain $(\lambda_2^{\min}, \infty)$ and is such that $V^\lambda(\lambda_2) \to \infty$ as $\lambda_2 \to \lambda_2^{\min}$, $V^\lambda(\lambda_2) \to 0$ (with vanishing slope) as $\lambda_2 \to \lambda_2^{\max}$, and $V^\lambda(\lambda_2) \equiv 0$ for $\lambda_2 \geq \lambda_2^{\max}$.

Figure V.40 shows a possible shape for $V^\lambda(\lambda_2)$. Figure V.39: Right: visualization as 3D surface of the total weight $A_{ij}$ as a function of $d_{ij}$ (the inter-robot distance) and $d_{ijk}$ (the distance between the line-of-sight and the closest obstacle point). Right: corresponding contour plot.

Figure V.40: An illustrative shape for $V^\lambda(\lambda_2) \geq 0$ with $\lambda_2^{\min} = 0.2$ and $\lambda_2^{\max} = 1$. The shape of $V^\lambda(\lambda_2)$ is chosen such that $V^\lambda(\lambda_2) \to \infty$ as $\lambda_2 \to \lambda_2^{\min}$, $V^\lambda(\lambda_2) \to 0$ (with vanishing slope) as $\lambda_2 \to \lambda_2^{\max}$, and $V^\lambda(\lambda_2) \equiv 0$ for $\lambda_2 \geq \lambda_2^{\max}$. For the sake of illustration, the overall control strategy is similar to the one detailed in the previous Section with agents modeled as second-order systems with external forces playing the role of control inputs. However, a single/unified potential function $V^\lambda(\lambda_2)$ is now taken as ‘potential’ energy function for the group (instead of the several elastic elements $V_{ij}$). The scalar function $V^\lambda(\lambda_2)$ lives in the domain $(\lambda_2^{\min}, \infty)$ and is such that $V^\lambda(\lambda_2) \to \infty$ as $\lambda_2 \to \lambda_2^{\min}$, $V^\lambda(\lambda_2) \to 0$ (with vanishing slope) as $\lambda_2 \to \lambda_2^{\max}$, and $V^\lambda(\lambda_2) \equiv 0$ for $\lambda_2 \geq \lambda_2^{\max}$. With $\lambda_2^{\max} > \lambda_2^{\min} > 0$ representing desired maximum and minimum values for $\lambda_2$. Figure V.40 shows a possible shape for $V^\lambda(\lambda_2)$.
By minimizing $V^\lambda(\lambda_2)$, the agents are not bound to keep a given fixed topology for the interaction graph $\mathcal{G}$. Creation or deletion of single or multiple links (also concurrently) is fully permitted as long as the current value of the connectivity does not fall below a minimum threshold, i.e., while ensuring that $\lambda_2 > \lambda_2^{\text{min}}$. Minimization of $V^\lambda(\lambda_2)$ is formally achieved by letting every agent to follow the anti-gradient of $V^\lambda(\lambda_2)$ w.r.t. its own position, that is, by implementing the connectivity force

$$F^\lambda_i = -\frac{\partial V^\lambda(\lambda_2)}{\partial x_i}. \quad \text{(V.23)}$$

In [J15] it is shown how the force command $F^\lambda_i$ can be actually computed in a fully decentralized way by agent $i$ by resorting to only relative position measurements and to an online estimation $\hat{\lambda}_2$ of the true (but not measurable) $\lambda_2$ by leveraging the scheme introduced in [Yang et al., 2010]. As for the stability of the slave side, compared to the previous case no positive jumps of the elastic potential function $V^\lambda$ are possible in this new settings thanks to the definition of the weights $A_{ij}$ which, in summary, smoothly vanish as any sensing constraint is violated or met and, thus, prevent any jump in $V^\lambda$. However, possible non-passive behaviors can still arise because of the estimation scheme used to recover $\hat{\lambda}_2$ in place of the true $\lambda_2$. Nevertheless, the tank machinery can, again, be exploited for covering for any non-passive behavior induced by possible estimation errors in recovering $\hat{\lambda}_2$.

Summarizing, the proposed unconstrained but connected shared control architecture possesses the following interesting features:

1. Although $V^\lambda$ is a global potential, reflecting global properties (connectivity) of the group, $\hat{F}^\lambda_i$ (an estimation of its gradient w.r.t. the $i$-th agent position) can be computed in a fully decentralized way. The only discrepancies among the true $F^\lambda_i$ and $\hat{F}^\lambda_i$ are due to the use of the estimate $\hat{\lambda}_2$ in place of its real value, otherwise $\hat{F}^\lambda_i$ is evaluated upon actual information;

2. $V^\lambda$ will grow unbounded as $\lambda_2 \to \lambda_2^{\text{min}} > 0$, thus enforcing connectivity of the group. Note that, during the motion, the agents are fully allowed to break or create links (also concurrently) as long as $\lambda_2 > \lambda_2^{\text{min}}$. Furthermore, the group motion will become completely unconstrained whenever $\lambda_2 \geq \lambda_2^{\text{max}}$, since, in this case, the ‘connectivity force’ will vanish as the potential $V^\lambda$ becomes flat. These features provide large amounts of flexibility to the group topology and geometry, as the agent motion is not forced to maintain a particular (given) graph topology, but is instead allowed to execute additional tasks in parallel to the connectivity maintenance action;

3. Because of the various shapes chosen for the weights $A_{ij}$, minimization of $V^\lambda$ will also enforce inter-agent and obstacle collisions avoidance in a unified way, i.e., the agents are only bound to follow the single control action (V.23) able to realize multiple goals at the same time.

The proposed approach has been experimentally tested by using four quadrotor UAVs as robotic platform. Figure V.41 shows the setup: in this case, two human operators were commanding the velocities of two leader robots via two interconnections in the form of (V.22). The other two robots were autonomously navigating under the influence of the connectivity maintenance action in the cluttered environment.

During motion, and despite the human commands, connectivity was always preserved against the sensing constraints, and obstacle and inter-robot avoidance was guaranteed, as clear from Fig. V.42(A) where the behavior of $V^\lambda(t)$ is depicted. Several edges could be created and destroyed (Fig. V.42(B)) without threatening the stability of the slave-side. The force cues displayed to the two human operators represented the mismatch between the commanded velocities and the actual leader velocities. Therefore, the
operators could obtain a feeling on how well the leaders (and, as a consequence, the group) were following their commands: for instance, whenever a velocity command started conflicting with the connectivity maintenance action, a ‘drag force’ was generated and displayed to the human operator, with a magnitude proportional to the amount of conflict. On the other hand, whenever the operator commanded could be executed without threatening connectivity of the graph, almost no force was be displayed to the operators.
V.4 User Evaluation

In this final section we report selected results of some user studies conducted to investigate the effect of haptic cueing on the human operator’s performance when bilaterally controlling the motion of a group of UAVs. These studies were run by considering the constant topology case with distance constraints detailed in Sect. V.3.1.1, and full details can be found in [J14]. In particular, two aspects of the human performance were considered in the study: maneuverability of group of mobile robots and perceptual sensitivity of the remote environment. In our contexts, maneuverability is defined in terms of the ease of the operator in maneuvering the slave robot for achieving an accurate tracking performance. Perceptual sensitivity, on the other hand, is aimed at measuring how well the operator is able to perceive the current state of the UAVs and their surrounding obstacles. Indeed, unlike conventional teleoperation [Lawrence, 1993] (e.g., telesurgery), hard contact between flying UAVs and their physical environment is especially undesirable because this could cause severe damages to the mechanical structure of the robots. Therefore, there are no actual physical forces to be transmitted to the multi-UAV teleoperator and the conventional objectives of force tracking are not applicable. For this reason, pure force tracking may not be a measurable concept that can be directly generalized to the teleoperation of mobile robots. In this sense, transparency [Hashtrudi-Zaad and Salcudean, 2001] is also not a suitable measure for the perceptual ability in the teleoperation of remote UAVs.

In order to obtain a reasonable measure for the maneuverability performance, the position tracking error of each robot in the slave side w.r.t. its commanded path \( x_{\text{ref}}(t) \) was evaluated. In particular, by defining \( \bar{x}(t) = \frac{1}{N} \sum_{i} x_i(t) \) as the average of the robot positions (the formation centroid), the following cross-correlation index could be devised

\[
CC_{\text{position}} = \frac{\int_{0}^{T} \bar{x}(t) \cdot x_{\text{ref}}(t) dt}{\sqrt{\int_{0}^{T} \bar{x}^2(t) dt} \sqrt{\int_{0}^{T} x_{\text{ref}}^2(t) dt}} \tag{V.24}
\]

This index allows to objectively compare the similarity of the actual path (\( \bar{x} \)) and the desired path (\( x_{\text{ref}} \)) of the slave robots. At this point, in order to assess the maneuverability performance, we considered the frequency response profile of the human operator, that is, the dynamical relationship between the operator’s intended-force \( f_h \in \mathbb{R}^3 \) as the input, and the position tracking accuracy (\( CC_{\text{position}} \)) as the output

\[
\Phi_{\text{maneu}}(s) := \frac{CC_{\text{position}}(s)}{f_h(s)}. \tag{V.25}
\]

In this regard, maneuverability increases when \( f_h \) is reduced and when position tracking \( CC_{\text{position}} \) is increased (i.e., the position tracking error is small). In particular a large bandwidth and \( H_2 \) norm of \( \Phi_{\text{maneu}} \) indicate higher level of maneuverability performance.

As for the perceptual sensitivity measure, one could consider a force tracking index for assessing how accurately the master can track the forces transmitted from the slave robot(s). This is, generally, evaluated by estimating the discrepancy between the force of the master and the slave. Unfortunately, force tracking accuracy is not a sensible measure in the context of teleoperation of mobile robots (or vehicles, in particular UAVs) since, as mentioned earlier, UAVs should ideally avoid any direct contact with their environment. Since haptic feedback cues should also serve to increase the human operator’s sensitivity to the remote environment, which is inhabited by the controlled UAVs, we instead judged as a reasonable option to consider sensitivity in terms of their ability to perceptually discriminate between physical differences in the remote environment. For this, we considered the smallest change in the
magnitude of a physical variable (e.g., position, force, and impedance) that can be effectively perceived. Such a measure is commonly referred to as the just noticeable difference (JND) [Gescheider, 1997]. In particular, the JND was estimated from a psychometric function, which represents the probabilistic distribution of a human observer’s perceptual response across a chosen physical variable (i.e., distance to an obstacle). For this, the JND was defined as

\[ JND := \frac{\Delta f_{\text{ref}}}{f_{\text{ref}}}, \]  

which represents the minimum difference in the reference force that can be effectively perceived by the human operator via force feedback.

As for the force feedback algorithm we compared three possible cueing schemes: in the general setting of rendering a force on the master device with expression \( \tau = -Bq - Ky \), we considered three choices for the signal \( y(t) \)

1. **Force-cue feedback (Force):**

\[ y = y_F := \frac{1}{\lambda N} \sum_{i=1}^{N} u_i. \]  

This haptic cue plays the role of a repulsive force from the environment w.r.t. the current position of the reference trajectory for the UAV (environmental force). It is only related to the difference between the positions where the UAVs are supposed to go and the location of obstacles. Therefore it is not related to the actual positions of the UAVs or to any real contact of the UAVs with their environment;

2. **Velocity-cue feedback (Velocity)**

\[ y = y_V := q - \frac{1}{\lambda N} \sum_{i=1}^{N} \dot{x}_i. \]  

This haptic cue represents the mismatch between the commanded velocity and the average velocity of real UAVs (tracking-error). The mismatch can be caused by the following reasons: i) inaccurate model of the UAV, imprecise parameter calibration (e.g., mass of the UAV), or poor quality of the trajectory tracker, ii) external disturbances on the UAV motion (e.g., wind, friction, actual contact with the environment), iii) presence of obstacles close the group with their repulsive actions. Therefore, this haptic cue provides the operator more information compared to the previous case. Note that the velocity-cue also includes the Force cue, albeit ‘filtered’ by the dynamical behavior of the real UAV positions/velocities rather than directly taken from the desired trajectory;

3. **Velocity plus force-cue feedback (Velocity+Force)**

\[ y = y_V + y_F. \]  

Thirty-two participants (25 males; age range: 20–33 years) took part in this study, which consisted of four experiments on maneuverability and perceptual sensitivity for low and large control gains. Five participants took part in all four experiments while the rest took part in at least one experiment. There were eighteen participants for each experiment and all participants possessed normal or corrected-to-normal eyesight and no physical disability. Figure V.43 depicts the apparatus used in the experiments,
that mainly consisted of a central display and a haptic device. The former presented a virtual environment for a swarm of four UAVs whose flight path could be controlled by the latter.

In the experiment for evaluating the maneuverability, participants were required to maneuver a swarm of UAVs, using the haptic control device. The objective was always to follow a moving target. This moving target preceded the UAV swarm and moved along a pre-assigned path, which was either straight or curved (see Fig. V.44(A)). On the other hand, in the experiment for evaluating the perceptual sensitivity, participants were presented with a swarm of four UAVs on each trial, which were located between two invisible obstacles (see Fig. V.44(B)). Their task was to move the multi-UAV swarm towards the direction of the obstacles and to determine which of the two obstacles returned a stiffer response on the haptic control device. Participants indicated the stiffer of the two obstacles by using a mouse to click on one of two possible buttons that were located at the left or right position of the screen, which corresponded to the respective positions of the obstacles.

The reader is referred to [J14] for a complete analysis and discussion of the results obtained during these studies. Nevertheless, the main findings can be summarized as follows: for what concerns the maneuverability measure, the force cue resulted in a multi-UAV control with the least amount of effort. This can be explained since the Force cue feedback is absent during free motion. In contrast, the Velocity
cue is absent only when UAVs move with a constant velocity vector, which rarely happens. Therefore, the latter case constantly requires the operator to counter-balance the UAVs felt inertia in order to obtain the desired motion. As for the Perceptual Sensitivity measure, it was found that the presence of proximal obstacles was rendered more detectable exploiting a force cue based on the UAVs velocity information w.r.t. force information. This is important to note, especially for instances where visual feedback is degraded or simply unavailable. Finally, an assessment on how to best choose the control parameters (i.e., gain $K$) was also performed. In this respect, the results of the experiments were unequivocal. Large gain values are necessary in order for haptic feedback cues to have a noticeable effect on performance. The positive contribution of the Force cue to maneuvering performance particularly benefited from larger gain values even if it would be wrong to assume that larger feedback forces will automatically deliver improved human performance, since larger gain values could decrease the effectiveness of the system in tracking the operator’s control input.

V.5 Discussion

V.5.1 Summary

This second Chapter has addressed the shared control paradigm for single and multiple mobile robots, in particular quadrotor UAVs, with force and visual feedback for the human operator. As opposed to the case addressed in Chapter IV (visual-vestibular feedback), the visual-force combination for cueing a human operator in a shared control scenario is a more standard choice, since force cues can be easily provided by means of, e.g., low-cost force feedback devices. Nevertheless, visual-force shared control of single/multiple mobile robots (in particular quadrotor UAVs) is a less explored field (w.r.t. conventional bilateral teleoperation of manipulator arms), and a number of contributions could be proposed in the reported works. Indeed, as explained, several specificities of the mobile robot case makes the shared control problem interesting and challenging. These include, for instance, the kinematic dissimilarity of the master and slave workspaces, the need to fabricate environmental forces (as hard contact with the environment is often avoided), and finally the need to resolve the large redundancy of the slave side (in the multi-robot case) versus the small number of DOFs of the master side.

In this respect, in this Chapter we first addressed the case of shared control of a single mobile robot: here, the main focus has been on the trajectory generation algorithm, where a planning framework has been proposed to allow a human operator to control the future trajectory of the UAV over a given time window while coping with several constraints of interest. To this end, by leveraging the B-spline machinery, an Autonomous Corrector algorithm has been developed for generating a path free of collisions with obstacles, free of singularities, and with local geometric invariant properties meant to ease the tracking performance of the human motion commands. The human operator, on the other hand, was provided with the possibility of commanding online some global properties of the planned path, such as an overall translation, rotation or expansion rate. The force feedback signal for the human operator was then generated out of the integral mismatch between commanded path and executed path (that could be deformed w.r.t. the commanded one because of the several constraints imposed by the Autonomous Corrector algorithm). This force feedback signal can then inform the human operator about the feasibility of her/his intended motion commands over a future time window, making it thus easier for the operator to control the robot motion in highly cluttered or difficult environments.
Subsequently, the Chapter has focused on the case of shared control of multiple mobile robots. Here, the main contributions have been in the modeling of the inter-robot interactions in order to (i) obtain a desired behavior for the overall robot formation while, at the same time, (ii) guaranteeing the fulfillment of additional constraints/requirements such as collision avoidance and (iii) ensuring passivity of the closed-loop behavior of the slave side (the multi-robot group) for implementing a stable bilateral teloperation loop. Because of the large redundancy of the slave side ($N$ robots for a single human operator), the shared control architecture was designed as follows for the various cases: a formation controller (in different settings) is in charge of controlling most of the internal DOFs of the robot group (e.g., by enforcing maintenance of a desired shape), and the human operator is given the possibility to act on those (few) DOFs left free by the formation controller action. As usual, the force feedback signal was generated as a function of the mismatch between the commanded velocities and their realization by the robot group.

Two conceptually distinct possibilities were considered for the formation control component of the slave side: a constant topology case, and an unconstrained topology case. The constant topology case attempts to force the agents to attain a desired shape defined in terms of pair-wise geometrical constraints such as relative distances or bearing vectors. This way, a well-defined shape is imposed to the $N$ agents for applications involving, e.g., precise measurement, transportation, or environmental coverage. The human operator can then act on the free DOFs of the (constrained) robot formation, for instance a global translation and rotation for distance constraints, and a global translation, rotation about a vertical axis, and expansion for bearing constraints. The pair-wise couplings among the agents are assumed specified at the beginning of the task and constant during motion, from which the term constant topology for this class of algorithms.

The unconstrained topology case, on the other hand, addresses the case of a much looser coupling among agents where the pair-wise geometrical constraints can be created or lost at runtime as a function of the robot states. This makes it possible to take into account sensing/communication limitations that can prevent a robot in the group to obtain the needed state measurements of its neighbors for implementing a formation control action. This flexibility does not allow, in general, to impose a desired shape to the robot group. However, one typically aims at obtaining a coherent collective motion of the $N$ robots without a special interest in the specific relative positions of each robot in the group. In this setting, the human operator is then in charge of controlling the motion of a small subset of the $N$ robots (e.g., typically a single leader) for then steering the rest of the group in the environment. And, again, the force feedback signal is generated from the difference between commanded and actual leader(s) velocities. In the reported works, two possibilities have been considered for this unconstrained case: first, a general framework for ensuring passivity of a slave-side with time-varying topology where interaction links can be created/lost at runtime with no special requirements, and where spring-like coupling are established among interacting pairs (for ensuring a cohesive behavior to the whole group). Then, this framework has been extended to take into account the (global) constraint of preserving connectivity of the agent group despite the possible changes in the interaction topology. This way, the robots are still allowed to lose/gain neighbors over time, but with the guarantee of never threatening the group connectivity (which is a basic requirement for the convergence of any distributed control algorithm).

All the reported schemes for the constant and unconstrained cases can be implemented in a fully decentralized way by only resorting to relative measurements (e.g., relative distances, positions or bearing angles) and 1-hop communication. Furthermore, an experimental validation of the various approaches have also been successfully performed by exploiting quadrotor UAVs as robotic platform. Besides the
reported results, an intercontinental teleoperation experiment involving Germany and South Korea has also been performed [C38], see Fig. V.45. In this experiment, a human operator located at the Max Planck Institute for Biological Cybernetics, Germany, operated a group of quadrotor UAVs located at the same site, but by means of a real intercontinental Internet channel passing through a machine located at the Korea University, in Seoul (KU). Tracing packets between both endpoints revealed a route over the North American continent containing 25 hops resulting in a raw IMCP travel time of about 295 ms. The goal of this demo was to show the feasibility of the shared control framework by stressing in real conditions the robustness of the various theoretical claims (e.g., stability of the teleoperation loop). Finally, a user study has also been designed and conducted for assessing what combination of force cues led to an improved maneuverability and perceptual sensitivity for a human operator in the constant topology case. The findings of this study can be used to optimize several parameters of the force feedback algorithm in order to maximize the operator’s awareness in ‘tele-navigating’ the robot group.

V.5.2 Perspectives

Given the broad range of the topics addressed in this chapter (multi-robot coordination strategies, trajectory planning algorithms, shared control architectures, user evaluations), there clearly exists a large number of open points and future directions w.r.t. what summarized in the previous sections. First of all, the reported works have mainly focused on the algorithmic challenges inherent to a multi-robot shared control scenario, namely, decentralized multi-robot coordination from relative measurements, passivity (stability) of the multi-robot slave side, autonomous generation of trajectories for mobile robots, and
so on. A smaller attention has been instead devoted to the need of running proper user evaluations in order to assess the effectiveness of the various force feedback schemes (also in conjunction with the multi-robot coordination algorithms). In this respect, apart from the studies reported in Sect. V.4 (that addressed the specific case of shared control for the constant topology case), the design of the force cues has often followed a heuristic approach in which the user has been provided with cues proportional to the difference between her/his commands and their actual realization. This design is clearly reasonable (and indeed exploited in many different bilateral teleoperation contexts), but obviously a much more rigorous user evaluation of all the various possibilities proposed in the reported works should be performed for obtaining a fair evaluation of the several approaches.

Coming to the algorithmic contributions in the multi-robot shared control scenarios, here, again, a quite large number of possible improvements can be conceived for addressing the many open points. Some of these have been covered by additional works not mentioned in the previous Sections. For instance, a (known) drawback of the coordination algorithms for the constant topology case with distance constraints of Sect. V.3.1.1 is the need of measuring relative positions (in a common shared frame of reference) in order to control the relative distances (which is the goal of the coordination algorithm). Therefore, the controller of Sect. V.3.1.1 cannot be implemented by only resorting to measured distances, but an additional relative bearing/position sensor needs to be assumed onboard the robots, together with the (assumed) possibility for the robots to agree on a common reference frame where to express all quantities. This issue has been resolved in the subsequent works [C37, J18], where rigidity maintenance for formations defined by distance constraints has been addressed. In short, if a formation is rigid w.r.t. the distance constraints, all the positions of the agents are ‘fixed’ w.r.t. a frame attached to the formation itself. It then becomes possible to estimate the relative positions of each agent w.r.t. a common (although arbitrary) frame of reference by only exploiting the measured distances. This idea has indeed been exploited in [C37, J18] for implementing formation controllers based on distance constraints by only resorting to distance measurements (via a concurrent estimation algorithm for retrieving the needed relative position information).

Along similar lines, the nice properties of the bearing formation controller discussed in Sect. V.3.1.2 (all the control actions can be computed from the sole measured bearings) are due to the very special structure assumed for the interaction graph among the agents, see Fig. V.26. Indeed, this graph assumes presence of two special agents (beacons) of which, e.g., one (the leader) needs to measure and to be measured by all the other agents in the group. The special structure of this interaction graph makes it possible for the agents to reconstruct all the needed information (e.g., relative orientations between their body frame) from the available bearings. However, this special structure also restricts the possible applications of the proposed algorithm to general situations since, as explained, one agent needs to ‘see’ and to ‘be seen’ by all the other ones. In this respect, the works reported in [C44, C57, C63] have proposed different control schemes able to stabilize a formation defined in terms of relative bearings without special requirements on the interaction graph apart from being ‘bearing rigid’ (a necessary requirement for solving the formation control problem). By exploiting these results, one could then devise an extension of what reported in Sect. V.3.1.2 for, e.g., allowing for a time-varying topology for the measurement graph in order to take into account sensory limitations such as the limited camera fov (which is now cursorily addressed in [J11]).

Furthermore, some extensions have also been proposed w.r.t. what reported in Sect. V.3.2 for the unconstrained topology cases. In particular, the work in [C36] has improved the scheme of Sect. V.3.2.1 by proposing a passification method (still based on the Tank machinery) for dealing with presence of
communication delays among the agents and with the master side. The *connected* topology case of Sect. V.3.2.2 has also been extended in [C45] in order to take into account the possibility of modifying *online* the minimum degree of connectivity $\lambda^{\min}_{2}$ for the robot group so as to render the group ‘stiffer’ or ‘looser’ during motion according to the particular situation. Finally, the works [C32, J24] have addressed the issue of selecting *online* and in a decentralized way the ‘best’ leader among the $N$ robots for maximizing the tracking performance of the human commands.

A final open point only partially addressed in the reported works is the actual implementation of all the reported coordination schemes *without* the aid of external centralized facilities such as external motion capture systems (e.g., Vicon). Indeed, while the design stage of all the proposed schemes is *decentralized* and dependent on only *relative information*, the actual experimental realizations strongly relied, implicitly or explicitly, on the presence of a (centralized) Vicon system which, by tracking all the robots in the scene, allows mimicking the presence of onboard sensing out of a global/centralized overview of the group. Obviously, the use of Vicon is appropriate for ease of development, debugging and testing, or for applications designed for well-defined spaces/environments (e.g., indoor factory floors or external outdoor environments covered by GPS). However, it obviously lacks the flexibility for being deployed in real-world unstructured environments (e.g., indoor collapsed buildings, in highly crowded spaces, underwater or underground). In order to obtain a real experimental validation of the various approaches, one should then aim towards the design and implementation of a fully autonomous team of cooperating robots able to accomplish a mission by only resorting to their “own skills”, i.e., local sensing (e.g., cameras) and communication capabilities. This is, indeed, the goal of the ANR Young Researcher Project “SenseFly – Sensor-Based Flying Multi-Robot Systems” funded by the French National Research Agency in 2014 and currently under progress.

V.5.3 Main references

The work presented in this Chapter is based on the following material:

- Ph.D. Thesis of Carlo Masone “Planning and Control for Robotic Tasks with a Human-in-the-Loop”, July 2014, University of Stuttgart, Germany


### V.5.4 Videos

- Shared control and planning of a single quadrotor UAV (Sect. V.2): simulations [https://youtu.be/ZY8pFydb0oY](https://youtu.be/ZY8pFydb0oY) and experiments [https://youtu.be/n9x7_pbDn2I](https://youtu.be/n9x7_pbDn2I)

- Shared control of multiple robots with constant topology and distance constraints (Sect. V.3.1.1): experiments [https://youtu.be/1YKvhTIddYY](https://youtu.be/1YKvhTIddYY)

- Shared control of multiple robots with constant topology and bearing constraints (Sect. V.3.1.2): simulations [https://youtu.be/LkfB0l841zY](https://youtu.be/LkfB0l841zY) and experiments [https://youtu.be/9RiGd7DTk34](https://youtu.be/9RiGd7DTk34)

- Shared control of multiple robots with time-varying *unconstrained* topology (Sect. V.3.2.1): simulations [https://youtu.be/MA1sH0Lbtqw](https://youtu.be/MA1sH0Lbtqw) and experiments [https://youtu.be/OiI83mrVuYU](https://youtu.be/OiI83mrVuYU)

- Shared control of multiple robots with time-varying *connected* topology (Sect. V.3.2.2): simulations [https://youtu.be/9r4yBh4R9Hw](https://youtu.be/9r4yBh4R9Hw) and experiments [https://youtu.be/cokHQY46Rfw](https://youtu.be/cokHQY46Rfw),

- Intercontinental shared control of multiple robots (Fig. V.45): experiments [https://youtu.be/3MfhZ01x0Hw](https://youtu.be/3MfhZ01x0Hw)
Chapter VI

Rigidity-based Decentralized Formation Control and Localization

These last Chapters are meant to provide a very high-level illustration of some additional activities related to the core material presented so far. For the reader’s convenience, each chapter is paired with a corresponding Appendix where a publication representative of the reported material is attached.

As explained at the end of the previous Chapter, the notion of rigidity of a multi-robot spatial arrangement plays a central role for the development of cooperative (and decentralized) formation control and localization algorithms. An accessible overview of many fundamental concepts related to rigidity in the multi-robot domain can be found in [Anderson et al., 2008]. In essence, rigidity of a formation tries to characterize the global/local uniqueness of the robot spatial arrangement (relative poses) given the number and values of the pair-wise geometrical constraints that exist among interacting/neighboring pairs. For instance, considering the examples of the previous Chapter, when distance constraints exist (or are enforced) among pairs of robots one can analyze whether these constraints are enough to define a unique (desired) shape for the robot formation up to a global roto-translation. In case they do, the formation is termed ‘rigid’ in the sense that the relative positions of the agents are ‘fixed’ (in a frame attached to the formation itself) by the pair-wise distance constraints. Figure VI.1 shows a (typical) example of non-rigid and rigid formations in the plane in the case of distance constraints. The formation in Fig. VI.1(A) is non-rigid since it can be ‘deformed’ without changing the values of the constraints (distances). Indeed, the the agents in Fig. VI.1(B) have the same inter-distances over the edges of the graph but, clearly, their relative positions are different from those in Fig. VI.1(A). The formation in Fig. VI.1(C) is, instead, rigid since the agent positions are fixed (modulo a roto-translation on the plane) by maintaining the inter-distances specified by the interaction graph. Conceptually similar considerations can obviously be drawn for other kinds of pair-wise geometrical constraints such as the bearing vectors discussed in the previous Chapter.

In our context, the interest in rigidity of a multi-robot formation stems from the fact that, if a formation is rigid, then (i) the formation control problem can be univocally solved by only regulating the pair-wise geometrical constraints (e.g., the inter-robot distances), and (ii) the relative localization problem can also be univocally solved (in a common frame attached to the formation) by only processing the values of the pair-wise geometrical constraints (e.g., the inter-robot distances or bearing vectors). A multi-robot
Formation rigidity for the purpose of formation control and cooperative localization has been addressed in [C37, J18, C44, C57, C63]. In particular, the works [C37, J18] have considered the problem of rigidity maintenance for a group of mobile robots in 3D with distance measurements, that is, how to preserve rigidity of a formation by allowing online gain/loss of interacting pairs because of sensing constraints (thus, extending the connectivity maintenance algorithm of Sect. V.3.2.2 to the rigidity case). Indeed, it is possible to give an algebraic characterization to the notion of (infinitesimal) rigidity by looking at the spectral properties of the so-called Rigidity matrix, which plays a similar role to the Laplacian matrix for the connectivity case. By keeping the Rigidity matrix full-rank over time, one can then ensure maintenance of formation rigidity despite a possible time-varying topology for the interaction graph. In this respect, Figure VI.2 shows some snapshots of a simulation and experiment involving several quadrotor UAVs flying in a rigid formation but with the possibility of losing/gaining neighbors over time because of sensing constraints (maximum range and occluded visibility).

The works [C44, C57, C63] have instead addressed the problem of formation control and cooperative localization for formations defined in terms of relative bearing vectors for agents in $\mathbb{R}^2 \times SO(2)$, that is, point-wise planar agents equipped with a local body frame where all measurements and control actions are expressed. This scenario is particularly relevant when adopting cameras as onboard sensors for obtaining a relative measurement of neighboring robots. Cameras, indeed, allow obtaining bearing measurements expressed in the local camera/body frame of each agent in the group. The lack of a global/shared frame where all measurements and control actions can be expressed in poses some additional challenges to the localization and formation control problem, since the agents need also to agree on how to ‘interpret’ any measurement taken by neighboring robots and transmitted via local communication. While most of the literature simply assumes availability of a global frame to all agents in the group (e.g., by assuming presence of a compass measuring the magnetic north), the works in [C44, C57, C63] have instead resorted the theory of rigidity for bearing formations in $\mathbb{R}^2 \times SO(2)$ for solving the formation control and localization problem without explicitly requiring external availability of a global frame for the agents.
VI.1 Main references

The work presented in this Chapter is based on the following material:
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Chapter VII

Novel Mechanical Designs for Quadrotor UAVs

This Chapter summarizes the works [C35, C46, J19] in which a novel overactuated concept for a quadrotor UAV has been proposed. Indeed, standard quadrotor UAVs (such as those exploited in the experiments of the previous Chapters) possess a limited mobility because of their underactuation, i.e., availability of 4 independent control inputs (the 4 propeller spinning velocities) vs. the 6 DOFs parameterizing the quadrotor position/orientation in space. As a consequence, the quadrotor pose cannot track arbitrary trajectories in space (e.g., it can hover on the spot only when horizontal). Such a underactuation not only affects the quadrotor flying ability in free or cluttered space, but it also degrades the possibility of interacting with the environment by exerting desired forces in arbitrary directions, thus limiting the exploitation of quadrotors as as autonomous flying service robots. On the other hand, quadrotor UAVs are more and more employed as service robots for interaction with the environment, as proven by the recently funded EU projects “AIRobots” [AIRobots, 2013] and “ARCAS” [ARCAS, 2011], and by the works of several groups which addressed the design and implementation of strategies for interacting with the environment, either in the form of direct contact [Gentili et al., 2008, Naldi and Marconi, 2010, Marconi and Naldi, 2012] or by considering aerial grasping/manipulation tasks [Pound et al., 2011, Lindsey et al., 2011, C39, Sreenath and Kumar, 2013, Mamubens et al., 2013].

In this respect, the works [C35, C46, J19] have instead explored different actuation strategies that can overcome the underactuation problem and allow for full motion/force control in all directions in space. In particular, we focused on a novel actuation concept for a quadrotor UAV in which all the (usually fixed) propellers are allowed to tilt (in a controlled way) about the axes connecting them to the main body frame. Indeed, by means of these additional 4 actuated tilting dofs, it is possible to gain full controllability over the quadrotor position and orientation, thus transforming it, as a matter of fact, in a fully actuated flying rigid body.

Figure VII.1 shows a picture of the first prototype of ‘quadrotor with tilting propellers’, denoted as holocopter in the following, while Figs. VII.2 report an illustrative view of the main quantities of interest (in particular, the four tilting angles $\alpha_i$ that can now be actuated), and a detailed view of the tilting mechanism with the main forces/torques acting on it during flight.
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Figure VII.1: Picture of the holocopter prototype. The four propeller groups are slightly tilted. The red bar indicates the positive direction of the holocopter body axis.

Figure VII.2: Left: schematic view of the quadrotor considered in this paper. The overall center of mass is assumed to be in the body frame center. The symbol $L$ represents the length of all propeller arms, $\omega_i$, $i = 1 \ldots 4$, the propeller rotation speed and $\alpha_i$, $i = 1 \ldots 4$, the orientation of the propeller group. Right: $i$-th tilting arm visualizing the body frame $\mathcal{F}_P$, the associated propeller thrust $T_i$, torque $\tau_{ext}$, and the propeller tilt angle $\alpha_i$.

By exploiting standard techniques (e.g., Newton-Euler procedure), one can derive a complete description of the quadrotor dynamic model by considering the forces/moments generated by the propeller motion, as well as any cross-coupling due to gyroscopic and inertial effects arising from the relative motion of the 5 bodies composing the quadrotor (main body and four tilting propellers). As shown in [C35, C46, J19], this complete dynamic model can be further simplified into the following simpler system

$$
\begin{align*}
\ddot{p} &= \begin{bmatrix} 0 \\ 0 \\ -g \end{bmatrix} + \frac{1}{m} w R_B F(\alpha) w \\
\dot{\omega}_B &= I_B^{-1} \tau(\alpha) w \\
\dot{\alpha} &= w_\alpha \\
\dot{w} R_B &= w R_B [\omega_B]_\wedge
\end{align*}
$$

(VII.1)

still able to capture the main effects acting on the holocopter but more suited for control design. Here,
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\[ h_i(w_i) \text{ with } \bar{w}_{\text{min}} = 126 \text{ [rad/s]} \text{ (solid red vertical line),} \]
\[ \bar{w}_{\text{rest}} = 450 \text{ [rad/s]} \text{ (dashed red vertical line). Note that } h_i(w_i) \to \infty \text{ as } |w_i| \to w_{\text{min}} \text{ or } |w_i| \to \infty, \]
\[ \text{and that } h_i(w_i) \text{ has a unique minimum at } w_{\text{rest}} \text{ with continuous derivative.} \]

\[ w \in \mathbb{R}^4 \text{ represents the set of four spinning velocities, i.e., the control inputs available to standard quadrotors. On the other hand, } w_\alpha \in \mathbb{R}^4 \text{ represents the new four tilting velocity commands available for the holocopter (for a total of then } 4+4 = 8 \text{ velocity commands). System (VII.1) can be shown to be dynamically feedback linearizable by taking the main body position } p \text{ and orientation } W_R^B \text{ as output functions and by inverting the input/output mapping at the third differential order. The resulting } 6 \times 8 \text{ decoupling matrix (to be pseudo-inverted by the control law) results to be a function of the spinning velocities } w \text{ and tilting angles } \alpha, \text{ and can be proven to be full rank if and only if no propeller comes at rest during flight, i.e., } w_i \neq 0, \ i = 1 \ldots 4. \]
\[ \text{Since the actuation redundancy (eight control inputs for six controlled quantities) can be exploited for optimizing any criterium of interest, it is then possible to penalize either too small propeller velocities (for preventing singularities of the control scheme) or too large propeller velocities (for minimizing the total energy consumption because of air drag). This can be accomplished by minimizing, in the null-space of the main control action, a suitable cost function } h_i(w_i) \text{ for each propeller such as that shown in Fig. VII.3.} \]
The proposed modeling approach and control design has been successfully validated in a number of simulation and experiments as reported in [C35, C46, J19]. For instance, Fig. VII.4 reports the results of a simulation meant to show the importance of minimizing the cost functions $h_i(w_i)$ in the null-space of the main control action. Indeed, in Fig. VII.4 the quadrotor is commanded to perform a 180 deg rotation about a horizontal axis while staying fixed in space (a maneuver clearly not possible with a standard quadrotor UAV). In one case (top row), the cost functions $h_i(w_i)$ are minimized, and in the other case (bottom row) they are not minimized. As a consequence, in the first case the quadrotor can perform the commanded maneuver by rearranging the propeller groups so as to have them vertical again at the end of the motion (with, thus, the minimum energy consumption needed for hovering in place). In the second case, on the other hand, the quadrotor ends up with two propellers pointing upwards and two downwards, with an internal cancellation of the four propeller thrusts (and, thus, a very inefficient configuration for hovering).

Figure VII.5 reports some snapshots taken during a flight experiment obtained with the first prototype. In this experiment, the holocopter was commanded to track a horizontal eight-shape trajectory with superimposed a sinusoidal rotation about one of its body axis which is, again, a maneuver not possible for a standard quadrotor UAV. In the same spirit, Figs. VII.6 report some snapshots of the holocopter passing through a narrow passage along a straight horizontal path while keeping a tilted orientation (needed to avoid collision with the obstacles).
Finally, Fig. VII.7 shows a CAD model of a second-generation prototype (currently under construction) meant to overcome the main technological limitations of the first prototype, namely, a poorly performant tilting actuation system, an excessive weight w.r.t. the generated thrust, and the presence of mechanical end-stops for the tilting propellers (which, thus, could not rotate endlessly about their tilting angles).

VII.1 Main references

The work presented in this Chapter is based on the following material:

- Ph.D. Thesis of Markus Ryll “A Novel Overactuated Quadrotor UAV”, February 2015, University of Stuttgart, Germany


VII.2 Videos

- Simulation and experimental results of holocopter performing different maneuvers [https://youtu.be/hA-uNHW8MLE](https://youtu.be/hA-uNHW8MLE)
Chapter VIII

Active Structure from Motion

This last Chapter will summarize the works [J23, J20, J17, C62, C61, C60, C55, C54, C53, C51, C49, C40, C34] that addressed, in different contexts and scenarios, the general problem of optimizing online the convergence rate of Structure from Motion (SfM) estimation schemes by acting on the motion of a monocular camera observing a (partially) unknown scene. Structure from Motion (SfM) is a very classical and well-studied topic in computer and robot vision and, broadly speaking, it refers to the problem of recovering the ‘missing structure’ of the observed scene by processing the images taken by a moving camera. Within the scope of the reported works, by ‘missing structure’ we will mostly refer to some metric/3D information associated to the tracked image features that cannot be directly measured on the image plane because of the perspective projection performed by monocular cameras. Common examples include the depth of point features, the distance of a planar scene, or the size of a tracked 3D object.

When processing consecutive images over time, a popular possibility is to treat SfM as a recursive/filtering task where images and (known) camera motion are elaborated online for obtaining an incremental estimation of the scene structure. A large number of works has addressed SfM as a filtering problem: for instance, Extended Kalman Filter (EKF)-based solutions have been proposed in [Matthies et al., 1989, Soatto et al., 1996, Civera et al., 2008, Civera et al., 2010, Omari and Ducard, 2013], while other approaches exploiting tools from (deterministic) nonlinear observation can instead be found in [Dixon et al., 2003, Metni and Hamel, 2007, De Luca et al., 2008, Robuffo Giordano et al., 2008, Morbidi et al., 2010, Sassano et al., 2010, Durand Petiteville et al., 2010, Martinelli, 2012] and references therein.

Structure from Motion is, however, a nonlinear estimation problem because of the nonlinear sensor mapping from the observed environment to the sensor space (i.e., the perspective projection performed by cameras). A consequence of this nonlinearity is that the estimation convergence rate and accuracy depend on the particular trajectory followed by the robot/camera which, loosely speaking, must guarantee a sufficient level of excitation during motion. For example, a poor choice of the system inputs (e.g., the camera linear velocity) can make the 3D scene structure non-observable whatever the employed estimation strategy, resulting, in practice, in inaccurate state estimation for trajectories with low information content. This, in turn, can degrade the performance of any planner/controller that needs to generate actions as a function of the reconstructed states, possibly leading to failures/instabilities in case of too large estimation errors [De Luca et al., 2008, Malis et al., 2010].

The observability conditions for SfM are not (in general) time-invariant but may both depend on the current state and on the current applied inputs (i.e., the camera motion). Indeed, SfM falls into the class of nonuniformly observable systems where there exist ‘singular inputs’ that prevent state observation [Besançon and Hammouri, 1996].
Because of the role played by the camera trajectory for the convergence of SfM algorithms, it is then meaningful to study how to optimize the camera motion in order to maximize (some measure of) the SfM performance. An online solution to this problem has been proposed in [C51] by detailing a general strategy able to actively impose to the SfM estimation error a desired convergence behavior equivalent to that of a reference linear second-order system with desired/assigned poles. The main sketch of the idea is as follows: let $s \in \mathbb{R}^m$ the set of measured visual features (e.g., the $x$ and $y$ coordinates of a point feature), $\chi \in \mathbb{R}^p$ the vector of unmeasurable 3D quantities associated to $s$ (e.g., the depth $Z$ for a point feature), and $(v, \omega)$ the camera linear/angular velocities in the camera frame. It is possible to show that the dynamics of $s$ and $\chi$ obeys the following general form

$$\begin{cases} \dot{s} = f_m(s, \omega) + \Omega^T(s, v)\chi \\ \dot{\chi} = f_u(s, \chi, u) \end{cases} \tag{VIII.1}$$

that exhibits, in particular, linearity of the unknown $\chi$ (the 3D quantities to be estimated) w.r.t. the dynamics of $s$. As a consequence, matrix $\Omega^T(s, v)$ (which represents the ‘sensitivity’ of $\dot{s}$ w.r.t. $\chi$) results a function of only known quantities (the measured $s$ and the camera linear velocity $v$), and it becomes possible to act on $v$ in order to increase the conditioning of the ‘sensitivity’ $\Omega^T(s, v)$ during the camera motion.

This insight has been exploited in [C51] for proposing an active SfM scheme built upon the dynamics (VIII.1) and yielding an estimation error with assignable convergence rate (by suitably acting on the camera linear velocity $v$ and estimation gains). By letting $z(t) = \chi(t) - \hat{\chi}(t)$ represent the SfM estimation error, the convergence rate of $z(t)$ results dictated by the norm of the square matrix $\alpha \Omega \Omega^T$ (in particular by its smallest eigenvalue $\sigma_1^2$) which then plays the role of an observability measure for system (VIII.1). For a given choice of gain $\alpha$ (a free parameter of the SfM scheme), the larger $\sigma_1^2$ the faster the error convergence, with in particular $\sigma_1^2 = 0$ if $v = 0$ (as well-known, only a translating camera can estimate the scene structure). Furthermore, the eigenvalue $\sigma_1^2$ and its Jacobian w.r.t. the camera linear velocity $v$, i.e., $J_v = \partial \sigma_1^2 / \partial v$, have a closed form expression function of $(s, v)$ (known quantities).

It is then possible to optimize online the camera linear velocity $v$ in order to, e.g., maximize the value of $\sigma_1^2$ by following its positive gradient $J_v$ and, as a consequence, increase the convergence rate of the estimation error $z(t)$. This online optimization of $v$ represents the active component of the SfM algorithm and it brings several added values compared to more classical inactive estimation strategies: for instance, it allows obtaining the ‘best’ estimation error convergence when subject to real-world constraints such as limited camera velocity or upper bounds on the estimation gains due to noise, discretization, or other typical non-idealities. Furthermore, from a more theoretical perspective, one can also get insights into the optimal camera trajectories needed to estimate the scene structure for particular classes of SfM problems (e.g., when dealing with point features or specific 3D geometrical primitives).

In this respect, the general active SfM machinery introduced in [C51] has then been applied to several case studies and application scenarios. For instance, in [J17, C54] a number of successful experimental results have been obtained by considering the case of a eye-in-hand camera tracking a point feature (with an unknown depth $Z$ to be estimated), and a sphere and a cylinder (with an unknown radius $R$ to be estimated). Figures VIII.1 report some snapshots of the experiments, while Figs. VIII.2 show the optimized camera trajectories vs. the non-optimized ones. All cases showed a very good match between the theoretical analysis and obtained experimental results (in terms of predicted/assigned convergence rate to the estimation error $z(t)$).
The works in \cite{C53, C60} considered, instead, the case of a planar scene made of \(N\) 3D point \(P_k = (X_k, Y_k, Z_k)\) belonging to a common plane with equation \(\mathbf{n}^T \mathbf{E} + d = 0\), with \(\mathbf{n} \in \mathbb{S}^2\) being the unit normal vector and \(d \in \mathbb{R}\) the distance to the plane. In this case, the estimation problem consisted in retrieving the 3D plane parameters \((\mathbf{n}, d)\) from the tracked \(N\) point features \(\mathbf{p}_k\) (projection of the \(N\) 3D points \(P_k\)) gathered during motion.Detection and estimation of 3D planes from the raw visual data is, in fact, a typical problem faced by, e.g., ground mobile robots or UAVs autonomously navigating in unknown indoor environments. Indeed, in many situations, and especially in artificial environments, the surrounding scene can be reasonably approximated as a collection of planes. This simple modelization is often sufficient for solving tasks such as navigating in a corridor or positioning inside a room. Indeed, in many situations, and especially in artificial environments, the surrounding scene can be reasonably approximated as a collection of planes. This simple modelization is often sufficient for solving tasks such as navigating in a corridor or positioning inside a room. In \cite{C53, C60} three different possibilities were considered and compared for solving the active SfM problem: a first one (the baseline method) based on the classical decomposition of the homography constraint \cite{Ma et al., 2003}, a second one based on a least-square fitting of the 3D estimated positions \(\hat{\mathbf{P}}_k\) of the 3D points on the plane, and a third one based on the machinery of (discrete) image moments made of the tracked point features \cite{Tahri and Chaumette, 2005}. The advantage of this latter method is that it directly yields the estimated plane parameters \((\mathbf{n}, d)\) (3 independent quantities) as output, instead of first retrieving the \(N\) estimated points \(\hat{\mathbf{P}}_k\) for then solving algebraically a least-square fitting problem. Thus, the complexity of the SfM scheme results reduced w.r.t. the previous two methods as the number of estimated states is independent of the number of tracked points and, since \((\mathbf{n}, d)\) are directly estimated via a filtering process, one can also expect an increased level of robustness w.r.t. non perfectly planar scenes as no algebraic step is involved (contrarily to the first two methods).

The three methods were experimentally tested with the setup shown in Figs. VIII.3, i.e., a dotted pattern and a topographic map used for feature extraction and tracking. Presence of outliers was also considered, as shown in Figs. VIII.3(D–E) for assessing the robustness of the approach. Overall, good
results were obtained in estimating \((n, d)\) in real conditions, also in the (intentional) presence of some outliers w.r.t. the main dominant plane. In particular, the third (moment-based) method resulted the most robust against outliers because of its better filtering capabilities.

In [J20, C49, C40, C34], we instead considered the case of a quadrotor UAV equipped with an onboard camera and an Inertial Measurement unit (IMU) flying over a planar scene. The goal, in this case, was to recover the quadrotor linear velocity \(v\) and distance to the plane \(d\) by fusing together the scaled velocity \(v/d\) (obtained from an algebraic decomposition of the perceived optical flow) with the IMU measurements, that is, angular velocity \(\omega\) and specific acceleration \(f\) (which provides the needed ‘metric’ information for disambiguating \(v\) and \(d\) from the measured \(v/d\)). The active SfM framework introduced in [C51] was then suitably extended to cover this case as well, by spelling out the various implementation details and observability conditions. In particular, it was possible to show that the pair \((v, d)\) can be disambiguated from the measured \(v/d\) if and only if the camera undergoes a physical acceleration w.r.t. the observed plane, and, consequently, moving at constant velocity cannot allow the estimation to converge.

A detailed comparison against a more standard EKF (with same process and measurement models) was also provided by means of a number of experiments where the two filters were tested in parallel on the same trajectories and measurements. Overall, the active SfM algorithm performed consistently better than the EKF in terms of convergence rate of the estimation error. Figures VIII.4(A–C) show the experimental setup, a snapshot of the quadrotor flying over the planar scene, and an onboard view of the extracted optical flow. Figure VIII.4(D), on the other hand, reports the results of a comparison in estimating the plane distance \(d\) between the EKF (blue line) and the active SfM algorithm (red line) during one experimental run.
Finally, the works in [J23, C55] addressed the issue of coupling the active SfM algorithm with the concurrent execution of a Image-Based Visual Servoing (IBVS) task [Chaumette and Hutchinson, 2006] in an attempt to bridge the field of visual control (the IBVS task) with that of active perception (the active SfM scheme). Indeed, there clearly exist a tight coupling between visual perception and control: the convergence/behavior of a visual control task also depends on the estimation accuracy of some unmeasurable 3D metric information associated to the tracked features (e.g., again, the depths of point features). However, the performance in estimating the needed 3D quantities is also dictated by the particular camera trajectory generated by the visual controller. Therefore, perception should be (actively) optimized for the sake of improving the visual control performance, and the chosen visual controller should generate a camera trajectory that maximizes the information gathered during motion for facilitating the estimation task.

In [J23, C55] this perception/action coupling has been addressed by considering an eye-in-hand camera carried by a manipulator arm, and by projecting the action generated by the active SfM scheme in the null-space of the main visual servoing task (regulation of a set of point features). In order to obtain the largest degree of redundancy w.r.t. the visual task, the norm controller introduced in [Marey and Chaumette, 2010] has been suitably extended to the case at hand. Indeed, the control strategy proposed in [Marey and Chaumette, 2010] allows (under suitable conditions) to replace the regulation of an error vector $e \in \mathbb{R}^m$ (the classical visual error) by its norm $\|e\|$ which, being a one-dimensional task, grants the largest possible degree of redundancy w.r.t. the camera motion. The nom controller suffers however from some structural singularities when the error norm $\|e\|$ becomes too small, so that a switch to the classical regulation of the error vector $e$ is needed. A suitable strategy for implementing this switch in a smooth way, and with the guarantee of a monotonic decrease of the error norm $\|e\|$ has been developed in [J23, C55].
Figures VIII.5–VIII.6 report some results obtained using a cubic object with some black dots on its surface, and a non-textured object where a number of points was arbitrarily segmented and tracked. Figures VIII.5(A)–(C) and Fig. VIII.6(B) depict the camera trajectory during the IBVS task, with the blue line representing the active phase (during the regulation of the error norm), and the green line the non-active phase (during the regulation of the full error vector). It is worth noticing how the active SfM induces a ‘spiralling’ motion to the camera in order to maximize the convergence rate of the 3D estimation error. Similar results can also be found in Figs. VIII.7(A–B) where multiple spiralling motions are present: indeed, in this case the target object was purposely displaced during the servoing for introducing an “external disturbance” able to increase both the servoing and the estimation errors above their minimum thresholds with a corresponding (re-)activation of the optimization of the camera motion.

In all the tested cases, the proposed coupling between active perception and visual control showed some clear benefits in terms of: (i) obtaining a faster convergence of the structure estimation error during the servoing transient w.r.t. non-active cases, and (ii) imposing an improved closed-loop IBVS behavior by significantly mitigating the negative effects of an inaccurate knowledge of the scene structure.

VIII.1 Main references

The work presented in this Chapter is based on the following material:

- Ph.D. Thesis of Volker Grabe “Towards Robust Visual-Controlled Flight of Single and Multiple UAVs in GPS-Denied Indoor Environments”, March 2014, University of Tübingen, Germany
- Ph.D. Thesis of Riccardo Spica “Contributions to Active Visual Estimation and Control of Robotic Systems” (tentative), December 2015 (expected date), University of Rennes 1, France
Figure VIII.7: Same pattern as in Fig. VIII.5, but, in this case, the target object was intentionally displaced for repeatedly triggering the activation of the optimization of the camera motion.


- R. Spica and P. Robuffo Giordano. A Framework for Active Estimation: Application to Structure from Motion. In *Proc. of the 2013 IEEE Conf. on Decision and Control (CDC 2013)*, 2013 (ref. [C51])


Sect. VIII.2. Videos

• R. Spica, P. Robuffo Giordano, and F. Chaumette. Plane Estimation by Active Vision from Point Features and Image Moments. In *2015 IEEE Int. Conf. on Robotics and Automation (ICRA 2015)*, 2015 (ref. [C60])

• P. Robuffo Giordano, R. Spica, and F. Chaumette. Learning the Shape of Image Moments for Optimal 3D Structure Estimation. In *2015 IEEE Int. Conf. on Robotics and Automation (ICRA 2015)*, 2015 (ref. [C61])

• Omar Tahri, Paolo Robuffo Giordano, and Youcef Mezouar. Rotation Free Active Vision. In *2015 IEEE/RSJ Int. Conf. on Intelligent Robots and Systems (IROS 2015)*, 2015 (ref. [C62])

VIII.2 Videos

• Active SfM for estimating the structure of point features, sphere and cylinder ([J17, C54]): experiments https://youtu.be/u_UcCKtL214

• Active SfM for estimating the structure of planar scenes ([C53, C60]): experiments https://youtu.be/ydXfom-SDpA

• Active SfM for estimating the ground velocity and distance to the plane of quadrotor UAV ([J20, C49, C40, C34]): experiments http://youtu.be/ALo5xfH0LGo

• Coupling visual control with active perception ([J23, C55]): experiments http://youtu.be/kgoWJu-9fhs
Chapter IX

Conclusions and Perspectives

This final Chapter is meant to summarize the main contributions of the works reported in the Thesis and to provide a general discussion on the several research directions discussed so far.

As often stated throughout the Thesis, a unified underlying theme has been the design (and implementation) of shared control architectures for interfacing a human operator with single or multiple mobile robots, and in particular quadrotor UAVs. As in any shared control scenario, this interfacing was meant to realize a win-win situation: the mobile robots contribute with their autonomy, precision, motion capability (but also ‘expendability’); the human operator contributes with her/his superior cognitive skills and general situational awareness. This synergy ought to outperform the possibilities of (current) robotic systems which still possess quite limited capabilities when facing the complexity of real-world scenarios.

In this respect, we believe that the main contributions of the activities reported in the Thesis can be summarized as follows:

- two different combinations of sensory cues for a human operator in shared control of single/multiple mobile robots have been considered: a (novel) visual/vestibular feedback and a (more classical) visual/force feedback. The vestibular (i.e., self-motion) feedback is a less explored modality for providing cues to a human operator by stimulating his sense of self-motion via the use of a motion platform/motion simulator. This feedback has proven to be useful in, e.g., piloting a remote flying vehicle for increasing the operator’s situational awareness during a shared task execution via a mechanism also known as shared fate [Hing and Oh, 2009]. The force feedback is, instead, a more classical solution exploiting the operator’s ability to perceive forces when giving commands via an actuated input device. The force channel is known to have a limited ‘bandwidth’ in terms of amount of transmitted information, but it also represents a fast/reactive channel that can be exploited to quickly convey simple information such as allowed/forbidden motion directions, presence of obstacles or other impediments;

- a number of strategies for delegating some autonomy to the remote robot(s) has been proposed according to the particular tasks and scenarios. For instance, in the single robot case, Chapters IV–V have discussed two general approaches for providing cues to the human operator: a (classical) feedback based on the instantaneous mismatch between commanded and actual motion commands,

1The reader is referred to the end of Chapters IV–VIII for a more in-depth summary and discussion of the individual topics treated in the Thesis.
and a *shared planning framework* (Sect. V.2) able to generate a future trajectory (over some finite time window) accounting for both the robot mobility constraints and the operator’s commands. The resulting (force) feedback becomes then representative of the *future* consequences of the operator’s actions, as opposed to the standard case of *instantaneous* mismatch between commanded and actual motions, thus contributing to easing the operator’s mental load while steering the mobile robot in cluttered/difficult environments.

In the multi-robot case, Chapters V–VI have instead detailed a number of possible *coordination schemes* for the robot group with the operator playing the role of an ‘external planner’ in charge of providing desired velocity commands to single/multiple nodes (or leaders). The main contributions here have been in the different approaches taken for resolving the (large) discrepancy between the few DOFs actuated by the operator (e.g., three translational velocity commands) vs. the many DOFs of the whole robot group. Two main paradigms have been explored: a *fixed topology* case in which the robot formation is supposed specified at the beginning of the task and the operator is allowed to act on the motions in the ‘null-space’ of the formation geometrical constraints (e.g., a collective translation/rotation for distance constraints), and a *time-varying topology* case in which the formation is left free to change/adapt online to cope with, e.g., inter-robot sensing constraints, but with the guarantee of still preserving some fundamental global properties (such as connectivity and rigidity) needed to allow for an effective coordination among the robots;

- a novel mechanical design for an overactuated quadrotor UAV has been discussed in Chapter VII, with the aim of providing full 6D motion capabilities to the widespread (but underactuated) quadrotor platform. Indeed, the underactuation of standard quadrotors (four control inputs for six DOFs) can pose some difficulties when navigating in harsh environments, or when needing to interact (i.e., exchange forces) with the external world. The overactuated design of Chapter VII can overcome these difficulties by guaranteeing full 6D motion capabilities during flight, and it thus represents, in our opinion, a good trade-off between increased mechatronic complexity (need to actuate the four propeller tilting axes) and improved flight performance;

- finally, a quite general *active perception* framework has been presented in Chapter VIII for optimizing *online* the performance (i.e., convergence rate and final accuracy) of ‘visual-based’ state estimation schemes by acting on the camera/robot motion. This has been applied to both the cases of a fixed manipulator carrying an eye-in-hand camera, and a quadrotor UAV observing a planar scene with a downlooking camera. Furthermore, the possibility of executing a *visual servoing task* (i.e., positioning the camera/robot w.r.t. a given target) concurrently to the active optimization of the visual state estimation task has also been explored from a theoretical and implementation perspective. In all cases, very good results have been obtained in terms of performance improvement w.r.t. non-active (classical) cases. As cameras are a widespread sensor found onboard mobile robots (and, in particular, on quadrotor UAVs), the proposed active perception techniques have then the potential (in our opinion) to improve the execution of many visual-based navigation tasks for single or multiple mobile robots (such as, e.g., the bearing formation control scenario described in Sect. V.3.1).

Overall, we believe that the research activities documented in the Thesis have succeeded in combining different ideas in original ways: for instance, while bilateral teleoperation of fixed robot manipulators, or even of single mobile robots, is a well-explored topic in the robotics community, the proposed shared control frameworks for single/multiple robots were, to the best of our knowledge, new contributions to the field, bridging together (at least) three different sub-areas: bilateral teleoperation, online trajectory
(re)planning, and multi-robot distributed coordination and estimation schemes. Similarly, the use of vestibular feedback for providing cues to a human operator in control of a remote mobile robot was a novel (and almost unexplored) possibility. The same goes for the overactuated quadrotor UAV concept reported in Chapter VII: while flying vehicles with tilting propellers are not a new idea, the particular application to the quadrotor UAV case was, to the best of our knowledge, an original contribution, as also proven by the interest generated in some specialized press (IEEE Spectrum Magazine).

Finally, another important achievement of most of the reported works has been, in our opinion, the strong emphasis placed on a thorough experimental validation of the various approaches. This experimental validation has indeed made it possible to (i) prove the feasibility of our contributions on real hardware and non-perfect environments (although still in partially controlled lab conditions), but also to (ii) assess the limits of the various modeling assumptions, simplifications and idealizations that are always (explicitly or implicitly) made at the design/theoretical stage. Besides the specific results reported here, we believe that these findings can also be of practical interest for any researcher working in the field of multi-robot(-UAV) coordination and bilateral shared control.

Having listed what, in our opinion, are the core Thesis achievements, we shall now discuss the main limitations and possible improvements of the reported works which are, obviously, far from being “flawless”. First of all, many of the experimental validations involved, to some extent, partially controlled lab conditions that eased the implementation side (such as the extensive use of external motion tracking facilities for tracking the robot poses). The reported validation of the various approaches can then be only considered as a ‘partial’ result, or as a solid ‘proof-of-concept’, preliminary to all the additional testing/developments that would be needed for facing more realistic scenarios (e.g., for flying outdoor in harsh conditions, or indoor but by only relying or local onboard sensing without any centralized aid).

Indeed, the deployment truly autonomous (i.e., only exploiting their ‘own skills’ such as local sensing/communication) groups of mobile robots, and in particular to flying robots — quadrotor UAVs, still presents many unsolved challenges, mainly on the perception/decision-making side. The reasons for these difficulties are manifold and span a considerable range of robotics/computer vision/engineering areas: within the scope of this Thesis, the use of onboard local sensing and communication introduces, for instance, noise, delays, low update rates, but also state-dependent constraints on the possibility to acquire the needed information. For example, non-obstructed visibility and limited field of view hinder the use of onboard cameras in real scenarios where the assumption of a continuous perfect visibility is clearly unrealistic. Furthermore, lack of a global centralized measurement of the whole group state requires the agents to run (decentralized) local estimations of any global quantity of interest (e.g., the relative position w.r.t. the formation barycenter) with the inherent loss of performance and optimality w.r.t. centralized solutions. Finally, use of only local (i.e., expressed in the agent body-frame) relative measurements creates the need of agreeing on a common reference frame where to, e.g., express relative positions. This, in turn, requires the (decentralized) maintenance of global group properties, such as the mentioned connectivity and formation rigidity, that allow for convergence of the employed estimation schemes — an additional (and often complex) constraint to meet during the mission. It is then our opinion that, despite the positive results reported in this Thesis (and in many other works in the current state-of-the-art), a big gap still exists between the design and the actual realization of truly autonomous sensor-based applications for single/multiple mobile robots able to perform tasks in highly unstructured real-world conditions. And this gap is due to existing methodological, algorithmic and implementative limitations that still need to be overcome in the coming years.

A second limitation of the reported works, as also stressed at the end of Chapter V, is the discrepancy
between the (large) efforts spent on the *algorithmic* difficulties for implementing a shared control architecture for single/multiple mobile robots vs. the attention placed on the validation of the proposed approaches by means of principled user’s studies. Indeed, apart from the analyses of Sect. IV.4.2 and Sect. V.4, the remaining shared control architectures have always exploited the *differential paradigm* of providing a force/vestibular cue proportional to the (instantaneous or integral) mismatch between commanded and actual robot motion. This choice is quite standard in many bilateral teleoperation settings (e.g., when operating remote robots in impedance mode), and it thus represents the first natural attempt when designing shared control architectures. However, the pertinence of such a choice might be questioned as not being always supported by a solid user’s study assessing, e.g., the various pros/cons of different cueing possibilities. This is especially true in view of the specificities of the particular robotic systems considered in the Thesis (single and, even more, multiple mobile robots) that would certainly require a dedicated study for assessing which cue combination is ‘best’ according to the particular scenario/application. Therefore, in our opinion any future development or improvement of the proposed shared control approaches should definitely focus on the ‘perceptual optimization’ of the various cueing possibilities.

Finally, even by restricting the attention to the sole algorithmic contributions, the Thesis has still left some open points that should be addressed in future extensions. In our opinion, it is for instance worth mentioning the (unsolved) issue affecting the *connectivity maintenance* and *rigidity maintenance* coordination schemes of Chapters V–VI. Indeed, the implementation of these two methods is based on the possibility of estimating, in a decentralized way, a particular eigenvalue/eigenvector pair of the corresponding Laplacian and Rigidity matrices. Nevertheless, the employed estimation methods (taken from the state-of-the-art) are known to become ill-conditioned (e.g., to lose accuracy or even diverge) in presence of *repeated* eigenvalues. This known shortcoming is often overlooked (as in the reported works), and it is just assumed that the relevant eigenvalues remain ‘simple’ during motion. This assumption is, however, not supported by any theoretical guarantee, possibly causing poor performance of the eigenvector/eigenvalue estimation (and of the overall coordination scheme as well). A proper treatment of the problem would instead require the development of novel estimation methods robust against the occurrence of repeated eigenvalues in order to cope with this issue in a rigorous way.

As an additional limitation, all the proposed schemes did not consider, in an explicit way, the possible presence of measurement noise, delays, or packet losses and link failures arising when relying on onboard sensing and local communication among robots. These are clear shortcomings which would affect any real (multi-)robot application. A typical workaround, also exploited in the reported works, is to rely on gain tuning and/or on the possibility to move “slow enough” so that the effect of these non-idealities becomes negligible w.r.t. the main group motion. However, more advanced techniques should be exploited for dealing with noise and delays. For instance, for what concerns communication reliability, a very interesting possibility could be to consider *stochastic* extensions of the notion of connectivity (and of rigidity) that would take into account the possibility of losing/gaining communication links with some given probability over time [Kar and Moura, 2010]. This probabilistic modeling could be inspired by physical considerations of the employed inter-robot communication medium as nicely discussed in [Fink et al., 2012]. One could then try to maximize the expected value of the “probabilistic connectivity eigenvalue” as, e.g., defined in [Kar and Moura, 2010], so as to ensure an average level of connectivity in the group over time. The same technique could obviously also be extended to the rigidity maintenance case, or similar scenarios. Finally, in order to cope with limited refresh rate and delays of the employed sensors, advanced control techniques, such as Model-Predictive Control (MPC), could be useful [Bemporad and Rocchi, 2011] thanks to their ability to predict (to some extent) the state evolution over a future time...
window. A quadrotor UAV could, for instance, accept a very slow sampling rate of its camera by propagating over time the (simulated) positions of its surrounding UAVs until a new image becomes available. Use of MPC techniques would also prove very effective for coping with unavoidable sensing limitations such as, e.g., the typical limited field of view of onboard cameras; one could, for instance, enable a quadrotor to temporarily fly ‘blindly’ over short phases with a guarantee of subsequently regaining full visual control. Finally, we believe that It would also be very interesting to investigate the applicability of MPC techniques (or similar ideas) to the active perception machinery discussed in Chapter VIII, in order to allow for consecutive re-planning of a future trajectory with maximum information content to be executed by the robot(s). This would indeed make it easier to take into account a number of constraints, such as limited robot mobility, environmental obstructions (e.g., obstacles), or, again, sensing limitations (e.g., presence of temporary blind phases).

To conclude: we believe that the field of shared control of single and multiple mobile robots (and, in particular, of quadrotor UAVs) is a very promising and exciting one, with a bright future in terms of perspectives, application scenarios with practical utility for society and industry, and, last but not least, also a number of technical challenges that still need to be solved, but whose resolution would significantly advance the general robotics state-of-the-art. Focusing on the specific case of quadrotor UAVs, it is for instance very indicative that big companies such as DHL and Amazon have concretely started to consider the use of quadrotor UAVs for delivery tasks, see Fig. IX.1. Small-size flying robots have been used to investigate disaster sites after earthquakes in Christchurch (New Zealand) and Emilia Romagna (Italy), and most prominently at the Fukushima Daiichi power plant in Japan. In [Michael et al., 2012] impressive results in multi-floor exploration and mapping were obtained by exploiting the cooperation of a ground and an aerial robot in an earthquake-damaged building in Sendai, Japan. Three large-scale (and very ambitious) European research projects (SHERPA, ARCAS and AEROARMS [ARCAS, 2011, SHERPA, 2012, AEROARMS, 2015] have been recently funded on the use of multiple (ground/flying) robots for addressing societal needs such as cooperative transportation/assembly and search and rescue in difficult environments. The total amount of EU funding for these two projects is in the order of 20ME, thus clearly confirming even further the strong strategic interest in the multi-robot technology also at the European level. A number of researchers have started addressing the complex problem of controlling a flying robot (or multiple flying robots) equipped with an onboard manipulator arm, see [Yang and Lee, 2014, Gioioso et al., 2014, Yang and Lee, 2015, Yüksel et al., 2015] and in particular [Kondak et al.,
2014] for an impressive technological demonstrator involving a full-scale helicopter equipped with a 7-DOF lightweight KUKA arm.

The list could still be long: it is our hope that the research activities reported in this Thesis will be able, over the next years, to bring an added value to the community and to foster additional research in the field.
Appendix A

Annex to Chapter VI
Decentralized rigidity maintenance control with range measurements for multi-robot systems

Daniel Zelazo¹, Antonio Franchi², Heinrich H. Bülthoff³,⁴ and Paolo Robuffo Giordano⁵

Abstract
This work proposes a fully decentralized strategy for maintaining the formation rigidity of a multi-robot system using only range measurements, while still allowing the graph topology to change freely over time. In this direction, a first contribution of this work is an extension of rigidity theory to weighted frameworks and the rigidity eigenvalue, which when positive ensures the infinitesimal rigidity of the framework. We then propose a distributed algorithm for estimating a common relative position reference frame amongst a team of robots with only range measurements in addition to one agent endowed with the capability of measuring the bearing to two other agents. This first estimation step is embedded into a subsequent distributed algorithm for estimating the rigidity eigenvalue associated with the weighted framework. The estimate of the rigidity eigenvalue is finally used to generate a local control action for each agent that both maintains the rigidity property and enforces additional constraints such as collision avoidance and sensing/communication range limits and occlusions. As an additional feature of our approach, the communication and sensing links among the robots are also left free to change over time while preserving rigidity of the whole framework. The proposed scheme is then experimentally validated with a robotic testbed consisting of six quadrotor unmanned aerial vehicles operating in a cluttered environment.

Keywords
Graph rigidity, decentralized control, multi-robot, distributed algorithms, distributed estimation

1. Introduction
The coordinated and decentralized control of multi-robot systems is an enabling technology for a variety of applications. Multi-robot systems benefit from an increased robustness against system failures due to their ability to adapt to dynamic and uncertain environments. There are also numerous economic benefits by considering the price of small and cost-effective autonomous systems as opposed to their more expensive monolithic counterparts. Currently, there is a great interest in implementing these systems from deep-space interferometry missions and distributed sensing and data collection, to civilian search and rescue operations, among others (Bristow et al., 2000; Akyildiz et al., 2002; Murray, 2006; Anderson et al., 2008a; Michael et al., 2009; Mesbahi and Egerstedt, 2010; Lindsey et al., 2011).

The challenges associated with the design and implementation of multi-agent systems range from hardware and software considerations to the development of a solid theoretical foundation for their operation. In particular, the sensing and communication capabilities of each agent will dictate the distributed protocols used to achieve team objectives. For example, if each agent in a multi-robot system is equipped with a GPS-like sensor, then tasks such as formation keeping or localization can be trivially accomplished by communication between robots of their state information in a common world-frame. However, in
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applications operating in harsher environments, i.e. indoors, underwater, or in deep space, GPS is not a viable sensing option (Scaramuzza et al., 2014). Indeed, in these situations, agents must rely on sensing without knowledge of a common inertial reference frame (Franchi et al., 2012a). In these scenarios, relative sensing can provide accurate measurements of, for example, range or bearing, but without any common reference frame.

A further challenge related to the sensing capabilities of multi-robot systems is the availability of these measurements. Sensing constraints such as line-of-sight requirements, range, and power limitations introduce an important system-level requirement, and also lead to an inherently time-varying description of the sensing network. Successful decentralized coordination protocols, therefore, must also be able to manage these constraints.

These issues lead to important architectural requirements for the sensing and communication topology in order to achieve the desired higher-level tasks (i.e. formation keeping or localization). The connectivity of the sensing and communication topology is one such property that has received considerable attention in the multi-robot communities (Ji and Egerstedt, 2007; Robuffo Giordano et al., 2011, 2013). However, connectivity alone is not sufficient to perform certain tasks when only relative sensing is used. For these systems, the concept of rigidity provides the correct framework for defining an appropriate sensing and communication topology architecture. Rigidity is a combinatorial tool for characterizing the “stiffness” or “flexibility” of structures formed by rigid bodies connected by flexible linkages or hinges.

The study of rigidity has a rich history with contributions from mathematics and engineering disciplines (Laman, 1970; Tay and Whiteley, 1985; Jacobs, 1997; Eren et al., 2004; Connelly and Whiteley, 2009; Krick et al., 2009; Shames et al., 2009). Recently, rigidity theory has taken an outstanding role in the motion control of mobile robots. The rigidity framework allows for applications, such as formation control, to employ control algorithms relying on only relative position measurements, as opposed to relative distance measurements from a global or relative internal frame (olfati-Saber and Murray, 2002; Baillieul and McCoy, 2007; Smith et al., 2007; Anderson et al., 2008a,b; Krick et al., 2009). For example, Krick et al. (2009) showed that formation stabilization using only distance measurements can be achieved only if rigidity of the formation is maintained. Moreover, rigidity represents also a necessary condition for estimating relative positions using only relative distance measurements (Aspnes et al., 2006; Calafiore et al., 2010b).

In a broader context, rigidity turns out to be an important architectural property of many multi-agent systems when a common inertial reference frame is unavailable. Applications that rely on sensor fusion for localization, exploration, mapping and cooperative tracking of a target, can all benefit from notions in rigidity theory (Aspnes et al., 2006; Shames et al., 2009; Calafiore et al., 2010a; Wu et al., 2010; Williams et al., 2014). The concept of rigidity, therefore, provides the theoretical foundation for approaching decentralized solutions to the aforementioned problems using distance measurement sensors, and thus establishing an appropriate framework for relating system-level architectural requirements to the sensing and communication capabilities of the system.

1.1. Main contributions

In general, rigidity as a property of a given formation (i.e. of the robot spatial arrangement) has been studied from either a purely combinatorial perspective (Laman, 1970), or by providing an algebraic characterization via the state-dependent rigidity matrix (Tay and Whiteley, 1985). In our previous work (Zelazo et al., 2012), we introduced a related matrix termed the symmetric rigidity matrix. A main result of Zelazo et al. (2012) was to provide a necessary and sufficient condition for rigidity in the plane in terms of the positivity of a particular eigenvalue of the symmetric rigidity matrix; this eigenvalue we term the rigidity eigenvalue. This result is in the same spirit as the celebrated Fiedler eigenvalue1 and its relation to the connectivity of a graph (Godsil and Royle, 2001). A first contribution of this work is the extension of the results on the rigidity eigenvalue provided by Zelazo et al. (2012) to three-dimensional frameworks, as well as the introduction of the concept of weighted rigidity and the corresponding weighted rigidity matrix. This notion allows for the concept of rigidity to include state-dependent weight functions on the edges of the graph, weights which can then be exploited to take into account inter-agent sensing and communication constraints and/or requirements.

A gradient-based rigidity maintenance action aimed at ‘maximizing’ the rigidity eigenvalue was also proposed by Zelazo et al. (2012). However, while this gradient control law was decentralized in structure, there was still a dependence on the availability of several global quantities, namely, of the robot relative positions in some common reference frame, of the value of the rigidity eigenvalue, and of the rigidity eigenvector associated with the rigidity eigenvalue. A main contribution of this work is then the development of the machinery needed to distributedly estimate all of these global quantities by resorting to only relative distance measurements among neighbors, so as to ultimately allow for a fully distributed and range-based implementation of the rigidity maintenance controller. To this end, we first show that if the formation is infinitesimally rigid, it is possible to distributedly estimate the relative positions of neighboring robots in a common reference frame from only range-based measurements. Our approach relies explicitly on the form of the symmetric rigidity matrix developed here, in contrast to other approaches focusing on distributed implementations of centralized estimation schemes, such as a Gauss–Newton approach used by Calafiore et al. (2010a). This first step is then instrumental for the subsequent development of the distributed
estimation of the rigidity eigenvalue and eigenvector needed by the rigidity gradient controller. This is obtained by exploiting an appropriate modification of the power iteration method for eigenvalue estimation following from the works Yang et al. (2010) and Robuffo Giordano et al. (2011) for the distributed estimation of the connectivity eigenvalue of the graph Laplacian and now applied to rigidity. Finally, we show how to exploit the weights on the graph edges to embed constraints and requirements such as inter-robot and obstacle avoidance, limited communication and sensing ranges, and line-of-sight occlusions, into a unified gradient-based rigidity maintenance control law.

Our approach, therefore, can be considered as a contribution to the general problem of distributed strategies for maintaining certain architectural features of a multi-robot system (i.e. connectivity or rigidity) with minimal sensing requirements (only relative distance measurements). In addition, we also provide a thorough experimental validation of the entire framework by employing a group of six quadrotor unmanned aerial vehicles (UAVs) as robotic platforms to demonstrate the feasibility of our approach in real-world conditions.

The organization of this paper is as follows. Section 1.2 provides a brief overview of some notation and fundamental theoretical properties of graphs. In Section 2, the theory of rigidity is introduced, and our extension of the rigidity eigenvalue to three-dimensional weighted frameworks is given. We then proceed to present a general strategy for a distributed rigidity maintenance controller in Section 3. This section will provide details on certain operational constraints of the multi-robot team and how these constraints can be embedded in the control law. This section also highlights the need to develop distributed algorithms for estimating a common reference frame for the team, outlined in Section 4, and estimation of the rigidity eigenvalue and eigenvector, detailed in Section 5. The results of the previous sections are then summarized in Section 6 where the full distributed rigidity maintenance controller is given. The applicability of these results are then experimentally demonstrated on a robotic testbed consisting of six quadrotor UAVs operating in an obstacle populated environment. Details of the experimental setup and results are given in Section 7. Finally, some concluding remarks are offered in Section 8.

1.2. Preliminaries and notation

The notation employed is standard. Matrices are denoted by capital letters (e.g. $A$), and vectors by lowercase letters (e.g. $x$). The $ij$-th entry of a matrix $A$ is denoted $[A]_{ij}$. The rank of a matrix $A$ is denoted $\text{rk}(A)$. Diagonal matrices will be written as $D = \text{diag}(d_1, \ldots, d_n)$; this notation will also be employed for block-diagonal matrices. A matrix and/or a vector that consists of all zero entries will be denoted by $\mathbf{0}$; whereas, ‘0’ will simply denote the scalar zero. Similarly, the vector $\mathbf{1}_n$ denotes the $n \times 1$ vector of all ones. The $n \times n$ identity matrix is denoted as $I_n$. The set of real numbers will be denoted as $\mathbb{R}$, and $\| \cdot \|$ denotes the standard Euclidean 2-norm for vectors. The Kronecker product of two matrices $A$ and $B$ is written as $A \otimes B$ (Horn and Johnson, 1991).

Graphs and the matrices associated with them will be widely used in this work (see, e.g. Godsil and Royle, 2001). An undirected (simple) weighted graph $G$ is specified by a vertex set $\mathcal{V}$, an edge set $\mathcal{E}$ whose elements characterize the incidence relation between distinct pairs of $\mathcal{V}$, and diagonal $|\mathcal{E}| \times |\mathcal{E}|$ weight matrix $W$, with $[W]_{kk} \geq 0$ the weight on edge $e_k \in \mathcal{E}$. In this work we consider only finite graphs and denote the cardinality of the node and edge sets as $|\mathcal{V}| = n$ and $|\mathcal{E}| = m$. Two vertices $i$ and $j$ are called adjacent (or neighbors) when $\{i,j\} \in \mathcal{E}$. The neighborhood of the vertex $i$ is the set $\mathcal{N}_i = \{j \in \mathcal{V} | \{i,j\} \in \mathcal{E}\}$. An orientation of an undirected graph $G$ is the assignment of directions to its edges, i.e. an edge $e_i$ is an ordered pair $(i,j)$ such that $i$ and $j$ are, respectively, the initial and the terminal nodes of $e_i$.

The incidence matrix $E(G) \in \mathbb{R}^{n \times m}$ is a $\{0, \pm 1\}$-matrix with rows and columns indexed by the vertices and edges of $G$ such that $[E(G)]_{ik}$ has the value ‘$+1$’ if node $i$ is the initial node of edge $e_k$, ‘$-1$’ if it is the terminal node, and ‘0’ otherwise. The degree vertex $i$, $d_i$, is the cardinality of the set of vertices adjacent to it. The degree matrix, $\Delta(G)$, and the adjacency matrix, $A(G)$, are defined in the usual way (Godsil and Royle, 2001). The (graph) Laplacian of $G$, $L(G) = E(G)E(G)^T = \Delta(G) - A(G)$, is a positive-semidefinite matrix. One of the most important results from algebraic graph theory in the context of collective motion control states that a graph is connected if and only if the second smallest eigenvalue of the Laplacian is positive (Godsil and Royle, 2001).

Table 1 provides a summary of the notations used throughout the document.

2. Rigidity and the rigidity eigenvalue

In this section we review the fundamental concepts of graph rigidity (Graver et al., 1993; Jackson, 2007). A contribution of this work is an extension of our previous results on the concepts of the symmetric rigidity matrix and rigidity eigenvalue for three-dimensional ambient spaces (Zelazo et al., 2012), and the notion of weighted frameworks.

2.1. Graph rigidity and the rigidity matrix

We consider graph rigidity from what is known as a dimensional bar-and-joint framework. A framework is the $n$-dimensional bar-and-joint framework in a three-dimensional ambient space, i.e. $d = 3$. Therefore, for node $u \in \mathcal{V}$, $p(u) = [p_u^x, p_u^y, p_u^z]^T$ is the position vector in $\mathbb{R}^3$ for the mapped node. We refer to the matrix $p(\mathcal{V}) = [p(v_1), \ldots, p(v_n)]^T \in \mathbb{R}^{3 \times n}$ as the position matrix. We now provide some basic definitions.
Definition 2.1. Frameworks \((G, p_0)\) and \((G, p_1)\) are equivalent if \(k_{p_0}(u) - k_{p_1}(v)\) for all \(u, v \in E\), and are congruent if \(k_{p_0}(u) - k_{p_1}(v)\) for all \(u, v \in V\).

Definition 2.2. A framework \((G, p_0)\) is globally rigid if every framework which is equivalent to \((G, p_0)\) is congruent to \((G, p_0)\).

Definition 2.3. A framework \((G, p_0)\) is rigid if there exists an \(\epsilon > 0\) such that every framework \((G, p_1)\) which is equivalent to \((G, p_0)\) and satisfies \(k_{p_0}(v) - k_{p_1}(v)\) for all \(v \in V\), is congruent to \((G, p_0)\).

Table 1. Notation.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(G = (V, E))</td>
<td>A graph defined by its vertex and edge sets</td>
</tr>
<tr>
<td>(N_i(t))</td>
<td>Time-varying neighborhood of node (v_i \in V)</td>
</tr>
<tr>
<td>(p(t))</td>
<td>Position vector in (\mathbb{R}^3) of the mapped node (v_i \in V)</td>
</tr>
<tr>
<td>(p_i)</td>
<td>Coordinate of position vector for node (i)</td>
</tr>
<tr>
<td>(p(V))</td>
<td>Stacked position matrix of all nodes ((\mathbb{R}^n \times 3))</td>
</tr>
<tr>
<td>(\xi(t))</td>
<td>Velocity vector in (\mathbb{R}^3) of the node (v_i \in V)</td>
</tr>
<tr>
<td>((G, p, \mathcal{A}))</td>
<td>A weighted framework</td>
</tr>
<tr>
<td>(R(p, \mathcal{A}))</td>
<td>Rigidity matrix of a weighted framework</td>
</tr>
<tr>
<td>(\mathcal{R})</td>
<td>Symmetric rigidity matrix of a weighted framework</td>
</tr>
<tr>
<td>(\lambda_i, \gamma_i)</td>
<td>Rigidly eigenvalue and eigenvector</td>
</tr>
<tr>
<td>(\ell_{ij})</td>
<td>Distance between nodes (v_i, v_j \in V), i.e., (|p(v_i) - p(v_j)|)</td>
</tr>
<tr>
<td>(\hat{\lambda}_i)</td>
<td>Agent (i)'s estimate of the rigidity eigenvalue</td>
</tr>
<tr>
<td>(\hat{\gamma}_i)</td>
<td>(s)-coordinate of the agent (i)'s estimate of the rigidity eigenvector</td>
</tr>
<tr>
<td>(\hat{p}_{i,c})</td>
<td>Agent (i) estimate of relative position vector (p_c)</td>
</tr>
<tr>
<td>(\hat{\beta})</td>
<td>Stacked vector of the relative position vector estimate (p_c)</td>
</tr>
<tr>
<td>(\text{avg}(x))</td>
<td>The average of a vector (x \in \mathbb{R}^n), (\text{avg}(x) = \frac{1}{n} \sum_{i=1}^{n} x_i)</td>
</tr>
<tr>
<td>(\overline{v})</td>
<td>Agent (i) estimate of (\text{avg}(v))</td>
</tr>
<tr>
<td>(\overline{v^*})</td>
<td>Agent (i) estimate of (\text{avg}(v^*))</td>
</tr>
<tr>
<td>(\overline{z}^e)</td>
<td>Agent (i) estimate of (\text{avg}(p^e_c \circ \hat{v} - \hat{\beta}^e_c \circ \hat{v^*}))</td>
</tr>
<tr>
<td>(\overline{z}^w)</td>
<td>Agent (i) estimate of (\text{avg}(p^e_c \circ p^w - \hat{\beta}^e_c \circ \hat{v^*}))</td>
</tr>
</tbody>
</table>

Definition 2.4. A minimally rigid graph is a rigid graph such that the removal of any edge results in a non-rigid graph.

Figure 1 shows three frameworks illustrating the above definitions. The frameworks in Figure 1(a) are both minimally rigid and are equivalent to each other, but are not congruent, and therefore not globally rigid. By adding an additional edge, as in Figure 1(b) (the edge \(\{v_4, v_5\}\)), the framework becomes globally rigid. The key feature of global rigidity, therefore, is that the distances between all node pairs are maintained for different framework realizations, and not just those defined by the edge set.

By parameterizing the position map by a positive scalar representing time, we can also consider trajectories of a framework. That is, the position map now becomes \(p: V \times \mathbb{R} \rightarrow \mathbb{R}^3\) and is assumed to be continuously differentiable with respect to time. We then explicitly write \((G, p, t)\) so as to represent a time-varying framework. In this direction, we can define a set of trajectories that are edge-length preserving, in the sense that for each time \(t \geq t_0\), the framework \((G, p, t)\) is equivalent to the framework \((G, p, t_0)\). More formally, an edge-length preserving framework must satisfy the constraint

\[
\|p(v, t) - p(u, t)\| = \|p(v, t_0) - p(u, t_0)\| = \ell_{uv}, \quad \text{for all } t \geq t_0
\]

and for all \(\{v, u\} \in E\).

One can similarly assign velocity vectors \(\xi(u, t) \in \mathbb{R}^3\) to each vertex \(u \in V\) for each point in the configuration space such that

\[
(\xi(u, t) - \xi(v, t))^T (p(u, t) - p(v, t)) = 0, \quad \text{for all } \{u, v\} \in E
\]

Note that this relation can be obtained by time-differentiation of the length constraint described in (1). These motions are referred to as infinitesimal motions of the mapped vertices \(p(u, t)\), and one has

Fig. 1. Examples of rigid and infinitesimally rigid frameworks in \(\mathbb{R}^3\). (a) Two equivalent minimally rigid frameworks in \(\mathbb{R}^3\). The framework on the right-hand side is obtained by the reflection of the position of \(v_5\) with respect to the plane characterized by the positions of \(v_1, v_2,\) and \(v_3\) (as illustrated in gray). (b) An infinitesimally and globally rigid framework in \(\mathbb{R}^3\). (c) A non-infinitesimally rigid framework (note that vertexes \(v_1\) and \(v_3\) are connected). Note that in (a) and (b) the 3D points associated with each vertex do not lie on the same plane, while in (c) the 3D points are aligned.
\[ p(u, t) = \xi(u, t) \]  

For the remainder of this paper, we drop the explicit inclusion of time for frameworks and simply write \((G, p)\) and \(p(u)\) and \(\xi(u)\) for the time-varying positions and velocities. The velocity vector \(\xi(u)\) will be treated as the agent velocity input throughout the rest of the paper (see Section 3).

Infinitesimal motions of a framework can be used to define a stronger notion of rigidity.

**Definition 2.5.** A framework is called infinitesimally rigid if every possible motion that satisfies (2) is trivial (i.e., consists of only global rotations and translations of the whole set of points in the framework).

An example of an infinitesimally rigid graph in \(\mathbb{R}^3\) is shown in Figure 1(b). Furthermore, note that infinitesimal rigidity implies rigidity, but the converse is not true (Tay and Whiteley, 1985), see Figure 1(c) for a rigid graph in \(\mathbb{R}^3\) that is not infinitesimally rigid.

The infinitesimal motions in (2) define a system of \(m\) linear equations in the vector of unknown velocities \(\xi = [\xi^T(v_1) \ldots \xi^T(v_n)]^T \in \mathbb{R}^{3n}\). This system can be equivalently written as the linear matrix equation

\[ R(p)\xi = 0 \]

where \(R(p) \in \mathbb{R}^{m \times 3n}\) is called rigidity matrix (Tay and Whiteley, 1985). Each row of \(R(p)\) corresponds to an edge \(e = \{u, v\}\) and the quantity \((p(u) - p(v))\) represents the non-zero coefficients for that row. For example, the row corresponding to edge \(e\) has the form

\[
\begin{bmatrix}
-0 & (p(u) - p(v))^T \\
-0 & (p(v) - p(u))^T \\
\end{bmatrix}
\]

The definition of infinitesimal rigidity can then be restated in the following form:

**Lemma 2.6** (Tay and Whiteley, 1985). A framework \((G, p)\) in \(\mathbb{R}^3\) is infinitesimally rigid if and only if \(\text{rk}[R(p)] = 3n - 6\).

Note that, as expected from Definition 2.5, the six-dimensional kernel of \(R(p)\) for an infinitesimally rigid graph only allows for six independent feasible framework motions, that is, the above-mentioned collective roto-translations in \(\mathbb{R}^3\) space. Note also that, despite its name, the rigidity matrix is actually characterizing infinitesimal rigidity rather than rigidity of a framework.

### 2.2. Rigidity of weighted frameworks

We now introduce an important generalization to the concept of rigidity and the rigidity matrix by introducing weights to the framework. Indeed, as discussed in the introduction, our aim is to propose a control law able to not only maintain infinitesimal rigidity of the formation as per Definition 2.5, but to also concurrently manage additional constraints typical of multi-robot applications such as collision avoidance and limited sensing and communication.

This latter objective will be accomplished via the introduction of suitable state-dependent weights, thus requiring an extension of the traditional results on rigidity to a weighted case.

**Definition 2.7.** A \(d\)-dimensional weighted framework is the triple \((G, p, W)\), where \(G = (V, E)\) is a graph, \(p : V \rightarrow \mathbb{R}^d\) is a function mapping each vertex to a point in \(\mathbb{R}^d\), and \(W : (G, p) \rightarrow \mathbb{R}^m\) is a function of the framework that assigns a scalar value to each edge in the graph.

Using this definition, we can also define the corresponding weighted rigidity matrix, \(R(p, W)\), as

\[ R(p, W) = W(G, p)R(p) \]

where \(W(G, p) \in \mathbb{R}^{m \times m}\) is a diagonal matrix containing the elements of the vector \(W(G, p)\) on the diagonal. Often we will simply refer to the weight matrix \(W(G, p)\) as \(W\) when the underlying graph and map \(p\) is understood.

**Remark 2.8.** Note that the rigidity matrix \(R(p)\) can also be considered as a weighted rigidity matrix with \(W(G, p) = 1\).

Another useful observation is that the unweighted framework \((G, p)\) can also be cast as a weighted framework \((K_n, p, V_0)\), where \(K_n\) is the complete graph on \(n\) nodes and \([W(G, p)]_{ij}\) is 1 whenever \(e_i \in E(K_n)\) is also an edge in \(G\), and 0 otherwise.

Weighted rigidity can lead to a slightly different interpretation of infinitesimal rigidity, where the introduced weights might cause the rigidity matrix to lose rank. That is, an unweighted framework might be infinitesimally rigid, whereas a weighted version might not. This observation is trivially observed by considering a minimally infinitesimally rigid framework \((G, p)\) and introducing a weight with a 0 entry on any edge. We formalize this with the following definitions.

**Definition 2.9.** The unweighted counterpart of a weighted framework \((G, p, W)\) is the framework \((\bar{G}, \bar{p})\) where the graph \(\bar{G} = (V, \bar{E})\) is such that \(\bar{E} \subseteq E\) and the edge \(e_i \in E\) is also an edge in \(\bar{G}\) if and only if the corresponding weight is non-zero (i.e. \([W(G, p)]_{ij} \neq 0\)).

**Definition 2.10.** A weighted framework is called infinitesimally rigid if its unweighted counterpart is infinitesimally rigid.

We now present a corollary to Lemma 2.6 for weighted frameworks.

**Corollary 2.11.** A weighted framework \((G, p, W)\) in \(\mathbb{R}^3\) is infinitesimally rigid if and only if \(\text{rk}[\bar{R}(p, W)] = 3n - 6\).

**Proof.** The statement follows from the fact that \(\text{rk}[R(p, W)] = \text{rk}[\bar{R}(p)]\), where \(R(p)\) is the rigidity matrix for the unweighted counterpart of \((G, p, W)\).

### 2.3. The rigidity eigenvalue

In our previous work (Zelazo et al., 2012), we introduced an alternative representation of the rigidity matrix that transparently separates the underlying graph from the
positions of each vertex. Here we recall the presentation and extend it to the case of three-dimensional frameworks.

**Definition 2.12** (Zelazo et al. 2012). Consider a graph \( G = (V, E) \) and its associated incidence matrix with arbitrary orientation \( E(G) \). The directed local graph at node \( v_j \) is the sub-graph \( G_j = (V, E_j) \) induced by node \( v_j \) such that

\[
E_j = \{(v_j, v_i) \mid e_k \in \{(v_j, v_i) \mid e_k \in E_j \} \}
\]

The local incidence matrix at node \( v_j \) is the matrix

\[
E_l(G_j) = E(G) \text{diag}\{s_1, \ldots, s_m\} \in \mathbb{R}^{n \times m}
\]

where \( s_k = 1 \) if \( e_k \in E_j \) and \( s_k = 0 \) otherwise.

Note, therefore, that the local incidence matrix will contain columns of all zeros in correspondence to those edges not adjacent to \( v_j \). This also implicitly assumes a predetermined labeling of the edges.

**Proposition 2.13** (Zelazo et al. 2012). Let \( p(V) \in \mathbb{R}^{n \times 3} \) be the position matrix for the framework \((G, p)\). The rigidity matrix \( R(p) \) can be defined as

\[
R(p) = \begin{bmatrix} E_l(G_1)^T & \cdots & E_l(G_n)^T \end{bmatrix} (I_n \otimes p(V)),
\]

where \( E_l(G_i) \) is the local incidence matrix for node \( v_i \).

A more detailed discussion and examples of these definitions are provided in Appendix B.

Lemma 2.6 and Corollary 2.11 relate the property of infinitesimal rigidity for a given (weighted) framework to the rank of a corresponding matrix. A contribution of this work is the translation of the rank condition to that of a condition on the spectrum of a corresponding matrix that we term the symmetric rigidity matrix. For the remainder of this work, we will only consider weighted frameworks, since from the discussion in Remark 2.8, any framework can be considered as a weighted framework with appropriately defined weights.

The symmetric rigidity matrix for a weighted framework \((G, p, W)\) is a symmetric and positive-semidefinite matrix defined as

\[
R = R(p, W)^T R(p, W) \in \mathbb{R}^{3n \times 3n}
\]

An immediate consequence of the construction of the symmetric rigidity matrix is that \( \text{rk}[R] = \text{rk}[R(p, W)] \) (Horn and Johnson 1985), leading to the following corollary.

**Corollary 2.14.** A weighted framework \((G, p, W)\) is infinitesimally rigid if and only if \( \text{rk}[R] = 3n - 6 \).

The rank condition of Corollary 2.14 can be equivalently stated in terms of the eigenvalues of \( R \). Denoting the eigenvalues of \( R \) as \( \lambda_1 \leq \lambda_2 \leq \ldots \leq \lambda_{3n} \), note that infinitesimal rigidity is equivalent to \( \lambda_i = 0 \) for \( i = 1, \ldots, 6 \) and \( \lambda_7 > 0 \). Consequently, we term \( \lambda_7 \) the rigidity eigenvalue. We will now show that, in fact, for any connected graph, \( R \) the first six eigenvalues are always 0.

The first result in this direction shows that the symmetric rigidity matrix is similar to a weighted Laplacian matrix.

**Proposition 2.15.** The symmetric rigidity matrix is similar to the weighted Laplacian matrix via a permutation of the rows and columns as

\[
PRP^T = (I_3 \otimes E(G)W)(I_3 \otimes WE(G)^T)
\]

with

\[
Q(p(V)) = \begin{bmatrix} Q_x & Q_y & Q_z \\ Q_y & Q_z & Q_x \\ Q_z & Q_x & Q_y \end{bmatrix} \in \mathbb{R}^{3m \times 3m}
\]

where \( Q_x, Q_y, \) and \( Q_z \) are \( m \times m \) diagonal weighting matrices for each edge in \( G \) such that for the edge \( e_k = (v_i, v_j) \),

\[
[Q]_{kk} = (p_i - p_j), \quad s \in \{x, y, z\}\]

and \( p_i, p_j \) represents the \( x \) coordinate (\( y \) coordinate, \( z \) coordinate) of the position of agent \( i \).

**Proof.** The proof is by direct construction using Proposition 2.13 and (6). Consider the permutation matrix \( P \) as

\[
P = \begin{bmatrix} I_n \otimes [1 & 0 & 0] \\ I_n \otimes [0 & 1 & 0] \\ I_n \otimes [0 & 0 & 1] \end{bmatrix}
\]

and let \( \tilde{E} = \begin{bmatrix} E_l(G_1)^T & \cdots & E_l(G_n)^T \end{bmatrix} \). It is straightforward to verify that

\[
(I_n \otimes (p^T)^T)\tilde{E}^TW = E(G)W \begin{bmatrix} \vdots & \vdots & \vdots \\ (p_i^T - p_j^T) & \cdots \end{bmatrix}
\]

where \( p^T \) represents the first column of the position vector. The structure of the matrix in (7) then follows directly.

The representation of the symmetric rigidity matrix as a weighted Laplacian allows for a more transparent understanding of certain eigenvalues related to this matrix. The next result shows that the first six eigenvalues of \( R \) must equal zero for any connected graph \( G \).

**Theorem 2.16.** Assume that a weighted framework \((G, p, W)\) has weights such that the weight matrix \( W(G, p) \) is invertible and the underlying graph \( G \) is connected. Then the symmetric rigidity matrix has at least six eigenvalues at the origin; that is, \( \lambda_i = 0 \) for \( i = 1, \ldots, 6 \). Furthermore, a possible set of linearly independent eigenvectors associated with each 0 eigenvalue is
\[
\begin{bmatrix}
p^T \begin{bmatrix} 0_n & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}
p^T \begin{bmatrix} (p^*)^T \\ 0_n \\ (p^*)^T \end{bmatrix}
\end{bmatrix},
\]

where \( P \) is defined in (9).

**Proof.** Recall that for any connected graph, one has \( E(G)^T \hat{g}_n = 0 \) (Godsil and Royle, 2001). Therefore, \( P^T \hat{g}_n \) must have three eigenvalues at the origin, with eigenvectors \( u_1 = \begin{bmatrix} 0_n & 0 & 0 \end{bmatrix}^T \), \( u_2 = \begin{bmatrix} 0_n & 0 & 0 \end{bmatrix}^T \), and \( u_3 = \begin{bmatrix} 0_n & 0 & 0 \end{bmatrix}^T \). We now demonstrate that the remaining three eigenvectors proposed in the theorem are indeed in the null-space of the symmetric rigidity matrix.

Let \( u_4 = \begin{bmatrix} (p^*)^T \\ -(p^*)^T \end{bmatrix} \). Observe that \( (I_3 \otimes WE(G)^T)u_4 = \begin{bmatrix} b_1 \ b_2 \ 0 \end{bmatrix} \begin{bmatrix} 0_n & 0 & 0 \end{bmatrix}^T \) is such that \( b_1 \) is \( \pm |W|_{j\bar{k}}(p_j^* - p_k^*) \) only for edges \( e_k = \{v_i, v_j\} \in E \), and 0 otherwise. Similarly, \( b_2 \) is \( \pm |W|_{j\bar{k}}(p_j^* - p_k^*) \) only for edges \( e_k = \{v_i, v_j\} \in E \). The invertibility assumption of the weight matrix also guarantees that \( |W|_{j\bar{k}} \neq 0 \). It can now be verified that from this construction one has

\[
\begin{bmatrix}
Q_x^2 & Q_xQ_z & Q_xQ_z \\
Q_zQ_x & Q_z^2 & Q_zQ_x \\
Q_zQ_x & Q_zQ_x & Q_z^2 \\
Q_xQ_z & Q_zQ_x & Q_z^2 \\
Q_zQ_x & Q_zQ_x & Q_z^2 \\
(I_3 \otimes WE(G)^T)u_4 = 0.
\end{bmatrix}
\]

The remaining two eigenvectors follow the same argument as above. It is also straightforward to verify that \( u_5, u_6 \), and \( u_6 \) are linearly independent of the first three eigenvectors.

Theorem 2.16 provides a precise characterization of the eigenvectors associated with the null-space of the symmetric rigidity matrix for an infinitesimally rigid framework.

**Remark 2.17.** It is important to note that the chosen eigenvectors associated with the null-space of the symmetric rigidity matrix are expressed in terms of the absolute positions of the nodes in the framework. We note that these eigenvectors can also be expressed in terms of the relative position of each node to any arbitrary reference point \( p_r = \begin{bmatrix} p_r^x \\ p_r^y \\ p_r^z \end{bmatrix} \in \mathbb{R}^3 \). For example, vector \( u_4 \) could be replaced by

\[
u_4 = p^T \begin{bmatrix} p^x - p_r^x \\ p^y - p_r^y \\ p^z - p_r^z \\ 0 \end{bmatrix}
\]

that is a linear combination of the null-space eigenvectors \( u_1, u_2, \) and \( u_4 \). The use of eigenvectors defined on relative positions, in fact, will be necessary for the implementation of a distributed estimator for the rigidity eigenvector and eigenvalue based on only relative measurements available from onboard sensing.

Theorem 2.16 can be used to arrive at the main result relating infinitesimal rigidity to the rigidity eigenvalue.

**Theorem 2.18.** A weighted framework \((G, p, W)\) is infinitesimally rigid if and only if the rigidity eigenvalue is strictly positive, i.e. \( \lambda_7 > 0 \).

**Proof.** The proof is a direct consequence of Corollary 2.14 and Theorem 2.16.

Another useful observation relates infinitesimal rigidity of a framework to connectedness of the underlying graph.

**Corollary 2.19.** Rigidity of the weighted framework \((G, p, W)\) implies connectedness of the graph \( G \).

The connection between infinitesimal rigidity of a framework and the spectral properties of the symmetric rigidity matrix inherits many similarities between the well studied relationship between graph connectivity and the graph Laplacian matrix (Mesbahi and Egerstedt, 2010).

In the next section, we exploit this similarity and propose a rigidity maintenance control law that aims to ensure the rigidity eigenvalue is always positive. Such a control action will be shown to depend on the rigidity eigenvalue, on its eigenvector, and on relative positions among neighboring pairs expressed in a common frame. The issue of how every agent in the group can distributedly estimate these quantities will be addressed in Sections 4 and 5.

### 3. A decentralized control strategy for rigidity maintenance

The results of Section 2 highlight the role of the rigidity eigenvalue \( \lambda_7 \) as a measure of the “degree of infinitesimal rigidity” of a weighted framework \((G, p, W)\). It provides a linear algebraic condition to test the infinitesimal rigidity of a framework and, especially in the case of weighted frameworks, provides a means of quantifying “how rigid” a weighted framework is. Moreover, the symmetric rigidity matrix was shown to have a structure reminiscent of a weighted graph Laplacian matrix, and thus can be considered as a naturally distributed operator.

The basic approach we consider for the maintenance of rigidity is to define a scalar potential function of the rigidity eigenvalue, \( V_\lambda(\lambda_7) > 0 \), with the properties of growing unbounded as \( \lambda_7 \to \lambda_7^{\text{min}} > 0 \) and vanishing (with vanishing derivative) as \( \lambda_7 \to \infty \) (see Figure 2 for one possible shape or \( V_\lambda \) with \( \lambda_7^{\text{min}} = 5 \)). Here, \( \lambda_7^{\text{min}} \) represents some predetermined minimum allowable value for the rigidity eigenvalue determined by the needs of the application. In addition to maintaining rigidity, the potential function should also capture additional constraints in the system, such as collision avoidance or formation maintenance. Each agent should then follow the anti-gradient of this potential function, that is

\[
\xi(u) = \frac{\partial V_\lambda}{\partial \hat{p}_u}(t) = - \frac{\partial V_\lambda}{\partial \lambda_7}(t) \frac{\partial \lambda_7}{\partial \hat{p}_u}(t)
\]  

(10)
where \( \xi(u) \) is the velocity input of agent \( u \), as defined in (3), and \( p_u = [p_u^x \ p_u^y \ p_u^z]^T \) is the position vector of the \( u \)-th agent. This strategy will ensure that the formation maintains a “minimum” level of rigidity (i.e. \( \lambda_{\text{min}} \)) at all times. Of course, this strategy is an inherently centralized one, as the computation of the rigidity eigenvalue and of its gradient require full knowledge of the symmetric rigidity matrix. Nevertheless, we will proceed with this strategy and demonstrate that it can be implemented in a fully decentralized manner.

In the following, we examine in more detail the structure of the control scheme (10). First, we show how the formalization of weighted frameworks allows to embed additional weights within the rigidity property that enforce explicit inter-agent sensing and communication constraints and group requirements such as collision avoidance and formation control. For instance, the weighting machinery will be exploited so as to induce the agents to keep a desired inter-agent distance \( \ell_0 \) and to ensure a minimum safety distance \( \ell_{\text{min}} \) from neighboring agents and obstacles. With these constraints, the controller will simultaneously maintain a minimum level of rigidity while also respecting the additional inter-agent constraints. We then provide an explicit characterization of the gradient of the rigidity eigenvalue with respect to the agent positions, and highlight its distributed structure. Finally, we present the general control architecture for implementing (10) in a fully decentralized way.

3.1. Embedding constraints in a weighted framework

In real-world applications a team of mobile robots may not be able to maintain the same interaction graph throughout the duration of a mission because of various sensing and communication constraints preventing mutual information exchange and relative sensing. Furthermore, additional requirements such as collision avoidance with obstacles and among robots, as well as some degree of formation control, must be typically satisfied during the mission execution. Building on the design guidelines proposed in Robuffo Giordano et al. (2013) for dealing with connectivity maintenance, we briefly discuss here a possible design of weights \( \mathcal{W} \) aimed at taking into account the above-mentioned sensing and communication constraints and group requirements within the rigidity maintenance action.

To this end, we start with the following definition of neighboring agents:

**Definition 3.1.** Two agents \( u \) and \( v \) are considered neighbors if and only if (i) their relative distance \( \ell_{uv} = \|p(u) - p(v)\| \) is smaller than \( D \in \mathbb{R}^+ \) (the sensing range), (ii) the distance \( \ell_{\text{min}} \) between the segment joining \( u \) and \( v \) and the closest obstacle point \( o \) is larger than \( \ell_{\text{min}} \) (the minimum line-of-sight visibility), and (iii) neither \( u \) nor \( v \) are closer than \( \ell_{\text{min}} \) to any other agent or obstacle.

Conditions (i) and (ii) are meant to take into account two typical sensing constraints in multi-robot applications: maximum communication and sensing ranges and line-of-sight occlusions. The purpose of condition (iii), which will be better detailed later on, is to force disconnection from the group if an agent is colliding with any other agent or obstacle in the environment. In the following we will denote with \( S_u \) the set of neighbors of agent \( u \) induced by Definition 3.1.

This neighboring definition can be conveniently taken into account by designing the inter-agent weights \( \mathcal{W}_{uv} \) as state-dependent functions smoothly vanishing as any of the above constraints and requirements are not met by the pair \((u, v)\) with the desired accuracy. Indeed, the use of state-dependent weights allows us to consider the ensemble of robots in the context of weighted frameworks, as introduced in Definition 2.7. In particular, we take the underlying graph to be the complete graph \( K_n \) and the map \( p \) corresponds to the physical position state of each agent in a common global frame. The weights are the maps \( \mathcal{W}_{uv} \), and the weighted framework is the triple \((K_n, p, \mathcal{W})\) with, therefore, \( \mathcal{N}_u = \{v \in V | \mathcal{W}_{uv} \neq 0\} \).

Following what was proposed in Robuffo Giordano et al. (2013), and recalling that \( \ell_{uv} \) represents the distance between the segment joining agents \( u \) and \( v \) and the closest obstacle point \( o \), we then take

\[
\mathcal{W}_{uv} = \alpha_u \beta_{uv} \gamma_{uv} \]

with \( \alpha_u = \alpha_u(\ell_{uk} \mid k \in S_u), \beta_{uv} = \beta_{uv}(\ell_{uv}), \gamma_{uv} = \gamma_{uv}(\ell_{uv}), \gamma_{uv} = \gamma_{uv}(\ell_{uv}) \) and such that:

- we have
  \[
  \lim_{\ell_{uv} \to \ell_{\text{min}}} \alpha_u = 0, \text{ for all } k \in S_u, \\
  \lim_{\ell_{uv} \to \ell_{\text{min}}} \alpha_u = 0, \text{ for all } k \in S_u, \\
  \alpha_u = 0 \text{ if } \ell_{uk} \leq \ell_{\text{min}} \text{ or } \ell_{vk} \leq \ell_{\text{min}} \text{ for any } k \in S_u, \]
- \[
  \lim_{\ell_{uv} \to \ell_{0}} \beta_{uv} = 0 \text{ with } \beta(\ell_{uv}) < \beta(\ell_{0}) \text{ for all } \ell_{uv} \neq \ell_{0}.
\]

![Fig. 2. A possible shape for the rigidity potential function](image-url)
\[ \lim_{\ell \to D} \gamma^{a}_{uv}(\ell_{uv}) = 0 \text{ with } \gamma^{a}_{uv} = \gamma^{b}_{uv} = 0 \text{ for all } \ell_{uv} \geq D; \]
\[ \lim_{\ell_{uvo} \to \ell_{mu}} \gamma^{b}_{uv} = 0 \text{ with } \gamma^{b}_{uv} = 0 \text{ for all } \ell_{uvo} 
\leq \ell_{min}. \]

As explained, \( \ell_{min} \) is a predetermined minimum safety distance for avoiding collisions and line-of-sight occlusions. Figures 3(a)–(c) show an illustrative shape of weights \( \gamma^{a}_{uv}, \gamma^{b}_{uv} \) and \( \beta_{uv} \). The shape of the weights \( \alpha_{uv} \) is conceptually equivalent to that of weights \( \gamma^{b}_{uv} \) in Figure 3(b).

This weight design results in the following properties: for a given pair of agents \((u, v)\), the weight \( W_{uv} \) will vanish (because of the term \( \gamma^{a}_{uv}, \gamma^{b}_{uv} \)) whenever the sensing and communication constraints of Definition 3.1 are violated (maximum range, obstacle occlusion), thus resulting in a decreased degree of connectivity of the graph \( G \) (edge \( \{u, v\} \) is lost). The same will happen as the inter-distance \( \ell_{uv} \) deviates too much from the desired \( \ell_{0} \) because of the term \( \beta_{uv} \). Finally, the term \( \alpha_{uv} \) will force complete disconnection of vertexes \( u \) and \( v \) from the other vertexes and therefore a complete loss of connectivity for the graph \( G \) whenever a collision with another agent is approached.\(^4\)

We now recall from Corollary 2.19 that infinitesimal rigidity implies graph connectivity. Therefore, any decrease in the degree of graph connectivity due to the weights \( W_{uv} \) vanishing will also result in a decrease of rigidity of the weighted framework \((K, p, V)\) (in particular, rigidity is obviously lost for a disconnected graph). By maintaining \( \lambda_{r} > 0 \) (in the context of weighted frameworks) over time, it is then possible to preserve formation rigidity while, at the same time, explicitly considering and managing the above-mentioned sensing and communication constraints and requirements.

**Remark 3.2.** We note that the purpose of the weight \( \beta_{uv} \) in (11) is to embed a basic level of formation control into the rigidity maintenance action: indeed, every neighboring pair will try to keep the desired distance \( \ell_{0} \) thanks to the shape of the weights \( \beta_{uv} \). More complex formation control behaviors could be obtained by different choices of functions \( \beta_{uv} \) (e.g. for maintaining given relative positions). Furthermore, formation shapes can be uniquely specified owing to the infinitesimal rigidity property of the configuration.

**Remark 3.3.** We further highlight the following properties whose explicit proof can be found in Robuffo Giordano et al. (2013): the chosen weights \( W_{uv} \) are functions of only relative distances to other agents and obstacles, while their gradients with respect to the agent position \( p_{u} \) (respectively \( p_{v} \)) are functions of relative positions expressed in a common reference frame. Furthermore, \( W_{uv} = W_{vu} \) and \( \partial W_{uv} = 0 \), for all \( v \notin N_{u} \). Finally, the evaluation of weights \( W_{uv} \) and of their gradients can be performed in a decentralized way by agent \( u \) (respectively \( v \)) by only resorting to local information and \( 1 \)-hop communication.

As shown in the next developments, these properties will be instrumental for expressing the gradient of the rigidity eigenvalue as a function of purely relative quantities with respect to only \( 1 \)-hop neighbors.

### 3.2. The gradient of the rigidity eigenvalue

We now present an explicit characterization of the gradient of the rigidity eigenvalue with respect to the agent positions, as used in the control (10). We first recall that the rigidity eigenvalue can be expressed as

\[ \lambda_{r} = v_{r}^{T} \mathcal{R} v_{r} \]

where \( v_{r} \) is the normalized rigidity eigenvector associated with \( \lambda_{r} \). For notational convenience, we consider the permuted rigidity eigenvector \( P \mathcal{R} v_{r} = [v_{r}^{T} (p^T)^{T} (p^T)^{T}]^{T} \), where \( P \) is defined in Theorem 2.16. For the remainder of the work, we drop the subscript and reserve the bold font \( v \) for the rigidity eigenvector. Note that in fact, the rigidity eigenvalue and eigenvector are state-dependent, and therefore also time-varying when the formation is induced by the spatial orientation of a mobile team of robots, or due to the action of state-dependent weights on the sensing and communication links.

We can now exploit the structure of the symmetric rigidity matrix for weighted frameworks. Using the form of the symmetric rigidity matrix given in (7), we define \( \mathcal{Q}(p(V)) = (I_{2} \otimes W)(p(V))(I_{2} \otimes W) \) as a generalized weight matrix, and observe that
PRPR^T = (I_3 \otimes E(G))\hat{Q}(p(V))(I_3 \otimes E(G)^T).

The elements of \( \hat{Q}(p(V)) \) are entirely in terms of the relative positions of each agent and the weighting functions defined on the edges as in (11).

The rigidity eigenvalue can now be expressed explicitly as

\[ \lambda_7 = \sum \mathcal{W}_{ij} \left( (p_i^x - p_j^x)^2 + (p_i^y - p_j^y)^2 + (p_i^z - p_j^z)^2 \right) + 2(p_i^x - p_j^x)(p_i^y - p_j^y)(v_i^y - v_j^y) + 2(p_i^x - p_j^x)(p_i^z - p_j^z)(v_i^z - v_j^z) + \sum \mathcal{W}_{ij} S_{ij}. \]  

From (12), one can then derive a closed-form expression for \( \frac{\partial \lambda_7}{\partial p_i^s}, s \in \{x, y, z\} \), i.e. the gradient of \( \lambda_7 \) with respect to each agent's position. In particular, by exploiting the structure of the terms \( S_{ij} \) and the properties of the employed weights \( \mathcal{W}_{ij} \), it is possible to reduce \( \frac{\partial \lambda_7}{\partial p_i^s} \) to the following sum over the neighbors,

\[ \frac{\partial \lambda_7}{\partial p_i^s} = \sum_{j \in N_i} \mathcal{W}_{ij} \left( 2(p_i^s - p_j^s)(v_i^x - v_j^x)(v_i^y - v_j^y) + 2(p_i^s - p_j^s)(v_i^s - v_j^s)^2 + 2(p_i^s - p_j^s)(v_i^y - v_j^y)(v_i^z - v_j^z) \right) + \sum \mathcal{W}_{ij} S_{ij}. \]  

and similarly for the \( y \) and \( z \) components.

The gradient (13) possesses the following key feature: it is a function of relative quantities, in particular of (i) relative components of the eigenvector \( v_i \), (ii) relative distances, and (iii) relative positions with respect to neighboring agents (see, again, Remark 3.3 for what concerns weights \( \mathcal{W}_{ij} \)), thus allowing for a distributed computation of its value once these quantities are locally available. Sections 4 and 5 will detail two estimation schemes able to recover all of these relative quantities by resorting to only measured distances with respect to 1-hop neighbors owing to the infinitesimal rigidity of the group formation.

3.3. The control architecture

The explicit description of the gradient of the rigidity eigenvalue in (13) motivates the general control architecture for the implementation of the rigidity maintenance action in (10). We observe that each agent requires knowledge of the rigidity eigenvalue, appropriate components of the rigidity eigenvector, and relative positions with respect to neighboring agents in a common reference frame. As already mentioned, all of these quantities are inherently global quantities, and thus a fully distributed implementation of (10) must include appropriate estimators for recovering these parameters in a distributed manner.

As a preview of the next sections in this work, Figure 4 depicts the general architecture needed by each agent to implement the rigidity maintenance control action (10).

1. Exploiting measured distances with respect to its 1-hop neighbors, and owing to the formation rigidity, each agent distributedly estimates relative positions in a common reference frame, labeled as the position estimator in the figure. This block is fully explained in Section 4.

2. The output of the position estimator is then used by each agent to perform a distributed estimation of the rigidity eigenvalue \( \hat{\lambda}_7 \) and of the relative components of the eigenvector \( \hat{v}_i \), labeled as the rigidity estimator in the figure. This procedure is explained in Section 5.

3. Thanks to these estimated quantities (relative positions, \( \hat{\lambda}_7 \) and \( \hat{v}_i \)), each agent can finally implement the control action (10) in a distributed way for maintaining infinitesimal rigidity of the formation during the group motion.

Fig. 4. Control architecture for distributed rigidity maintenance.
(while also coping with the various constraints and requirements embedded into weights $W$). Maintaining infinitesimal rigidity guarantees in turn convergence of the position estimator from measured distances of step 1, and thus closes the ‘estimation-control loop.’

We finally note that the proposed control architecture also implicitly assumes the initial spatial configuration of the agents (i.e. their positions $p(V)$ at time 0) to be infinitesimally rigid (with, in particular, a $\lambda_I>\lambda_{im}$). This assumption on the group initial condition is formally stated below.

**Assumption 3.4.** The initial spatial configuration of the agents, $p(V)$ at time $t=0$, is infinitesimally rigid with $\lambda_I>\lambda_{im}$.

The purpose of requiring a minimum level of rigidity ($\lambda_{im}$) is discussed in greater detail in Section 7.

4. Decentralized estimation of positions in a common frame

As explained, evaluation of the gradient control (13) requires that each agent has access to the relative positions of its neighboring agents. A main focus of this work, however, is to achieve rigidity maintenance using only relative distance measurements. In this section, we leverage the infinitesimal rigidity of the formation to estimate the relative position with respect to a common reference point, $p_c$, shared by all agents. In particular, each agent $i$, with $i=1...n$, will be able to compute an estimate $\hat{p}_{i,c}$ of its relative position $p_{i,c} = p_i - p_c$ to this common point. By exchanging their estimates over 1-hop communication channels, two neighboring agents $i$ and $j$ then build an estimate $\hat{p}_{i,c} - \hat{p}_{j,c}$ of their actual relative position $p_j - p_i$ in a common reference frame. Note that both the graph (i.e. neighbor sets, edges, etc.) and the robot positions are time-varying quantities. However, in this section we omit dependency on time for the sake of conciseness.

We also note that this common reference point does not need to be stationary, i.e. it can move over time. In the following, we choose the point $p_c$ to be attached to a special agent in the group, determined a priori. This agent will be denoted with the index $i_c$, and, in the remainder of this section, we set $p_c = p_{i_c}$. We now proceed to describe a distributed scheme able to recover an estimation of the relative position $p_{i,c} = p_i - p_c$ for any agent in the group by exploiting the measured relative distances and the rigidity property of the formation.

To achieve this estimation, we first introduce additional assumptions on the capabilities of the special agent $i_c$. While all agents other than $i_c$ are able to measure only the relative distance to their neighbors, the special agent $i_c$ is required to be endowed with an additional sensor able to also measure, at any time $t$, the relative position (i.e. distance and bearing angles) of at least two non-collinear neighbors; these two sensed neighbors will be denoted with the indexes $(\nu(t), \kappa(t)) \in N_{i_c}(t)$.

**Remark 4.1.** We stress that the agent indexes $\nu(t)$ and $\kappa(t)$ are time-varying; indeed, contrarily to the special agent $i_c$, $\nu(t)$ and $\kappa(t)$ are not preassigned to any particular agent in the multi-robot team. Therefore the special agent $i_c$ only needs to measure its relative positions $p_{\nu(t)} - p_{i_c}$ and $p_{\kappa(t)} - p_{i_c}$ with respect to any two agents within its neighborhood ($\nu$ and $\kappa$ are effectively arbitrary), with the points $p_{i_c}, p_{\nu(t)}$ and $p_{\kappa(t)}$ being non-collinear for all $t \geq t_0$. We believe this assumption is not too restrictive in practice, as it only require the presence of at least one robot equipped with a range plus bearing sensor while all the remaining ones can be equipped with simple range-only sensors.

In the following we omit for brevity the dependency upon the time $t$ of the quantities $\nu$ and $\kappa$.

In order to perform the distributed estimation of $p_{i,c} = p_i - p_c$, for all $i \in \{1,...,n\}$, we follow the approach presented in Calafiore et al. (2010b), with some slight modifications dictated by the nature of our problem. Consistently with our notation, we define $\hat{p} = [\hat{p}_{1,c}^T \ldots \hat{p}_{n,c}^T]^T \in \mathbb{R}^{2n}$. For compactness, we also denote by $\ell_{ij}$ the measured distance $||p_j - p_i||$, as introduced in Definition 3.1. We then consider the following least-squares estimation error:

$$
\varepsilon(\hat{p}) = \frac{1}{4} \sum_{(i,j) \in E} \left( ||\hat{p}_{j,c} - \hat{p}_{i,c}||^2 - \ell_{ij}^2 \right)^2 + \frac{1}{2} ||\hat{p}_{i,c}||^2 \tag{14}
$$

Note that the quantities $\ell_{ij}, p_i - p_c$, and $p_k - p_c$ are measured while all of the other quantities represent local estimates of the robots.

The non-negative error function $\varepsilon(\hat{p})$ is zero if and only if:

- $||\hat{p}_{j,c} - \hat{p}_{i,c}||$ is equal to the measured distance $\ell_{ij}$ for all the pairs $\{i,j\} \in E$;
- $||\hat{p}_{i,c}|| = 0$;
- $\hat{p}_{i,c}$ and $\hat{p}_{k,c}$ are equal to the measured relative positions $p_i - p_c$ and $p_k - p_c$, respectively.

Note that the estimates $\hat{p}_{i,c}, \hat{p}_{i,c}$ and $\hat{p}_{k,c}$ could be directly set to 0, $(p_i - p_c)$, and $(p_k - p_c)$, respectively, since the first quantity is known and the last two are measured. Nevertheless, we prefer to let the estimator obtaining these values via a ‘filtering action’ for the following reasons: first, the estimator provides a relatively simple way to filter out noise that might affect the relative position measurements; second, implementation of the rigidity maintenance controller only requires that $\hat{p}_{i,c} \rightarrow p_i - p_c$, which is achieved if $\hat{p}_{i,c} \rightarrow p_i - \hat{p}_{i,c}$ and $\hat{p}_{i,c} \rightarrow p_i - \hat{p}_{i,c}$ for any common value of $\hat{p}_{i,c}$. Therefore, any additional hard constraint on $\hat{p}_{i,c}$ (e.g. $\hat{p}_{i,c} = 0$) might unnecessarily over-constrain the estimator.
Applying a first-order gradient descent method to \( e(\hat{p}) \), we finally obtain the following decentralized update rule for the \( i \)-th agent (\( i \neq i_l \)):

\[
\begin{align*}
\dot{\hat{p}}_{i,c} &= -\frac{\partial e}{\partial \hat{p}_{i,c}} = \sum_{j \in \mathcal{N}_i} (||\hat{p}_{j,c} - \hat{p}_{i,c}||^2 - \ell_0^2)(\hat{p}_{j,c} - \hat{p}_{i,c}), \\
-\delta_{ij}\dot{\hat{p}}_{c,i} &= \delta_{ij}(\hat{p}_{i,c} - (p_i - p_j)) - \delta_{ij}(\hat{p}_{c,i} - (p_a - p_i)).
\end{align*}
\]

(15)

where \( \delta_{ij} \) is the well-known Kronecker’s delta. The estimator (15) is clearly decentralized since:

- \( \ell_{ij} \) is locally measured by agent \( i \);
- \( \hat{p}_{i,c} \) is locally available to agent \( i \);
- \( \hat{p}_{j,c} \) can be transmitted using one-hop communication from agent \( j \) to agent \( i \), for every \( j \in \mathcal{N}_i \);
- \( (p_i - p_j) \) and \( (p_a - p_i) \) are measured by agent \( i \), and can be transmitted using one-hop communication to agents \( i \) and \( k \), respectively.

In order to show the relation between the proposed decentralized position estimator scheme and the infinitesimal rigidity property, one can restate (15) in matrix form as:

\[
\dot{\hat{p}} = -\mathcal{R}(\hat{p})\hat{p} + R(\hat{p})\ell + \Delta^c
\]

(16)

where \( \mathcal{R}(\hat{p}) \) and \( R(\hat{p}) \) are the symmetric rigidity matrix and the rigidity matrix computed with the estimated positions, \( \ell \in \mathbb{R}^{|E|} \) is a vector whose entries are \( \ell_{ij} \), for all \( \{i,j\} \in \mathcal{E} \), and \( \Delta^c \in \mathbb{R}^{|E|} \) contains the remaining terms of the right-hand side of (15).

**Proposition 4.2.** If the framework is (infinitesimally) rigid, then the vector of true values \( p = (1_n \otimes p_e) = \left[(p_1 - p_a)^T \cdots (p_n - p_a)^T\right]^T \) is an isolated local minimizer of \( e(\hat{p}) \). Therefore, there exists an \( \epsilon > 0 \) such that, for all initial conditions satisfying \( ||\hat{p}(0) - p - (1_n \otimes p_e)|| < \epsilon \), the estimation \( \hat{p} \) converges to \( p - (1_n \otimes p_e) \).

We point out that the estimator in the form (16) is identical to the formation controller proposed in Krick et al. (2009). Consequently, we refer the reader to this work for a discussion on the stability and convergence properties of this model. A similar estimation scheme is also proposed in Calafiore et al. (2010b). We briefly emphasize that the property of having the true value of relative positions \( p - (1_n \otimes p_e) \) as an isolated local minimizer of (14) is a consequence of the definition of infinitesimal rigidity and of the non-collinearity assumption of the agents \( i_a, i, \) and \( k \).

We finally note that, in general, the rate of convergence of a gradient descent method is known to be slower than other estimation methods. However, we opted for this method since it is directly amenable to a distributed implementation and requires only first-order derivative information.

### 5. Distributed estimation of the rigidity eigenvalue and eigenvector

As seen in Section 4, when the multi-robot team possesses the infinitesimal rigidity property, it is possible to distributeably estimate the relative positions in a common reference frame for each agent. However, the proposed distributed rigidity maintenance control action (10) requires knowledge of some additional global quantities that are explicitly expressed in the expressions (13) and (10). In particular, each agent must know also the current value of the rigidity eigenvalue and certain components of the rigidity eigenvector. In this section we propose a distributed estimation scheme inspired by the distributed connectivity maintenance solution proposed in Yang et al. (2010) for obtaining the rigidity eigenvalue and eigenvector.

For the reader’s convenience, we first provide a brief summary of the power iteration method for estimating the eigenvalues and eigenvectors of a matrix. We then proceed to show how this estimation process can be distributed by employing PI consensus filters and by suitably exploiting the structure of the symmetric rigidity matrix.

#### 5.1. Power iteration method

The power iteration method is one of a suite of iterative algorithms for estimating the dominant eigenvalue and eigenvector of a matrix. Following the same procedure as in Yang et al. (2010), we employ a continuous-time variation of the algorithm that will compute the smallest non-zero eigenvalue and eigenvector of the symmetric rigidity matrix.

The discrete-time power iteration algorithm is based on the following iteration,

\[
x(k + 1) = A^k x(0) = A^k x(0) / ||A^k x(0)||
\]

Under certain assumptions for the matrix \( A \) (i.e. no repeated eigenvalues), the iteration converges to the eigenvector associated to the largest eigenvalue of the matrix.

To adapt the power iteration to compute the rigidity eigenvector and eigenvalue, we leverage the results of Theorem 2.16 and consider the iteration on a deflated version of the symmetric rigidity matrix, i.e. \( \mathcal{R} = I - TT^T - \alpha \mathcal{R} \) for some small enough \( \alpha > 0 \). The power iteration method estimates the largest eigenvalue of a matrix. As all of the eigenvalues of the symmetric rigidity matrix are non-negative, the largest eigenvalue of the deflated version \( \mathcal{R} \) will correspond to \( I - \alpha \mathcal{R} \), and thus can be used to estimate \( \lambda_1 \). The constant \( \alpha \) ensures the matrix \( \mathcal{R} \) is positive semi-definitive. The columns of the matrix \( T \in \mathbb{R}^{m \times 6} \) contain the eigenvectors corresponding to the zero eigenvalues of \( \mathcal{R} \), for example, as characterized in Theorem 2.16. Note that the power iteration applied to the matrix \( \mathcal{R} \) will compute the eigenvector associated with the rigidity eigenvalue.
The continuous-time counterpart of the power iteration algorithm now takes the form (Yang et al., 2010)

\[
\dot{\mathbf{v}}(t) = - \left( k_1 TT^T + k_2 \mathcal{R} + k_3 \left( \mathbf{v}(t)^T \mathbf{v}(t) \right) \frac{1}{3n} - 1 \right) \mathbf{v}(t)
\]

(17)

where \( \mathbf{v} \) is the estimate of the rigidity eigenvector, and the constants \( k_1, k_2, k_3 > 0 \) are chosen to ensure the trajectories converge to the rigidity eigenvector.\(^8\) We present here the main result and refer the reader to Yang et al. (2010) for details of the proof, noting that the proof methodologies are the same for the system (17) as that proposed in Yang et al. (2010).

**Theorem 5.1.** Assume that the weighted framework \((G, p, V)\) with symmetric rigidity matrix \( \mathcal{R} \) is infinitesimally rigid and has distinct non-zero eigenvalues, and \( \mathbf{v} \) denote the rigidity eigenvector. Then for any initial condition \( \mathbf{v}(t_0) \in \mathbb{R}^n \) such that \( \mathbf{v}^T \mathbf{v}(t_0) \neq 0 \), the trajectories of (17) converge to the subspace spanned by the rigidity eigenvector, i.e. \( \lim_{t \to \infty} \mathbf{v}(t) = \gamma \mathbf{v} \) for \( \gamma \in \mathbb{R} \), if and only if the gains \( k_1, k_2 \) and \( k_3 \) satisfy the following conditions:

1. \( k_1, k_2, k_3 > 0 \);
2. \( k_1 > k_2 \lambda_7 \);
3. \( k_3 > k_2 \lambda_7 \).

Furthermore, for any choice of constants \( k_1, k_2, k_3 > 0 \), the trajectories of (17) remain bounded and satisfy

\[
\| \mathbf{v}(t) \| \leq \max \left\{ \| \mathbf{v}(t_0) \|, \sqrt{3n} \right\}, \quad \text{for all } t \geq t_0
\]

In particular, the trajectory converges to the rigidity eigenvector with

\[
\lim_{t \to \infty} \| \mathbf{v}(t) \| = \sqrt{3n \left( 1 - \frac{k_2}{k_3} \right) \lambda_7}
\]

**Remark 5.2.** The power iteration proposed in (17) assumes that the symmetric rigidity matrix is static. However, in a dynamic setting the parameters of the rigidity matrix are a function of the state of the robots in a multi-robot system, and both the symmetric rigidity matrix and the expression of its null space are inherently time-varying. While the proof provided in Yang et al. (2010) does not explicitly address the time-varying case, our experience suggests that the dynamics of (17) is able to track even a time-varying rigidity eigenvector, so long as the dynamics of the robots are slower than the estimator. The speed of convergence of (17), of course, is also tunable by the constants \( k_1, k_2, k_3 \).

**Remark 5.3.** Another important subtlety of the dynamics (17) is the requirement that the rigidity eigenvector is unique. When the rigidity eigenvalue is not unique, the associated eigenvector can belong to (at least) a two-dimensional subspace \( \mathcal{L} \), so that (17) cannot be expected to converge to a unique eigenvector but rather to an equilibrium point in \( \mathcal{L} \) (see, e.g., Yang et al., 2010). This can pose difficulties in real-world conditions since non-idealities such as noise in measuring the agent states (used in evaluating the symmetric rigidity matrix \( \mathcal{R} \)), and discretization when numerically integrating (17), can make the equilibrium point for (17) in \( \mathcal{L} \) to abruptly vary over time, thus preventing a successful convergence of the estimation of \( \mathbf{v} \).

### 5.2. A distributed implementation

The results of Section 5.1 provide a continuous-time estimator for estimating the rigidity eigenvalue and eigenvector of the symmetric rigidity matrix. The estimator given in (17), however, is a centralized implementation. Moreover, certain parameters used in (17) are expressed using a common reference frame (i.e. the quantity \( TT^T \), see Theorem 2.16 and Remark 2.17) or require each robot to know the entire estimator state (i.e. the quantity \( \mathbf{v}(t)^T \mathbf{v}(t) \) in (17)). We propose in this section a distributed implementation for the rigidity estimator that overcomes these difficulties, in particular by leveraging the results of Section 4. In the same spirit as the solution proposed in Yang et al. (2010), we make use of the PI average consensus filter (Freeman et al., 2006) to distributely compute the necessary quantities of interest, and strongly exploit the particular structure of the symmetric rigidity matrix.

Our approach to the distribution of (17) is to exploit both the built-in distributed structure (i.e. the symmetric rigidity matrix \( \mathcal{R} \)) and the reduction of the other parameters to values that all agents can obtain via a distributed algorithm. In this direction, we now proceed to analyze each term in (17) and discuss the appropriate strategies for implementing the estimator in a distributed fashion.

Concerning the first term \( TT^T \mathbf{v} \), Theorem 2.16 provides an analytic characterization of the eigenvectors associated with the zero eigenvalues of the symmetric rigidity matrix (assuming the graph is infinitesimally rigid). To begin the analysis, we explicitly write out the matrix \( T \) and examine the elements of the matrix \( TT^3 \). Following the comments of Remark 2.17, we express the null-space vectors in terms of relative positions to an arbitrary point \( p_c = [p_1^c, p_2^c, p_3^c] \in \mathbb{R}^3 \); in particular, the point \( p_c \) will be the special agent \( i_c \), described in Section 4:

\[
T = \begin{bmatrix}
1_n & 0 & 0 & p^c - p_1^c & p^c - p_2^c & p^c - p_3^c \\
0 & 1_n & 0 & p_1^c - p_1^c & p_2^c - p_2^c & p_3^c - p_3^c \\
0 & 0 & 1_n & p_1^c - p_1^c & p_2^c - p_2^c & p_3^c - p_3^c
\end{bmatrix}
\]

For the remainder of this discussion, we assume that all agents have access to their state in an estimated coordinate frame relative to the point \( p_c \), the details of which were described in Section 4.
\[ TT^T = \begin{bmatrix} \frac{\mu}{n} T_n^T + p_v^c(p_v^c) T_n + p_z^c(p_z^c) T_n & -p_z^c(p_z^c) T_n - p_v^c(p_v^c) T_n & -p_z^c(p_z^c) T_n - p_v^c(p_v^c) T_n \\ -p_z^c(p_z^c) T_n - p_v^c(p_v^c) T_n & \frac{\mu}{n} T_n^T + p_v^c(p_v^c) T_n + p_z^c(p_z^c) T_n & -p_z^c(p_z^c) T_n - p_v^c(p_v^c) T_n \\ -p_z^c(p_z^c) T_n - p_v^c(p_v^c) T_n & -p_z^c(p_z^c) T_n - p_v^c(p_v^c) T_n & \frac{\mu}{n} T_n^T + p_v^c(p_v^c) T_n + p_z^c(p_z^c) T_n \end{bmatrix} \] (18)

To simplify notation, we write as in Section 4, for example, \( p_v^c(p_v^c) = p_v - p_v^c \), and \( p_z^c(p_z^c) = p_z - p_z^c \). Following our earlier notation, we also partition the vector \( \vec{v} \) into each coordinate, \( \vec{v}^i, \vec{v}^j, \) and \( \vec{v} \). Let \( \text{avg}(\vec{r}) \) denote the average value of the elements in the vector \( \vec{r} \in \mathbb{R}^n \), i.e., \( \text{avg}(\vec{r}) = \frac{1}{n} \vec{r}^T \). Then it is straightforward to verify that

\[ \frac{\mu}{n} T_n^T \vec{v}^i(t) = n \text{avg}(\vec{v}^i(t)) \vec{1}_n, \quad k \in \{x, y, z\} \] (19)

\[ p_v^c(p_v^c) \vec{v}^i(t) = n \text{avg}(p_v^c \vec{v}^i) \vec{p}_v^c, \quad i, j, k \in \{x, y, z\} \] (20)

where ‘\( \cdot \circ \)’ denotes the element-wise multiplication of two vectors.

This characterization highlights that, in order to evaluate the term \( TT^T \), each agent must compute the average amongst all agents of a certain value that is a function of the current state of the estimator and of the positions in some common reference frame whose origin is the point \( p_v \). It is well known that the consensus protocol can be used to distribute the average among a set of numbers (Mesbahi and Egerstedt, 2010). The speed at which the consensus protocol can compute this value is a function of the connectivity of the underlying graph and the weights used in the protocol. In this framework, however, a direct application of the consensus protocol will not be sufficient. Indeed, it is expected that each agent will be physically moving, leading to a time-varying description of the matrix \( TT^T \) (see Remark 5.2). In addition, the underlying network is also dynamic as sensing links between agents are inherently state dependent.

The use of a dynamic consensus protocol introduces additional tuning parameters that can be used to ensure that the distributed average calculation converges faster than the underlying dynamics of each agent in the system, as well as the ability to track the average of a time-varying signal. We employ the following PI average consensus filter proposed in Freeman et al. (2006),

\[ \begin{bmatrix} \dot{z}(t) \\ \dot{w}(t) \end{bmatrix} = \begin{bmatrix} -\gamma I_n - K_p L(G(t)) & K_I L(G(t)) \\ -K_I L(G(t)) & 0 \end{bmatrix} \begin{bmatrix} z(t) \\ w(t) \end{bmatrix} + \begin{bmatrix} \gamma I_n \\ 0 \end{bmatrix} u(t) \] (21)

\[ y(t) = [I_n \ 0] \begin{bmatrix} z(t) \\ w(t) \end{bmatrix} \] (22)

The parameters \( K_p, K_I \in \mathbb{R} \) and \( \gamma \) in \( \mathbb{R} \) are used to ensure stability and tune the speed of the filter. An analysis of the stability and performance of this scheme with time-varying graphs is given in Freeman et al. (2006). Figure 5 provides a block diagram representation of how the PI consensus filters are embedded into the calculation of \( TT^T \vec{v}(t) \) (in only the \( x \) coordinate).

As for the second term in (17), as shown in Section 2.3 the symmetric rigidity matrix is by construction a distributed operator. The term \( R \vec{v}(t) \) can be computed using only information exchanged between neighboring agents, as determined by the sensing graph.

The final term in (17) is a normalization used to drive the eigenvector estimate to the surface of a sphere of radius \( \sqrt{3n} \). Using the same analysis as above, it can be verified that

\[ \left( \frac{\vec{v}(t)^T \vec{v}(t)}{3n} - 1 \right) \vec{v}(t) = (\text{avg}(\vec{v}(t) \circ \vec{v}(t)) - 1) \vec{v}(t) \] (23)

Fig. 5. Block diagram showing PI consensus filters in calculation of \( TT^T \vec{v}(t) \).
This quantity can therefore be distributedly computed using an additional PI consensus filter.
Using the result of Theorem 5.1 and the PI consensus filters, each agent is also able to estimate the rigidity eigenvalue.

**Corollary 5.4.** Let $\hat{\mathbf{v}}_i(t)$ denote the output of the PI consensus filter for estimating the quantity $\text{avg}(\mathbf{v}(t) \circ \hat{\mathbf{v}}(t))$ for agent $i$. Then agent $i$’s estimate of the rigidity eigenvalue, $\hat{\lambda}_i$, can be obtained as

$$\hat{\lambda}_i = \frac{k_1}{k_2} (1 - \mathbf{v}_i(t)).$$

In summary, each agent implements the following filters:

- estimation of a common reference frame using (15);
- estimation of the rigidity eigenvector using (17);
- a PI-consensus filter for tracking the average of the estimate of the rigidity eigenvector (19);
- a PI-consensus filter for tracking the quantity described in (20);
- a PI-consensus filter for tracking the average of the square of the rigidity eigenvector estimate (23).

For completeness, we now present the full set of filters that each robot executes:

$$\dot{\hat{\mathbf{v}}}_i = -k_1 n \left( \mathbf{v}_i + z^H_j(t) \hat{\mathbf{p}}_j + z^H_i \hat{\mathbf{p}}_i(t) \right)$$

$$- k_2 \sum_{j \in N(i)} W_{ji} \left( \mathbf{v}_i(t) - \hat{\mathbf{v}}_i \right) - k_3 (\mathbf{v}_i - 1) \hat{\mathbf{v}}_i$$

$$\dot{\hat{\mathbf{p}}}_i = \sum_{j \in N(i)} \left( \left| \hat{\mathbf{p}}_j - \hat{\mathbf{p}}_i \right|^2 - \hat{\mathbf{v}}_i \right) \hat{\mathbf{p}}_j - \hat{\mathbf{p}}_i$$

$$- \delta_{it}(\hat{\mathbf{p}}_i - \hat{\mathbf{p}}_i)$$

$$- \delta_{it}(\hat{\mathbf{p}}_i - \hat{\mathbf{p}}_i)$$

$$\hat{\mathbf{v}}_i = \gamma(\mathbf{v}_i - \hat{\mathbf{v}}_i) - K_P \sum_{j \in N(i)} \left( \mathbf{v}_i - \mathbf{v}_j \right) + K_I \sum_{j \in N(i)} \left( \hat{\mathbf{w}}_i - \hat{\mathbf{w}}_j \right)$$

$$\hat{\mathbf{w}}_i = -K_I \sum_{j \in N(i)} (\mathbf{v}_i - \mathbf{v}_j)$$

$$\dot{\hat{\mathbf{v}}}_i = \gamma(\mathbf{v}_i^2 - \hat{\mathbf{v}}_i^2) - K_P \sum_{j \in N(i)} \left( \mathbf{v}_i^2 - \mathbf{v}_j^2 \right)$$

$$+ K_I \sum_{j \in N(i)} \left( \hat{\mathbf{w}}_i^2 - \hat{\mathbf{w}}_j^2 \right)$$

$$\dot{\hat{\mathbf{v}}}_i = -K_I \sum_{j \in N(i)} (\mathbf{v}_i^2 - \mathbf{v}_j^2)$$

$$z_i = \gamma((\hat{\mathbf{v}}_i \circ \mathbf{v}_i - \hat{\mathbf{v}}_i \circ \mathbf{v}_i) - z_i) - K_P \sum_{j \in N(i)} (z_i - z_j)$$

$$+ K_I \sum_{j \in N(i)} (w_i(t) - w_j(t))$$

**Fig. 6.** Two snapshots of the reported experiment. Left: Simulated 3D views showing, in particular, the inter-agent links (red, almost disconnected link; green, optimally connected link). Right: Corresponding pictures of the experimental setup. The two highlighted quadrotor UAVs are partially controlled by two human operators.
Fig. 7. Behavior of $\|p_i - p_e - \hat{p}_{i,c}\|_2$, $i = 2 \ldots 6$, the norm of the estimation error for the relative positions of agents $2 \ldots 6$ with respect to agent $i_c = 1$. The horizontal dashed black line represents the mean value of each error norm over time. Note how the estimation errors keep a low value during the group motion and thus indicate the ability of each robot to recover its relative position with respect to the robot $i_c = 1$ by only exploiting measured distances with respect to its neighbors and the infinitesimal rigidity of the formation.
\begin{equation}
\dot{\lambda}_i = K_I \sum_{j \in N_i(t)} (z_i^y - z_j^y) \tag{31}
\end{equation}

\begin{equation}
\dot{z}_i^z = \gamma (\dot{\tilde{x}}_i - \dot{\tilde{x}}_j) - K_P \sum_{j \in N_i(t)} (z_i^y - z_j^y)
+ K_I \sum_{j \in N_i(t)} (w_i^y - w_j^y) \tag{32}
\end{equation}

\begin{equation}
\dot{w}_i^z = -K_I \sum_{j \in N_i(t)} (z_i^z - z_j^z). \tag{33}
\end{equation}

These equations are written only for the \( x \) coordinate associated with all of the quantities. Observe, however, that the filters needed for the \( y \) and \( z \) coordinates do not require additional integrators, as similar filters can be vectorized (for example, the PI filters can be combined as in (21)). For the readers convenience, a summary of the notation and variable definitions used in (24)–(33) is provided in Table 1.

Remark 5.5. Equations (24)–(33) show that each agent requires a 10th-order dynamic estimator for estimating the rigidity eigenvector and eigenvalue. This filter is composed of three PI-consensus filters, a relative position estimation filter, and the power iteration filter. An important point to emphasize is the order of the overall filter is independent of the number of agents in the ensemble, and thus is a scalable solution.

6. The rigidity maintenance controller

The primary focus of this work until now was a detailed description of how the rigidity of a multi-robot formation can be maintained in a distributed fashion. The basic idea was to follow the gradient of an appropriately defined potential function of the rigidity eigenvalue; this control strategy was presented in (13). The fundamental challenge for the implementation of this control strategy was twofold: on the one hand, rigidity of a formation is an inherently global property of the network, and on the other hand, the control law depended on relative position measurements in a common reference frame.

A truly distributed solution based on this control strategy requires each agent to estimate a common inertial reference frame and also estimate the rigidity eigenvalue and eigenvector of the formation. The solution to these estimation problems was presented in Sections 4 and 5, with the complete set of filter equations summarized in (24)–(33). Note that both estimation strategies implicitly require that the underlying formation is infinitesimally rigid (see also Assumption 3.4). The final step for implementation of the rigidity maintenance controller is then to replace all of the state variables given in (13) with the appropriate estimated states computed by the relative position estimators and rigidity eigenvalue estimators. The local controller for each agent is thus given as,

\begin{equation}
\xi_i^t = -\frac{\partial V(\dot{\lambda}_i)}{\partial \lambda_i} \sum_{j \in N_i} W_{ij} \left( 2(\dot{\rho}_{i,c} - \dot{\rho}_{j,c})(\dot{v}_i^y - \dot{v}_j^y)^2 + 2(\dot{\rho}_{i,c} - \dot{\rho}_{j,c})(\dot{v}_i^z - \dot{v}_j^z)(\dot{v}_i^y - \dot{v}_j^y) + 2(\dot{v}_i^z - \dot{v}_j^z)(\dot{v}_i^y - \dot{v}_j^y) + \frac{\partial V}{\partial \rho_{i,c}} S_{ij} \right) \tag{34}
\end{equation}

in conjunction with all of the estimation filters of (24)–(33).

Remark 6.1. The interconnection of the relative position estimator, rigidity eigenvalue estimator, and gradient controller leads to a highly non-linear dynamics for which a
Fig. 9. Behavior of the 15 weights $W_{uv}(t)$ for all the possible edges of graph $G$. Note how the values of weights $W_{uv}(t)$ vary over time because of the sensing/communication constraints and requirements embedded within their definition (see Section 3.1). Some weights (e.g. $W_{24}$ and $W_{45}$) also temporarily vanish indicating loss of the corresponding edge (and, thus, the time-varying nature of graph $G$).
formal proof analysis is not straightforward. While we are currently working towards a deeper analysis in this sense, the approach taken in this work is to exploit the typical (although informal) time-scale separation argument commonly found in many robotics applications relying on feedback control from an estimated state (as, e.g., when using an extended Kalman filter). Basically, the estimator dynamics is assumed “fast enough” such that its transient behavior can be considered as a second-order perturbation with respect to the robot motion (see also Yang et al., 2010) for an equivalent assumption in the context of decentralized connectivity maintenance control.

7. Experimental results

In this section we report some experimental results aimed at illustrating the machinery proposed so far for distributed rigidity maintenance. The experiments involved a total of $N = 6$ quadrotor UAVs (five real and one simulated) flying the environment shown in Figure 6. A video illustrating the various phases of the experiment (Extension 1) is attached to the paper.

All of the quadrotor UAVs were implementing the rigidity maintenance action (34) in addition to the estimation filters presented in (24)–(33). In addition, for two of the quadrotor UAVs (namely, quadrotors 1 and 2) an exogenous bounded velocity term $\xi_i \in \mathbb{R}^3$ was also added to (34); this allows for two human operators to independently control the motion of quadrotors 1 and 2 during the experiment, so as to steer the whole formation and trigger the various behaviors embedded in the weights $W_{uv}$ (formation control, obstacle avoidance, sensing limitations).

Our experimental quadrotor platform is a customized version of the MK-Quadro (see http://www.mikrokopter.de) implementing the TeleKyb ROS framework (see http://www.ros.org/wiki/telekyb) for flight control, experimental workflow management and human inputting. Attitude is stabilized with a fast inner loop that takes advantage of high-rate/onboard accelerometer and gyroscope measurements while the velocity stabilization is achieved by a slower control loop that measures the current velocity thanks to an external motion capture system. The motion capture system is also used to obtain relative distance measurements among the robots and the two bearing measurements needed by the special robot $i_c$. The reader is referred to Franchi et al. (2012b) for a detailed description of the quadrotor-based experimental setup.

We start illustrating the behavior of the relative position estimator described in Section 4 and upon which all of the subsequent steps are based (estimation of $\lambda_7$ and $v$ and evaluation of the control action (10)). As explained in Section 4, owing to the formation infinitesimal rigidity, the scheme (15) allows each agent $i$ to build an estimation $\hat{p}_{l,i}$ of its relative position $p_i - p_c$ with respect to the agent $i_c$, with $i_c = 1$ in this experiment. Figures 7(a)–(e) report the behavior of the norm of the estimation errors $|p_i - p_c - \hat{p}_{l,i}|$ for $i = 2 \ldots 6$ together with their mean values (dashed horizontal black line). It is then possible to verify how the relative position estimation errors keep low values over time, thus effectively allowing every agent to recover its correct relative position with respect to $p_c$ from the measured relative distances.

As for the rigidity eigenvalue estimation of Section 5, Figure 8(a) reports the behavior of $\lambda_7(t)$ (solid blue line), of the six estimations $\hat{\lambda}_7(t)$ (solid colored lines almost superimposed to $\lambda_7(t)$), and of the minimum threshold $\lambda_7^{\text{min}} = 7.5$ (horizontal dashed line). From the plot one can verify: (i) the accuracy in recovering the value of $\lambda_7(t)$ (note how the six estimations are almost superimposed on the real value) and (ii) that $\lambda_7(t) > \lambda_7^{\text{min}}$ at all times apart from few isolated spikes, implying that formation rigidity was maintained during the task execution. As an additional indication of the eigenvalue estimation performance, Figure 8(b) shows the total estimation error for the rigidity eigenvalue

$$e_h(t) = \frac{\sum_{i=1}^N |\lambda_7(t) - \hat{\lambda}_7(t)|}{N}$$

which again confirms the accuracy of the estimation strategy.

Figures 9(a–o) report the behavior of the 15 weights $W_{uv}$ defined in (11) and associated with all of the possible edges of graph $\mathcal{G}$ in order to show their time-varying nature because of the constraints and requirements listed in Section 3.1. Note how the value of some weight drops to zero over time (e.g. $W_{45}$ at about $t = 25$ s or $W_{24}$ at about $t = 210$ s), thus indicating loss of the corresponding edge. In the same spirit, Figure 10 shows the total number of edges $|\mathcal{E}|$ of the unweighted graph $\mathcal{G}$ (i.e. of non-zero weights $W_{uv}$, see Definition 2.9) during the group motion. These results highlight the time-varying nature of graph $\mathcal{G}$ which, as explained in the previous sections, is not constrained to keep a given fixed topology but is free to lose

![Fig. 10. Total number of edges in the graph $G$ during the group motion.](image-url)
or gain edges as long as infinitesimal rigidity of the formation is preserved.

Finally, Figures 11(a)–(f) report the behavior over time of $p_i(t)$ (the $i$th agent position, solid lines) and of $p_{i,\text{real}}(t)$ (the $i$th quadrotor position, dashed lines) while tracking the motion of $p_i(t)$. The two position vectors result almost perfectly coincident, thus indicating a successful tracking performance of the quadrotors (and the soundness of our
modeling assumptions). As a further confirmation of this fact, the norm of the overall tracking error defined as

$$e_{\text{track}}(t) = \frac{\sum_{i=1}^{N} ||p_i(t) - p_i,\text{real}(t)||}{N}$$ \hspace{1cm} (36)

is also reported in Figure 12.

8. Concluding remarks

This work presented a fully distributed solution for the rigidity maintenance control of a multi-robot system. As discussed in the introduction, rigidity is an important architectural feature for multi-robot systems that enables, for example, formation keeping and localization using only range-based measurements. The main theme of this work, therefore, was the distributed implementation of a number of algorithms for estimation and control in a multi-robot system related to rigidity maintenance. In particular, we demonstrated how the rigidity eigenvalue and eigenvector, used to decide whether a formation is infinitesimally rigid, can be distributedly estimated using a suite of estimators based on dynamic consensus filters and the power iteration method for eigenvalue estimation. The rigidity property also allowed for estimation of a common inertial reference frame using only range-based measurements, along with one single endowed agent that is able to sense both range and bearing. The estimation of these quantities were then embedded in a gradient-based distributed control action ensuring each agent moves in a way that guarantees rigidity of the formation is maintained. This control scheme also explicitly handles a variety of practical multi-robot constraints, including sensing and communication ranges, collision and obstacle avoidance, and line-of-sight requirements. The validity of the proposed algorithms was demonstrated by a team of six quadrotor UAVs flying in a cluttered environment.

This work also highlighted a number of directions for future research. In particular, the estimation of the rigidity eigenvalue assumed that there is a separation between the rigidity eigenvalue and the next largest eigenvalue, i.e. \(|\lambda_7 - \lambda_8| > 0\). While the reported experimental results showed a large degree of robustness with respect to this effect, there remain both theoretical and practical questions related to this problem. For instance, it would be interesting to complement the rigidity maintenance controller with an additional term meant to maintain a minimum separation among \(\lambda_8\) and \(\lambda_7\). Another extension is to relax the requirement for having a special agent endowed with additional sensing capabilities (i.e. range and bearing). This would lead to a distributed solution involving only range measurements for all robots in the ensemble.

Despite these remaining challenges, this work has successfully demonstrated the power of distributed strategies for multi-robot systems. Indeed, it is remarkable to observe the behavior of the multi-robot team running many distributed filters to achieve a common global objective. The refinement of these strategies will no doubt become an important requirement as autonomous multi-robot systems are integrated more into a variety of application domains.
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Notes

1. The second smallest eigenvalue of the graph Laplacian matrix.
2. If the graph is not connected, there will be additional eigenvalues at the origin corresponding to the number of connected components of the graph, see Godsil and Royle (2001).
3. A more detailed proof for the two-dimensional case is provided in Zelazo et al. (2012).
4. As for collision with obstacles, an equivalent behavior is automatically obtained from weights \(\gamma^*_v\), see again Robuffo Giordano et al. (2013) for a full explanation. Also note that, because of the definition of weights \(W_{uv}\), one has \(N_u \subseteq S_u\) but \(S_u \not\subseteq N_u\).
5. Formation rigidity implies presence of at least two non-collinear neighbors for each agent (Laman, 1970).
6. \(\delta_{ij} = 0\) if \(i=j\) and \(\delta_{ij} = 1\) otherwise.
7. Assuming the rigidity eigenvalue is unique and the framework is infinitesimally rigid (i.e. the rigidity eigenvalue is positive). We will discuss the implications of this assumption later.
8. Note that the constant \(\alpha\) used to describe the deflated symmetric rigidity matrix is effectively replaced by \(k_2\) in this formulation.
9. The control is shown in the x coordinate; a similar expression can be obtained for the y and z coordinates.
10. We note that, being \(\xi^\alpha\) bounded, its effect does not threaten rigidity maintenance since the control action \(\xi_i\) in (10) always results dominant as \(V_\alpha(\lambda_7) \to \infty\) if \(\lambda_j(t) \to \lambda_7^{\text{min}}\)
11. Here, we assume that the directed edges \((vi,vj)\) and \((vj,vi)\) are equivalent to the undirected edge \(\{vi,vj\}\).

12. This representation also assumes that all of the edges have been assigned a label, and this labeling is maintained even for the local graphs (local graphs do not relabel their edges; for example if edge 2 is not in local graph \(G'_i\), then the second column of \(E(G'_i)\) will be zero).
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Appendix A: Index to Multimedia Extension

Archives of IJRR multimedia extensions published prior to 2014 can be found at http://www.ijrr.org, after 2014 all videos are available on the IJRR YouTube channel at http://www.youtube.com/user/ijrrmultimedia

Table of Multimedia Extension

<table>
<thead>
<tr>
<th>Extension</th>
<th>Media type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Video</td>
<td>Experiments of rigidity maintenance with a group of UAVs</td>
</tr>
</tbody>
</table>

Appendix B: Rigidity matrix example

The development of the alternative representation of the rigidity matrix given in Proposition 2.13 of the document is aided by a simple example. To begin, we make some qualitative observations of the rigidity matrix. For this example we consider a framework in \( \mathbb{R}^2 \) with the complete graph on three nodes (denoted \( K_3 \)). The rigidity matrix can be written by inspection as

\[
R(p) = \begin{bmatrix}
 p_1 p_1 - p_2 p_2 & p_1 p_2 - p_1 p_2 & p_1 p_3 - p_2 p_3 & 0 & 0 \\
 p_2 p_1 - p_2 p_2 & p_2 p_2 - p_2 p_2 & p_2 p_3 - p_3 p_3 & 0 & 0 \\
 p_3 p_1 - p_3 p_2 & p_3 p_2 - p_3 p_3 & p_3 p_3 - p_3 p_3 & 0 & 0 \\
 0 & 0 & 0 & p_2 p_2 - p_3 p_3 & p_2 p_3 - p_3 p_3 \\
 0 & 0 & 0 & 0 & p_3 p_3 - p_3 p_3
\end{bmatrix}
\]

For the complete graph and an arbitrary orientation assigned to each edge, the incidence matrix \( E(\mathcal{G}) \) can be written as

\[
E(\mathcal{G}) = \begin{bmatrix}
 1 & 1 & 0 \\
 -1 & 0 & 1 \\
 0 & -1 & -1
\end{bmatrix}
\]

The transpose of the incidence matrix functions as a “difference” operator. If the position of each agent is formed into a vector, we have

\[
E(\mathcal{G})^T \begin{bmatrix}
  p_1^x \\
  p_2^x \\
  p_3^x \\
  p_1^y \\
  p_2^y \\
  p_3^y
\end{bmatrix} = \begin{bmatrix}
  p_1^y - p_2^y \\
  p_2^y - p_3^y \\
  p_3^y - p_1^y \\
  p_1^x - p_2^x \\
  p_2^x - p_3^x \\
  p_3^x - p_1^x
\end{bmatrix}
\]

The point to illustrate here is that this difference operation between positions is redundantly embedded inside the rigidity matrix. This fact can be made more precise by defining a directed local graph at node \( v_i \) from the graph \( \mathcal{G} \) as in Definition 2.12 in the main text. Intuitively, the idea is that each node only has some local information about the connectivity of the entire graph; indeed, it only knows of the existence of other nodes that it can sense. In this way, we can define a sub-graph induced by each node in the graph as follows.

Let \( \mathcal{G}_j = (\mathcal{V}, \mathcal{E}_j) \) be a sub-graph induced by node \( v_j \) such that

\[
\mathcal{E}_j = \{(v_j, v_i) | (v_i, v_j) \in \mathcal{E}\}
\]

Here we emphasize that the original graph \( \mathcal{G} \) is undirected, while in the new induced graph \( \mathcal{G}_j \) we assign a direction to the edge such that node \( v_j \) is always the tail. Furthermore, observe that \( \cup_j \mathcal{G}_j = \mathcal{G} \). This is illustrated in Figure 13.

To continue with the \( K_3 \) example, we can write the local incidence matrix for node \( v_1 \) as

\[
E(\mathcal{G}_1) = \begin{bmatrix}
  1 & 1 & 0 \\
 -1 & 0 & 0 \\
 0 & -1 & 0
\end{bmatrix}
\]

Note that this matrix is not truly an incidence matrix for the graph \( \mathcal{G}_1 \); “placeholders” for the other edges in the graph \( \mathcal{G} \)

\[\text{Fig. 13. Example of a directed local graph: (a) a graph; (b) local directed graph at a node.}\]
are kept. As a result, the local incidence matrix is defined as $E_l(G_j) \in \mathbb{R}^{[\mathcal{V}] \times [\mathcal{E}]}$ to have zero columns corresponding to the edges not in $E_j$.\[^{12}\]

Now, consider the local incidence matrix as the difference operator,

$$E_l(G_j)^T = \begin{bmatrix} p_1^x & p_1^y \\ p_2^x & p_2^y \\ p_3^x & p_3^y \end{bmatrix} = \begin{bmatrix} p_1^x - p_2^x & p_1^y - p_2^y \\ p_1^x - p_3^x & p_1^y - p_3^y \\ 0 & 0 \end{bmatrix}$$

Note that this is identical to the first two columns of the rigidity matrix $R(p)$. In fact, this shows that the rigidity matrix can be written entirely in terms of local incidence matrices, as formally stated in Proposition 2.13.
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Abstract—Standard quadrotor unmanned aerial vehicles (UAVs) possess a limited mobility because of their inherent underactuation, that is, availability of four independent control inputs (the four propeller spinning velocities) versus the 6 degrees of freedom parameterizing the quadrotor position/orientation in space. Thus, the quadrotor pose cannot track arbitrary trajectories in space (e.g., it can hover on the spot only when horizontal). Because UAVs are more and more employed as service robots for interaction with the environment, this loss of mobility due to their underactuation can constitute a limiting factor. In this paper, we present a novel design for a quadrotor UAV with tilting propellers which is able to overcome these limitations. Indeed, the additional set of four control inputs actuating the propeller tilting angles is shown to yield full actuation to the quadrotor position/orientation in space, thus allowing it to behave as a fully actuated flying vehicle. We then develop a comprehensive modeling and control framework for the proposed quadrotor, and subsequently illustrate the hardware and software specifications of an experimental prototype. Finally, the results of several simulations and real experiments are reported to illustrate the capabilities of the proposed novel UAV design.
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I. INTRODUCTION

COMMON unmanned aerial vehicles (UAVs) are underactuated mechanical systems, that is, systems possessing less control inputs than available degrees of freedom (DoF). This is, for instance, the case of helicopters and quadrotor UAVs for which only the Cartesian position and yaw angle with respect to an inertial frame can be independently controlled (4 DoF), whereas the behavior of the remaining roll and pitch angles (2 DoF) is completely determined by the trajectory chosen for the former 4 DoF (the so-called quadrotor flat outputs [1]–[3]).

Over the last decades, a variety of control techniques have been proposed to deal with the quadrotor underactuation to allow for an effective and robust flight performance (see [3]–[5] for an overview). The constant improvements during the miniaturization of microelectromechanical systems and sensors (MEMS) and during the computational power of microcontrollers have led to impressive achievements by employing quadrotor UAVs as robotics platforms: planning and control for aggressive flight maneuvers [6], collective control of multiple small- and micro-quadrotors [7], [8], and vision-based state estimation for autonomous flight [9] are just a few examples.

Nevertheless, the underactuated quadrotor design still limits its flying ability in free or cluttered space, and it also degrades the possibility of interacting with the environment by exerting desired forces in arbitrary directions. This is particularly a limiting factor because quadrotor UAVs are being more and more envisaged and exploited as autonomous flying service robots, for example, as proven by the recently funded EU projects AIRobots [10] and ARCAS [11]. Indeed, several groups have been addressing the possibility to allow for an actual interaction with the environment, either in the form of direct contact [12]–[14] or by considering aerial grasping and manipulation tasks [15]–[19]. In this respect, as also recognized in [20] and [21], it is interesting to explore different actuation strategies that can overcome the aforementioned underactuation problem and allow for full motion and force control in all directions in space.

Motivated by these considerations, several solutions have been proposed in the past literature spanning different concepts as, for example, tilt-wing mechanisms [22], [23], UAVs with nonparallel (but fixed) thrust directions [24], or tilt-rotor actuations [25], [26]. In [27], the possibility of combining several modules of underactuated ducted-fan vehicles to achieve full 6-dof actuation for the assembled robot is theoretically explored, with a special focus on the optimal allocation of the available (redundant) control inputs. In contrast, Hua et al. [20] consider the possibility of a thrust-tilted quadrotor UAV in which the main thrust direction (2 DoF) can be actively regulated. A trajectory tracking control strategy is then proposed, which is able to explicitly consider a limited range of the thrust-tilting angles. Finally, in [21] a UAV made of two central coaxial counter-rotating propellers surrounded by three tilting thrusters has been presented along with some preliminary experimental results. The prototype is capable of two flight modalities: a fixed configuration in which it
essentially behaves as a standard underactuated UAV, and a variable angle configuration which guarantees some degree of full actuation as shown in the reported results.

A. Paper Contributions

Taking inspiration from these works, in this paper we focus on a novel actuation concept for a quadrotor UAV in which all the (usually fixed) propellers are allowed to tilt about the axes connecting them to the main body frame [28]–[30]. Indeed, as explained, one of the limitations of the classical quadrotor design depends on its inherent underactuation: presence of only four independent control inputs (the four propeller spinning velocities) does not allow to independently control the position and orientation of the quadrotor at the same time. For instance, in quasi-hover conditions, an horizontal translation necessarily implies a change in the attitude or, symmetrically, a quadrotor can hover in place only when being horizontal with respect to the ground plane. In contrast, in this paper we will show that, by means of the additional four actuated tilting DoF, it is possible to gain full controllability over the quadrotor position and orientation, thus transforming it, as a matter of fact, in a fully actuated flying rigid body. Fig. 1 shows a picture of our current prototype of quadrotor with tilting propellers, which will be denoted as holocopter throughout the following developments.

The rest of this paper, as well as its main contributions, are then organized as follows.

1) A complete dynamical model of the holocopter is first derived in Section II by considering the dominant aerodynamic forces and torques (the propeller actuation), and by analyzing the effects of the main neglected terms.

2) A trajectory tracking controller is then presented in Section III aimed at exploiting the actuation capabilities of the holocopter for tracking arbitrary trajectories for its body position and orientation. As the holocopter is actually overactuated (eight control inputs for six controlled DoF), suitable strategies to exploit the actuation redundancy are also discussed; these are aimed at preserving full controllability of the holocopter pose and at minimizing the total energy consumption during flight.

3) A thorough description of the hardware/software architecture of the prototype shown in Fig. 1 is then given in Section IV, including the identification of its dynamical parameters and a discussion of the main nonidealities with respect to the dynamical model developed in Section II. In particular, a predictive scheme complementing the control action described in Section III is introduced to cope with the poor performance of the employed servo motors.

4) An extensive set of ideal/realistic simulations and experimental results on the holocopter prototype is then presented in Sections V–VII, showing the appropriateness of the various modeling assumptions and of the adopted control design. A video collecting several experimental flights is also attached to this paper.

5) Conclusions and some future discussions are then given in Section VII with a particular focus on the second-generation holocopter prototype currently under development.

II. DYNAMICAL MODELING OF THE HOLOCOPTER

The quadrotor analyzed in this paper can be considered as a connection of 5 main rigid bodies in relative motion among themselves: the quadrotor body itself $B$ and the 4 propeller groups $P_i$. These consist of the propeller arm hosting the motor responsible for the tilting actuation mechanism, and the propeller itself connected to the rotor of the motor responsible for the propeller spinning actuation\(^1\) (see Figs. 1–3). The aim of this section is to derive the equations of motion of this multibody system.

A. Preliminary Definitions

Let $\mathcal{F}_W : \{O_W; X_W, Y_W, Z_W\}$ be a world inertial frame and $\mathcal{F}_B : \{O_B; X_B, Y_B, Z_B\}$ a moving frame attached to the quadrotor body at its center of mass (see Fig. 2). We also define $\mathcal{F}_P : \{O_{P_i}; X_{P_i}, Y_{P_i}, Z_{P_i}\}, i = 1, \ldots, 4,$ as the frames associated to the $i$th propeller group, with $X_{P_i}$
Fig. 3. i-th tilting arm visualizing the body frame $\mathcal{F}_p$, the associated propeller thrust $T_i$, torque $\tau_{ext_i}$, and the propeller tilt angle $\alpha_i$.

representing the tilting actuation axis and $Z_p$ the propeller-actuated spinning (thrust $T_i$) axis (see Fig. 3).

As usual, we let $^1R_2 \in SO(3)$ be the rotation matrix representing the orientation of frame 2 with respect to frame 1; therefore, $^W R_B$ will represent the orientation of the body frame with respect to the world frame, while $^B R_p$ the orientation of the propeller group $i$th frame with respect to the body frame. By denoting with $\alpha_i \in \mathbb{R}$ the propeller tilt angle about axis $X_p$, it follows from Fig. 2 that: \(^3\)

$$^8 R_p = R_Z \left( i - 1 \frac{\pi}{2} \right) R_X (\alpha_i), \quad i = 1, \ldots, 4.$$  

Similarly, we also let

$$^B O_p = R_Z \left( i - 1 \frac{\pi}{2} \right) \begin{bmatrix} L \\ 0 \\ 0 \end{bmatrix}, \quad i = 1, \ldots, 4$$

be the origin of the propeller frames $\mathcal{F}_p$ in the body frame with $L$ being the distance of $O_p$ from $O_B$.

Summarizing, the quadrotor configuration is completely determined by the body position $p = ^W O_B \in \mathbb{R}^3$ and orientation $^W R_B$ in the world frame, and by the four tilt angles $\alpha_i$ specifying the propeller group orientations in the body frame (rotations about $X_p$). We omit the propeller spinning angles about $Z_p$ as configuration variables, although the propeller spinning velocities $\tilde{w}_i$ about $Z_p$ will be part of the system model (see the following sections).

B. Equations of Motion

By exploiting standard techniques (e.g., Newton–Euler procedure), it is possible to derive a complete description of the quadrotor dynamic model by considering the forces/moments generated by the propeller motion, as well as any cross coupling due to gyroscopic and inertial effects arising from the relative motion of the five bodies composing the quadrotor. As aerodynamic forces/torques, we will only consider those responsible for the quadrotor actuation and neglect any additional second-order effects/disturbances. Indeed, as discussed in the next Section II-C, for the typical slow flight regimes considered in this paper, the propeller actuation forces/torques result significantly dominant with respect to other aerodynamic effects. We now discuss in detail the main conceptual steps needed to derive the quadrotor dynamical model.

To this end, let $\omega_B \in \mathbb{R}^3$ be the angular velocity of the quadrotor body $B$ expressed in the body frame,\(^2\) and consider the $i$-th propeller group $P_i$. The angular velocity of the $i$-th propeller (i.e., of $\mathcal{F}_P$) with respect to $\mathcal{F}_W$ and expressed in $\mathcal{F}_P$ is just

$$\omega_{pi} = ^B R_{p}^{T} \omega_B + [\tilde{\alpha}_i, 0, \tilde{w}_i]^T$$

where $\tilde{\alpha}_i$ is the tilting velocity about $X_p$, and $\tilde{w}_i \in \mathbb{R}$ is the spinning velocity about $Z_p$, both with respect to $\mathcal{F}_B$ (see Section II-A). This results in an angular acceleration

$$\dot{\omega}_{pi} = ^B R_{p}^{T} \dot{\omega}_B + ^B R_{p}^{T} \dot{\omega}_B + [\dot{\tilde{\alpha}}_i, 0, \dot{\tilde{w}}_i]^T.$$  

By applying the Euler equations of motion, it follows that:

$$\tau_{ext_i} = I_{p_i} \dot{\omega}_{p_i} + \omega_{p_i} \times I_{p_i} \omega_{p_i} - \tau_{ext_i}.$$  

Here, $I_{p_i} \in \mathbb{R}^{3 \times 3}$ is the (constant) symmetric and positive definite inertial matrix of the $i$th propeller/rotor assembly approximated as an equivalent disc (the inertia of the tilting mechanism is supposed lumped into the main body $B$), and $\tau_{ext_i}$ any external torque applied to the propeller. As usual, see, for example, [31], we assume presence of a counter-rotating torque about the $Z_p$ axis caused by air drag and modeled as

$$\tau_{ext_i} = \begin{bmatrix} 0 \\ 0 \\ -k_m \omega_{p_z} \tilde{w}_i \end{bmatrix}^T, \quad k_m > 0$$

with $\omega_{p_z}$ being the third component of $\omega_{p_i}$.

Let now

$$T_{p_i} = \begin{bmatrix} 0 \\ 0 \\ k_f \tilde{w}_i |\tilde{w}_i| \end{bmatrix}^T, \quad k_f > 0$$

represent the $i$th propeller force (thrust) along the $Z_p$ axis and acting at $^B O_p$ in $\mathcal{F}_B$. By considering the quadrotor body $B$ and the torques generated by the four propellers $P_i$, one then obtains

$$\sum_{i=1}^{4} \left( ^B O_p \times ^B R_{p_i} T_{p_i} - ^B R_{p_i} \tau_{p_i} \right) = I_B \ddot{\omega}_B + \omega_B \times I_B \omega_B$$

with $I_B \in \mathbb{R}^{3 \times 3}$ being the (constant) symmetric and positive definite inertia matrix of $B$.

As for the translational dynamics, we assume for simplicity that the barycenter of each propeller group $P_i$ coincides with $O_P$. This allows us to neglect inertial effects on the propeller groups owing to the quadrotor body acceleration in space. Therefore, by recalling that $p = ^W O_B$ is the quadrotor body position in world frame, one has

$$m \ddot{p} = m \begin{bmatrix} 0 \\ 0 \\ -g \end{bmatrix} + ^W R_B \sum_{i=1}^{4} ^B R_{p_i} T_{p_i}$$

where $m$ is the total mass of the quadrotor and propeller bodies and $g$ is the scalar gravitational acceleration of Earth.

\(^3\)Throughout the following, $R_X(\theta)$, $R_Y(\theta)$, $R_Z(\theta)$ will denote the canonical rotation matrices about the $X$, $Y$, $Z$ axes of angle $\theta$, respectively.

\(^2\)In the following, we will assume that every quantity is expressed in its own frame, for example, $\omega_B = ^B \omega_B$. 
To assess the influence of these aerodynamic effects, we compared them with the thrust $T_{Pi}$ and torque $\tau_{\text{ext}i}$ of the force theory. In this section, we will focus on the influence of the hub force $\mathbf{F}_{Hi}$ and rolling moment $\tau_{Ri}$ acting on a single blade. Fig. 4 shows an illustration of these quantities, and Table II summarizes the main symbols introduced hereafter.

Let $(\mathbf{x}_{Pi}, \mathbf{y}_{Pi}, \mathbf{z}_{Pi}) = \mathbf{w}^{T} \mathbf{R}_{Pi} \mathbf{W} \mathbf{O}_{Pi}$ be the velocity of the $i$th propeller with respect to the world frame and expressed in the propeller frame $\mathcal{F}_{Pi}$. We define

$$V_i = \sqrt{x_{Pi}^2 + y_{Pi}^2}$$

as the sideways velocity of the $i$th propeller in propeller group frame. Momentum theory models the generated thrust of a single propeller as

$$\|T_{Pi}\| = 2\rho A v_{1i} \left(\frac{V_i^2}{2} + \frac{1}{\rho A} \right)^{2}$$

with $v_{1i}$ being the so-called $i$th propeller inflow velocity [32]. Solving for $v_{1i}$, we get

$$v_{1i} = \sqrt{\frac{V_i^2}{2} + \left(\frac{1}{\rho A}\right)^2}$$

where $\rho$ is the air density and $A$ the rotor area.

Following the assumptions and simplifications of [33], the magnitude of the hub force $\mathbf{F}_{Hi}$ can then be modeled as

$$\|\mathbf{F}_{Hi}\| = \frac{C_{Hi} \rho A (\bar{w}_i R)^2}{\sigma a}$$

and

$$\frac{C_{Hi}}{\sigma a} = 1 + 4 \mu_i \tilde{C}_d \left( \theta_0 - \theta_{lw} \right)$$

where

$$\lambda_i = \frac{v_{1i} - \bar{z}_{Pi}}{\bar{w}_i R}, \quad \mu_i = \frac{V_i}{\bar{w}_i R}$$

and $R$ is the propeller radius, $\sigma$ is the solidity ratio, $a$ is the lift slop, $\tilde{C}_d$ is the average drag coefficient, $\theta_0$ is the pitch of incidence, and $\theta_{lw}$ is the twist pitch. One can similarly model the magnitude of the rolling moment $\tau_{Ri}$ acting on $P_i$ and owing to the different lift of the retrieving and the advancing blade of the propeller.

The derivation of the most significant aerodynamic effects besides the already considered propeller torques/forces (2–3) can be obtained by considering momentum and blade element theory. In this section, we will focus on the influence of the hub force $\mathbf{F}_{Hi}$ (a force perpendicular to the rotor shaft acting on the single blade elements) and of the rolling moment $\tau_{Ri}$ (a torque around $\mathbf{X}_{Pi}$ caused by different thrust on the retreating and the advancing blade of the propeller). Fig. 4 shows an illustration of these quantities, and Table II summarizes the main symbols introduced hereafter.

### Additional Aerodynamic Effects

The derivation of the most significant aerodynamic effects besides the already considered propeller torques/forces (2–3) can be obtained by considering momentum and blade element theory. In this section, we will focus on the influence of the hub force $\mathbf{F}_{Hi}$ (a force perpendicular to the rotor shaft acting on the single blade elements) and of the rolling moment $\tau_{Ri}$ (a torque around $\mathbf{X}_{Pi}$ caused by different thrust on the retreating and the advancing blade of the propeller). Fig. 4 shows an illustration of these quantities, and Table II summarizes the main symbols introduced hereafter.

Let $(\mathbf{x}_{Pi}, \mathbf{y}_{Pi}, \mathbf{z}_{Pi}) = \mathbf{w}^{T} \mathbf{R}_{Pi} \mathbf{W} \mathbf{O}_{Pi}$ be the velocity of the $i$th propeller with respect to the world frame and expressed in the propeller frame $\mathcal{F}_{Pi}$. We define

$$V_i = \sqrt{x_{Pi}^2 + y_{Pi}^2}$$

as the sideways velocity of the $i$th propeller in propeller group frame. Momentum theory models the generated thrust of a single propeller as

$$\|T_{Pi}\| = 2\rho A v_{1i} \left(\frac{V_i^2}{2} + \frac{1}{\rho A} \right)^{2}$$

with $v_{1i}$ being the so-called $i$th propeller inflow velocity [32]. Solving for $v_{1i}$, we get

$$v_{1i} = \sqrt{\frac{V_i^2}{2} + \left(\frac{1}{\rho A}\right)^2}$$

where $\rho$ is the air density and $A$ the rotor area.

Following the assumptions and simplifications of [33], the magnitude of the hub force $\mathbf{F}_{Hi}$ can then be modeled as

$$\|\mathbf{F}_{Hi}\| = \frac{C_{Hi} \rho A (\bar{w}_i R)^2}{\sigma a}$$

and

$$\frac{C_{Hi}}{\sigma a} = 1 + 4 \mu_i \tilde{C}_d \left( \theta_0 - \theta_{lw} \right)$$

where

$$\lambda_i = \frac{v_{1i} - \bar{z}_{Pi}}{\bar{w}_i R}, \quad \mu_i = \frac{V_i}{\bar{w}_i R}$$

and $R$ is the propeller radius, $\sigma$ is the solidity ratio, $a$ is the lift slop, $\tilde{C}_d$ is the average drag coefficient, $\theta_0$ is the pitch of incidence, and $\theta_{lw}$ is the twist pitch. One can similarly model the magnitude of the rolling moment $\tau_{Ri}$ acting on $P_i$ and owing to the different lift of the retrieving and the advancing blade of the propeller as

$$\|\tau_{Ri}\| = \frac{C_{Rmi} \rho A (\bar{w}_i \bar{R})^2 R}{\sigma a}$$

and

$$\frac{C_{Rmi}}{\sigma a} = -\mu_i \left( \frac{3}{2} \theta_0 - \frac{1}{2} \theta_{lw} - \frac{1}{2} \lambda_i \right)$$

To assess the influence of these aerodynamic effects, we compared them with the thrust $T_{Pi}$ and torque $\tau_{\text{ext}i}$ of

### Additional Aerodynamic Effects

The derivation of the most significant aerodynamic effects besides the already considered propeller torques/forces (2–3) can be obtained by considering momentum and blade element theory. In this section, we will focus on the influence of the hub force $\mathbf{F}_{Hi}$ (a force perpendicular to the rotor shaft acting on the single blade elements) and of the rolling moment $\tau_{Ri}$ (a torque around $\mathbf{X}_{Pi}$ caused by different thrust on the retreating and the advancing blade of the propeller). Fig. 4 shows an illustration of these quantities, and Table II summarizes the main symbols introduced hereafter.
a single propeller during the simulated trajectory described in Section V-A 2 and relying, for the various parameters, on the physical properties of our prototype and on values taken from literature. The trajectory consists of a horizontal eight-shape planar curve with a superimposed sinusoidal rotation about the body $Y_B$ axis, and has been chosen as being representative of the typical operational regimes of our prototype. The results are shown in Fig. 5: as clear from the plots, it is $\|T_{P_1}\|/\| F_{H_1}\| \simeq 600$ and $\|\tau_{ext}\|/\| F_{R_1}\| \simeq 30$ (note the two different scales of the $y$-axes in both plots). This then confirms the minor significance of these (neglected) second-order aerodynamics effects with respect to the propeller actuation forces/torques (2) and (3) which are instead taken into account in the holocopter dynamical model. As for the significance of blade flapping and induced drag (typically modeled as the first-order contributions, see [3]), a similar analysis showed an even smaller effect with respect to the aforementioned second-order forces/torques in the same flying regimes. Therefore, these first-order terms were also neglected in the holocopter model.

III. MOTION CONTROL OF THE HOLOCOPTER

We now proceed to illustrate the control approach adopted in this paper for exploiting the holocopter capabilities in tracking arbitrary desired trajectories for the position and orientation of its main body $B$.

A. Simplified Holocopter Model

We start with some preliminary considerations: the dynamic model illustrated in the previous section is useful for simulation purposes as it captures the main effects of the quadrotor motion in space (apart from unmodeled aerodynamics forces/torques). Some simplifications are, however, useful for transforming it into a reduced model more suited to control design. First, as in many practical situations, we assume that the motors actuating the tilting/spinning axes are implementing a fast high-gain local controller able to impose desired speeds $\omega_{ti} = \dot{\theta}_i$ and $\bar{\omega}_i$ with negligible transients.\(^5\) This allows to neglect the motor dynamics, and to consider $\omega_{ti}$ and $\bar{\omega}_i$, $i = 1, \ldots, 4$, as (virtual) control inputs in place of the motor torques $\tau_{mi}$ and $\tau_{di}$. Second, in this simplified model we also neglect the internal gyroscopic/inertial effects by considering them as second-order disturbances to be rejected by the controller.\(^6\)

We now proceed to illustrate the control approach adopted in this paper for exploiting the holocopter capabilities in tracking arbitrary desired trajectories for the position and orientation of its main body $B$.

B. Control Design

The control problem considered in this paper is an output-tracking problem: how to track, with the available inputs, a desired (and arbitrary) trajectory $(p_d(t), R_d(t)) \in \mathbb{R}^3 \times SO(3)$ for the body position $p$ and orientation $\omega_d$ taken as output functions. We note again that this problem is clearly ill-posed for a standard quadrotor with fixed propellers because of its underactuation. However, the chosen overactuated design of the holocopter (eight independent control inputs) can guarantee full controllability over the position/orientation of its main body as it is shown in the following developments.

As in many output-tracking problems, a possible solution is to resort to output feedback linearization techniques

\(^5\)For instance, in the standard quadrotor case, the spinning velocities $\bar{\omega}_i$ are usually taken as control inputs.

\(^6\)Obviously, this assumption holds as long as the inertia of the propeller group is small with respect to the main holocopter body.
(either static or dynamic, see [34] for a detailed treatment). Therefore, we rewrite the first two rows of (10) as

\[
\begin{bmatrix}
\dot{p} \\
\dot{\omega}_B
\end{bmatrix} = \begin{bmatrix}
0 \\ 0 \\
0 \\
-\frac{1}{m} R_B R \ 0 \\
0 \\
0
\end{bmatrix} \begin{bmatrix}
\alpha \\
\beta \\
\gamma \\
\omega_z
\end{bmatrix} + \begin{bmatrix}
\frac{1}{m} w_R B \\
0 \\
0
\end{bmatrix} F(\alpha) \begin{bmatrix}
0 \\
\tau(\alpha)
\end{bmatrix} \begin{bmatrix}
\omega_a \\
\omega_a \\
\omega_a \\
\omega_a
\end{bmatrix}
\]

\[
= f + J_R \begin{bmatrix}
J_a(\alpha) & 0
\end{bmatrix} \begin{bmatrix}
\omega_a \\
\omega_a \\
\omega_a
\end{bmatrix}
\]

\[
= f + J_R J_a(\alpha) \begin{bmatrix}
\omega_a \\
\omega_a \\
\omega_a
\end{bmatrix}
\]

\[
= f + J(\alpha) \begin{bmatrix}
\omega_a \\
\omega_a \\
\omega_a
\end{bmatrix}
\]

where \( f \in \mathbb{R}^6 \) is a constant drift vector, \( J(\alpha) \in \mathbb{R}^{6 \times 4}, J_R \in \mathbb{R}^{6 \times 6}, \) and the \( 6 \times 8 \) matrix \( J(\alpha) \) will be referred to as the output Jacobian. When \( p_j = \text{rank}(J(\alpha)) = 6 \), it is always possible to statically feedback linearize (12) by means of the law

\[
\begin{bmatrix}
\dot{w} \\
\omega_a
\end{bmatrix} = K(\alpha) \begin{bmatrix}
f - \dot{\hat{p}} \\
\dot{\hat{\omega}}
\end{bmatrix}
\]

where \( K(\alpha) \) is a generalized inverse of \( J(\alpha) \), for example, the pseudoinverse \( J^T \), and \( \begin{bmatrix} \dot{p}^T \\
\dot{\omega}
\end{bmatrix}^T \in \mathbb{R}^6 \) an arbitrary reference linear/angular acceleration vector to be imposed to the output dynamics in (10).

This solution is, however, not viable in the case under consideration. Indeed, \( \rho_j = \text{rank}(J) = \text{rank}(J_R J_a) = \text{rank}(J_R) \) is a nonsingular square matrix. Furthermore, \( \rho_j = \text{rank}(J_R J_a) = \text{rank}(J_a) \leq 4 \) because of the structural null matrix \( 0 \in \mathbb{R}^{6 \times 4} \) in matrix \( J_a(\alpha) \) weighting the inputs \( \omega_a \). Presence of this null matrix is due to the fact that inputs \( \omega_a \) affect the output dynamics at a higher differential level compared with inputs \( \omega \). Therefore, a direct inversion at the acceleration level is bound to exploit only inputs \( \omega \) resulting in a loss of controllability for the system. Intuitively, the instantaneous linear/angular acceleration of the quadrotor body is directly affected by the propeller speeds \( \omega \) and tilting configuration \( \alpha \) (thanks to the dependence in \( J_a(\alpha) \)), but not by \( \dot{\alpha} = \omega_a \), that is, the tilting velocities.\(^7\)

A possible way to circumvent these difficulties is to resort to a dynamic output linearization scheme and seek to invert the input–output map at a higher differential level where inputs \( \omega_a \) will explicitly appear. This can be achieved by expanding the term \( J_a(\alpha) \omega \) in (12) as follows:

\[
\dot{J}_a(\alpha) \omega = \sum_{i=1}^{4} \dot{j}_i(\alpha) \omega_i
\]

and noting

\[
\frac{dJ_a(\alpha) \omega}{dt} = \dot{J}_a(\alpha) \omega + \sum_{i=1}^{4} \frac{\partial j_i(\alpha)}{\partial \alpha} \omega_a \omega_i
\]

\(^7\)It is interesting to note that this inhomogeneity in the differential levels at which inputs are affecting the output dynamics is not a specificity of the system at hand. As an example, the same structural property is also present in other robotic structures such as mobile manipulators with steering wheels [35] where the role of \( \omega_a \) is played by the wheel steering velocities.

differentiation of (12) with respect to time yields

\[
\begin{bmatrix}
\ddot{p} \\
\ddot{\omega}_B
\end{bmatrix} = J_R \dot{J}_a(\alpha) \dot{\omega}_B + J_R \sum_{i=1}^{4} \frac{\partial \dot{j}_i(\alpha)}{\partial \alpha} \omega_a \omega_i + J_R \dot{J}_a(\alpha) \omega
\]

\[
= J_R \begin{bmatrix}
J_a(\alpha) & \sum_{i=1}^{4} \frac{\partial \dot{j}_i(\alpha)}{\partial \alpha} \omega_a \omega_i \\
0 & 0
\end{bmatrix} \begin{bmatrix}
\dot{\omega}_B \\
\dot{\omega}_a
\end{bmatrix} + \begin{bmatrix}
\frac{w_R B}{m} \end{bmatrix} F(\alpha) \omega
\]

\[
= J_R J_a(\alpha) \begin{bmatrix}
\dot{\omega}_B \\
\dot{\omega}_a
\end{bmatrix} + b(\alpha, \omega, \omega_B)
\]

\[
= A(\alpha) \begin{bmatrix}
\dot{\omega}_B \\
\dot{\omega}_a
\end{bmatrix} + b(\alpha, \omega, \omega_B)
\]

where the new input \( \dot{\omega}_B \) is the dynamic extension of the former (and actual) input \( \omega_B \) obtained by adding four integrators on its channel.\(^8\)

We note that the new \( 6 \times 8 \) input–output decoupling matrix \( A(\alpha, \omega) \) consists of two column blocks: although the first block \( J_R J_a(\alpha) \) is exactly the first block of the former output Jacobian \( J(\alpha) \), the second block is not a null matrix as in the previous case. Rather, a new set of 4 columns, weighting inputs \( \omega_a \), are now present and contributing to the rank of matrix \( A \). Furthermore, it is \( A(\alpha, 0) = J(\alpha) \) and, as proven in [28], \( \rho_A = \text{rank}(A) = 6 \) as long as \( \omega_i \neq 0, i = 1 \ldots 4 \); in other words, full rankness of matrix \( A \) can always be ensured by preventing the propellers from stopping their spinning motion. Section III-C proposes a strategy able to meet this requirement.

With \( \rho_A = \text{rank}(A) = 6 \) system (14) can be inverted by the law

\[
\begin{bmatrix}
\dot{w} \\
\omega_a
\end{bmatrix} = A^\dagger \begin{bmatrix}
\dot{p} \\
\dot{\omega}
\end{bmatrix} - b + (I_N - A^\dagger A) z
\]

with \( I_N \) being the identity matrix of dimension \( N \) and \( A^\dagger \in \mathbb{R}^{8 \times 6} \) denoting the Moore–Penrose pseudoinverse of matrix \( A \), to achieve full input–output linearization

\[
\begin{bmatrix}
\dot{p} \\
\dot{\omega}_B
\end{bmatrix} = A^\dagger \begin{bmatrix}
\dot{p} \\
\dot{\omega}
\end{bmatrix}.
\]

\(^8\)By means of this dynamic extensions, vector \( \omega \) becomes an internal state of the controller.
Euler angles (with their inherent singularity issues), a convenient possibility is to resort to an orientation error term directly defined on SO(3) (as shown in [36] and [37]). Assume, as before, that $\mathbf{R}_d(t) \in \hat{\mathbb{C}}^3$ and let $\omega_d = [R^T_d \dot{R}_d]_\times$, where $[\cdot]_\times$ represents the inverse map from so(3) to $\mathbb{R}^3$. By defining the orientation error as
\[
e_R = \frac{1}{2} [\mathbf{W} R^T_d R_d - R^T_d \mathbf{W} R_d]_{,\times},
\] (19)
the choice
\[
\omega_\nu = \dot{\omega}_d + K_{o_1} (\omega_d - \dot{\omega}_B) + K_{o_2} (\omega_d - \dot{\omega}_B) + K_{o_3} e_R
\] (20)
in (17) yields an exponential convergence for the orientation-tracking error to 0 as desired, provided that the (diagonal) gain matrices $K_{o_1}, K_{o_2}, K_{o_3}$ define a Hurwitz polynomial.

C. Optimization of Additional Criteria

As the final step, we now discuss how to exploit the 2-D actuation redundancy of the holocopter by exploiting vector $z$ in (16).

Being projected onto the null space of $A$, vector $z$ does not produce actions interfering with the output-tracking objective and can thus be exploited to fulfill additional tasks. In our case, a first mandatory requirement is to keep $r_A = 0$ at all times for avoiding singularities of the decoupling matrix $A$ in (16). As explained, this objective can be easily met by ensuring $w \neq 0$. Likewise another important requirement is to minimize the norm of $w$ to reduce the energy consumption during flight since, for instance, the air drag torques $\tau_{ext}$ in (2) are always performing a dissipative work against $w_i$.

A possible cost function $H(w)$ considering these two competing objectives is
\[
H(w) = \sum_{i=1}^{4} h(w_i),
\]
with
\[
h(w_i) = \begin{cases} 
  k_1 \tan^2(\gamma_1 |w_i| + \gamma_2) & w_{\text{min}} < |w_i| < w_{\text{rest}} \\
  k_2 (|w_i| - w_{\text{rest}})^2 & |w_i| > w_{\text{rest}}
\end{cases}
\] (21)
\[
\gamma_1 = \frac{\pi}{2(w_{\text{rest}} - w_{\text{min}})}, \quad \gamma_2 = -\gamma_1 w_{\text{rest}}, \quad k_1 > 0, \quad k_2 > 0
\]
suitable scalar gains. Here, $w_{\text{min}} > 0$ represents a minimum value for the propeller spinning velocities and $w_{\text{rest}} > w_{\text{min}}$ a suitable rest speed. Furthermore, functions $h_i(w_i)$ are such that $h_i(w_i) \to \infty$ if either $|w_i| \to w_{\text{min}}$ or $|w_i| \to \infty$, and have a unique minimum (with continuous derivative) at $w_{\text{rest}}$. For the placement of $w_{\text{rest}}$, in our implementation we chose
\[
w_{\text{rest}} = \frac{mg}{4k_f}
\] (22)
that is, the (squared) spinning velocity needed by each propeller to hover.

An illustrative example for $h_i(w_i)$ with $w_{\text{min}} = 126^2$ [rad$^2$/s$^2$] and $w_{\text{rest}} = 450^2$ [rad$^2$/s$^2$] is shown in Fig. 6 (these values correspond to the ones used for the motor propeller combination of our holocopter prototype).

Minimization of $H(w)$, compatibly with the output-tracking task, is then obtained by setting in (16)
\[
z = -k_H \begin{bmatrix} \nabla w H(w) \\ 0 \end{bmatrix}
\] (23)
where $k_H > 0$ is the suitable step size. Note that, as a byproduct, this choice will also result in a beneficial velocity damping-like action on the states $w$ as, for example, described in [38]. We finally note that additional optimization actions could be embedded in vector $z$, for instance by concurrently minimizing the second cost function $H_{\alpha}(\alpha)$ representing constraints on the range of the tilting angles $\alpha$.

D. Final Considerations

We conclude the section by noting that the position/orientation feedback terms in (18)–(20) require a measurement of the holocopter:
\begin{enumerate}
  \item position $p$ and orientation $W_R B$;
  \item linear velocity $\dot{p}$ and angular velocity $\omega_B$;
  \item linear acceleration $\ddot{p}$ and angular acceleration $\ddot{\omega}_B$.
\end{enumerate}
Availability of the quantities in items 1 and 2 is a standard requirement for any UAV flight control scheme (see also the next Section IV-B), whereas measurement of the linear/angular accelerations of item 3 can pose some challenges in real-world scenarios because of the typical high noise level of these signals when obtained from onboard sensors (e.g., accelerometers) or numerical differentiation of velocity-like quantities.

As an alternative, one can also exploit the holocopter model to evaluate the linear/angular acceleration ($\ddot{p}$, $\ddot{\omega}_B$) in terms of sole velocity measurements (vector $w$) since, from (12), it follows that:
\[
\begin{bmatrix} \ddot{p} \\ \ddot{\omega}_B \end{bmatrix} = f + J_R \ddot{J}_A(\alpha) \mathbf{w}.
\] (24)
Obviously this possibility assumes a good knowledge of the model parameters and of the system state: the simulation and experimental results given in Sections V and VI are nevertheless conducted by relying on (24) for obtaining ($\ddot{p}$, $\ddot{\omega}_B$), and will thus confirm the appropriateness of this assumption for our setup.
IV. HOLOCOPTER PROTOTYPE AND SYSTEM ARCHITECTURE

A. Prototype

For the first prototype, we opted for a very low-cost solution with all parts available off-the-shelf. The overall cost including all mechanical and electrical parts and actuators is below 1000 €. The mechanical main frame of the holocopter is based on the MikroKopter\(^9\) module, including the propeller (EPP1045 CF) and the brushless propeller motors (Roxy 2827-35). At the end of every arm of the holocopter body, a rigidly connected axle allows rotation of the propeller groups containing the propeller motor and the servo motor for the tilting actuation (Robbe S3150 Digital) (see Fig. 7). This has a maximum torque \(\tau_{\text{max}} = 0.37 \text{ Nm}\) and a maximum rotation speed \(\dot{\alpha}_{\text{max}} = 4.1 \text{ rad/s}\). The propeller group is designed to have its barycenter as close as possible to the axle, as assumed in the dynamical model developed in Section II.

Furthermore, two microcontroller boards are mounted on the top of the holocopter. The first contains the gyroscopes measuring \(\dot{\omega}_B\), and is also in charge of reading the tilting angles \(\alpha_i\) of the servo motors and the spinning velocities \(\dot{w}_i\) of the propellers. The second microcontroller board sends the desired spinning velocities \(\dot{w}_{\text{Des}_i}\) to the brushless controller and the desired angles \(\alpha_{\text{Des}_i}\) to the servo motors.

The trajectory tracking controller described in Section III is implemented in MATLAB/Simulink and, via the Real-Time Workshop toolbox, deployed and executed in real-time on an Intel Atom board (Quadmo747, from now on Q7-board) running the Linux Ubuntu10.10 real-time environment. The Q7-board is mounted below the battery and is equipped with a Wi-Fi USB-dongle for communication. As only one RS-232 port (TTL level) is available on the Q7-board, the second microcontroller board is connected via USB-port and an USBToSerial converter. The Q7-board is powered by a battery, with the necessary voltage conversion and stabilization performed by a power-supply board containing a 12 V dc/dc power converter.

The nominal mass of the full holocopter is 1.32 kg. From a high-detail CAD model of the body and propeller groups, we also obtained the following inertia matrixes:

\[
I_P = \begin{bmatrix}
8.450e^{-5} & 0 & 0 \\
0 & 8.450e^{-5} & 0 \\
0 & 0 & 4.580e^{-5}
\end{bmatrix} \quad [\text{kg m}^2]
\]

and

\[
I_B = \begin{bmatrix}
0.0154 & 0 & 0 \\
0 & 0.0154 & 0 \\
0 & 0 & 0.0263
\end{bmatrix} \quad [\text{kg m}^2].
\]

In the current setup, the servo motors are limited in their rotation by mechanical end stops in the range of \(-90^\circ < \alpha_i < 90^\circ\). For our particular prototype, these limits translate into a maximum achievable rotation (in hover) of \(\approx \pm 55^\circ\) around the roll or pitch axes for the body frame \(B\) (this value was experimentally determined).

To obtain accurate values of \(k_f\) and \(k_m\) for our motor–propeller combination, we made use of a testbed equipped with a 6-dof torque/force sensor (Nano17-E, see Fig. 8) for identifying the mappings between the propeller spinning velocity and the generated thrust \(\|T_P\|\) and torque \(\|\tau_{\text{ext}}\|\) [see (2) and (3)]. This resulted in the following polynomial models (shown in Fig. 9):

\[
\|T_P\| = 4.94e^{-18}|w_i|^3 + 9.62e^{-13}|w_i|^2 + 1.56e^{-5}|w_i| \quad (25)
\]

and

\[
\|\tau_{\text{ext}}\| = -5.41e^{-19}|w_i|^3 + 2.50e^{-13}|w_i|^2 - 2.53e^{-7}|w_i| \quad (26)
\]

\(^9\)http://www.mikrokopter.de
where \( w_i = \bar{w}_i |\bar{w}_i| \) is the signed square of the propeller spinning velocity as previously explained. The controller (16) was then implemented by directly exploiting the mappings (25) and (26) for obtaining \( (\|T_p\|, \|r_{ext}\|) \), and by replacing
\[
\begin{align*}
k_f &= \frac{\partial \|T_p\|}{\partial w_i} \bigg|_{w_i} \\
k_m &= \frac{\partial \|r_{ext}\|}{\partial w_i} \bigg|_{w_i}
\end{align*}
\]
both evaluated upon the measured \( w_i \).

B. System Architecture

The Q7-board runs a GNU-Linux Ubuntu 10.10 real-time OS and executes the MATLAB-generated code. The controller runs at 500 Hz and takes as inputs: 1) the desired trajectory \((p_d(t), R_d(t))\) and needed derivatives \((\dot{p}_d(t), \ddot{p}_d(t), \dot{R}_d(t))\) and \((\omega_d(t), \dot{\omega}_d(t), \ddot{\omega}_d(t))\); 2) the current position/orientation of the helicopter \((p, W R_B)\) and its linear/angular velocity \((\dot{p}, \omega_B)\); 3) the spinning velocities of the propellers \(w_i;\) and 4) the tilting angles \(\alpha_i\).

The position \( p \) and orientation \( W R_B \) of the helicopter are directly obtained from an external motion capture system \(^{10}\) (MoCap) at 200 Hz. A marker tree consisting of five infra-red markers is mounted on top of the helicopter for this purpose. Knowing \( p \), the linear velocity \( \dot{p} \) is then obtained via numerical differentiation, while the angular velocity \( \omega_B \) is measured by the onboard inertial measurement unit (IMU) (three ADXRS610 gyroscopes).

Because of performance reasons (bottleneck in serial communication), the sending of the desired motor speeds and tilting angles, and of the reading of the IMU-data, of the actual spinning velocities, and of tilting angles is split among two communication channels and two microcontrollers (called, from now on, \( \mu C\)-Board and \( \mu C\)-Board). The desired motor spinning velocities \( w_{des} \) are sent from the Q7-board to the \( \mu C\)-Board via a serial connection at the frequency of 250 Hz and 8 b resolution, and from the \( \mu C\)-Board to the brushless controllers via I\(^2\)C-bus at again 250 Hz. In the same manner, the actual spinning velocities \( w_i \) of the four propellers can be read back at a frequency of 250 Hz and a resolution of 8 b. The brushless controllers implement a PID-controller for regulating the spinning velocity. The desired tilting angles \( \alpha_{des} \) are sent from the Q7-board to the \( \mu C\)-Board via the same serial connection at a frequency of 55 Hz and 10 b resolution, and from the \( \mu C\)-Board to the servo motors via PWM (signal length 15 ms). We note that the trajectory tracking controller described in Section III assumes availability of the tilting velocities \( w_{\alpha i} \) as inputs [see (16)], whereas the current architecture only allows for sending desired angles commands \( \alpha_{des}(t) \). This is addressed by numerically integrating over time the controller commands \( w_{\alpha i} \), that is, by implementing
\[
\alpha_{des}(t) = \int_0^t w_{\alpha i}(\tau)d\tau + \alpha_i(t_0)
\]
(27)

Fig. 10. Modeling of the servo motor. Behavior of the real servo motor (green) and the model (blue) following a step input (red) of 45° after compensating for the (known) transport delay \( T = 18 \) ms.

The IMU-Board reads the current angles \( \alpha_i \) of the propeller groups \( P_i \) by a direct connection between the servo motor potentiometer and the A/D-converter of the microcontroller (10 b resolution at 250 Hz). It also retrieves the current spinning velocities \( \bar{w}_i \) of the propellers via the I\(^2\)C-Bus (8 b resolution and 250 Hz). The gyro data are read at 250 Hz and converted with 10 b resolution. Finally, the values of \( \bar{w}_i, \bar{\bar{w}}_i \), and the gyro data are transmitted from the IMU-Board to the Q7-board via the RS232-port at 250 Hz. All values of the controller can be monitored on a remote Windows PC which mirrors the running controller in real-time using the MATLAB/simulink external mode. This simplifies the development at most of the gains and settings can be changed online during flight tests.

The communication architecture for the tilting angles \( \alpha_{des} \), (in particular, the PWM modulation) unfortunately introduces a nonnegligible roundtrip delay of about 18 ms form sent commands to read values. We experimentally found this delay to significantly degrade the closed-loop performance of the controller, and therefore propose in Section IV-C a simple prediction scheme for mitigating its adverse effects.

C. Coping With the Nonidealities of the Servo Motors

The \( i \)th servo motor for the tilting angles can be approximately modeled as a linear transfer function \( G(s) \) with, in series, a transport delay of \( T = 18 \) ms, that is, as the delayed linear system \( G(s) = G(s)e^{-Ts} \alpha_{des}(s) \). A model of the undelayed \( G(s) \) was experimentally obtained by measuring the step response of the servo motors while having the propellers spinning at \( \bar{w}_i = 450 \) rad/s (the velocity corresponding to hovering), and by compensating offline for the known delay \( T \) (see Fig. 10). This resulted into the estimated transfer function
\[
G_{est}(s) = \frac{0.4s + 6}{0.06s^2 + s + 6}
\]
(28)

The performance degradation of the cartesian trajectory controller (16)–(23) can then be due to two main effects, namely presence of the transport delay \( T \) and slow dynamic response of \( G_{est}(s) \) to fast changing inputs. To mitigate these shortcomings, we resorted to the following simple strategy (see Fig. 11); instead of feeding back the measured (i.e., delayed) angles \( \alpha_i \) to the cartesian controller (16)–(23), we replaced them with the (undelayed) desired angles \( \alpha_{des} \) from (27). In parallel, we aimed at improving the servo
controller was then fed back with the measured (and thus delayed) angles $\alpha_i(t)$ (case I), and with the desired angles $\alpha_{\text{Des}}(t)$ (case II).

The results are shown in Fig. 12(a)–(d). We first note how, in both cases, the hovering task is correctly realized during $0 \leq t \leq t_{\text{off}}$, that is, when employing the scheme shown in Fig. 11. Then, in case I the holocopter becomes unstable almost instantaneously for $t > t_{\text{off}}$, while in case II the servo motors start to slowly oscillate to then reach practical instability at about $t > t_{\text{off}} + 15$ s. These results allow us to then conclude the ability of the proposed strategy to cope with the shortcomings of the holocopter actuation system.

D. Energetic Efficiency of the Holocopter in Hovering

As a final consideration, we briefly discuss the energetic efficiency of the holocopter in a hovering condition. Indeed, we note that the holocopter energetic efficiency for arbitrary hovering orientations can be less than in the (standard) horizontal case ($\phi = 0$, $\theta = 0$), and also despite the optimization action (23). This is due to the adopted mechanical design which allows each propeller to only rotate about one tilting angle ($\alpha_i$): therefore, there will exist hovering orientations at which the thrust vectors $T_p$ cannot be aligned against gravity, with thus some of the thrust lost in internal forces. This reduced efficiency cannot be completely avoided with the adopted design, but only partially mitigated via optimization actions such as (23). In this sense, Table III gives an illustration of the energetic efficiency of our prototype (in terms of the mean spinning velocity of the four propellers) obtained at several hovering conditions (including the horizontal one).

V. SIMULATION RESULTS

We now report some simulation results aimed at validating the proposed control design. We first consider in Section V-A an ideal case in which controller (16) is tested on the complete holocopter dynamical model described in Section II, that is, by including all the inertial/gyroscopic effects neglected at the control design stage. These results are meant to illustrate the flying performance of the holocopter in ideal conditions, that is, when not considering all the limitations and nonidealities affecting the real prototype as in Section IV-B.

Subsequently, we present in Section V-B an additional set of realistic simulations that explicitly include the prototype main nonidealities (data-exchange rates, control frequencies, and actuation delays). In these simulations, the controller (16) is also complemented with the prediction scheme described in Section IV-C so as to replicate, as much as possible, the control performance (i.e., making $G_{\text{est}}(s)$ more responsive) by resorting to a Smith predictor scheme [39]. In fact, as well known from classical control theory, the Smith predictor is an effective tool for coping with known delays affecting known stable linear systems. In our case, an additional outer PID controller $C(s)$ plugged into the Smith predictor loop (as shown in Fig. 11), allowed to improve the rising time of the servo controller. Finally, because we found the measured angles $\alpha_i$ to be affected by significant noise, we filtered their readings with the second-order Butterworth filter with a cutoff frequency of 20 Hz. The location of this cutoff frequency was experimentally determined by analyzing the power spectrum of the angles $\alpha_i$ recorded during a hovering flight of 40 s.

As experimental proof of the effectiveness of the aforementioned strategy in coping with the nonidealities of the holocopter actuation system, we ran the following two illustrative experiments involving a simple hovering on the spot task. In both experiments, the scheme shown in Fig. 11 was activated for an initial period $0 \leq t \leq t_{\text{off}}$ after which the scheme was instead switched off: for $t \geq t_{\text{off}}$ the trajectory...
architecture of the real prototype. The results are intended to show the robustness of the adopted control approach as the helicopter is still able to execute complex trajectories although with a poorer flight performance compared with the ideal case (as expected). Furthermore, a comparison between both cases clearly shows the margin left for improving the actuation system of our prototype in its second generation (see Section VII).

A. Ideal Simulations

The aim of the following simulations is twofold: on one side, we want to highlight the tracking capabilities of the proposed controller and the beneficial action of the null-space term (19) in avoiding singularities for the decoupling matrix \( A(a, \omega) \). On the other side, we also want to show the robustness of the controller against all the inertial/gyroscopic effects neglected at the control design stage but included in the quadrotor dynamic model (1–5).

1) Rotation on Spot: In this first simulation, we tested a simple trajectory involving a rotation of \( \pi \) rad on the spot along the \( Y_B \) axis.\(^{12}\) The initial conditions were set to \( p(t_0) = 0, \dot{p}(t_0) = 0, R(t_0) = I_3, \omega_B(t_0) = 0, a(t_0) = 0, \dot{a}(t_0) = 0, \) and \( \dot{w}(t_0) = \omega_{\text{rest}} \). The desired trajectory was chosen as \( p_d(t) = 0 \) and \( R_d(t) = R(\varphi(t)) \) with \( \varphi(t) \) following a smooth profile with maximum velocity \( \dot{\varphi}_{\text{max}} = 0.49 \) rad/s and maximum acceleration \( \ddot{\varphi}_{\text{max}} = 0.16 \) rad/s\(^2\). The trajectory was executed twice by: 1) including and 2) not including the null-space term \( z \) (23) into (16) \((k_H = 1 \) or \( k_H = 0 \)). The gains in (18)–(20) were set to \( K_{p1} = 28.5 I_3, K_{p2} = 271 I_3, K_{p3} = 857 I_3 \) and \( K_{w1} = 45 I_3, K_{w2} = 675 I_3, \) and \( K_{w3} = 3375 I_3 \).

Fig. 13(a)–(f) shows the results of the simulation in these two cases. In particular, Fig. 13(a) shows the superimposition of \( H(w) \) when including \( z \) [red dashed line, case (i)] and not including \( z \) [blue solid line, case (ii)]. It is clear that, in the first case, \( H(w) \) attains a lower value over time thanks to the optimization action in (23). As a consequence, this results in a lower value for \( \|w\| \) over time as shown in Fig. 13(b) (same color pattern), showing that the given task (rotation on the spot) can be realized in a more energy-efficient way when properly shaping the cost function \( H(w) \). Note that, as a byproduct, the better performance of case (i) comes at the expense of a more complex reorientation of the propeller groups during the motion. This is shown in Fig. 13(c) and (d) which report the behavior of the four tilt angles \( a_i \) in cases (i) (left) and (ii) (right): compared with Fig. 13(d), note the rotation of two propellers starting from \( t \approx 25.8 \) [s] in Fig. 13(c).

Finally, Fig. 13(e) and (f) shows, for case (i) only, the position-tracking error \( e_P(t) = p_d(t) - p(t) \) and orientation-tracking error \( e_R(t) \) as defined in (19). Despite the fast reorientation of two propellers shown in Fig. 13(c), the tracking errors stay small (note the scales) and eventually converge to zero as the desired trajectory comes to a full stop. Also, as one would expect, the largest peaks for the errors \( e_P(t) \) and \( e_R(t) \) occur at about \( t \approx 25.8 \) [s], that is, during the fast reorientation of the two propellers because of the internal gyroscopic effects treated as external disturbances by the controller.

These results then provide a first confirmation of the validity of our assumptions in Section III, that is, robustness of the controller with respect to the gyroscopic/inertial effect due to the internal relative motion of the different bodies composing the quadrotor. For the reader’s convenience, we also report in Fig. 14(a) and (b) a series of snapshots illustrating the quadrotor motion in these two cases [note the very different final configuration of the propeller group in cases (i) and (ii)].

2) Eight-Shape Trajectory: In this second simulation, the helicopter task is to track a planar eight-shape trajectory \( p_d(t) \) while, at the same time, performing a sinusoidal rotation around the \( Y_B \) axis. The chosen desired trajectory \( p_d(t) \) is a horizontal eight-shape with size of 1.0 m by 1.4 m and lying at a height of \( z = 1.0 \) m from ground, that is

\[
p_d(t) = \begin{bmatrix} 0.5 \sin(0.135t) \\ 0.7 \sin(0.27t) \\ 1 \end{bmatrix} \text{[m]} \tag{29}
\]

[see Fig. 15(a)].

As for the rotation about \( Y_B \), Fig. 15(b) shows the chosen profile for the pitch angle \( \theta(t) \). The main quantities of interest

\[\text{[12]This upside-down flip motion would be clearly unfeasible for a standard quadrotor. It is (unfortunately) also unfeasible for the current experimental prototype because of the mechanical end stops in the propeller tilting actuation (see Section IV-A).}
are in this case:

1) maximum speed along the trajectory: \( v_{\text{max}} = 0.20 \, \text{m/s} \);
2) maximum acceleration along the trajectory: \( a_{\text{max}} = 0.05 \, \text{m/s}^2 \);
3) amplitude of the sinusoidal rotation: \( \theta_{\text{max}} = 0.17 \, \text{rad} \);
4) maximum rotational velocity: \( \dot{\theta}_{\text{max}} = 0.05 \, \text{rad/s} \);
5) maximum rotational acceleration: \( \ddot{\theta}_{\text{max}} = 0.02 \, \text{rad/s}^2 \).

Fig. 16(a) and (b) shows the position- and orientation-tracking errors \( e_P(t), e_R(t) \) while performing the task, with maximum values of \( e_{P_{\text{max}}} \approx 0.28 \, \text{mm} \) and \( e_{R_{\text{max}}} \approx 0.0035 \, \text{rad} \). Again, these errors can be ascribed to the unmodelled internal gyroscopic and inertial forces caused by the propeller group rotations with respect to the body frame. The behavior of \( \alpha(t) \) is also shown in Fig. 16(c). The results of the simulation demonstrate again the tracking abilities of the proposed controller as the position and orientation errors keep very small values while following this more complex trajectory.

### B. Realistic Simulations

As explained, the realistic simulations of this section have been obtained by including in the holocopter model all the nonidealities of our real prototype, in particular by replicating the various signal and control frequencies (e.g., motion capture frequency at 200 Hz, servo motor frequency at 70 Hz) and delays (e.g., servo motor delay of 18 ms). In addition, we also considered the noise of onboard sensor readings (gyroscopes, accelerometers, and measurement of angles \( \alpha \)), of the actuators (servo and propeller motors), and of the motion capture system by either obtaining the noise characteristics from data sheets, or via a preliminary off-line identification. Finally, the prediction scheme described in Section IV-C was implemented in the control loop.

Despite assessing the effects of these nonidealities on the overall flight performance, the results of this section are also helpful for saving development time as they allow a pretuning of the various control gains for the deployment on the real prototype, and the identification of the most influential parameters to be optimized in view of the second-generation prototype.
Fig. 17. Results of the first realistic simulation. Rotation on the spot around the Y_B-axis. (a) Orientation of the main body B. (b) and (c) Orientation-tracking error \( \mathbf{e}_R(t) \) and position-tracking error \( \mathbf{e}_P(t) \). (d) Behavior of the tilting angles \( \alpha(t) \).

1) Rotation on Spot: Because of the limited range of the tilting angles \( \alpha \) in the real prototype, it is not possible to perform a full rotation on the spot as in the previous ideal case explained in Section V-A 1. Therefore, we opted for a more feasible sinusoidal rotation around the Y_B-axis (pitch), that is, \( \mathbf{R}_b(t) = \mathbf{R}_f(\theta(t)) \) with \( \theta_{\text{max}} = 0.436 \) rad and \( \dot{\theta}_{\text{max}} = 0.07 \) rad/s. The initial conditions were set to hovering \( \mathbf{p}(t_0) = \mathbf{0}, \mathbf{p}(t_0) = \mathbf{0}, \mathbf{R}(t_0) = \mathbf{I}_3, \mathbf{\omega}_B(t_0) = \mathbf{0}, \alpha(t_0) = \mathbf{0}, \) and \( \mathbf{\omega}(t_0) = \mathbf{0} \), and the controller gains were chosen as \( K_{p1} = 30I_3, K_{e1} = 55.5I_3, K_{p2} = 300I_3, K_{o2} = 1027I_3, K_{p3} = 1000I_3, K_{o3} = 6331I_3. \)

The results are shown in Fig. 17(a)–(d); Fig. 17(a) shows the behavior of the quadrotor orientation during flight (blue: roll, green: pitch, red: yaw) and Fig. 17(b) the behavior of the orientation error \( \mathbf{e}_R(t) \). The maximum rotation errors are \( 0.240 \) rad (roll), \( 0.079 \) rad (pitch), and \( 0.144 \) rad (yaw). Fig. 17(c) shows the behavior of the position-tracking error \( \mathbf{e}_P(t) \) characterized by a mean value \( \text{avg}(\|\mathbf{e}_P(t)\|) \approx 1.6 \) cm and a maximum value \( \text{max}(\|\mathbf{e}_P(t)\|) \approx 4.4 \) cm. Finally, Fig. 17(d) shows the behavior of the tilting angles \( \alpha(t) \) over time.

Therefore, despite the (expected) worse overall performance with respect to the ideal case, in this realistic case the holocopter is still able to fulfill the assigned motion task with a good enough accuracy.

2) Eight-Shape Trajectory: In this simulation, we considered the same eight-shape trajectory illustrated in Section V-A 2. Fig. 18(a) and (b) shows the behavior of the position and orientation error vectors \( \mathbf{e}_P(t), \mathbf{e}_R(t) \) over time. The average position-tracking error results about 0.034 m with a maximum of 0.050 m. The maximum rotation errors are \( 0.097 \) rad (roll), \( 0.061 \) rad (pitch), and \( 0.039 \) rad (yaw). Finally, Fig. 18(c) shows the behavior of the tilting angles \( \alpha_i(t) \) while following the trajectory.

It is interesting to compare these results with those of the ideal simulation described in Section V-A.2 [Fig. 16(a)–(c)]; again, the overall tracking performance results degraded with respect to the ideal case, although the holocopter can still realize the task with a sufficient accuracy. Also, note how the angles \( \alpha_i(t) \) shown in Fig. 18(c) follow essentially the same behavior as those of the ideal case shown in Fig. 16(c) despite the higher noise level present in the system.

3) Effect of Servo Control Frequency: As previously stated, the low control rate and the delayed response of the employed servo motors are expected to be the main cause of the flight performance degradation in the realistic case (and, of course, in the real prototype). The servo motors are controlled via a pulse-width-modulated (PWM) signal with a signal length of 14 ms and a control frequency of 55 Hz. To assess the effects of these parameters, we ran several instances of the previous realistic simulation described in Section V-B.2 by employing increasing control frequencies and correspondingly decreasing delays for the servo motor PWM while keeping all the other parameters (e.g., control gains) constant.

As flight performance measure, we considered the mean position error \( \text{avg}(\|\mathbf{e}_P(t)\|) \) and the standard deviation of the position error \( \text{stddev}(\|\mathbf{e}_P(t)\|) \) during the trajectory. Fig. 19 shows the results: with an increasing control frequency,
the mean position error and the standard deviation are clearly decreasing from, for example, avg\(|e_p|\)_{55 Hz} = 0.042 m to avg\(|e_p|\)_{500 Hz} = 0.003 m, thus approaching the performance of the ideal case.

VI. EXPERIMENTAL RESULTS

In this last section, we finally present results from three experiments conducted with the holocopter prototype. The first experiment is a hovering task meant to show the overall performance in the simplest scenario, and also to highlight again the importance of having included the null-space optimization term (23) in the control strategy. The other two experiments involve instead the more complex trajectories illustrated in Sections V-B.1 and V-B.2. Finally we encourage the reader to watch the video clip attached to this paper where several holocopter maneuvers are shown along with additional details on the employed prototype.

A. Hovering on the Spot

In the first experiment, following what was done in the ideal case explained in Section V-A.1, we show the importance of having included the minimization of the cost function \(H(w)\) in the proposed controller. To this end, we report the results of a simple hovering on the spot by (i) including and (ii) not including the null-space optimization term (23). The quadrotor starts from the initial state of \(p(0) = 0, \dot{p}(0) = 0, R(0) = I_3, \omega_B(0) = 0, \alpha(0) = 0,\) and \(w(0) = \omega_{\text{rest}},\) and is commanded to stay still while maintaining the desired attitude \(R_f = I_3.\) The gains in (18) and (20) were set to \(K_{p1} = 30I_3, K_{q1} = 55.5I_3, K_{p2} = 300I_3, K_{q2} = 1027I_3, K_{p3} = 1000I_3,\) \(K_{q3} = 6331I_3\) (these values were experimentally tuned).

Fig. 20(a) and (b) shows the results for case (i): the angles \(\alpha_i\) stay close to 0 rad over time, as expected for such a hovering maneuver, and \(H(w)\) keeps a constant and low value as the propellers spin with a speed close to the allowed minimum. In case (ii), however, the situation looks completely different: the lack of any minimization action on \(H(w),\) coupled with the presence of noise and nonidealities, makes the angles \(\alpha_i\) to eventually diverge over time from their (expected) vertical direction and, accordingly, the value of \(H(w)\) to increase as the propellers need to accelerate to keep the quadrotor still in place [Fig. 20(c) and (d)].

Finally, Fig. 21(a) and (b) shows the position error \(e_p(t)\) and orientation error \(e_R(t)\) during the experiment. The average position-tracking error is about 0.017 m with a maximum of 0.047 m. The maximum rotation errors are 0.082 rad (roll), 0.131 rad (pitch), and 0.089 rad (yaw).

B. Rotation on the Spot

In this second experiment, we replicate the realistic simulation case explained in Section V-B.1 by commanding the holocopter to follow a given orientation profile \(R_d(t)\) while remaining still in space. The initial conditions, control gains, and trajectory parameters are the same as those reported in Section V-B.1.

Fig. 22(a)–(d) shows the results of the flight: in particular, Fig. 18(a) reports the quadrotor orientation during
C. Eight-Shape Trajectory

This last experiment shows the performance of the holocopter in tracking the same eight-shape trajectory with superimposed sinusoidal rotation described in Sections V-A.2 and V-B.2. Fig. 24 shows an overlay of several snapshots taken during flight.

Fig. 25(a) shows the position-tracking error $e_P(t)$ of the holocopter while following the trajectory, while Fig. 25(b) shows the orientation-tracking error $e_R(t)$. The maximum position error $\max(||e_P(t)||)$ while following the path was approximately 3.9 cm, with $\avg(||e_P(t)||) \approx 2.2$ cm. The maximum orientation errors were 0.10 rad for roll, 0.06 rad for pitch, and 0.15 rad for yaw. Fig. 25(b) shows the behavior of the tilting angles $\alpha_i(t)$. Note how these experimental results match very well those of the realistic simulation described in Section V-B.2, thus also confirming the validity of the employed holocopter model. The interested reader is also appreciated to watch the execution of this task in the video attached to this paper.

VII. CONCLUSION

In this paper, we have presented a novel overactuated quadrotor UAV called holocopter able to achieve full controllability over its 6-dof body pose in space. This design overcomes the typical limitations of standard (underactuated) quadrotor UAVs where only 4 DoF can be independently controlled, namely the body position and yaw angle. The holocopter design, in contrast, allows to actively and individually control the tilting angles of its four propellers, thus granting a total of $4 + 4$ available control inputs which (as proven in this paper) yields full controllability over its pose. Several ideal/realistic simulations and experimental results have been reported and discussed to assess the effectiveness of the control strategy developed for the holocopter; despite the various nonidealities of the real prototype with respect to the modeling assumptions, a satisfactory performance has nevertheless been achieved when executing complex maneuvers which would be impossible for standard quadrotor UAVs.

Our future goal is to exploit the holocopter as a flying service robot capable of advanced interaction tasks with the environment. To this end, we are currently developing the second-generation prototype shown in Fig. 26 with the aim of overcoming the limitations of the first prototype discussed in this paper. In particular, we are focusing on improving the holocopter actuation system (see Section IV-C), as well as obtaining a reduced overall weight, better onboard flight (blue: roll, green: pitch, red: yaw), and Fig. 18(b) the orientation-tracking error $e_R(t)$. The position-tracking error $e_P(t)$ is shown in Fig. 18(c), with a maximum of $\max(||e_P(t)||) = 0.062$ m. Finally, Fig. 18(d) shows the behavior of the tilting angles $\alpha_i(t)$ during the maneuver, and Fig. 23 shows the behavior of $H_w$. As clear from the plots, this experiment involving a rotation on the spot still confirms the capabilities of the holocopter and the robustness of the proposed control strategy in coping with all the nonidealities of real-world conditions.
sensors, higher onboard computational power, and a more robust mechanical design. This will enable better tracking performance and allow for a full exploitation of the holocopter 6-dof motion capabilities in the planned interaction tasks with the environment.
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Annex to Chapter VIII
Active Structure From Motion: Application to Point, Sphere, and Cylinder

Riccardo Spica, Student Member, IEEE, Paolo Robuffo Giordano, Member, IEEE, and François Chaumette, Fellow, IEEE

Abstract—In this paper, we illustrate the application of a nonlinear active structure estimation from motion (SfM) strategy to three problems, namely 3-D structure estimation for 1) a point, 2) a sphere, and 3) a cylinder. In all three cases, an appropriate parameterization reduces the problem to the estimation of a single quantity. Knowledge of this estimated quantity and of the available measurements allows for then retrieving the full 3-D structure of the observed objects. Furthermore, in the point feature case, two different parameterizations based on either a planar or a spherical projection model are critically compared. Indeed, the two models yield, somehow unexpectedly, to different convergence properties for the SfM estimation task. The reported experimental and theoretical results fully support the theoretical analysis and clearly show the benefits of the proposed active estimation strategy, which is in particular able to impose a desired transient response to the estimation error equivalent to that of a reference linear second-order system with assigned poles.

Index Terms—Nonlinear estimation, structure from motion, visual servoing.

I. INTRODUCTION

The problem of structure from motion (SfM), i.e., how to recover the missing structure of the observed scene from images taken by a moving camera, is a very classical and well-studied topic in computer and robot vision. One solution is to rely on prior knowledge of the scene as, e.g., known size of a tracked object. Alternatively, one can exploit the possibility of observing the same scene from different points of view, and fuse together the acquired images with the known camera displacement among them. When processing consecutive images over time, a possibility is to treat SfM as a recursive/filtering task: images and camera motion can be elaborated over time, a possibility is to treat SfM as a recursive/filtering task: images and camera motion can be elaborated online for obtaining an incremental estimation of the scene structure. Other approaches (e.g., bundle adjustment) rely, instead, on global optimization methods meant to solve SfM problems by processing altogether information acquired over an extended time period. A recent discussion about the pros/cons of both approaches in the context of visual SLAM can be found in [1].

Within the first class of (recursive) methods, a vast literature exists for addressing SfM: for instance, as a nonexhaustive list, extended Kalman filter (EKF)-based solutions have been proposed in [2]–[5] and, along similar lines, an unscented Kalman filter was exploited in [6]. All these strategies have the considerable advantage of being “aware,” to some extent, of the measurement and process noise (when modeled as Gaussian distributions). On the other hand, they require a certain level of approximation of the system dynamics, which may affect the estimation performance. Other approaches exploiting tools from (deterministic) nonlinear observation can instead be found in [7]–[14], while [15] has tackled the more challenging problem of structure and motion estimation, i.e., how to simultaneously recover the missing structure along with the (partially) unknown camera velocity. This class of methods does not typically involve any linearization of the system dynamics, and allows for some formal characterization of the estimation error convergence. However, the presence of noise is not explicitly taken into account, with the filter design being developed in a fully deterministic setting. A recent experimental comparison of an EKF solution versus a deterministic nonlinear filter in the context of SfM for a quadrotor UAV can also be found in [16].

While all these works study the general issue of structure estimation from motion in different contexts, much less attention has been devoted to the problem of actively imposing a desired (e.g., optimized) convergence behavior to an SfM estimation task by acting on the motion imposed to the camera and on the employed estimation gains. For instance, in [17], an active strategy for minimizing the effects of image noise and discretization errors was proposed and experimentally tested, but without the aim of also imposing a desired estimation transient response. In [18] the problem of actively selecting which features to track for improving the indoor localization of a wheeled mobile robot is successfully addressed; however, no attempt is made to actively shape the robot motion so as to optimize the SfM convergence (the robot navigates in an “uninformed” way with respect to the estimation task). In [19] an EKF-based SfM estimation scheme for a UAV is integrated with a path-planning strategy aiming at minimizing the covariance matrix of the estimated states at the end of the motion. Nevertheless, one needs to assume full preknowledge of the surrounding environment (e.g., obstacles) so as to numerically propagate the EKF filter along all the edges of a randomly constructed roadmap (the method is, thus, only amenable for an offline/planning use).

With respect to this state-of-the-art, this paper then tackles the problem of designing an online and active algorithm for structure from known and controlled motion, i.e., assuming that the camera velocity can be measured and actively modified.
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by the robot actuators (as it is often the case in robotic applications). The active component of the scheme makes it possible to impose an estimation error transient response equivalent to that of a reference linear second-order system with desired poles. The developments build upon the theoretical framework presented in [20]: in a nonlinear context, the observability properties of the states under consideration are not (in general) time-invariant but may depend on the current state and on the current inputs applied to the system. It is then possible to simultaneously act on the estimation gains and system inputs (i.e., the camera velocity for an SfM) in order to optimize the observation process.

The methodology proposed in [20] can be applied to all those systems in which an invertible function of the unknown states can appear linearly in the system dynamics, as it is indeed the case for SfM problems. We then exploit this fact and propose three concrete active SfM applications: 3-D structure estimation for 1) a point feature, 2) a spherical target, and 3) a cylindrical target. The estimation of the depth of a point feature has already been well studied in the past literature (see, e.g., [2], [7], [9], [11], [21], [22]), although by never considering the active perspective taken in this study. On the other hand, the machinery proposed for the spherical and cylindrical objects represents a novel contribution also in terms of the chosen parameterization. Indeed, we show that a suitable transformation of the observed features allows us to express the 3-D sphere/cylinder structures in terms of image measurements and of only one unknown constant parameter (the sphere/cylinder radius) rather than the classical (and time-varying)-scaled orientation of the limb surface in the camera frame. This, of course, significantly simplifies the SfM task.

We conclude by highlighting that the ability of both characterizing and optimizing the transient response of the estimation error brings several added values compared with more classical inactive estimation strategies: for instance, it allows obtaining the “best” estimation error convergence when subject to real-world constraints, such as limited camera velocity or upper bounds on the estimation gains due to noise, discretization, or other typical nonidealities. Furthermore, from a more theoretical perspective, the proposed methodology can also be used to get insights into the optimal camera trajectories needed to estimate the scene structure for particular classes of SfM problems (e.g., when dealing with point features or specific 3-D geometrical primitives). Finally, we note the many similarities between the SfM approach adopted in this study and the notion of “sensor-based” or “ego-centric” visual SLAM (see, e.g., [23] for a recent overview). In both the cases, a robot/camera builds a 3-D model of the environment in its own body/sensor frame via a filtering technique: an EKF in [23] and similar studies, and the deterministic filter (but with a fully characterized and actively optimizable transient response) derived from [20] in this paper.

The rest of this paper is organized as follows: Section II reviews the SfM problem in the context of nonlinear state observation and briefly summarizes the methodology developed in [20] for actively imposing a desired transient behavior to the estimation error. Section III then focuses on the three SfM problems considered in this study. Subsequently, Section IV reports the corresponding simulative and experimental results obtained with a manipulator equipped with an eye-in-hand camera. Finally, Section V concludes this paper and discusses some future directions.

II. PRELIMINARIES

In this section, we briefly summarize the active estimation framework originally proposed in [20]. This is then applied to the SfM case studies discussed in Section III.

A. Nonlinear Observation Scheme

Let \((s, \chi) \in \mathbb{R}^{m+p}\) be the state of a dynamical system in the form

\[
\begin{align*}
\dot{s} &= f_m(s, u, t) + \Omega^T(t)\chi \\
\dot{\chi} &= f_u(s, \chi, u, t)
\end{align*}
\]

(1)

where \(s \in \mathbb{R}^m\) and \(\chi \in \mathbb{R}^p\) represent, respectively, a measurable and unmeasurable component of \(x\), and \(u \in \mathbb{R}^r\) is the system input vector. In formulation (1), vector \(\chi\) is required to appear linearly in the dynamics of \(s\) (first equation). Furthermore, matrix \(\Omega(t) \in \mathbb{R}^{p \times m}\) and vectors \(f_m(\cdot) \in \mathbb{R}^m\) and \(f_u(\cdot) \in \mathbb{R}^p\) are assumed to be generic but known and sufficiently smooth functions with respect to their arguments, which are all available apart from the unknown value of \(\chi\) in \(f_u(\cdot)\).

SfM problems can be recast to formulation (1) by taking \(s\) as a set of visual features measured in the image, \(u = (v, \omega)\) as the camera linear/angular velocity in camera frame, and \(\chi\) as a suitable (and locally invertible) function of the unknown structure of the scene to be estimated. For instance, in the point feature case, \(\chi\) can be taken as the inverse of the feature depth [9], and, for image moments of planar scenes, \(\chi\) can be taken as the normal vector of the observed plane scaled by its distance from the camera optical center [10]. Furthermore, in SfM one has \(\Omega(t) = \Omega(s(t), v(t))\) with, in particular, \(\Omega(s, 0) = 0\): the camera linear velocity \(v(t)\) plays a key role for the resolution of SfM problems.

For a system in form (1), a possible estimation scheme can be devised as follows [9], [20]: let \((\hat{s}, \hat{\chi}) \in \mathbb{R}^{m+p}\) be the estimated state, \(\xi = s - \hat{s}, \chi = \hat{\chi} - \hat{\chi}, e = (\xi, z)\) be the total error vector, and consider the following observer:

\[
\begin{align*}
\dot{\xi} &= f_m(s, u, t) + \Omega^T(t)\hat{\chi} + H\xi \\
\dot{\hat{\chi}} &= f_u(s, \hat{\chi}, u, t) + \Lambda(t)Q\xi
\end{align*}
\]

(2)

where \(H > 0\), \(\Lambda = \Lambda^T > 0\), and \(Q = Q^T > 0\) are positive definite gain matrices. Note that observer (2) is function of only measured/known quantities, with in particular a feedback action on the measurable error component \(\xi\). The corresponding estimation error dynamics is then given by

\[
\begin{align*}
\dot{\xi} &= -H\xi + \Omega^T(t)z \\
\dot{z} &= -\Lambda(t)Qf_u(s, \hat{\chi}, u) + f_u(s, \hat{\chi}, u) \\
&= -\Lambda(t)Q\xi + g(e, t)
\end{align*}
\]

(3)

\[1\]This is due to the well-known fact that, under perspective and spherical projections, the motion in the image induced by pure rotations of the camera (i.e., when \(v = 0\)) does not depend on the structure of the scene.
with \( g(e, t) \) being a “perturbation term” vanishing with respect to the error vector \( e \), i.e., such that \( g(0, t) = 0 \) \( \forall t \). The origin of (3) can be proved to be locally exponentially stable if and only if (iff) the following persistency of excitation (PE) condition holds:

\[
\int_{t}^{t+T} \Omega(t) \dot{\Omega}^T(t) \, dt \geq \gamma I_n, \quad \forall t \geq t_0
\]

for some \( T > 0 \) and \( \gamma > 0 \), with \( I_n \) representing the \( n \times n \) identity matrix.\(^2\)

Remark II.1. We note that the local stability properties of the error dynamics (3) are due to the perturbation term \( g(e, t) \), which affects an otherwise globally exponentially stable error system. Indeed, in the special case \( \chi = 0 \) (unknown but constant parameters), one has \( g(e, t) \equiv 0 \) and global exponential convergence for the error system (3). This is, for instance, the case of the structure estimation problems for spherical and cylindrical objects considered in Sections III-B and C. We stress, however, that the estimation scheme (2) is not restricted to this particular situation but can be applied (with, in this case, only local convergence guarantees) to the more general case of state observation problems in which the unknown \( \chi \) is subject to a nonnegligible dynamics as in (1). The depth estimation for a point feature discussed in the following Section III-A falls in this class.

The PE condition (4) plays the role of an observability criterion: convergence of the estimation error \( e(t) \to 0 \) is possible iff the square matrix \( \Omega(t) \frac{\partial}{\partial t} \Omega^T(t) \in \mathbb{R}^{p \times p} \) remains full rank in the integral sense of (4). We note that if \( m \geq p \), that is, if the number of independent observations \( s \) is larger or equal to the number of estimated quantities \( \chi \), then it is possible to instantaneously satisfy (4) by enforcing

\[
\Omega(t) \frac{\partial}{\partial t} \Omega^T(t) \geq \frac{\gamma}{T} I_p, \quad \forall t.
\]

In the rest of this study, we will only consider this (more restrictive) observability condition.

B. Active Estimation Strategy

As clear from (4) and (5), (some measure of) the norm of matrix \( \Omega \frac{\partial}{\partial t} \Omega^T \) determines the convergence properties of the error system (3). Furthermore, since in the SFM case it is \( \Omega(t) = \Omega(s(t), v(t)) \), it is meaningful to study how to optimize the camera linear velocity \( v \) in order to affect matrix \( \Omega \frac{\partial}{\partial t} \Omega^T \) and, as a consequence, to shape the transient response of the error vector \( e(t) \). The active strategy developed in [20] and summarized hereafter shows how to achieve this goal.

Let \( \Lambda \Sigma V^T = \Omega \) be the singular value decomposition of matrix \( \Omega \), where \( \Sigma = [S \ 0] \), \( S = \text{diag}(\sigma_i) \in \mathbb{R}^{p \times p} \), and \( 0 \leq \sigma_1 \leq \ldots \leq \sigma_p \) are the \( p \) singular values of \( \Omega \). Let also \( Q = \alpha I_m \) and \( \Lambda = \beta I_p \), with \( \alpha > 0 \), \( \beta > 0 \) (scalar gain matrices). By designing the gain matrix \( H \) in (2) as

\[
H = V \begin{bmatrix} D_1 & 0 \\ 0 & D_2 \end{bmatrix} V^T
\]

with \( D_1 \in \mathbb{R}^{p \times p} > 0 \), \( D_2 \in \mathbb{R}^{(m-p) \times (m-p)} > 0 \), it is possible to show that under the change of coordinates

\[
\eta = \frac{1}{\sqrt{\alpha^2 + \beta^2}} S^{-1} U^T z
\]

and in the approximation \( S^{-1} U^T z \approx \text{const} \), the behavior of vector \( \eta \) (and hence, of the estimation error \( z = \chi - \tilde{\chi} \)) is governed by the following linear (and almost diagonal) dynamics:

\[
\ddot{\eta} = \left(\Omega - D_1\right)\dot{\eta} - \alpha \beta S^2 \eta
\]

System (8) can be interpreted as a (unit-)mass-spring-damper system with diagonal stiffness matrix \( \alpha \beta S^2 \) and damping matrix \( D_1 \), together with an additional “perturbing” term \( \Pi \) whose full expression can be found in [20].

The convergence rate of (8) is then related to its slowest mode dictated by the “stiffness value” \( \alpha \beta \sigma_1^2 \), with \( \sigma_1^2 \) being the smallest eigenvalue of the square matrix \( \Omega \Omega^T \). Therefore, for the sake of imposing a desired transient response to vector \( \eta(t) \) i.e., to the estimation error \( z(t) = \chi(t) - \tilde{\chi}(t) \), one can “place the poles” of (8) by 1) shaping the damping factor \( D_1 \) in (6) (a free parameter), 2) regulating the value of the smallest eigenvalue \( \sigma_1^2 \) by acting upon vector \( v \), and 3) suitably choosing the gain \( \alpha \beta \) (a free parameter).

For what concerns the design of matrix \( D_1 \), we first note that, as explained in [20], matrix \( \Pi \) in (8) can be regarded as a second-order perturbation term affecting the dissipative action induced by \( D_1 \). Therefore, neglecting the effects of matrix \( \Pi \) and choosing \( D_1 = \text{diag}(c_i), c_i > 0 \), allows obtaining a completely decoupled transient behavior for (8):

\[
\ddot{c}_i + c_i \dot{c}_i + \alpha \beta \sigma_1^2 c_i = 0, \quad i = 1 \ldots p.
\]

One can then take, for instance, \( c_i = c_i^* = 2 \sqrt{\alpha \beta} \sigma_i \), in order to impose a critically damped evolution to the estimation error [coincident eigenvalues for (9)].

As for the regulation of \( \sigma_1^2 \), being \( \Omega = \Omega(s, v) \), it is

\[
(\sigma_1^2) = J_{s,v} \dot{v} + J_{s,s} \dot{s}
\]

where the Jacobian matrices \( J_{v,i} \in \mathbb{R}^{1 \times n} \) and \( J_{s,i} \in \mathbb{R}^{1 \times n} \) can be computed in closed form (see [20] for all the details). By inverting the differential mapping (10), vector \( \dot{v} \) can then be exploited so as to, e.g., asymptotically enforce \( \sigma_1^2(t) \to \sigma_1^2 \text{des} \) for some desired value \( \sigma_1^2 \text{des} > 0 \). We note that ensuring \( \sigma_1^2(t) \to \sigma_1^2 \text{des} > 0 \) also automatically satisfies the observability condition (5).

Finally, the following considerations hold for the choice of gain \( \alpha \beta \) in (8). In the SFM context, the norm of matrix \( \Omega \Omega^T \) is strongly related to the norm of the camera linear velocity \( v \). Roughly speaking, the “faster” the motion (\( \sim \) larger \( \|v\| \)), the “larger” the value of \( \sigma_1^2 \) (\( \sim \) larger \( \|\Omega \Omega^T\| \)). Therefore, in order to maximize the estimation convergence speed of (8) (dictated by \( \alpha \beta \sigma_1^2 \)), one can equivalently 1) travel at a larger speed \( \|v\| \) for a given gain \( \alpha \beta \), or 2) increase the gain \( \alpha \beta \) for a given

\(^2\)The stability proof requires some additional technical assumptions on the regularity of the vanishing disturbance \( g \) locally Lipschitz in a neighbourhood of the origin), on its growth bound with respect to \( \|e\| \) (which, since \( g(\cdot) \to 0 \) if \( \langle v, \omega \rangle \to 0 \), can always be made small enough by limiting \( \langle v, \omega \rangle \) and on the norm of the initial error \( \|e(0)\| \)). The interested reader can find in [9] a detailed derivation of the proof.
While increasing the gain $\alpha\beta$ may always appear more convenient in terms of reduced control effort, practical issues such as noise, discretization, or quantization errors, may impose an upper limit on the possible value of $\alpha\beta$, thus necessarily requiring a larger $\|v\|$ for obtaining the desired convergence speed. Furthermore, as in all SFM problems, a $\|v\| \neq 0$ is also mandatorily required for guaranteeing $\sigma_1^2 > 0$ (a nontranslating camera cannot estimate the scene structure).

Remark II.2. We note that the proposed strategy is an active one since, in the general case, inversion of (10) will result in a camera linear velocity $v$ optimized as a function of the system-measured state $\dot{s}$ in order to attain a desired $\sigma_1^2$ over time. We also highlight the role played by the gain matrix $H$ weighting the feedback term in observer (2): the proposed machinery in fact relies on a suitable state-dependent design of the damping matrix $H$ via the choice of $D_1 = \text{diag}(\alpha\beta_i)$ with $\alpha\beta_i = 2\sqrt{\alpha\beta\sigma_i}$. For the interested reader, this state-dependent design is conceptually equivalent to the shaping of the damping factor adopted in the context of impedance control for robot manipulator arms, see, e.g., [24].

Remark II.3. We also note that, in general, it is not possible to fully compensate for the term $f_u(s, \dot{s})$ when inverting (10). Indeed, the expression in (1) implies a direct dependence of $\dot{s}$ from the unmeasurable $s$ so that an exact evaluation of $\dot{s}$ is not obtainable in practice. A possible solution could be to use an approximation $\hat{s}$ of $s$ obtained by evaluating $f_u(s)$ on the current estimate $\hat{s}$. Another simple workaround is, however, to just enforce $\dot{s} \approx 0$ by imposing a constraint on the camera motion. A combination of both strategies is, of course, also possible. The next sections will present some examples in this sense.

Remark II.4. It can be finally shown that, in the special situation $p = 1$ (only one quantity to be estimated), if $\sigma_1^2(t) \equiv \text{const}$ then $S^{-1}U^T \equiv \text{const}$ in (7) and matrix $\Theta$ has no disturbing effects on (8). Therefore, in this case, it is always possible to exactly enforce the ideal estimation error dynamics (9) by just keeping $\|\Omega(t)\|^2 = \sigma_1^2(t) = \text{const}$ during the camera motion. This situation will apply to all the case studies discussed in the rest of this paper.

III. APPLICATIONS TO STRUCTURE FROM MOTION

In this section, we illustrate the application of the proposed active estimation framework to three concrete SFM problems: 1) estimation of the 3-D coordinates of a point feature, 2) estimation of the 3-D position and radius of a spherical target, and 3) estimation of the 3-D position and radius of a cylindrical target.

In the point feature case, the effects of the adopted projection model on the estimation convergence are also explicitly considered by discussing the differences between the two popular choices of planar and spherical projection models. For the spherical and cylindrical targets, we instead propose two novel minimal parameterizations that allow us to express the sphere/cylinder 3-D structures in terms of measured visual features and of a single unknown parameter (the sphere/cylinder radius). This allows, in all three cases, to reduce the SFM task to the estimation of a single unknown quantity (point feature depth or sphere/cylinder radius); thus, satisfying the requirements of Remark II.4 for exactly imposing the ideal dynamics (9) to the estimation error.

A. Depth Estimation for a Point Feature

1) Planar Projection Model: Let $p = (x, y, 1) = (X/Z, Y/Z, 1) \in \mathbb{R}^3$ be the perspective projection of a 3-D point $P = (X, Y, Z)$ onto the image plane of a calibrated pinhole camera. As it is well known [25], the differential relationship between the image motion of a point feature and the camera linear/angular velocity $u = (v, \omega) \in \mathbb{R}^2$ expressed in camera frame is

$$\begin{bmatrix} \dot{x} \\ \dot{y} \end{bmatrix} = \begin{bmatrix} \frac{1}{Z} & 0 & x \\ 0 & -\frac{1}{Z} & y \end{bmatrix} \begin{bmatrix} xy & -(1 + x^2) & y \\ 1 + y^2 & -xy & -x \end{bmatrix} u$$

(11)

where $Z$ is the depth of the feature point. The dynamics of $Z$ is

$$\dot{Z} = [0 \ 0 \ -1 \ -yZ \ xZ \ 0 \ u].$$

The expression in (11) is not linear in $Z$, but it is linear in $1/Z$. Therefore, by defining $s = (x, y) \in \mathbb{R}^2$ and $\chi = 1/Z$, with then $m = 2$ and $p = 1$, we obtain for (1)

$$\begin{cases} f_m(s, u, t) = [xy - (1 + x^2) \ y] \\ \Omega(s, v) = [xv - v_x \ yv - v_y] \\ f_u(s, \chi, u, t) = v_x \chi^2 + (y \omega_x - x \omega_y) \chi \end{cases}$$

(12)

with the perturbation term $g(e, t)$ in (3) taking the expression

$$g(e, t) = v_z \left(\chi^2 - \chi^2 \right) + (y \omega_x - x \omega_y) z$$

(13)

so that $g(0, t) = 0$, as expected. Note that once $\chi$ has been estimated, one can obviously retrieve the 3-D position of the point feature as $P = p/\chi$.

In the point feature case, matrix $\Omega \Theta^T$ reduces to its single eigenvalue that, for a planar projection model, takes the expression

$$\sigma_1^2 = \|\Omega\|^2 = (xv_z - v_x)^2 + (yv_z - v_y)^2.$$ 

(14)

Furthermore, using (14), the Jacobian $J_{v,1}$ in (10) is given by

$$J_{v,1} = 2 \begin{bmatrix} v_x - xv_z \\ v_y - yv_z \\ (xv_z - v_x) x + (yv_z - v_y) y \end{bmatrix}^T.$$ 

(15)

Since $\sigma_1^2$ does not depend on $\omega$, it is then possible to freely exploit the camera angular velocity for fulfilling additional goals of interest without interfering with the regulation of $\sigma_1^2(t)$ (only affected by $v$). For instance, as in [17], one can use $\omega$ for keeping $s \approx \text{const}$ so as to make the effects of $\dot{s}$ negligible when inverting (10) with respect to $v$, see Remark II.3.

We now note that $\sigma_1^2$ in (14) depends on both the camera linear velocity $v$ and on the location $p$ of the feature point on the image plane. Since the value of $\sigma_1^2$ directly affects the
convergence speed of the estimation error, it is interesting to study what conditions on $p$ and $v$ result in the largest possible $\sigma_1^2$ (i.e., the fastest possible convergence for a given gain $\alpha\beta$). Letting $e_3 = (0, 0, 1)$ being the camera optical axis, it is (by inspection)

$$\begin{bmatrix}
\Omega^T \\
0
\end{bmatrix} = [e_3]_x \begin{bmatrix} p \end{bmatrix}_x v$$

where $[v_1]_x$ is the skew-symmetric matrix representing the cross-product operator for 3-D vectors (i.e., $[v_1]_x v_2 = v_1 \times v_2$). Therefore,

$$\sigma_1^2 = \begin{bmatrix} \Omega & 0 \\
0 & \Omega^T
\end{bmatrix} = \|[e_3]_x [p]_x v\|_2^2$$

$$= \|p\| \|v\| \sin^2 (\theta_{p,v}) \sin^2 (\theta_{e_3,[p],v})$$

where $\theta_{p,v}$ and $\theta_{e_3,[p],v}$ represent the angles between vectors $(p, v)$ and vectors $(e_3, [p], v)$, respectively. The maximum attainable value for $\sigma_1^2$ is then

$$\sigma_{\text{max}}^2 = \max_{p,v} \sigma_1^2 = \|p\|^2 \|v\|^2.$$ (16)

This maximum is obtained when the camera linear velocity $v$ is such that $p \perp v$ and $e_3 \perp [p], v$, i.e., rearranging in matrix form

$$\begin{bmatrix}
p^T \\
e_3^T [p]_x
\end{bmatrix} v = \begin{bmatrix} x & y & 1 \\
-x & y & 0
\end{bmatrix} v = 0.$$ (17)

If $p \neq e_3$ (point feature not at the center of the image plane), system (17) has (full) rank 2 and admits the unique solution (up to a scalar factor)

$$v = \delta [p]_x e_3, \quad \delta \in \mathbb{R}.$$  

This requires the linear velocity $v$ to be orthogonal to $p$ and to lie on the plane defined by vectors $p$ and $e_3$ (i.e., $v$ must belong to a straight line as shown in Fig. 1(a)).

If $p = e_3$ (point feature at the center of the image plane), system (17) loses rank and any $v \perp e_3$ is a valid solution [see Fig. 1(b)].

It is then possible to draw the following conclusions: for a given norm of the linear velocity $\|v\|$ (i.e., the amount of “control effort”), system (17) determines the direction of $v$ resulting in $\sigma_1^2 = \sigma_{\text{max}}^2$ (maximization of $\sigma_1^2$). These conditions are summarized in Fig. 1(a) and (b). The value of $\sigma_{\text{max}}^2$ is, however, also a function of the feature point location $p$ that can be arbitrarily positioned on the image plane. In particular, $\sigma_{\text{max}}^2 = \|v\|^2$ for $p = e_3$ and $\sigma_{\text{max}}^2 = \|p\|^2 \|v\|^2 > \|v\|^2$ for $p \neq e_3$, with $\lim_{\|p\| \to \infty} \sigma_{\text{max}}^2 (p) = \infty$. The value of $\|p\|$ (distance of the point feature from the image center) thus acts as an amplification factor for $\sigma_{\text{max}}^2$.

1) the smallest $\sigma_{\text{max}}^2$ (i.e., the slowest “optimal” convergence for the depth estimation error) is obtained for the smallest value of $\|p\|$, i.e., when $p = e_3 \Rightarrow \|p\| = 1$ (feature point at the center of the image plane). It is worth noting that in this case $\chi = 0$ (from the condition $v \perp p$)

$$\sigma_{\text{max}}^2 = \|v\|^2 = v_1^2 + v_2^2$$

and the camera moves on the surface of a sphere with a constant radius (depth) pointing at the feature point. In addition, being in this case $\chi = Z/Z^2 = 0$, one has $g(e, t) = 0$ and global convergence for the estimation error (see Remark II.1); 2) the largest $\sigma_{\text{max}}^2$ (i.e., the fastest “optimal” convergence for the depth estimation error) is obtained for the largest possible value of $\|p\|$. In the usual case of a rectangular image plane centered at the origin, this translates into keeping the feature point positioned at one of the four image corners. However, compared with the previous case, this results in a $g(e, t) \neq 0$ and local convergence for the estimation error.

2) Spherical Projection Model: We now develop the depth estimation machinery for the spherical projection model. In this case, the following quantity is taken as visual feature measured on the image plane:

$$s = \frac{p}{\|p\|} = \frac{P}{\|P\|} \in \mathbb{S}^2$$

where $\mathbb{S}^2$ represents the unit sphere and, as well known [26]

$$\hat{s} = \left[ \frac{1}{\|P\|} (ss^T - I_3) \right] u$$

and

$$\frac{d}{dt} \left( \frac{1}{\|P\|} \right) = -\frac{1}{\|P\|^2} \frac{d\|P\|}{dt} = -\frac{s^T \dot{P}}{\|P\|^2} = s^T \dot{v}.$$ (18)

Hence, by taking $\chi = 1/\|P\|$ one obtains for (1)

$$\begin{cases}
f_m (s, u) = |s| \omega \\
\Omega (s, v) = -v^T (I_3 - ss^T) \\
f_u (s, \chi, u) = \chi^2 s^T v
\end{cases}$$

with $m = 3$, $p = 1$, and $g(e, t) = (\chi^2 - \dot{\chi}^2) s^T v$ for the perturbation term in (3). We note that, although in this case $m = 3$, vector $s$ is subject to the constraint $|s| = 1$; thus, resulting in only two independent measurements (as in the previous case of planar projection). Moreover, from the estimated $\chi$ one can easily retrieve $P = s/\chi$. 
For the spherical projection model, the eigenvalue determining the convergence of the estimation error is

\[
\sigma_i^2 = \Omega \Omega^T = v^T v - (s^T v)^2
\]

with thus

\[
J_{v,1} = 2v^T (I_3 - ss^T).
\]  \hspace{1cm} (19)

As before, \( \sigma_i^2 \) does not depend on \( \omega \), which can then be exploited to fulfill any additional task of interest (e.g., keeping \( s \cong \text{const} \) during motion).

As for the conditions on \( s \) and \( v \) that yield maximization of \( \sigma_i^2 \), one clearly has

\[
\sigma_i^2 = \sigma_{\max}^2 = \max_{s,v} \sigma_i^2 = \|v\|^2
\]  \hspace{1cm} (20)

iff \( s^T v = 0 \) (linear velocity orthogonal to the projection ray passing through \( P \)). We also note that, in this case, one has \( \dot{\chi} = 0 \) and \( g(e, t) \equiv 0 \) \((\text{constant unknown state and global convergence for the estimation error}) \) regardless of the location of \( s \) on the image plane.

3) Comparison Between Planar and Spherical Projection Models: For a spherical projection model, maximization of the eigenvalue \( \sigma_i^2 \) imposes only one condition for the linear velocity \( v(s^T v = 0) \). When this condition is met, one has \( \sigma_i^2 = \sigma_{\max}^2 = \|v\|^2 \) and global convergence for the estimation error \( \dot{\chi} = 0 \) of the feature point \( s \). This is equivalent to what was obtained for the planar projection case in the special situation \( p = e_3 \) (indeed the two projection models coincide for \( p = s = e_3 \)). However, with a spherical projection model, one also loses the possibility of increasing the estimation convergence rate by suitably positioning the point feature \( s \) on the image plane (since in this case \( \sigma_{\max}^2 \) does not depend on \( s \)).

It is then worth noting the complementarity of the two cases: for a given \( \|v\| \), and provided the optimal condition \( p^T v = 0 \) is satisfied, the planar projection allows obtaining a faster error convergence at the price of local stability (increase of the perturbation \( g \)) by suitably positioning \( s = (x, y) \) (the larger \( \|s\| \) the faster the convergence). The spherical projection guarantees global error convergence for any location of the feature point, but at the price of being always subject to the same convergence rate only function of the control effort \( \|v\| \).

B. Structure Estimation for a Spherical Target

We now detail the application of the proposed estimation machinery to the case of a spherical target. Consider a sphere \( \mathcal{O}_s \) of radius \( R \) and let \( P_0 = (X_0, Y_0, Z_0) \) be the coordinates of its center in the camera frame. Let also

\[
\mathcal{L} : \quad \mathbf{n}^T \mathbf{X} + d = 0
\]

represent the planar limb surface associated with the sphere in the camera frame, where \( \mathbf{X} \in \mathbb{R}^3 \) is any 3-D point on the plane, \( \mathbf{n} \in S^2 \) is the plane unit normal vector, and \( d \in \mathbb{R} \) the plane distance to the camera center [27]. Fig. 2 shows the quantities of interest.

The depth \( Z \) of any point \( \mathbf{X} \) lying on \( \mathcal{L} \) can be expressed in terms of its normalized image coordinates \( \mathbf{p} = (x, y, 1) \) as

\[
\frac{1}{Z} = \frac{X_0}{K} x + \frac{Y_0}{K} y + \frac{Z_0}{K} = \mathbf{X}^T \mathbf{P}
\]  \hspace{1cm} (21)

where \( K = P_0^T P_0 - R^2 \) and \( \chi = P_0/K = -n/d \in \mathbb{R}^3 \) represent unmeasurable quantities (analogously to \( Z \) for the point feature case), see [28] for all the details. The interaction matrix of a generic \( (i, j) \)th order moment \( m_{ij} \) evaluated on the image of \( \mathcal{O}_s \) depends linearly on \( \chi \), see [10], [27]. Therefore, a first possibility of retrieving the sphere 3-D parameters \( (P_0, R) \) would be to implement the estimation scheme (2) with \( s \) being a suitable collection of image moments (e.g., area and barycenter). It is in fact possible to show that (see Appendix A)

\[
\dot{\chi} = -\frac{v}{K} - [\omega] \chi + 2 \chi \chi^T v
\]

and that \( K \) can be expressed in terms of image moments and of vector \( \chi \) itself so that having estimated \( \chi \), one can consequently retrieve \( P_0 = \chi K \) and \( R = \sqrt{P_0^T P_0} = K \).

Although conceptually valid, this solution requires the concurrent estimation of three time-varying quantities \( \{\text{vector } \chi(t)\} \). On the other hand, inspired by [29], we now describe a novel representation of the sphere projection on the image plane that allows us to reformulate the structure estimation task in terms of a single unknown constant parameter, i.e., the sphere radius \( R \).

To this end, define vector \( s = (s_x, s_y, s_z) \in \mathbb{R}^3 \) as

\[
\begin{align*}
\begin{cases}
s_x &= \frac{x}{a_1} \\
s_y &= \frac{y}{a_1} \\
s_z &= \sqrt{1 + a_2/a_1^2}
\end{cases}
\end{align*}
\]  \hspace{1cm} (22)

where \( (x, y, n_{20}, n_{11}, n_{02}) \) represents the barycenter and normalized centered moments of order 2 measured from the elliptical projection of the sphere \( \mathcal{O}_s \) on the image plane, and \( a_1 \) is the minor axis of the observed ellipse with [27]:

\[
a_1^2 = 2 \left( n_{20} + n_{02} - \sqrt{(n_{20} - n_{02})^2 + 4n_{11}} \right).
\]  \hspace{1cm} (23)

We thus note that vector \( s \) can be directly evaluated in terms of measured image quantities.
From [27], [29], one also has
\[\begin{align*}
x_g &= \frac{X_0Z_0}{Z_0^2 - R^2}, \\
y_g &= \frac{Y_0Z_0}{Z_0^2 - R^2}, \\
a^2 &= \frac{R^2}{Z_0^2 - R^2}
\end{align*}\]
(24)
which when plugged in (22) and (23), result in the equivalent expression \(s = P_0/R\). Since vector \(s\) can be computed from image measurements as in (22), estimation of the (unknown) sphere radius \(R\) allows us to recover the 3-D sphere center as \(P_0 = sR\).

Exploiting now the results of [29], it is possible to show that
\[\dot{s} = \begin{bmatrix} -\frac{1}{R} I_3 & |s| \end{bmatrix} u.\]  (25)
Since (25) is linear in \(1/R\), we can define \(\chi = 1/R\), with then \(m = 3\) and \(p = 1\), and obtain for (1) and (3)
\[
\begin{align*}
f_m(s, u) &= |s|, \omega \\
\Omega(s, u) &= -v^T \\
f_u(s, \chi, u) &= 0 \\
g(e, t) &= 0.
\end{align*}
\]
(26)

We note that in this case it is always possible to obtain global convergence for the estimation error since \(\chi = 0\) and, therefore, \(g(e, t) = 0\) by construction (see Remark II.1). Furthermore, matrix \(\Omega^T\) reduces again to its single eigenvalue \(\sigma^2 = \|v\|^2\) and, if \(\sigma^2(t) \equiv \text{const} > 0\), the “ideal” estimation error dynamics (9) can be exactly obtained. One also has \(\dot{\Omega} = \Omega(v)\) and \(J_{v:1} = 2v^T\).

We finally note the following facts: first, contrarily to the previous cases, here \(s\) has no effect on the regulation of \(\sigma^2\), which is only function of the camera linear velocity \(v\). It is then, of course, still possible to freely exploit the camera angular velocity \(\omega\) for, e.g., keeping the sphere at the center of the image by regulating \((s_x, s_y)\) to zero. Second, we note the strong similarities with the previous optimal results obtained for a point feature under a spherical projection model \([\sigma^2_{0,\chi}\text{max}](20)\): in both the cases, the maximum estimation convergence rate for a given \(\|v\|\) does not depend on the position of the observed object on the image plane.

C. Structure Estimation for a Cylindrical Target

We now finally consider the case of SFM for a 3-D cylindrical object. A cylinder \(O_c\) can be described by its radius \(R\) and by its main axis \(a \in S^2\) passing through a 3-D point \(P_0 = (X_0, Y_0, Z_0)\), with \(\|a\| = 1\) and, w.l.o.g., \(a^T P_0 = 0\) (\(P_0\) can be chosen as the closest point on \(a\) to the origin of the camera frame [17]). Moreover, analogously to the sphere, a cylinder is also associated with a planar limb surface \(L\) such that (21) holds for any point on \(L\) with projection \(p = (x, y, 1)\). Therefore, a possibility is to estimate the three unknown parameters of the limb plane \(L\) (vector \(\chi\)) by exploiting (at least) three image measurements, see [17] and Appendix B for some details in this sense. However, following the previous developments, we now propose a novel representation of the cylinder projection on the image plane that, again, allows us to obtain the cylinder parameters \((P_0, a, R)\) in terms of image measurements and of the unknown but constant cylinder radius \(R\) that, therefore, represents the only quantity to be estimated.

Let \((\rho_1, \theta_1)\) and \((\rho_2, \theta_2)\) be the (measured) distance/angle parameters of the two straight lines resulting from the projection of the cylinder on the image plane, and
\[\begin{align*}
n_1 &= (\cos \theta_1, \sin \theta_1, -\rho_1), \\
n_2 &= (\cos \theta_2, \sin \theta_2, -\rho_2)
\end{align*}\]
(27)
be the normal vectors to the two planes passing through the origin of the camera frame and the two aforementioned projected lines. \(^3\) Fig. 3 gives a graphical representation of the quantities of interest. Note that vectors \(n_1\) and \(n_2\) can be directly evaluated from image measurements (the line parameters). We then define vector \(s \in \mathbb{R}^3\) as
\[s = \frac{\Delta}{\|\Delta\|^2}\]
(28)
with
\[\Delta = \frac{1}{2} \left( \frac{n_1}{\|n_1\|} + \frac{n_2}{\|n_2\|} \right)\]
(29)

Vector \(s\) is, thus, also directly obtainable in terms of image quantities.

We now note that, from [30], an equivalent expression for vectors \(n_1, n_2\) in terms of the cylinder 3-D geometry can be obtained as
\[\begin{align*}
n_1 &= \frac{1}{N_1} \begin{bmatrix} R X_0 \sqrt{K} - \alpha \\
R Y_0 \sqrt{K} - \beta \\
R Z_0 \sqrt{K} - \gamma \end{bmatrix}, \\
n_2 &= \frac{1}{N_2} \begin{bmatrix} R X_0 \sqrt{K} + \alpha \\
R Y_0 \sqrt{K} + \beta \\
R Z_0 \sqrt{K} + \gamma \end{bmatrix}
\end{align*}\]
(30)
\(^3\)The two planes are, therefore, tangent to the surface of the cylinder.
with
\[
K = \sqrt{P_0^T P_0 - R^2}
\]
\[
(\alpha, \beta, \gamma) = [P_0]_x a
\]
\[
N_1 = \sqrt{R \frac{X_0}{\sqrt{K}} - \alpha}^2 + \left( R \frac{Y_0}{\sqrt{K}} - \beta \right)^2
\]
\[
N_2 = \sqrt{R \frac{X_0}{\sqrt{K}} + \alpha}^2 + \left( R \frac{Y_0}{\sqrt{K}} - \beta \right)^2
\]
thus yielding
\[
\begin{align*}
\left\{ \begin{array}{c}
\|n_1\| = \frac{1}{P_0^T P_0} \\
\|n_2\| = \frac{1}{P_0^T P_0}
\end{array} \right.
\begin{bmatrix}
RX_0 - \alpha \sqrt{K} \\
RY_0 - \beta \sqrt{K} \\
RZ_0 - \gamma \sqrt{K}
\end{bmatrix}
\end{align*}
\] (32)
Plugging (32) in (29) results in the equivalent expression
\[
\Delta = \frac{R^2}{P_0^T P_0} s
\]
which, using (28), finally yields the following relationship between image quantities and cylinder 3-D structure:
\[
s = \frac{\Delta}{\|\Delta\|} = \frac{P_0}{R}.
\]
(33)
As for the cylinder axis \( a \), exploiting (30) one has
\[
[n_2]_x n_1 = \frac{2R}{N_1 N_2 \sqrt{K}}
\begin{bmatrix}
Z_0 \beta - Y_0 \gamma \\
X_0 \gamma - Z_0 \alpha \\
Y_0 \alpha - X_0 \beta
\end{bmatrix}
\]
\[
= \frac{2R}{N_1 N_2 \sqrt{K}}
\begin{bmatrix}
\alpha \\
\beta \\
\gamma
\end{bmatrix}
\begin{bmatrix}
P_0 \\
x
\end{bmatrix}
\]
\[
= \frac{2R}{N_1 N_2 \sqrt{K}} [P_0]_x a \times P_0 = \frac{2R P_0^T P_0}{N_1 N_2 \sqrt{K}} a
\]
(34)
where, in the last step, the property \( a^T P_0 = 0 \) was used. Since \( \|a\| = 1 \), from (34) it is
\[
a = \frac{[n_2]_x n_1}{\|n_2\| \times n_1}
\]
(35)
The cylinder axis \( a \) can then be directly obtained in terms of only measured quantities.

We now note that, as in the sphere case, the only unknown left is the cylinder radius \( R \); once known, the cylinder 3-D structure can be fully recovered from image measurements as \( P_0 = Rs \) from (33) and \( a \) from (35).

An estimation scheme for \( R \) can be obtained exploiting the following differential relationship whose derivation is given in Appendix C:
\[
\dot{s} = \left[ -\frac{1}{R} (I_3 - a a^T) \right] s \times u.
\]
(36)
Note the similarity of (36) with (25) for the sphere case.

Being (36) linear in \( 1/R \), one can then apply observer 2 by choosing \( \chi = 1/R \) with \( m = 3 \) and \( p = 1 \), and obtaining
\[
\begin{align*}
f_m (s, u) &= [s]_x \omega \\
\Omega (s, u) &= -v^T (I_3 - a a^T) \\
f_u (s, \chi, u) &= 0 \\
g(e, t) &= 0.
\end{align*}
\]
(37)
Note how, again, being \( \chi = 0 \) it is \( g(e, t) = 0 \) [global convergence for the error system (3) as in the sphere case].

Matrix \( \Omega \Omega^T \) reduces to its single eigenvalue
\[
\sigma_1^2 = \Omega \Omega^T = \|v\|^2 - (a^T v)^2.
\]
(38)
It is worth comparing (38) with the result obtained for the sphere (\( \sigma_1^2 = \|v\|^2 \)). In the cylinder case, the convergence rate of the estimation error is affected by both the norm and the direction of the linear velocity \( v \). In particular, for a given \( \|v\| = \text{const} \), the maximum value for \( \sigma_1^2 \) is obtained when \( v \) has a null component along the cylinder axis \( a \) (\( a^T v = 0 \)) with, in this case, \( \sigma_1^2 = \sigma_{\text{max}}^2 = \|v\|^2 \). Intuitively, any camera motion along the cylinder axis does not provide any useful information to the estimation task. Furthermore, as in all previous cases, keeping a \( \sigma_1^2 (t) = \text{const} \) allows us to exactly enforce the ideal estimation error dynamics (9), see Remark II.4.

Finally, from (38) one has
\[
(\sigma_1^2) = J_{e,1} \dot{v} + J_{a,1} \dot{a} = J_{e,1} \dot{v} + J_{a,1} [a]_x \omega
\]
with \( J_{e,1} = 2v^T (I_3 - a a^T) \) and \( J_{a,1} = 2v^T a a^T \). Although (39) also depends on the angular velocity \( \omega \), it is possible to fully compensate for the effects of \( J_{a,1} [a]_x \omega \) (a known quantity) when inverting (39) with respect to \( \dot{v} \) as discussed in Section IV-D. Therefore, one can act on \( \dot{v} \) to regulate the value of \( \sigma_1^2 (t) \) and, at the same time and in a decoupled way, exploit the camera angular velocity \( \omega \) for implementing additional tasks of interest, such as keeping the cylinder axis \( a \) at the center of the image plane by enforcing \((s_x, s_y) = 0 \).

IV. Simulation and Experimental Results

In this section, we show some experimental and simulation results meant to validate the theoretical developments of the previous sections. The experiments were run by employing a grayscale camera with a resolution of 640 × 480 px and a frame rate of 30 fps. The camera was mounted on the end-effector of a 6-dofs Gantry robot commanded in velocity at a frequency of 100 Hz. All the image processing and feature tracking were implemented via the open-source ViSP library [31]. Some snapshots of the three experiments are shown in Fig. 4, where the result of the image processing is highlighted in red.
A video of the reported experiments (including the three cases of point, sphere, and cylinder) is also attached to the paper for the reader’s convenience.

A. Comparison of Planar and Spherical Projection Models

We start by comparing via simulation results the effects of adopting a planar and spherical projection model for the depth estimation of a point feature as extensively discussed in Sections III-A1) and III-A2). We considered three cases differing for the location on the image plane at which the point feature was (purposely) kept exploiting the camera angular velocity $\omega$:

1) in case I, the point feature was kept at the center of the image plane (red line in the following plots);
2) in case II, the point feature was kept at one of the corners of an image plane with the same size of the camera used in the experiments (green line in the following plots);
3) in case III, the point feature was kept at one of the corners of an image plane with a size five times larger than case II (blue line in the following plots).

In all the cases, a constant camera velocity $v(t) = v(t_0) = \text{const}$ was kept during motion, with the initial condition $v(t_0)$ chosen so as to comply with the optimality conditions discussed in Sections III-A1) and III-A2) for letting $\sigma_1^2 = \sigma_{\max}^2$ e.g., with $v(t_0)$ being a solution of (17) in the planar projection case.

Fig. 5(a) shows the behavior of $z(t)$ for the three cases when using a planar projection model. We can then note how the convergence rate of the estimation error increases from case I (slowest convergence) to case III (fastest convergence) as predicted by the theory (for the same $|v|$ a larger $|p|$ results in a larger $\sigma_{\max}^2$). Similarly, Fig. 5(b) reports the behavior of $\sigma_1^2(t)$ for the three cases: as expected, $\sigma_1^2(t)$ results the largest for case III. Note also how $\sigma_1^2(t)$ for case II (green line) is only slightly larger than case I (red line). This is due to relatively small size of the image plane of case II whose dimensions were set as those of the real camera used for the experiments. Finally, Fig. 5(c) shows the behavior of the perturbation term $g(e, t)$ in the three cases: here, one can verify how $g = 0$ for case I, with then an increasing $|g|$ for cases II and III. Indeed, as discussed in Section III-A1), the “amplification” effect on $\sigma_{\max}^2$ obtained by increasing $|p|$ comes at the price of an increased magnitude of the perturbation $g$. This is also evident in Fig. 5(a), where the ideal response of (9) is plotted with the dashed lines for the three considered cases. We can, thus, note how $z(t)$ in case I presents a perfect match with its corresponding ideal response, with then an increasing (albeit very limited) mismatch in the other two cases due to the increased effect of the perturbation $g$.

As for the spherical projection model, Fig. 5(d) reports the behavior of the estimation error $z(t)$ for the three cases under consideration, together with the ideal response (9). Here, the symbol $z_s(t)$ is used to denote the estimation error in the spherical projection case in order to distinguish it from the error obtained with the planar projection model. All the plots result perfectly superimposed as expected from the analysis of Section III-A2. Indeed, in the spherical projection case, $\sigma_{\max}^2 = \|v\|^2$ regardless of the location of $p$ and $g(t) \equiv 0$. However, the absence of perturbation terms is obtained at the expense of the convergence rate of $z_s(t)$, which indeed results slower or equal to that of $z(t)$ in the planar projection case. This is shown in Fig. 5(e), where the behavior of $z(t) - z_s(t)$ is reported for the three cases. We can then note how $z(t) - z_s(t) = 0$ only in case I, as the planar and spherical models coincide when the feature point is at the center of the image plane.

These results then fully confirm the validity of the theoretical analysis reported in Section III-A1 and III-A2. However, we also note the marginal effects of the two projection models on the estimation performance when applied to an image plane of size comparable with that of the real camera used in our experimental setup. Therefore, in the following experimental results, we will only consider the case of planar projection model.

B. Depth Estimation for a Point Feature

We report here some experimental results for the depth estimation of a point feature under a planar projection model (see Section III-A1). The following experiments are meant to demonstrate how the proposed active estimation framework can be exploited to select online the “best” camera motion. As visual target, we made use of a circular white dot of 5 mm radius painted on a planar black surface and sufficiently far from the camera in order to safely consider it as a “point feature.”

Fig. 6(a) shows the evolution of the estimation error $z(t) = 1/Z(t) - 1/Z_0$ for two experiments\(^4\) in which $\|v(t)\| = \|v_0\|$, but with its direction being either optimized in order to maximize the estimation convergence rate (case I, red line).

\(^4\) The ground truth $Z_0(t)$ was obtained from a previous offline estimation of the 3-D position $P_0$ in the world frame, and by then using the information on the camera position provided by the robot forward kinematics.
Fig. 5. Simulation results comparing the planar and spherical projection models for the depth estimation of a point feature. The following color coding is adopted for the three considered cases: red–case I, green–case II, blue–case III. (a) Behavior of the estimation error $z(t)$ in the planar projection case (solid lines) with superimposed the corresponding ideal response (9) (dashed lines). (b) Behavior of $\sigma_1^2(t)$ for the three cases with, again, the largest $\sigma_1^2(t)$ in case III. (c) Behavior of the perturbation term $g(e, t)$ for the three cases. (d) Behavior of the estimation error $z_s(t)$ for the spherical projection model in the three cases. (e) Behavior of $z(t) - z_s(t)$.

Fig. 6. Experimental results for the point feature case. (a) Behavior of the estimation error for case I (solid red line) and case II (solid blue line), and for an “ideal” second order system 9 with desired poles at $\sigma_{\text{max}}^2$ (dashed black line). The two vertical dashed lines indicate the times $T_1 = 4.95$ s and $T_2 = 9.85$ s at which the estimation error drops below the threshold of 5 mm. (b) Camera trajectories for case I (red line) and case II (blue line) with arrows indicating the direction of the camera optical axis. (c) Behavior of $\sigma_1^2(t)$ for case I (red line) and case II (blue line).

The value of $\dot{v}$ resulting from this (and following) optimizations was numerically integrated so as to obtain the commanded $v(t)$ sent to the robot low-level controller.

\begin{align*}
\dot{v} &= \frac{v}{\|v\|^2} k_1 (\kappa_{\text{des}} - \kappa) + k_2 \left( I - \frac{v v^T}{\|v\|^2} \right) J_{v,1} \quad (40)
\end{align*}

The value of $\dot{v}$ resulting from this (and following) optimizations was numerically integrated so as to obtain the commanded $v(t)$ sent to the robot low-level controller.

or kept constant so that $v(t) = v_0 = \text{const}$ (case II, blue line). This effect was obtained by using the following control law\textsuperscript{5}:

\begin{align*}
\dot{v} &= \frac{v}{\|v\|^2} k_1 (\kappa_{\text{des}} - \kappa) + k_2 \left( I - \frac{v v^T}{\|v\|^2} \right) J_{v,1} \quad (40)
\end{align*}

with $k_1 > 0$, $k_2 \geq 0$, $\kappa = \frac{1}{2} v^T v$, $\kappa_{\text{des}} = \frac{1}{2} v_0^T v_0$, and $J_{v,1}$ given by (15). In fact, the first term in (40) enforces the constraint $\|v(t)\| = \|v_0\|$ (same control effort in both cases), while the second term allows us to implement either case I ($k_2 > 0$) or case II ($k_2 = 0$) (maximization of $\sigma_1^2$) within the null space of the first constraint. In both the cases, the angular velocity $\omega$ was exploited for keeping the point feature at the center of the image plane $(x, y) \rightarrow (0, 0)$. As clear from Fig. 6(b), while in case II the camera gets closer to the point feature, the use of the active strategy of case I results in a null component of $v$ along the projection ray of the point feature (i.e., $v_z = 0$) and in an associated circular trajectory centered on the tracked point as predicted by the theoretical analysis of Section IV-A. This then allows us to move faster in the “useful” directions (while keeping the same

\textsuperscript{5}The value of $\dot{v}$ resulting from this (and following) optimizations was numerically integrated so as to obtain the commanded $v(t)$ sent to the robot low-level controller.
constant $|v|$, and, thus, to increase the value of $\sigma_1^2$ toward its theoretical maximum $\sigma_1^{2\text{max}} = 0.0025$ [see Fig. 6(c)], resulting in an overall faster convergence for the estimation error [see Fig. 6(a)]. Furthermore, Fig. 6(a) also reports the ideal response of (9) with desired poles at $\sigma_1^{2\text{max}}$ (dashed black line). We can then note the almost perfect match with case I (solid red line): indeed, as explained in Remark II.4, imposing a $\sigma_1^2(t) = \text{const}$ allows us to exactly obtain the ideal behavior governed by (9). It is finally worth noting the accuracy of the reconstructed depth: Fig. 6(a) reports two vertical-dashed lines indicating, for the two cases under consideration, the times $T_1 = 4.95$ s and $T_2 = 9.85$ s at which the estimation error $\hat{z}(t)$ becomes smaller than 5 mm. We then obtained a standard deviation of approximately 0.8 and 0.3 mm evaluated on a time window of 1 s after the times $T_1$ and $T_2$, respectively. These results then also confirm the robustness of the proposed estimation approach despite the unavoidable presence of noise and discretization in the image acquisition. Note also that, as expected, the estimation error in the (active) case I reaches “convergence” (i.e., drops below the threshold of 5 mm) significantly faster than case II ($T_1 < T_2$).

C. Structure Estimation for a Spherical Target

We now discuss some experimental results concerning the estimation of the radius of a spherical target: indeed, as explained in Section III-B, estimation of $R$ allows us to fully recover the sphere 3-D position $P_s = sR$, where vector $s$ is directly obtainable from image measurements, see (22). As object to be tracked, we made use of a white table tennis ball placed on a black table and with a radius of 1.9 cm. As explained in Section III-B, the convergence rate of the estimation error for the sphere case only depends on the norm of the linear velocity $|v|$ and not on its direction. This fact is proved by the first experiment, where the estimation task is run twice starting from two different positions and imposing two different camera velocities but with same norm. These values were used during the experiments: $\alpha \beta = 2 \cdot 10^3$ for gains $Q$ and $\Lambda$, $c_1 = c_1^* = 2\sqrt{\alpha \beta} \sigma_1$ for $D_1$ in (6), and $v = (-0.05, 0, 0)$ m/s for case I and $v = (0, 0.045, 0.02)$ m/s for case II, with $|v| = 0.05$ m/s both cases. The camera angular velocity $\omega$ was exploited to keep $(s_x, s_y) \simeq (0, 0)$ (centered sphere).

Fig. 7(a) shows the behavior of the estimation errors (solid blue and red lines): note how the error transient response for the two cases is essentially coincident, as well as equivalent to that of the reference second order system (9) with the desired poles, i.e., by setting $\sigma_1^2 = |v|^2 = \text{const}$ and $c_1 = c_1^*$ in (9) (dashed black line). The higher noise level in case II (red line) is due to the larger distance between the camera and the spherical target [see Fig. 7(b)], which negatively affects the estimation task. The standard deviation of the radius estimation error, computed on a time window of 1 s after $z(t)$ has become smaller than 1 mm (vertical-dashed lines in the plot), is 0.3 mm for case I and 0.2 mm for case II: we can note, again, the very satisfactory results obtained with the proposed estimation scheme in terms of accuracy of the reconstructed sphere radius. Note also how, in the two cases, the estimation error $z(t)$ drops below the threshold of 0.1 mm at essentially the same time, as expected (same error transient response).

Since the direction of the velocity does not play any role in this case, no optimization of $\sigma_1^2$ can be performed under the constraint $|v| = \text{const}$. On the other hand, the analysis of Section II-B clearly indicates the importance of choosing a proper value of $c_1$ for the damping matrix $D_1$ in (6). To show this fact, we report here three experiments characterized by the same camera trajectory of the previous case I, but by employing three different values for $c_1$, that is, $c_1^*, 2c_1^*$, and $0.5c_1^*$. These correspond to a critically damped, overdamped, and underdamped response for the ideal system (9), respectively. The experimental results reported in Fig. 8 show that the behavior of the estimation error $z$ (solid lines) has an excellent match with that of (9) (represented
by dashed lines), thus fully confirming 1) the validity of the proposed theoretical analysis, and 2) the importance of choosing the “right” damping matrix $D_1$ for optimizing the convergence speed in addition to a proper regulation of $\sigma_1^2$.

D. Structure Estimation for a Cylindrical Target

In this final section, we report some experimental results concerning the active estimation of the radius of a cylindrical object. Indeed, as in the sphere case, knowledge of $\tilde{R}$ allows us to fully recover the 3-D point $P_0 = Rs$, with vector $s$ from (33) and the cylinder axis $\alpha$ in (35) being directly obtainable from image measurements. For these experiments, we used a white cardboard cylinder placed on a black table. The radius of the cylinder was approximately 4.2 cm.

In the cylinder case, the convergence rate of the estimation error depends both on the norm of the camera linear velocity $v$ and on its direction with respect to the cylinder axis $\alpha$, see (38). It is then interesting to optimize the direction of $v$ under the constraint $\|v\| = \text{const}$ for maximizing the eigenvalue $\sigma_1^2$ (i.e., so as to obtain the fastest convergence rate for a given “control effort” $\|v\|$).

From (39), maximization of $\sigma_1^2(t)$ with respect to vector $v$ can be obtained by choosing

$$\dot{v} = J_{v,1}^T \{ \alpha \} \times \omega$$

(41)

with $A^\dagger$ being the pseudoinverse of a matrix $A$, i.e., by following the gradient of $\sigma_1^2$ with respect to $v$ and by compensating for the (known) effects of input $\omega$. In order to additionally enforce the constraint $\|v\| = \text{const}$ during the eigenvalue maximization, (41) can be modified as

$$\dot{v} = \frac{v}{\|v\|} - k_1 (\kappa_{des} - \kappa) + k_2 \left( I_3 - \frac{vv^T}{\|v\|^2} \right) \times (J_{v,1}^T - J_{v,1}^\dagger) \{ \alpha \} \times \omega$$

(42)

with $k_1 > 0$ and $k_2 > 0$. Analogously to the point feature case, the first term in (42) asymptotically guarantees $\|v(t)\| = \|v_0\|$, while the second term projects (41) onto the null space of the constraint $\|v(t)\| = \text{const}$. As for the angular velocity $\omega$, we exploited it for keeping the axis of the cylinder at the center of the image plane by regulating $(s_x, s_y)$ to $(0, 0)$.

We now present three experimental results structured as follows: in the first experiment (case I), the update rule (42) is fully implemented ($k_1 > 0$, $k_2 > 0$) for actively optimizing the direction of $v$. In the second experiment (case II), the camera starts from the same initial pose and velocity as in case I, but (42) is implemented with $k_1 > 0$ and $k_2 = 0$, i.e., without performing any optimization of $\sigma_1^2$. Finally, in the third experiment (case III), the camera starts from a different initial pose and with a different velocity direction (but same norm) with respect to the previous two cases, and (42) is again fully implemented. This last case is meant to show how the convergence properties of the estimator are not affected by the direction of the camera linear velocity as long as it stays orthogonal to the cylinder axis $\alpha$.

The experiments were run with the following conditions: $\alpha \beta = 500$ for gains $Q$ and $\Lambda$, $c_1 = c_1^w$ for $D_1$ in (6), $k_1 = 10$, $k_2 = 1$ for cases I and III, and $k_2 = 0$ for case II. As for the linear velocity, we set $v(t_0) = v_0 = (-0.01, 0.05, 0.05)$ m/s for cases I and II, and $v(t_0) = v_0 = (-0.05, 0.05, 0.01)$ m/s for case III (note how $\|v_0\|^2 = 5.1 \times 10^{-3}$ m$^2$/s$^2$ in all three cases).

The behavior of $\sigma_1^2(t)$ is shown in Fig. 9(a): as explained at the end of Section III-C, under the constraint $\|v\| = \text{const}$, one has $\max_v \sigma_1^2 \leq \|v\|^2$ as the largest possible value for $\sigma_1^2$ (obtained when $v^T \alpha = 0$). It is then possible to verify that, indeed, $\sigma_1^2(t) \rightarrow \|v_0\|^2$ in cases I and III despite the different initial conditions of the experiments (different camera pose and direction of $v$). The optimization in (42) results in a null component of $v$ along $\alpha$, thus allowing us to move faster in the “useful” directions (while keeping a constant $\|v\|$), and to increase the value of $\sigma_1^2$ to its maximum possible value. In addition, note how the value of $\sigma_1^2(t)$ for case II results smaller than in the other two cases (as expected) since no optimization is present in this case.

The behavior of the estimation error $z(t)$ is shown in Fig. 9(b): again, we can note that the transient response for cases I and III results essentially coincident and in almost perfect agreement with that of the reference system (9) with desired poles (dashed black line). As expected, the response for case II (red line) is...
slower than in cases I and III. As in the point feature case, Fig. 9(b) reports, for the three cases under consideration, the times \( T_1 = 2.74 \text{s}, \ T_2 = 4.78 \text{s}, \) and \( T_3 = 2.66 \text{s} \) at which the estimation error drops below the threshold \( 2 \text{ mm} \) (vertical-dashed lines). The standard deviation of the error evaluated on a time window of \( 1 \text{s} \) after convergence has been “reached” resulting in the values of \( 0.4 \), \( 0.6 \), and \( 0.7 \text{ mm} \), respectively. We can then appreciate, again, the high accuracy of the proposed approach in estimating the cylinder radius \( R \), while also optimizing online for the camera motion. The higher estimation error in case III can be ascribed to the larger distance between the camera and the observed target, which increases the effect of discretization errors. Note also how \( T_1 \approx T_3 < T_2 \) thanks to the active optimization of the error convergence rate. Finally, Fig. 9(c) depicts the camera trajectories for the three experiments with arrows indicating the direction of the optical axis. In case II, the camera simply travels along a straight line \( (v(t) \equiv \nu_0) \), while in cases I and III the direction of \( v \) is suitably modified resulting in a trajectory lying on a plane orthogonal to \( \alpha \).

V. CONCLUSION

In this paper, we have addressed the problem of active SfM for recovering the 3-D structure of a point feature and of spherical and cylindrical objects by exploiting a novel active estimation strategy tailored to the three cases under consideration. For the depth estimation of a point feature, two possibilities differing in the adopted projection model (planar or spherical) were proposed and critically compared. The results showed the complementarity of the two models in terms of attainable convergence rates and basin of attraction for the estimation error. In the spherical and cylindrical cases, we instead showed how an adequate choice of the measured visual features allows us to reduce the SfM task to the estimation of a single unknown constant quantity (the sphere/cylinder radius \( R \)) in place of the classical (and time-varying) three parameters (scaled normal vector of the planar limb surface). Availability of this quantity allows us to then retrieve the full 3-D structure of the observed targets. The reported experimental results fully confirmed the validity of the theoretical analysis and, in particular, the ability of the proposed active estimation strategy to impose, in all three cases, a desired transient response to the estimation error equivalent to that of a reference linear second-order system with desired poles.

We are currently investigating the use of similar active strategies for dealing with more complex 3-D scenes. A possibility in this sense could be to decompose the SfM problem in two phases by 1) extracting and classifying, possibly from an initial measurement in the form of a point cloud, a set of primitive shapes belonging to the classes described in our work (points, spheres, cylinders or other 3-D geometries), or also to other classes, such as 2-D planar patches made of discrete/dense sets of points; 2) performing an (active) estimation of the whole scene structure by applying the same strategy presented here and by either sequencing the estimation of single scene components, or considering an “extended” system obtained by concatenating the observable and unobservable components corresponding to each of the basic shapes/classes.

We are also investigating how to extend our solution to problems involving the estimation of more parameters than the number of available measurements (i.e., with \( m < p \)), thus requiring to fulfill the more general observability condition 4. Finally, we are also interested in the use of the proposed active strategy in the context of vision-based manipulation tasks. Some preliminary results in this context are reported in [32] where it is shown, and experimentally proven, that an online optimization of the estimation convergence rate can improve the performance in executing visual servoing tasks.

APPENDIX A

TIME-DERIVATIVE OF THE LIMB SURFACE PARAMETERS FOR A SPHERICAL TARGET

Differentiation of \( \chi \) from (21) with respect to time yields

\[
\dot{\chi} = \frac{\dot{P}_0 P_0^T K - P_0 K}{K^2} = \frac{\dot{P}_0 P_0^T K^2 - 2P_0 P_0^T P_0 P_0^T v}{K^2} = \frac{\dot{v} - \dot{\omega} \times \chi + 2\dot{\chi} \chi^T v}{K^2},
\]

where being \( \dot{P}_0 = -v - [\omega]_x P_0 \) and exploiting the property \( \dot{P}_0^T [\omega]_x P_0 = 0 \), can be rewritten as

\[
\dot{\chi} = \frac{\dot{v} - [\omega]_x P_0}{K} + \frac{2P_0 P_0^T v}{K^2} = \frac{-\dot{v}}{K} - \dot{\omega} \times \chi + 2\dot{\chi} \chi^T v.
\]

Letting \( s_z = Z_0 / R (s_z > 1) \), one then has

\[
\chi^T \chi - \frac{1}{s_z^2} \chi^2 = \frac{\dot{\lambda}_s c_1}{\chi^2} - \left( \frac{\chi^2}{2} + \frac{Z_0^2}{Z_0^2} \right) - R^2 Z_0^2 \chi^2 = \frac{1}{K}.
\]

This then shows how \( 1 / K \) can be expressed in terms of \( \chi \) and of \( s_z^2 \), with \( s_z \) being directly obtainable from image measurements, see (22).

APPENDIX B

ESTIMATION OF THE LIMB SURFACE PARAMETER FOR A CYLINDRICAL TARGET

In order to estimate the parameters of the limb surface associated with a cylindrical object, one could consider as measurement the \( 2 + 2 \) angle-distance parameters \( (\theta_i, \rho_i) \) of the straight lines resulting from the projection of the cylinder on the image plane. From [17], [27], the interaction matrix in this case is given by

\[
L = \begin{bmatrix}
\lambda_{p_1} c_1 & \lambda_{p_1} s_1 & -\lambda_{p_1} \rho_1 & 1 + \rho_1^2 s_1 & -1 - \rho_1^2 c_1 & 0 \\
\lambda_{\theta_1} c_1 & \lambda_{\theta_1} s_1 & -\lambda_{\theta_1} \rho_1 & 1 & -\rho_1 c_1 & 1 + \rho_1 s_1 & -1 \\
\lambda_{p_2} c_2 & \lambda_{p_2} s_2 & -\lambda_{p_2} \rho_2 & 1 + \rho_2^2 s_2 & -1 - \rho_2^2 c_2 & 0 \\
\lambda_{\theta_2} c_2 & \lambda_{\theta_2} s_2 & -\lambda_{\theta_2} \rho_2 & 1 & -\rho_2 c_2 & 1 + \rho_2 s_2 & -1 
\end{bmatrix}
\]

with \( s_i = \sin \theta_i, c_i = \cos \theta_i \), and

\[
\begin{align*}
\lambda_{p_i} &= -\left( \chi_x \rho_i c_i + \chi_y p_i s_i + \chi_z \right) \\
\lambda_{\theta_i} &= \chi_y c_i - \chi_x s_i.
\end{align*}
\]

Therefore, being (46), (47) linear in the unknown \( \chi \), one can again apply the estimation scheme (2) with \( s \) taken as
the vector of measured quantities on the image plane, i.e., \( s = (p_1, \theta_1, p_2, \theta_2) \).

As for the dynamics of \( \chi \), since (21) still holds for a cylindrical object (see [27]), one can again exploit (43) with, however, in this case

\[
\dot{P}_0 = -(I_3 - a a^T) v - [\omega] \times P_0
\]

and thus

\[
\dot{\chi} = -\left( \frac{1}{K} I_3 - 2\chi \chi^T \right) (I_3 - a a^T) v - [\omega] \times \chi.
\]

Finally, one can invoke (45) in order to express \( 1/K \) as a function of \( \chi \) and \( s_0^2 \), with \( s_0 \) being the third element of vector \( s \) in (33).

**APPENDIX C**

**DERIVATION OF EQUATION (36)**

We note that the cylinder axis \( a \) can be determined by the intersection of two planes \( P_i : r_i^T X = d_i = 0, \ i = 1, 2 \), with

\[
r_i = [a]_x P_0 \parallel P_0 \parallel, \ d_i = 0, \ \ r_2 = -\frac{P_0}{\parallel P_0 \parallel}, \ d_2 = \parallel P_0 \parallel
\]

(see Fig. 3). In particular, plane \( P_1 \) passes through the camera optical center, it is orthogonal to plane \( P_2 \), and both planes contain the axis \( a \) passing through \( P_0 \) (by construction).

Since \( R s = P_0 \parallel P_0 \parallel \) belongs to the cylinder axis \( a \), we have

\[
R r_i = \frac{d_i}{s_i} \chi \text{ and } d_i = r_i^T v \text{ (see [10])},
\]

(49) can be rewritten as

\[
r_i^T \dot{s} = \frac{1}{R} r_i^T v - s_i^T [r_i]_x \chi, \ i = 1, 2.
\]

Finally, from \( a^T P_0 = 0 \) and \( P_0 = R s \), we have \( a^T s = 0 \) implying that

\[
a^T \dot{s} = -s^T \dot{a} = -s^T [a]_x \chi.
\]

We now note that (50), (51) provide three linear constraints for \( s \) that, by using (48), can be rearranged in matrix form as the following linear system:

\[
\begin{bmatrix}
P_1 \parallel P_0 \parallel \\ a^T \\ (a]_x P_0 \parallel P_0 \parallel
\end{bmatrix}
\dot{s} = \begin{bmatrix}
P_1 \parallel P_0 \parallel v \\ -P_0^T [a]_x \omega \\ \parallel P_0 \parallel a^T \omega + (a]_x P_0 \parallel P_0 \parallel v
\end{bmatrix}
\]

(52)

It is easy to verify that the 3 \( \times \) 3 matrix on the left-hand side of (52) is orthonormal: by then solving (52) for \( \dot{s} \) and performing some simplifications, we finally obtain the sought result

\[
\dot{s} = \frac{1}{R} (I_3 - a a^T) [s]_x u.
\]
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