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General introduction

A few decades ago, the products were designed ynairdnswer the customer requirements and
the possibilities of the manufacturers without tgkinto account the environmental aspects and
those of recycling during the design process. Harewith the implementation of new European
and International standards and recommendationsneironmental legislation, the problem of
dismantling and thereafter of products recyclingnisreasingly important. The economical and
environmental consequences of products disassegnatid re-using at the end of their life cycle
are also to be taken into account. Thus, todaysgders need new tools allowing them in
particular generating and evaluating disassembdyains.

Preservation of the environment and the planet®urces is currently being a great concern.
Awareness of the heavy environmental impact of pcadn has led to a new field of research
concerning the recycling of the End—Of-Life (EOlpgucts. Two main methods are used in this
field: shreddingand disassemblyShredding is a quick way of recycling materials kstmain
drawback is the impurity of the recovered (prodQcexhterial. Thus, in order to decrease the
material's impurity and to reclaim higher value paments, effective methods of dissembling the
products appear very important. Nowadays and ieaa future, the demand for high productivity
and increasing labor cost are pushing designersnfmove the effectiveness of disassembly
processes.

From the disassembly point of view, there are twamtypes of disassembly methods. One is
complete disassembly which involves disassembling of ak #tomponents of an assembly.
However, it is rarely the optimal solution due teethigh costs of the disassembly process.
Alternatively, selectivedisassembly is usually more appropriate for mastufang applications,
such as: maintenance, repairing or recycling. Qdye there are two types of disassembly
environments for generating the disassembly se@seinteractiveandautomatedHowever, both

of them have some limitations. Interactive enviremts, for instance, require extensive user input
usually in the form of answering questions, whera®mated ones can only be used to generate
disassembly processes for products with relatigetyple component configuration and geometry
because of the tremendous amount of computatiauress required. The mostly used methods
for disassembly sequence generation laearistic searching algorithmdinear programming
wave propagation

Recently new Atrtificial Intelligence (Al) based rmetds such asExpert SystemdsPetris Nets



Genetic Algorithmsre proposed as well. Almost all these methodsised in special situations or
need computation resources for complex productas We need a general and complete model,
able to describe the allowed movements for compsnéaring the simulations of disassembly
operations ofnteractive real-timeorimmersivetypes.

Often, after generating the possible disassembiyesgces, it is necessary to evaluate them.
Virtual prototyping is quickly becoming an internesf strategy for the product development and
Assembly/Disassembly (A/D) operations evaluatiomeicent years. Almost in all fields related to
the product development process (PDP), virtual ktran using virtual representation models of
the products are created in a virtual environm¥iit)( Thus, virtual prototyping (VP) is quickly
becoming a strategy in the PDP. It allows undedstanthe application of virtual reality (VR) for
the prototyping physical mock-up by using produatl rocess data. Simulations closely related
with VR environments represent important researabjest. A major role is played by
assembly/disassembly (A/D) operations in the ihitages of the product design, such as:
production, ergonomics, training, health, serviceexycling stages. VR technology plays a vital
role in simulating such advanced 3D human-compuateraction by providing users with different
kinds of sensations such as: visual, auditory,ibayfirtual assembly simulations allow designers
to evaluate the concepts in virtual environmentsinguthe early design stage. With virtual
prototyping applications, optimizing the design &mssembly process can be incorporated easily in
the conceptual design stage. Using haptics or aydi¢chnology allows designers to interact with
the parts with the human basic motions. Thus, abriteice for instance may be transmitted to the
operator in real time.

In recent years Ergonomic assessment of manufagtundustry in VR system is becoming
increasingly globalized as well. The purpose ofEingonomic assessment is to try to fit the task to
the human and not the human to the task. The key fmr an effective application is to gain a
balance between the human body characters andgkel¢mands.

Research problematic

As mentioned here above, integration of disasseroplgrations during product design is an
important issue today. As known, the number of idssdisassembly sequences significantly
increases with the number of parts in a producusThhe generation of proper disassembly
sequences order is critical. Most of existing mdthoften require tremendous computational
resources while, at the same time, they oftertdaiind realistic and optimal solutions for complex
products disassembly.

Disassembly operations cover a broad range of thé@uet Life Cycle (PLC) regarding operations

of disassembly during: production process, procuaintenance and finally at the end of PLC. It is

2



estimated that at the earliest stages of prodwsgdgethe cost of these operations almost represent
30% of its total cost. Modelling these operatioeguires a lot of geometrical, kinematical,
technological and ergonomical data and their symheén order to reduce the algorithmic
complexity of the disassembly simulation processwBidays, disassembly operation simulation of
industrial products finds a strong interest in iatgive simulations through immersive and real-
time schemes.

However, the available disassembly evaluation nigthoday seldom make disassembly as the
preferred end-of-life solution for the reuse oftpasr components in an economically sustainable
way for lower value products. In virtual environmefor instance, a human model is often
involved in a digital mock-up (DMU) model for asselyidisassembly evaluation. However, it has

limited application areas because of its high cogstment.

In this context, to meet some problems, a part loickv were evoked here above, we define the
objective of our research as followstHe research aims to define novel and efficienthou,

models and tools allowing designers and industritdstake into account the constraints of
disassembly operations during the initial stagg@mduct design and/or to automatically generate

the selective disassembly sequences and theiragiaias well.
Disassembly operations covering a broad range&)PlltC* , our research is particularly attached

to answer the following questions:

- How to define and formalize the disassembly of@dpct?

- What are the product characteristics which affesctiesassembility?

- How to obtain the minimum number of possible disadsly sequences in the case of

selective disassembling?

- How to evaluate them in ergonomical and technokdgoint view?

- Which kind of criteria should we propose for thigpose?

- How Virtual Reality may help in this way?
Research contribution
In this context our research attempts to develow wemprehensive methodology and tools
enabling to establish a simplified model for thengation of disassembly sequences and their
evaluation in a VR environment. Our objectives am only to reduce the complexity of

disassembly sequences generation model, but akeatoate the disassembly sequences in virtual

" Product Life Cycle



reality environment (VRE) via automatic ergonomialeation.

In the first place, the aim of this thesis is tovelep a new method for generating selective
disassembly sequences. When disassembling, itpsrtant to eliminate the components which
are unrelated to the target components prior tae®me generation. In order to address this
configuration, this thesis presents a method foregating the feasible disassembly sequences for
selective disassembly. The method is based onotliest levels of a disassembly product graph.
Instead of considering the geometric constrainteéeh pair of components, the proposed method
considers the geometric contact and collision ieiahips among the components in order to
generate the so called Disassembly Geometry CamgaGraph (DGCG). This graph is used for
disassembly sequence generation thus allowing uh&bar of possible disassembly sequences to
be reduced by ignoring any components which arelatad to the target. The method is applied
for automatic generation of selective disassemétyences for mechanisms with different degrees
of complexity. The disassembly simulations can leefqggmed either from an automated or
interactive point of view using standard computguipment or through immersive and real-time
simulation schemes. In order to address this diyeo$ configurations, a simulation framework
was developed integrated in a Virtual reality eomment thus allowing generating the minimum
number of possible disassembly sequences.

As previously said, the available disassembly eatedn methods today seldom make disassembly
as the preferred end-of-life solution for the rewdeparts or components in an economically
sustainable way. In recent years Virtual Realitgiface has been wildly used to simulate various
processes and in particular assembly/disassemldyatipns during the initial stage of product
design. Thus, in the second time, a method forsdeably operation evaluation by 3D geometric
removability analysis in a Virtual environment i©posed. It is based on seven new criteria which
are:visibility of a part disassembly angleaumber of tools’ changepath orientation changing
sub-assembly stability, neck scoend bending score All the criteria are presented by
dimensionless coefficients automatically calculatdtus allowing evaluating disassembly
sequences complexity. For this purpose, a mixddalireality disassembly environment (VRDE)
is developed based on Python programming languddieing VTK (Visualization Toolkit) and
ODE (Open Dynamics Engine) libraries. The framewgakbased onSTER WRL and STL
exchange formats. The analysis results and firsddegnonstrated the feasibility of the proposed
approach thus providing significant assistancettierevaluation of disassembly sequences during
Product Development Process (PDP).

Thus, this manuscript concerns:

* The development of a new method for generatielgcsive disassembly sequences
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capable of minimizing their number, as previousimntioned. Building the DGCG is based
on a procedure consisting i@ontact identificationSet of directions of removébDR) and
Collision detectionFor this purpose three cases call@dro units which consider all the
possible situations of relationships among the ammepts in theDGCG, are proposed
namely: Transition from No SDRNE to Collision C); Transition from Collision ) to
Collision (C) and Transition from no SDRE to no SDR NS

» The development of a demonstrator, to generat@adssible disassembly sequences in the
case of selective disassembly and their evaluaisonell.

* Integration into the product development prod@d3P) by: identifying contacts, Set of
directions of removal and collisions detection; ngsidifferent types of subsequent
simulations based on the requirements imposedRyRA

Application area(s) of this research
Two major aspects are addressed here:

- Concerning the generation of selective disassgrsdtjuences, the results of this study
may be useful for designers and industrials, algwthem to take into account of the constraints of
disassembly operations during the initial stag@rotuct design and/or to automatically generate
the selective disassembly sequences, which coveraal range of PLC.

- Concerning the efficiency evaluation of disassimskequences, the thesis provides a new
way to assess the difficulty of disassembly segeenc VR environment instead. The resulting
score values of the proposed criteria are a decisiking aid for designers to assess disassembly

sequences efficiency evaluation for a product.

The scientific repercussions of this work relategarticular to disassembly operation modeling
and its integration with the PDP in the sector @nerfacturing industry. From an industrial point
of view, it is a question to bring brief replies ttee current industrial needs (Renault, EADS,..)

concerning the modeling and the simulation for sksanbly operations and their evaluation.

Structure of the memory

The manuscript, retracing our three years of rebeactivities, consists of five chapters.

In Chapter 1, the state of art concerning the cdardedisassembly sequencing is presented. Some
relevant methods, models and searching algorithen discussed and analyzed. A critical
assessment concludes this chapter evoking the meedew models and corresponding

developments.



The context and previous work of Assembly/Disasdgroperation simulations in virtual reality
systems are introduced in Chapter 2. Relevant usystems, devices, analysis methods and
challenges related with VR technique are presemtdidywed by a critical analysis and assessment.
In Chapter 3, a new method for selective disassgrsdfjuences generation, based on the least
levels of disassembly product graph, is proposestebd of considering the geometric constrains
for each pair of components, the proposed methodiders the geometric contact and collision
relationships among the components in order to rg¢émehe disassembly geometry contacting

graph DGCQG) for disassembly sequences generating.

The key technologies and devices of the creatddalienvironment for disassembly sequences
generation are detailed in Chapter 4. A virtuallitgadisassembly environment (VRDE) is
presented based on Python programming languadejngimixed VTK (Visualization Toolkit)
and ODE (Open Dynamics Engine) libraries.

In chapter 5, a new method for disassembly evalnaty 3D geometric removability analysis in
VR environment is proposed. It introduces some mparameters such asisibility of a part
disassembly anglesumber of tools’ changepath orientation changingsub-assembly stability,
neck scorandbending scorgthus allowing performing and evaluating disasdergliask in a VR

environment.

This PHD thesis work was realised Iimformation system design Robust Prodt3®RP) team
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Chapter 1

Disassembly sequences generation methods

This chapter analyzes the results and remainindlers of existing research in the field of
disassembly sequencingodeling.Detailed classification is done in the beginningtbis
chapter. Then, different methods such as: intevactand automatic are introduced.
Automatic methods seems being the ideal for theiesmgs generation, some related
algorithms based on Artificial Intelligence (Al) theds are also presented. These analyses
highlight the need of appropriate method for reaigcthe complexity for product sequences

calculation.



1.1 Introduction

Disassembly processes are studied for a numbeasbns as they cover a broad range of the
Product Life Cycle (PLC) regarding operations odagisembly during: production process,
product maintenance and finally at the end of pebdite cycle. Disassembly may be defined
as: a systematic method for separating a product itdoconstituent parts, components and
subassemblieGun 0].

Disassembly sequencing involves searching all tssipilities to disassemble a product and
often the selection of the optimal solution outtu#se. For the company, the improvement of
the recyclability performance of the products i€dmaing an integral part of their product
development process (PDP). Let us note that daeréwo revolutionary key concepts related
with the disassembly applications. The first onéhis responsibility of the manufactures for
the whole life of a product integrating assemblg disassembly in the same time. The other
one is that disassembly is based on the concégetiing usé instead of selling products.

As mentioned in the general introduction, complatsgssembly is not the preferred method,
therefore, this thesis focus on the selective deably instead. Thus, in the next of this
chapter, the detail survey of the presently avilditerature on the disassembly is presented

involving existing methods, models, algorithms amals.

1.2 Generality about disassembly

In the very beginning, the problem for generatingagsembly sequences has been addressed
by engineers, while aiming at the investigation asisembly process. In that time, the
disassembly is assumed as the reverse of asseimlbfct, disassembly being the process of
separating components can be classified accordinge purposes of disassembly and the
way for performing of such disassembly. Consequeiitls not completely the reverse of the

assembly.

1.2.1 The purposes of disassembly

According to the life-cycle scenario of the produtite needs for disassembly include
different stages such as: maintenance, repairerganufacturing, recycling and disposal. As
mentioned in the General introduction, within theadsembly sequences, it is possible to
distinguish between complete disassembly and setedisassembly. Complete disassembly
involves disassembling all the components of a dermpbject. It has been mainly studied as

a solution to assembly planning, since the revefsa disassembly sequence is, in fact, an



assembly sequence according to Gottipolu et alt B A complete disassembly is rarely
the optimal solution owing to the high costs of theassembly [San 02].

Selective disassembly, which requires only a portd an assembly with high value to be
disassembled, suggests that the most economicaibls sequences is not the most
economical disassembly sequences [Sri 99a]. Thexetbe differences between assembly
and disassembly analysis make a separate studypdfigt disassembly important. Selective
disassembly is usually more appropriate for densstufing application, such as

maintenance, repairing or recycling.

1.2.2 Methods for disassembly

Prior to present the new method for selectivesgismbly (Chapter 3) some different types of

disassembly methods are presented here below.

From a disassembly view point, there are two nypes of disassembly methods.

- “destructive disassembly”, in which a componemtremoved from the product
previously disassembled, by destroying or damagamge other components of the product.

- “no-destructive disassembly”, in which each ohéhe components can be removed

without affection any of the others [Pom 04].

From the purpose of the disassembly and accordinthe¢ end life-cycle scenario of the
product, the no-destructive disassembly is morefulsen some processes such as:

maintenance, repairing, remanufacturing, recydind disposal.

The “no-destructive disassembly” method can bedassified also such as:

- direct and indirect disassembly,

- sequential and parallel disassembly,

- monotonic and non-monotonic disassembly.
Direct and indirect disassemblies are based esflgran the number of components that have
to be removed in order to reach the target comporiérihe target components can be
removed without removing other components, it i8 threct disassembly. Otherwise it is
indirect one.
Sequential disassembly is based on the numbemopanents that are disassembled at a time
[Kan 01]. For example, if each time only one comgrancan be disassembled it is called as
the sequential disassembly. Otherwise it is pdrdiEassembly, which means that in the sub-

assembly, the components can be disassembledrigla group instead.



Monotonic disassembly depends upon whether it regumoving out the total of the

component from the assembly. For example, if iro@nr, we can take out a bed through
opening the door or disassembling the door. legds to disassemble the door, we call it as
monotonic disassembly. Instead, if it is just neaeg to open the door, but the components

are not disassembled completely from the assemigl\gall it as non-monotonic disassembly.

As previously said (Section 1.2.1), that thereteu@ kinds of disassembly planning which are:
- complete disassembly
- selective disassembly.

Complete disassembly involves disassembling dhalicomponents of an assembly, but it is

rarely the optimal solution owing to the high castshe disassembly. Alternatively, selective

disassembly is usually more appropriate for mantufagy applications, such as maintenance,
repairing or recycling.

Concerning the depth of disassembling, there are:

- total disassembly,

- partial disassembly (selective / targeted).
Concerning the nature of disassembly:

- linear disassembly,

- parallel disassembly.
Other classification defines the methods for getmraf disassembly sequences in:
Exact methods, which are:

- Analysis of modularity [Kuo 00a, Kuo 01],
- Branch and bound [Gun 01, Zha 10],
- Wave propagation [Sri 98, Sri 00, Mas 03, San 02],

Approximate methods, which are:

- heuristics[Kuo 00b]

- metaheuristics :
o Genetic algorithm [Sri 98, Kon 06a, Giu 07, Tsé, 09
o Ant colonies [Wan 03, Tri 09],

Methods based on the feedback:

10



- Case-based reasoning [Zei 97],
- Reasoning Knowledge Base [Vee 02],
- Learning technique [Ale 11].

1.2.3 The disassembly character involved in the thesis

In this thesis, considering disassembly as an aintself we would like to highlight its
distinction from assembly. There are essentialediffices that have to be pointed out here.
First, selective disassembly is often preferrethagesearch target in the disassembly field as
stated by Lambert in [Lam 03], because not all #ssembly process can be reversible.
Therefore, the selective disassembly will be oweaech target. Second, the destructive
disassembly is not our concern, even though; it bewseful for some valuable component

recycling. Third, monotonic disassembly is not tetiewithin our work.

1.3 Representative disassembly methods

Let note, that disassembly sequencing is listinigsubbsequent disassemble actions, which
involves the search for all possible disassemlbdyisaces. There exists extensive research on
disassembly sequences analysis and the disassesalgjyence optimization. For the
sequences generation, researchers have suggestedhl sapproaches to determine the
disassembly/assembly sequences. The methods fdishesembly sequences generation can
be classified into three groups aderactive automatic and Artificial Intelligence (Al)

methods.

Interactive approaches require extensive user inpuilly in the form of answering questions,
whereas automated approaches can be mainly usgdnerate disassembly processes for
products with simple component configuration andngetry. In this thesis automated and

interactive techniques are combined, using virtaality environment (VRE) to generate and

evaluate selective disassembly sequences in tieeggs®f product design.

Disassembly sequences being a key element of thalaion of a product disassembly
processthis chapter aims to present the main approachgsted for disassembly sequences
generation. Thus, a review of some deterministit fiochastic approaches is presented in the
next. Note that deterministic methods produce secgge while stochastic ones analyze the
sequence generating process. Stochastic methods toacope with the combinatorial

complexity in most disassembly process simulatibgsusing only geometric data as a
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starting point or that do not bind the technolobjarameters of a product with its digital

mode [lac 10].

1.3.1 Interactive methods

Interactive approaches can be used to handle witiplex assemblies because information is
not gathered from the geometry of the componentte&d, the information is gathered from
designers. These approaches need that the desigtiee operator should be very familiar

with the product (assembly). Note that time andwdedge involved for answering questions

about the assembly are the main disadvantage afitéractive approach.

Bourjault was amongst the first, who in 1984 [Bal] groposed the definition of the so called
assembly precedence relatiof&PRs). Based on these relationshipBa@onsdiagramwas
proposed by him to represent the assembly. Inliigons diagram, series of questions were
needed to be answered by the users witls 'or nd Later, Homem and Sanderson [Hom 91]
applied the cut-set analysis method in the assembly sequences plgrand designed three
simple rules. He count that the queries could beicded by 95%, howevet11 questions in
the sequences planning need to be answered fodamgrt assembly. In order to reduce the
number of the questions at the same year, Baldivah ¢§Bal 91] developed a method using
the ‘what questions instead of/es or nd However, obviously it is more difficult for uséo
answer thewhat questions correctly, especially when the prodwants relatively complex
and the users are not familiar with the producthe®©authors Johnson and Wang [Joh 98]
enhanced thecut-set analysis and a man-computer interactive methogpstied by
assembly CAD draft, where the user has to indittegenterference parts if collision occurred
in the disassembly.

The interactive approaches base their reasoningepsoon thdiaisons diagram. However,

because the liaisons diagrams are too simple teegetigh information for the sequences
analysis, it requires user to answer a number e$tipns to tell the system how the assembly
looks like. Let us note that, this method, classifas indirect approach by [Su 07], is rarely

used nowadays.

A deterministic approach for disassembly sequegeegration based on the observations of
industrial planning assemblies is proposed in [B4}. It uses simultaneously Design for
Assembly (DFA) and a conventional design processragth. The proposed tools and
techniques allow generating disassembly sequenmuésdefining assembly configurations,

including assistance to build the sequence, chtiwsenost relevant documents and to define
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connection parameters. A constraints approach (@SB¥ed to confirm that the resulting

assembly sequence would be feasible thus provalipggality assessment of the sequence.

1.3.2 Automatic methods

Today automatic methods are considered as idealfevasequences generation. They can
use the relationships among the components fodidessembly path calculation. However,
for the disassembly sequences generation, the mioaelto be with relatively simple
component geometry. There are lots of researchésvgoon this field in order to reduce the
computer resource for the generation of the disalesequences. Some basic concepts or
algorithms should be clear in this domain. For thigpose some existing relevant and

important works, in our knowledge, are presenteé below.

(a) Graph for Disassembly Model

With regards to automatic methods there are twoomajeps for disassembly planning
generation, which are disassembly model creatirthdisassembly sequences generating. The
model is usually presented by graphs and the segeegenerations are based on the matrices
which are converted from the graphs. Graph theothe field of mathematics is very common
way to show pair-wise relations among featuresh@ graph. In order to model product’'s
topology and geometry information, a number of grapsed modeling strategies are used for

the disassembly sequences generation, sushd©rgraph,Liaisongraphs, etc.
e And /Or graph [Hom 90, Hom 91, Lee 94, Kan 01, G&tZhu 13]

In order to present all possible disassembly sezpgermany methods are proposed.

Among them, the And /Or Graph has been widely usetkpresent disassembly

[es]

sequences (Fig. 1.1).

Figure 1.1 An example of AND /OR graph

In And / Or Graph, each node can be a product,ngooent or a subassembly
the edges being the links among them. For disadsegh part if other
components are involved, the link edges form thd Agtations. If more than one
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paths can reach the target part, this will form@reelationship. For an And/Or
graph, G=(N, D), (whereN stands for the nodes that denote a product, sub
assembly, or part an® stands for hyper arcs, means the sets of feasible
disassembly operations) if each node can have(m>1) possibilities for
disassembly, it forms the ‘Or relationship in tlggaph. If one operation
disassembles into more than one node in the pratedaph, it forms the And-
relation. As shown in Fig.1.1N={(1,2,3,4,5) (2,3,4,5) (1,2,3,4) (4,9, (2,3)}

and D={1,2,3,4}. For D1, N=(2,3,4,5) part1l has to be disassembled. For D2,
N=(1,2,3,4) part 5 has to be disassembled. Therefore this is the “Or”
relationship. FoD3, after getting the part4 and5, the parts2 and 3 will be
moved automatically. Therefore this is the “Andlatenship. One of the
advantages of the And/Or graph is that it requiedatively small space for the
storage. However, there are some information ngssirthe And/Or graph. For
example, the relationship between operatib@sandD3 is not clear in Fig.1.1.

Do we need to perform operation D2 before the D®®eNthat this approach

does not contain any information about the subasbes

Precedence Graph [Joh 98, Gun 01, Lam 08]

Precedence Grapmethods, being a part of automatic methods, anesfog on
the precedence relationships, which aim at the naatic generation of
disassembly sequences. It is derived from the paskedence graph, which is
commonly used in the task planning issues. Diffevath the And/Orgraph, the
operations are presented by nodes. The arcs a@eatirarcs pointing from one
operation to another. The operation where the aint® from should be

performed before the operation where the arc goint

As shown in Fig.1.2, arcs indicate the precederalationships that exist
between two subsequent operations. In this exanipkeeasy to distinguish the
18 precedence relationships.

In [Joh 98] authors used precedence graph to reprrése products’ structure,
which is hierarchically organized according to # Bi Material (BOM). Some
details for the various operations are considemeitie costs and the profit of the
disassembly operations. Compared #nd/Or graphs, the disassembly
precedence graph has less nodes. For this modelcpit time is still
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unmanageable for solving problems, as stated im[Q8&].
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Figure 1.2 Disassembly precedence graph [Joh 98].

Extended process graph
Proposed by Karet al. [Kan 01] extended process graph is obtained by

transforming the And/Or graph using precedencdiogis. In the graph, a path
from source to sink represents a disassembly segsems well as the
disassembly level (Fig. 1.3). Each node represestsurce, a sink, an operation,
a choice or a separation. In Fig. 1.3, a fillecleir @ means that there are more
than one possible ways to disassembly a subasseArblgmpty circle ) means
a separation node, each of which contains more dharnpart and requires more
disassembly operations. All of them can be tramséar from Or and And
relationships in the And/Ograph respectively. Each solid arc represents a
precedence relation between two operations. Therene dotted arcs, including
the unidirectional arcs, which link each operatrmde to the sink node and the
bidirectional dotted which represent two possibigeos between two operations.
In other words, the subassembly can be disassemblearallel and there is no
precedence relation between the operations.

As seen from Fig.1.3, if the path can satisfy thecpdence constrained by the
solid arcs, the path is feasible for selection.
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Figure 1.3 Extended process graph [Kan 01]

Note, that this graph successfully extends the agkfiom the precedence graph
to And / Or graphs (because of the increased numbendes in the And/Or
graph). However, the problem can be solved onlytl& expense of
unmanageablepu time even if moderately complex problems are aersid as

was discussed by Lambert in [Lam 08].

Liaison or connection graphs

First developed by De Fazio and Whitney [Faz 8&jsbn or connection graphs,
are great different from the precedence graphs.usetemember that, in a
precedence graphs, the relations are not the caenponwvhich are physically
connected. The relations are the precedence oedeebn the components. In a
liaison graph, circles (vertexes) represent compni@ the assembly and edges
physical connections between them. Therefore,iti®h analysis is performed
by examining the geometric connection between #respn the product, and the
liaison diagram consists of a network of nodes lares that represent the parts
and the relationships between partsnlis the number of parts, the possible
number of liaisons ranges betweef(2 and g-1).

For each liaison, it is necessary to have the peuee rules in order to
determine the optimal level of disassembly eitlograf single or multi objective
criterion. For example Kara at. [Kar 06] used liaison and precedence rules to

generate the selective disassembly sequences a$larg machine as shown in
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Figl.4. Lee etl. [Lee 94] used the abstract liaison graph for tingpse of sub-
assembly identification to aid in automatic genieratof assembly sequences.
Later Dong etal. [Don 06] tried to use the liaison program in orttercreate a
hierarchical attributed liaison graph for disasshngequencing. Recently, in,
[Ric 13] authors transformed a liaison graph inviEghted liaison graph (WLG)

to show the disassembly precedent relations amatigbie components.
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Figure 1.4 Extendedqgess graph [Kar 06].

However, the liaison graph cannot work itself foe sequences generation. The
liaison sequence graph gives liaison sequencesamsif assembly sequences.
The statesdo not present a set of parts, but a set of cglatbetween them. The
state has to work with precedence rules for eamibdin which means that the
questions for each liaison have to be answeredafiothe liaisons prior to
sequences generation. The precedence rules areasisedut formation for the
disassembly sequences generation. However, theréawar major drawbacks
related with this methodology: the liaison grapls @ be established by very

experienced designer and the product must bewvelasimple.

(b) Matrix analysis

For disassembly based bfatrix analysesnethod, there are two major steps which are: iogat

disassembly model and generating disassembly segsieihe model is usually presented by
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graphs. The sequences generations are always bagbd matrices which are converted from
the graphs [Wil 94]. Combined use of graphs andioes has been proposed by many authors
[Kuo 00b, Got 03, Smi 11, Smi 12, Ou 13]. The dssasbly graph can be represented by a
transition matrix, in which the columns correspoadhe possible disassembly actions, the rows
to all the possible subassemblies or component®, Nwat for automatic calculation, the matrix
analyses method is one easy way to generate tlagbfmslisassembly sequences. In order to
better understand the converting process from thphgto matrix, the relevant works of two

researchers are presented with some details hkeng.be

i) Assembly sequences table (AST) [Got 03]

(a) Exploded view (b) Assembled view
Figure 1.5 Example odembly represented in tree-dimensional space [Glot O

Definition:

One assembly in relational model is a two-tuplPsl¢>, whereP = {P1, P»..., R} is the set of
symbols corresponding to one part (no two symbmsfespond to the same part) dne {U;,
Us..., Uy} the relations between componemts being the number of component ordered pairs
with Ui=<P,, P,, Gy, Tap>. The contact functiorC,,, represents the contacts between the
componentsa and b. The translation functio,, represents translational motion between
components andb.

FunctionCyp= (C1, G, G, Gy, G5, Cg), presents the six directions of contacting infation,
whereCi= {0, 1}. Concerning the directions, they can be toordinatesx{, y+, z+, x-, y-, z-)

as shown in Fig.1.5 (a).

If Ci=0, there are no contact in the directiotf Ci=1, there are contact in this direction. In the
same way, the translation functidog,= (T1, T2, T, T4, Ts, Te) represents the translational motion
between componerat andb in six direction, wherd;= {0, 1}. If T;=1, indicates the pali has

freedom of translational motion with respect to plaeta in the direction.

18



Thus, according to this rule, it is very easy taldthe functions C and between every two
components in the product. For the assembly in Ei(b), theC andT functions are built as

shown in Table 1.1.

Table 1.1 Function C and T for the assembly shawrig.1.5 (b) [Got 03]

Pair C-function T-function

& & G o Gs Ce T T Ty T, Ts Te

(a, &) ( 0 0 | | 0 | 0 | 0 0 1
(a, ¢) 0 0 0 0 | 0 | 1 1 0 1
(a, d) | 0 1 1 | 0 0 0 0 0
(b, ¢) 0 0 0 0 0 | 0 1
(b, d) 1 0 0 0 0 0 0
{c.d) 1 0 1 0 0 0 0
(b, a) 1 1 0 0 1 0 1
(c, a) 0 1 0 1 0 |

d, a) | 1 0 0 0
(c. b) 1 0 1
d, b) 0 0 0
(d, ¢) 0 0 0

—
o= =
—_—

-

=

—

=
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=
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From our understanding; function determines the local feasibility for revitg a component,
while the T function determines the global feasil

In this work, the six directions (x+-; y+-; z+-)eataken into consideration. Functioh@ndC

are bothlx6 binary functions. PADL_2 software also was devetbpy the authors in order to
extract these functions. Note, that the presencagbeence of the contact cannot guarantee the
free collision motion of the components. So, if fubassemblya( b) is supposed to be a set, it
needs to be added to another compomgnirus, setsq, ¢) and p, ¢ should be both taken into
consideration. If a contact exists in any directao componert can be in contact with or b,
consequently could be added in the subassembly. So the “orfaipeis used in this situation.

If cis planned to be disassembled, it has to be &k#ed with botha andb, so the “and”
direction is used in this situation. Finally, ea&gésembly tasks is connected with the weight
factors for the evaluation of the assembly plan.

Note, that Assembly sequences table (AST) meth@dsimple way to evaluate all the possible
assembly sequences and provides a useful methsinfaify their evaluation which has the
principles for matrix calculation considering thi& dlirections of assembly and disassembly.
However, its limits are thaf andT functions only take 6 directions into considenati&ince
the logic works with Cartesian coordinates, it weblé better to take all ti@andT functions in
cylindrical and spherical coordinate systems. Asvjmusly said, this method could be also used

for disassembly evaluation. We think that it justeds to checH function and the stability of
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the subassemblies. In our opinion, a new methoekéxled to be proposed in order to evaluate
the stability of the subassemblies (see detailg i6.2.2, Chapter 5) prior to disassembly

sequencing, which is an aim of our thesis.

i) Disassembly sequence structure graph [Smi 11, 8mi 1

A new disassembly sequence structure graph (DSS@)au was proposed by Smith and Chen
in [Smi 11] to improve the solution quality, mininei the model complexity and reduce search
time. Note, that graphs containing more informatiorprove solution quality, while those
containing less information reduce searching tifitee DSSG model contains one graph, which
only includes the nodes and links needed to rentlogdarget components, and five matrices.
Two of them are contact constraint matrices, tweerd are motion constraint matrices and one
is a projection matrix. The authors divide the gar a product into two categories as:
components and fasteners. They assume that adasterst be removed from a component, but
a component cannot be removed from the fastenbiss, Tontact constraint matrix includes the
contact constraint for components and contact cainstfor fasteners. Motion constraint matrix
includes the motion constraint for components aod fasteners. The projection matrix
determines the removing direction of the target gonent with the rule of the least numbers of
parts to remove.

The contact constrairt€C) matrix for the components of an assembly is:

+X -X +Y Y
cci1 [0 0 fi, fe: 5 2
CcC, 6 f2 ful f3,3
CCy 0 0 2,47  f3fafs
CCy fer 7 5,8 0 fs.3
CC = CC5 = f7:4‘ 0 f8 1
CCs 8 f2 f10,2 0 fu,7
Ccc, 0 0 f0.6,9 fa,3
CCq for 4 f10,6 fo 9
LCC 0 0 fo,8 7 |

For a product withN components, th€€C matrix hasN rows. For this matrix, columns
represent theX, -X, +Y, -Ydirection. For exampleZC, represents the componehin the
Fig. 1.6.
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Figure 1.6 Example of assembly [Smi 12]

In the +X, -X directions, there are not contact componentshi+y, -Y directions, the
contact components aig,fs, 5 and 2 respectively. The motion constrain matrix is
established in the same way.

The projection matrix records the blocking compueeof each component which are used
for the optimization of the disassembly directiombe fewer the blocking components, the
better the direction is. However, the Matrix anal/snethod is limited because it only takes
into account a limited number of Disassembly/Assgndlrections/translations (four or six)
without rotations. Another difficulty is to buildhé matrixes automatically for complex
assemblies. For building all the matrixes relatétth #he product and finding the relationships
among the components, a great search time is ragebscause the number of possible
disassembly sequences increases exponentiallytdthumber of parts in the product.

1.4  Searching algorithms

In order to generate the feasible disassemblyesexgs, after establishing the representative
model (graph, matrix or others), a systematic asiglybased the time saving algorithms, is

necessary to be performed. Some of the most ualgfollithms are presented in the next.

21



1.4.1 Heuristic searching

Let us remember, that in computer science, a heurssa technique designed to solve the
problem more quickly when conventional methodstace slow, or to find an approximate
solution when conventional methods fail to find etact solution. Heuristic are based on a
predefined set of rules used in the sequences a@jenerof Disassembly or Assembly. The
problem of finding optimal or even near-optimalasisembly sequences is known to have an

exponential computational complexity.

1.4.2 Wave propagation approach
As we are aware, the most popular and applied méetest method for selective disassembly
is the wave propagation algorithm [Sri 99a, Sri, 980 00]. Thisselective disassembly is
particular convenient for maintenance and disasBefob recycling. Selective disassembly
analysis of a product with components anslselected target componen$s), determines a
disassembly sequence fcomponents considering the minimum number of carepts to
remove. The wave propagation algorithm automagic&atuces the computation complexity
O (n2)by finding the shortest way to take out the taggehponent from an assembly.
There are three assumptions for the wave propagapproach.

» First, the relative motions of components are deiteed without considering the tools

and the fixtures.
* Second, the assemblies are assumed to be polyhedral

* Third, the components have single linear motioavéithg them to be removed from the

assembly.
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Figure 1.7 Illustration of the wave
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Two types of disassembly waves are defined. Orewsive source from the targets which
determines the disassembly ordering. The otherisn@ wave from the boundary of the
assembly which determines the minimum number ofpmoments to be disassembled in order
to reach the target. Based on these disassemblyeswav disassembly sequences is
automatically generated by the intersection evbataeen them. For every componenthe
waves?r® and/f are defined. For every time step (fréna tot=a+1), ° propagates by one
wave front. As shown in Fig. 1.7, &tl, £ wave propagates frof,? to 52, whereC2 is
disassembled after removii@l. Wave disassembly uses modeling component withcestiu
mobility only to translations and intersectionstr@inslational directions attached to each side
of the contact surfaces to locally validate or aatisassembly operation. The components are
geometrically defined by the faceted models andctir@act areas between the components
are considered as input data.

Wave propagation method allows reducing the amalysexpensive-typically exponentially.
However, it has two major drawbacks. One is thaloigs not show how to build the graph
based on the real relationships among the compsmerstn assembly. The second drawback
is its limitation to generate efficient and optimsgquences for disassembly of complex
products as mentioned in [Smi 12].

1.4.3 Dijklstra’s algorithm with heap-based priority queues [Gar 04]

This algorithm, proposed by Garciaat [Gar 04], is based on the precedence graph where
each node represents a single component of thenesdts computational complexity is of
O(nlog n), when s<<n, and O(sn) time whens[h. A simple example of an assembly
containing 9 components, where 3 of them are exté@h, Cg, Co) is shown in Fig.1.8.

The directed edge from a certain nd@ieto another nod€; indicates that ilC; has already
been disassembled, ti@& can also be removed from the assembly. Compo@ghasOR
relationship withC, andAND relationship with bottCs andC;. Which means thats can be
removed right after extraction eith@j or bothCs andC;. The graph can be simplified@; is
not exterior. In this case all the edges downwardsg. 1.8 would disappear.

The algorithm consists in four stages:

» Computing the shortest path between each exteade rand the rest of nodes of the

precedence graph.

* For each selected component, determining the stopi@ths to its closest exterior

components, by taking into account the edge ladmigouted in the first stage.
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* Merging the partial disassembly sequences obtabete.

» Sorting the sequences in descending order of selecmponents.

Figure 1.8 Assembly and its corresponding preceslgnaph [Gar 04]

The algorithm computes the minimum distances frdra exterior components of the
assembly to the rest of the components. Then, doh e@arget, a set of partial disassembly
sequences is obtained by finding minimum spannregst in the precedence graph. The
solution is found by sorting sequences from thedhaatil all the selected components have
been considered. However, the algorithm has a digddge. It concerns the determination of
the external components. Note, that for an assemblis difficult to determine which
component should be the external as there are masgibilities for that. (components
Cs,Co,Cy in Fig. 1.8, ) Note, that the author did not mentthe method for building the

precedent graph either. As from our knowledge gli®no automatic way to do it.

1.4.4 Artificial Intelligence (Al) methods

Al methods focus on detecting the best sequencesnveh combinatorial explosion of
sequences takes place. In order to obtain oneveraesequences based on the profit of each
sequence, the profit of all feasible sequencesdbse calculated, which leads to unacceptable
computing time. Al methods try to replace the tiiadial method with an objective to reduce
searching time by searching the best sequenceswitimalyzing all the possible alternatives.
In the past years, Al techniques such as: Petrs,N&enetic Algorithms, Neural networks,
Fuzzy set, Bayesian networks have been used ebBpeeiated with disassembly sequence

optimization.
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Petri nets (PNs) is the widely diffused method whias the advantage of taking into
account of many factors (time, economic value, mmment aspects etc.) for the
disassembly planning and scheduling. Four primitelements tokens places
transitionsandarcs) and certain rules are involved for controlling thperations. The
tokes are conceptual entities appearing as smidl dots. The places are shown as
circles and stand for the locations where objewatsitathe processing or the condition
of objects. The transitions are shown as bars camgles which present processes,
events, or activities that may occur. The arcseethe paths of objects in the system.

In our knowledge, the first PNs used in disassemb@s presented by Zussmarakt
[Zus 95], who developed a disassembly Petri netND#irough the notion of an
inverted assembly PN. Later, Mooreatt[Moo 98, Moo 01], presented an algorithm
using a PN-Based approach to automatically gené¢ha&talisassembly process plan
(DNP), which considered the simple AND, OR, ComplakID/OR, and XOR
relationships as shown in Fig. 1.9. Shiung HsiefHsi 08] set up a greedy algorithm
to find a nominal optimal solution for the aforertiened problem and study the fault
tolerant properties of the nominal system. Recehilyo C. Tsai [Kuo 13], proposed a
PN approach to consider the economic value andramwent pacts on the

disassembly and recycling processes.

Figure 1.9 Disassembly Petri net (DNP) for samptalpct [Moo 01].
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Note that Petri nets are often constructed whenneeels to simulate systems that not
only encompass sequences generation, but alsalabligher aggregated levels, such
as task planning and extended process chain fog precise and successful analysis.

Genetic algorithms (GA) approach is often chosesolge optimization problems due
to its capability in solving large and complex misdeompared with the other
heuristic methods. GA being of stochastic type,gbeeration of optimized sequences
is obtained using tailored fitness functions whecmsider the geometrical constraints
of the product, the minimization of disassembly diland cost, as well as the
possibility of grouping assembly operation or tlieonmental impacts [Yi 07]. A
fitness function of the GA depending on the incretria disassembly time is present
by Goet al in [Go 12]. GA based approaches for disassemdgyancing of End Of
Life (EOL) products were proposed in [Kon 06b, Gd]. A heuristic GA was
developed in [Ric 13] in order to optimize partthbassembly sequences based on
disassembly operation costs, recovery reprocessiaty, revenues and environmental
impacts. Chen et al. proposed in [Che 0%jahastic planning of assembly sequences
using a two levels GA optimization where the chrepmoes are the disassembly
sequences which may be valid or not. GA Level liged to generate an optimal
assembly sequence using the current settings of SG@#responding to basic
operators (crossover, mutation, selection). At L@vihese probabilities are optimized
by a second GA to generate new populations. Thedsding algorithm takes into
account the geometrical constraints thus optimizing physical constraints. The
individuals(disassembly sequences)each population have to be approved as to their

trajectories.

Fuzzy logic being dealing with uncertainties, araraple of Fuzzy Logic—Genetic
Algorithm methodology for automatic planning of eswkbly and disassembly
sequences of products is treated in Galanteical. [Gal 04]. The main goal is to find
the optimal sequence requiring the minimum comgttetime, by taking into account
the fuzzy model of the processes and the constramtvailable tool, destruction
models, etc.

Neural Networks viewed the disassembly sequencélgro as a variant of the
traveling salesman problem (TSP), which is to fandraveling sequence with the
shortest distance to visits all the cities of tmebem only once. A neural network
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consists of a large number of processing elementgeurons and weighted connection
among them. Thanks to the highly interconnectedraresj a neural network can
perform rapid computations in parallel and solve ¢bmputation efficiently. In [Hua
00] Huang presented a deterministic method for the @oamnanalysis of disassembly
process based on a method for the generation asskmbly sequences using a neural
network. The later determines the best sequencedgr@nsionn set by the user. As
there is not 3D representation of components astsatiwith this process, contact
conditions, mobility and components’ accessibildge not related to component
models. Thus, there are no guarantees that thenelitaequenceare valid. The
optimization function used is similar to the tramgl salesman problerby adding
precedence constraints specific to the problemsatssembly. The approach described
is subjective in nature and has no link with the @Bital model of the product. It
contributes to assess the best disassembly seguinoe the viewpoint of recycling

material.

Note that the main disadvantages of Neural Netwaresdue to its lack of global
searching capability and sensibility on the setecif the network parameters value
and initial conditions. Bayesian networks are greghmodels developed in the field
of artificial intelligence as a framework that shibassist researchers and practitioners
in applying the theory of probability to inferenpeoblems of more substantive size
and, thus, to more realistic and practical problgifiar 13]. Theyintegrate perception
and action and use the dependencies among varats gf a product to propagate
uncertainty regarding their condition as sensednduthe disassembly process [Gei
96].

Ant colony algorithm has been inspired and consetipiedeveloped from the
observation of the operating mechanism of food @gpion in ant colonies. Indeed,
despite their limited intelligence ants collectivahanage to find the shortest path to a
resource of food: the most borrowed path is alwthgsshorter one. Thus, Tripathi et
al. [Tri 09] proposed an ant colony algorithm basedagerobabilistic model between
each step (of the algorithm), that can facilitéie ¢hoice of paths most likely to be the
ideal disassembly sequence. Authors claim thatrttodel provides faster and more

accurate results as those obtained by a genetditailgp.
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1.5 Assessment

The bibliographical analysis shows that the exgstmethods for disassembly sequences
generation developed so far, as we are awarefysatily/ partially the needs of designers end
industrials. The majority of workontributes in one way or another in the modelihthese

operations often based on simplifying assumptiarklg/pothesizes.

Thus, almost all simulation methods are based piiynan translational movements in order
to separate or extract / insert components withottion even if a numerical model is used
to automatically identify the mobility of the compents. Most often, this restriction is
justified by the reduction in the associated corapohal complexity, even if it is at the

expense of feasible solutions that are not idextifi

Two large approaches for disassembly sequences generbtised on the components’

mobility modeling emerge, namely stochastic an@einist:

Most of the stochastic methods allow reduction of the combimaltoof disassembly
operations thus defining a sequence. One of thajomdisadvantages is the impossibility of
obtaining the same results when the input dathassame which does not allow to easily
evaluating the influence of some input parameteth@nsimulation results. Some of these
methodsare limited by thecombinatorialsequencindecausdhey arebased orgeometrical
informationonly. In one hand igenerates éarge number of possible sequendégn using
technological criteria contacts,etc and in another hand reduction of the numbeof

solutions must be performed.

Concerning the deterministic interactiveethodsfor sequence generaticimey are often
subjectto the discretiorof the userThe latermust simultaneouslgontrolthe design process
andthe DFAapproach as wellThese methods reduce tb@mbinatorialsequencebut add
the need tanteractivelyspecifya large numbeof parameters especially for complasoducts
where manydesignersare involved. Waves propagation disassemblyuses modeling
component withreducedmobility. Only translationsusing the intersection of translational
directions attached to each side of the conta¢hses to locally validate or not a disassembly
operation. The Neural Networks approach describetHua 00] is also of subjective nature
and has no link with the 3D digital model of thequct. However, it allows assessing the

best disassembly sequences from materials recyakvgpoint.
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1.6 Summary synthesis and critical analysis

According to the applied techniques three largeugsoof methods for the disassembly
sequences generation emerge, nanigtgractive automaticandArtificial Intelligence (Al)

methods.

The review of current approaches, briefly presemted and other works we have studied,

leads to the following remarks:

- Interactive methods (Section 1.3.1) being classifes indirect approach in the
sequences generation for complex assembly, ingiéathering information from
geometry, these methods get information directiyfithe user. They allow generating
reasonable sequences for disassembly operationevwwthe problem is that the
disassembly operator (user) is not always the desigf the product. Consequently
he/she may have some difficulties to answer thestipues related to the product

design thus compromising the search process.

- As mentioned in Section 1.3.2, automatic methoé@spaeferred way for sequences
generation. There will be no better way than gdmegahe disassembly sequences
automatically according to the geometry relatiopsamong the components in a
product. However, the ideal way is always the diffi way for sequences generation.
How to find the easiest and simplest model for segas generation in automatic way

is still an issue.

- Searching algorithms: The wave propagation algeritthas a computational
complexity of O(sn2), Dijklstra’s algorithm method proposed by [Gar (#s the

computational complexity d(nlog n),whens<<n, andO(sn)time whens/n.

- Al methods (section 1.4.4) are different of matherahtprogramming techniques,
which are inspired by sophisticated methods thisvalg generating the possible
disassembly sequences for a given product. Theyotfind the optimized way for
sequences generation as well. However, they ar@yalvelated with the expert system
or online calculations for real application in istiiees and need relatively long
execution times for sequence searching as mentiorjédm 03].
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1.7 Objectives of the thesis

After the analysis highlighting the need for appraie method for reducing the complexity
for product disassembly sequences generatisrsection presents the objectives of the thesis.
Given the assessment, the summary synthesis andtitival analysis presented here above
our aim is to establish a simplified model for séilee disassembly sequence generation. As it
was mentioned in the General Introduction, whemagtismbling, it is important to eliminate
the components which are unrelated to the targapooents prior to sequence generation. In
order to address this configuration, our aim iprmpose a method for generating the feasible
disassembly sequences for selective disassembéyl lmasthe lowest levels of a disassembly
product graph. Our goal is also to generate thamuim number of possible disassembly
sequences. Thus, the proposed method has to incptdrization aspect as well. Thanks to
the proposed disassembly product graph (see Chapténe method allows generating the
minimum number of possible disassembly sequences.thits purpose prior to sequence
generation, all the unrelated components with tisassembly target(s) are eliminated from
the graph and the process automatically stops wiestarget(s) is (are) reached thus reducing

computational research time.

We present also a set of support modeling soft{see Chapter 4) for selectidesassembly
sequences generatidinus allowing assisting designers in their workhe initial stage of a
product design. This software is currently beingggrated within the framework of a “trade
application” to EUCLID-V5 Software.

1.8 Conclusion

In this introductive chapter, first the synthesistloe most recent literature survey, to our
knowledge, of Disassembly sequencing was dblwte that the common point of all these
methods is that they are often a combination dedéht methods foDisassembly sequences
generation and methods for optimization. The ppacticommon difficulties of all these
methods are their limitations in motion presentatas often the translations only in some
general directions are considered and the rotatiomsot taken into account.

Automatic disassembly sequencing is an ideal wayhi® disassembly sequencing. However,
there are two major problems in this field. Ondhie representing models for the product.
There are many graphs or networks as presentededoowepresenting the relationships
among the parts in a product. However, the gragedaechniques for example, do not

consider products geometrical information data $ass we are aware, there are not works
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mentioning that these graphs or networks can bdt utomatically according to
parts' relationship in the product. The other penblis related with the calculation method.
Basically, all the graphs can be translated int¢rimmaalculation for sequences searching (or
calculation). Many works, based on some simplifarz hypotheses, only focus on four or
six directions to disassembly the product whickasy to transfer the disassembly calculation
into the matrix computation model. However, in theal situation, the components
disassembly direction of translation cannot be jndbour or six directions. The motions of
rotations have to be taken into account as well.

Searching algorithms allow reducing the computatesource for complex models. However,
the 3D assembly corresponding graphs are oftercudlifto build. Thus, these algorithms are
relatively difficult for real application in prodtucdisassembly. Most of them involve
simplification in the assembly model of the prodircorder to avoid complex computation
resources.

Regarding the Al methods they do not only focustla disassembly sequencing of the
product. As previously said, they concern the opation of the sequences as well. In most
works, the sequences already exist and Al methed to choose the best one under some
constraint.

In order to reduce the effect of these simplificas and to obtain a proper disassembly
sequence planning, a complete removal model isinegjuwhich shows the importance of
model processing for disassembly simulations. Tausiore general method is necessary
including the movements of translation, rotatiod #me collision detection as well.

On the other hand, this chapter aimed to providgiraents concerning additional scientific
developments in order to propose new more suitahteeffective models and methods than
the existing ones. Thus, these elements represemttr@duction to the following chapters

which will focus more on the detailed descriptidritee proposed models.
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Chapter 2
Virtual reality for assembly/disassembly

operation simulation

This chapter analyzes the results and some renwipioblems of existing research in the
field of Virtual Reality (VR) technology related with disasgly operationsimulations First

an overview of the existing VR integration appraechs presented by insisting on the
constrain-based and the physical-based. The Hapteraction and force feedback are also
presented. Then some Virtual assembly platformshnihcorporate Ergonomics analysis are
presented, followed by a Critical analysis and asseent, thus allowing introducing the
Proposed VR environment for Disassembly operationlation: sequences generation and

their evaluation.
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2.1 Introduction

In the today’s global context, virtual manufactgripecome critical to increase the efficiency
of Product Development Process (PDP). This manurfiact involves computer graphics and
simulation methods to model the real world. Assenanid disassembly (A/D) operations are
key components in many manufacturing processes.séipently they should be also
supported in a virtual manufacturing system asadistec A/D process modeling can reduce
cost and save time.

Virtual reality (VR), is defined asa“scientific and technical domain exploiting the
possibilities of computers and behavioral interlad® simulate in a virtual world the
behaviors of 3D entities, which interact in reah& with each other and one or more users in
pseudo-natural immersion through sensorimotor cledgin[Fuc 06]. VR technologies
provide advanced methods of real time user intenacT heir realistic behaviors of animated
bodies enhance the feeling of immersion and impeedormance of the user. Today VR
environments have significantly evolved towards AiBwlation, highlighting new needs for
A/D simulation preparation, evaluation and thetegration in PDP. In order to save time and
improve PDP, many works focus on virtual realitynglation [Duv 13] and in particular on
A/D procesqJun 03, Gar 07, Ash 09, Wan 06, Li 12, Pon 13a, Rin lac 14]. All these
simulations address different objectives such @& #equencing, path planning, collision
detection, operational time evaluation etc., whadten are complementary to each other.
Thus, VR is a new technology that creates a rea-tvisual/audio/haptic experience with
computer systems. It provides a potential way feassembly operation simulation.

In this context, recent work and techniquedated with A/D operation simulations and
evaluations in VR environment are presented in thapter. Its goal is to assess the
advantages and the shortcoming of this technolagy the remaining problems of the

existing works in order to present our contributiorhis field.

2.2 VR integration approaches overview

As mentioned here above, VR technology plays da vake in simulating advancedD
human-computer interaction by providing users wdifierent kinds of sensations (visual,
auditory, haptic, ...). Virtual assembly simulaticdbow designer to evaluate the concepts in
virtual environments during the early design stayyéh virtual prototyping applications, for
instance, the optimizing process for the design d&ssembly can be incorporated in the

conceptual design stage. Using haptic or auditechriology, allows designers to interact
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with the assembly parts through human basic matibhgs, contact force may be transmitted
to the operator in real time.

In 2003 Kim and Vance [Kim 03] described Virtuasambly as ability to assemble CAD
models of parts using a three dimensional immersiser interface and natural human
motion”. Later, Settet al [Set 11] defined virtual assembly akéability to assemble virtual
representations of physical models through simafatiealistic environment behavior and
part interaction to reduce the need for physicadeambly prototyping resulting in the ability
to make more encompassing design/assembly decisi@msimmersive computer-generated
environment” The applications scope of virtual assembly igdaas shown in figure 2.1.

Figure 2.1 Applications of a virtual assembly/d&=ambly simulation [Set 11]

Let us remember, that VR systems for assembly eamoighly divided into two categories.
The first one is thevirtual assembly systems using relative technokde improve the
feeling of the operator. The other one is virtusseanbly systems for immersive assembly
modelers which additionally support the combinattditCAD-based parts to novel assemblies.
The first category purpose is to check the genassemblability of the design: part
accessibility, tool usage, generation of sequenoéstrajectories of assembly operations, and
so on. The second category focuses on some ssmnapping mechanism which automatically
completes an assembly operation when two parte @osugh (in the vicinity of the contact)

are moved in a virtual environment.
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In the most of today’s industrial applications, V&stems are still used as mere
visualization tool for prototypes modeled in ex@nCAD systems. It not only provides
powerful modeling functionalities but also, in pamtar, can be easily instructed, e.g. by
meanings of intuitive language and gesture-basgttuictions. Figure 2.2 shows, an example

of virtual environments involving the assembly AA-based parts [Jun 03].

Figur@ ZAD-based assembly in Virtual environment [Juh 03

Note, that there are two kinds of systems for wairtenvironment development. One is

constrain-based modeling approaches system theistpbysical- based system

2.2.1 The constraint-based

Constraint based modeling approaches are using-paté geometric constrains to
determine the relationships among components iraisembly. It consists of writing each
contact as a unilateral constraint and solvingrésellting system of equations for the object
positions. Compared to the physical based simulafsge Section 2.2.2), constrain based
modeling has two advantages: less computationaiénsive and available information in the
CAD models [Mar 03]. Constrain based application peoduce much more realistic results,
without unwanted artifacts and with the possibitilycomputer contact friction correctly [Per
13, Tch 10].

There are two types of constraints modeling, wiaigh positional constraints and geometric
constraints [Set 11]. Position constrain can beasgmted by a set of equations, which can be
solved based on numeric, symbolic or graph basdatiadgGao 98]. Instead of translation
position constraints into equations, a geometrioist@aint focuses on the rigid body
transformations which satisfy a set of constraiptesenting the prelateships among all
components [Leu 13].
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For the constraints based application, there amyragstems developed which can support
the constraints detection. For assembly plannimpraimmersive desktop and immersive
CAVE environment were proposed by Cruz-Nagtaal. in [Cru 92, Cru 93]. It provided the
subjects with a more immersive sense of virtuakrusdies by implementing with IRIS
performer. The results from the immersive VR enwnents, non-immersive VR
environment and traditional engineering environma&ate compared by the authors, which
showed that the subjects, in virtual environmentsd Fbetter performance than the

performance in the traditional engineering envirents.

Luis Marcelino [Mar 03] implemented a geometristaint manager designed to support
physical realism and interactive A/D tasks withintwal environments. The key techniques
for this application are direct interaction, autdimaconstraint recognition, constraint
satisfaction and constrained motion. He describeddevelopment and the implementation of
a Geometric Constraint Manager which is used inl-Re& immersive virtual environments
such as CAVE. The system architecture of the caimétmanager includesonstraint solver
andconstraint recognizerThesolverdetermines the transformations to be applied fixedh
objects. It also applies new constraints, remowdstieg ones and fixes objects in 3D
environment. Theecognizerfocuses on identifying new possible constraintd aalidates
existing ones. However, the constraint managertlasbottlenecks. One is the recognition
process. The other is the transformation of objestsch results in the unacceptably low

frame rate.

Jayaramet al. [Jay 99, Jay 06, Jay 07] developed VADE (VirtuadsAmbly Design
Environment) system for assembly simulation (F@).2which can support constrained
motion simulations. The simple constraints suchagsinst, coincident, etc. can be detected

automatically and the relative motions of the otge@n be based on the available constraints.

The system imports all the data information (transfation matrices, geometric constrain,
assembly hierarchy etc.) from CAD model to perfdima assembly simulation. In 2001, a
physics-based algorithm was added to VADE by Wahg@l. in order to perform more
realistic part behavior [Wan 01]. The VADE systemshbeen used for virtual assembly
simulation in various applications some of whiclke gresented in [Jay 07]. A CAD linked
virtual assembly and maintenance simulation basedcanstraint-based modeling was
presented by Wanet al. in [Wan 06]. A year later, Yaat al.[Yan 07] developed a system
for assembly path planning based on the constbaséd modeling. However, as the number

of contact points is large, the constraint-basethods are much more difficult to implement.
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In fact they take a lot of time for computing arek tresults may not always be stable as

pointed out by Leet al.in [Leu 13].

Figure 2.3 VADE environment [Jay 06].

2.2.2 Physics-based system

Physics-based modeling simulates realistic behadigrarts in virtual scene, where parts
are assembled with each other. This modeling iedamn the simulation of physical
interaction in time. It is applied primarily inghnteractive dynamic simulations with human
operators involved. The method always accurate fagt collision detection thanks to the
calculated velocities and forces at the contachtgoiThe forces can be returned to the
operator through force feedback devices. Note, thate are two Physic-based types
modeling algorithms based on the used method. ©treeiPenalty force, the other is Impulse
method [Leu 13].

* Penalty force method

Penalty force uses a spring damper system for ptenginterpenetration between

models. Using Hooke’ law the penalty force is:
F=-kdN,

wherek is the object stiffnesg] is the shortest distance from the tool point t® th
object’ surface, and\ the vector from tool point to the contact poimt.the same

time, the force value is affected by the elasticitythe object. For hard collisioR,
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will be the same whether the objects are approgabiireceding. The penalty force
methods are easily for implementation. Howevethd spring stiffness is too high,
the stiff equation is numerically intractable [SEt]. A physics-based virtual
assembly system was presented by Garketyal. in [Gar 07] (Fig. 2.4). The
approach, mainly based on spring-damper model sEscon part to part interfacing
and contact force during mating phase of the mmsembly in the VE. The collision
detection system is based on V_CLIP algorithm.this approach, each model is
presented by two 3D models: tracked model and visne. The Tracked model is
created by VHT (Virtual Hand software toolkit) ldy. The visual model is created
in PhysX engine, visualized by OpenGL render. Dmyrihe mating phase of
assembly operation, the spring-damper model is usedender realistic parts
behavior and contact force sensation. The studgladas that the user performance
increased when inter-part collision forces weredezad to him/her. Some other

related works can be found in [Erl 05, Ale 11].

e
E ‘ .

Figure 2.4 Data glove in a six-sided CAVE. [Gar 07]

Impulse method

The interaction among objects uses collision imgml®r all types of contacts. The
impulse from collision is calculated to find ouethbsolute velocity of an object at
the contact point. In this approach, the statictacts are considered as the high-
frequency collision impulses. The method is moeblet and robust compared with
penalty force method. According to Seth et al. [BHt and Leu et al. [Leu 13] it
cannot handle simultaneous and stable contactsslilsng and stack of blocks at

rest. However, Renouf et al. [Ren 05] disagreed thiem.
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2.3 Virtual assembly platforms

In last decades, different virtual assembly platfeusing different assembly techniques

have been proposed by many authors. Virtual regléyforms can be used to simulate the

whole manufacturing process including the assemably disassembly operations. All this

platforms are physics-based, constrains-basedcombination of both of them. Germanico

et al.[Ger 13] presented a literature review of différéR platforms as shown in Table 2.1.

Table 2.1 Key features of some virtual assemblfqries [Ger 13].

Assembly : f
System Year mathod Key Features Haptic Device
HIDRA[16] 5001 CD“ISI.Dn Integlrates a haptic f:aedbacl{ into a (dis) assembly simulation environment Phantom
detection Manipulate parts using two fingers desktop
Optimization techniques for complex models and assembly operations
. Tracking of user movements and voice commands CyberGrasp one
IVA h
RG] 4 Fhysies based Realistic virtual hand interaction for grasping of virtual parts hand
Documentation of assembly planning results
Users can perform the assembly using hands and tools such as screw
: drivers
VADE [12] 2004 i §nd During the assembly process VADE maintains a link with the CAD system SAACIE i
constraints — handed
Let the user to make decision and design changes
Swept volume generation and trajectory editing
Capability of create subassemblies
Swept volumes for maintainability BhaRsER Gl
SHARP [11] 2006 Physics based Network module for communication with different VR systems kb
Portable, runs on different VR systems such as HMD, CAVE, projection
walls and monitors
Oriented to assembly planning and evaluation
: : : > s CyberGrasp one
VEDAP-II [7] 2009 Physics based | Focuses on modeling the dynamic behavior of parts during virtual il
assembly operation
Use of low cost technologies for two hands assembly
MRA [21] 2009 Phiyiis hasa Real scale projection and tracking system to change point of view 6035-45 / Wii-
The system demanstrates the assembly procedures and the user must mote
repeat it
Oriented to assembly planning and training
VG [3] 2010 Constraint Method of constraint guidance to perform the assembly Virtuose 6035-
based Use of virtual fixtures, use of mechanical constraints, intuitive assembly, 45 one hand
on-line activation of kinematic constraints
Virtual training system for the cognitive and motor skills transfer
Constraint combining haptic, gestures and visual feedback Phantom/
IMA-VR 5] 2010 - = = - LHIfAM/ GRAB
based Uses the concept of spring-damper model to avoid parts interpenetration s s
Visual dynamic behavior of parts to represent manipulation of real parts
Immersive virtual envirenment with walking capability to simulate ground
walkiig Phantom
HiTsphere Physics and Free manipulation of virtual objects
2011 = - * R Premium one
system [B] constraints Automatic data integration interface bk
Constraint-based data model is rebuilt to construct the virtual assembly
environment

2.4 Ergonomics analysis in VR system

In recent years Ergonomic assessment of manufagtunidustry in VR system is

becoming more globalized [Wil 99, Jay 06, Pon Ban 13d]. Ergonomic engineering deals
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with human behavior capabilities and their limat in workplace which have to be taken
into account during the design of a product orsieay. The philosophy of such engineering is
to fit the task to the human and not the humarhéotask. The key point for an effective
application is to gain a balance between the hubmaty characters and the task demands.
Various commercial software systems are availabdiay for ergonomic studies in general
and for their evaluation in particular. The Carenurs evaluation for example the JACK,
ANNIE-Ergo man, and RAMSIS, amongst others, havedgeerformance [Wil 99].

In virtual reality, Jack’s Task Analysis ToolkitAT) for instance (Fig 2.5) is a tool for
ergonomic analysis of virtual human movement. libvas analyzing the posture of Jack in

order to detect and consequently resolve ergon@sies.

Figure 2.5 Jack ergonomic analysis tool [Jay 06].

Rapid Upper Limb Assessment (RULA) algorithm [McB]9or ergonomic evaluation
allows assessing the risk of upper limb disorddrss based on some parameters such as:
postures, muscles use and weight of loads. Therdgtared by RULA worksheet includes:

joints angles and twisting of the arms, wrist, neoknk and legs, as shown in Fig. 2.6.
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RULA Employee Assessment Worksheet

Complete this workshest following the step-by-step procedure below. Keep a copy in the employee’s personnel folder for future reference.

2 - B. Neck, Trunk & Leg Analysis
A. Armé Wrist Analysis SCORES vuw sy SR 9 Locate Neck Posiion
Step 1: Locate Up\per Hn-tlon o~ Table A W = . e xtansion
/ 7 :_ ). DN ] [ o g
i (2 Ukper | Lowwr
i | | i
e ' v ladalalidalalsls = 1Al
b ! X ol Bt e ‘ ik T R Step 9a: Adjust
1 T paintie | =Fim Mock Soore e 2 Tvslind +1, I PEek I8 sioe-berding +1
% Fimd Lipgoy Asm Seono o | 1 Y |21} 1f1]a /44 aigsdt P lote O 1630 Stsp 10 Lucatl Trurﬂ( Position
2 1 ¥l 1 2a a4 funk s
Stap 2 I.ocata LowerArm Position B e e e wel  * W= Yia
AN M) s stinging ‘
y2 ¥, i s2 a Bae ekl paniad wroct g i
- ! Wil
s 'r P aalee el s 5 e V| T
or o rop 1o |4 £ 52 Pl bk B Step 10a: Adjust
Stap 2a: gd!ug! 1 |alafajsiaa]s | = Final Trunk Score 12 trunk i& tatsted. +1: 1 bk is sde-bandng +!
RO I [EaRRRRACE - —_— Step 11: Legs
N — r lalifalalaln il & ‘  Fral L ogBaane I legs & teet supmoried and baisnced: +1.
Step 3: Locate Wrist Position -~ /| |7 AR el 1t ook 42
154 G Bt B ol ) Trunk Posture Score
q__ voialsls|sialala)r - Z 5 2 T s
= ——— 6l t L
o
Step 3a: Adjust 1T R ot Table B
i wiist & bar from e mading: +1 Final Wiist Scove = Ll T B B0 Bl B
Step 4: Wrist Twist il Bl L8 0 L LRI £ A v
If wrlst is twisted malnly in mid-range =1; | e 171 13] |
If twist at or near end of twisting range = 2 st Tt o Table C
Step 5 Look -up Pasture Score in Table A l [ [ -] Step12: Look -up Posture Score in Table B
1 1|z » 1 s LR § Usa valuas rom eteps §.9.8 10 10 locate Posture Scong in
oy Pasite Sooe A = sl oe|sf7 a [ o Pohern H Sk e
Step 6: Add Muscle Use Score " :I"_ a3 1 ala alefs Step 13: Add Muscle Use Score
||ms|u Iaf.’si" il g nan § it o [ i S IR AL B HE R M postam maily stacor,
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L -

| Subject: Date: /
Company: ——————————— Depariment: Scorer:

FINAL SCORE: 1 or 2 = Acceptable; 3 or 4 investigate further; 5 or 6 investigate further and change soon; 7 investigate and change immediately

Figure 2.6 RULA Sheet [McA 93]

However, there is still a low level of aptance and limited application of ergonomic
analysis in the manufacturing industries. The npmoblem is that ergonomic analysis always
involves a3D human model to replace the real human for therengac condition simulation.
There are two strong limits in this field. The fiis leaving the human aspect out of the
assembly planning which could result in incorrecinefficient operations. The other one is
that as the number of parts is increasing expoalgnfor complex products, consequently it
becomes more difficult to characterize criteria fdroosing the most suitable assembly
sequence for a given product. Task performing isobeng too complicated for the 3D
human manipulation in the VE, that it needs invadvhigh investment.Therefore, according
to Atsukoet al. [Ats 13] due to the high cost investment, humardeh@pplication areas are
applied mostly to mass and highly cost product stidess such as the automotive and aircraft

industries.
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2.5 Haptic interaction and force feed back

Nowadays, with the commercialization of new haptachnologies and software
development platforms, the simulation of force fetk in virtual environment applications
started to become more widespread. A haptic dewatsn called feedback device, is a
computer peripheral which provides the force tohlthed of its user. The input information is
the movement of the haptic device (called alsocsffg, and the output is the force. The
behavior of the object is controlled by the physliaa/s. (Rg. Here, the notion of “object” is
used in the most general case, while the notiofcafiponent” is used for the parts of an

assembly).

Haptic technology can be divided into two categomepending of the wearing way

which are: non-portable haptic device and wearhhf#ic gloves.
* Non portable haptic devices:

Sensable Technologies PHANToM__ (http://geomagic.emiptroducts-landing-
pages/sensable),

Immersion’s CyberForce (http://www.immersion.com/),

Haption Virtuose (http://www.haption.com/ ),

Novint Falcon (http://www.novintfalcon.com/).

» Wearable haptic devices:

CyberTourTM, CyberGraspTM (http://www.immersion.cddm

Rutgers Master Il [Bou 02].

In certain fields, such as the training skills frrgeons, it has been shown that the
haptic feedback improved dramatically the perforogafPop 00, Sal 97, Ric 95]. The use of
haptic interface to feel collisions of 3D modelsassembly tasks is presented by Ladeveze et
al. in [Lad 10]. Haptic provides repulsive fora@owing preventing motion for the hand and
realizing the path planning (Fig 2.7). However, tlevice has limitation of workspace which

restricts the movement of the operator in the emvirent.
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Figure 2.7 Assembly simulation using haptic deyiced 10].

The question is whether the cost and associatedt &ff integrating the current haptic
devices into a computer-generated simulation arghwdile. Thus, for industrial assembly
tasks, for instance, the question is whether tlegadpr could benefit from the haptic feedback
or not. In this context Edwards et al. [Edw 04}astigate whether auditory cues would be as
effective as force feedback cue for an assembly @aasl whether subjective evaluations of
usability would differ as a function of the type feedback information provided to the user.
For this purpose 24 volunteers (males and femalesje involved to assemble and
disassemble five interconnecting virtual parts vaitmer auditory, force, or no feedback cues
provided. The performance for the task was meddoyecompletion time and the number of
collisions between parts. Note that some of théofadhat make difficult incorporating force
feedback into virtual Environments are: high castdevices with higher degrees of freedom,
limited amount of fidelity provided with current ptec devices, large processing requirements
and slow update rates of current devices. Thetlastfactors are the causes that most of the
devices can only provide the main types of haptiedback, either kinesthetic or tactile
sensations. The main objectives focused by theoesitire divided in four items. The first one
is to determine whether the force feedback inceepseformance and eases the interaction for
a simulated assembly task performed within an insiwerVirtual Environment (VE). The
second item is to determine whether force feedlmams (selections) made the interaction
more realistic for the users and potentially alldvm to do their task more proficiently. The
third one is to determine whether auditory cuesvige an effective substitute for force
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feedback. And finally, the fourth item is to establwhether having both auditory and force

feedback cues would increase performance and sivigi@ceasures of user satisfaction.

—O0— Males —m— Females

80 -
60 -
40 - ——u

20 -

# of Collisions

No Force Feedback Force Feedback

—-#-—Both
—a— Male

-==4--- Female

Mean # of Collisions
n
o

None Sound Force Sound and
Feedback Force
Feedback

Figure 2.8 The mean number of collisions by conditind force feedback effect [Edw 04]

The results of this study (Fig. 2.8) show ttiet addition of force feedback actually
decreased performance. The possible explanatitbraighe simulation is not realistic enough
to benefit from force feedback. As for the secoijective, the study found that male’s
volunteers reported an increased sense of realisimtine addition of force feedback, while
females only showed a tendency to rank force feddlaa more realistic. The study shows
also the auditory cues neither increased or deedeasmpletion time or the number or
collisions. The sound may be an effective meansooifveying collision information, since
sound did not negatively affect manipulation perfance while still slightly increasing use-
perceived realism and overall satisfaction. Theltesndicated also that participants rated the
combination of sound and force feedback higher takmnother conditions for perceived
usefulness towards a real assembly task. As thdtseshown, the effect is not obviously as
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expected, and the reason maybe the level of simnldtevel means the simulation precision
of the involved sound and force feedback. In faathors forgot one thing that may affect the
whole results: the precision of calculation for leatmulation, especially for the feedback

cues and the auditory.

In all, haptic technology cannot improve the perfance in the absence of high
precision simulation. The Non portable haptic desibave limited workspace for interaction.
The Wearable haptic devices, however, provide fdesglback only to fingers and palm,

which is limiting their application field.

2.6 Ciritical analysis and assessment

Most of the recent works on A/D related with VRHhrology focus on the simulation
itself. They try to build an environment to asseynin disassembly products and to compare
the simulation results with the results of real Ajdibcess. Some works use VR as the A/D
path planning [Ale 11]. Some commercial softwareldowere also proposed to perform
ergonomic evaluation during assembly [Jay 06, $¢tHowever, for virtual A/D simulation,

several challenges need to be overcome.

. Collision detection: Collision detection prev@npart interpenetration
during virtual simulation. The fast and robust 3Bllision detection
algorithms are always required in the applicatioh<Computer Graphics.
Foisy and Hayward [Foi 93] presented four groupslgbrithms which are:
space-time intersection, swept volume interferermeltiple interference
detection and trajectory parameterization. In opinion, the so called
Extrusion operation proposed by Cameron in [Cami®@he most general
representation of collision detection problem. Tdadlision between two
objects occurs if, and only if, their extruded woks intersect. The extruded
volumes approach is partially occluded by the hogist of its practical
implementation, whose bottleneck is the generatbrthe 3D extruded

volumes themselves.

For this reason, other approaches have been pmposéng at avoiding this
explicit computation. These approaches can be e@ivichto two groups,

namely: geometric and algebraic.
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For the geometric group approaches, two main redteres have been
proposed: projecting the extruded volume onto a elesimensional
subspace leading to the swept volume approach amgplgg along the
trajectory. For the swept volume approach, the maucontaining all the
points occupied by a moving object during a timeqekis called the swept
volume (see details in Chapter 3). If the swepurws for the objects in a
scene do not intersect, there is no collision hapge However, the
generation of swept volume is too computationaktpensive. Thus, many
works adhering to this approach deal with convepraximation swept of
volume instead. For example the object trajectpgeacerning the multiple
interference detection, the aim are to sample thjeco trajectories and
repeatedly apply a static interference test. Ofr@muthe sampling way is
crucial for the success of the approach. The idegl is that the next sample

should be the earliest time at which the collistan really occur.

Concerning the algebraic field approaches, the igito parameterize the
trajectory. Thus, the approach called trajectorsapeeterization focuses on
the objects trajectories functions depending oammeter (time). However,
depending on the trajectories, the degrees ofdhkelting polynomials may
be arbitrarily high, and the determination of thalision instant can be

computationally very expensive for arbitrary tragetes.

Note, that the key issue here is the cost of tilesiom detection. Thus, the
right time and place to apply the detection tesbbee a key aspect of any
polyhedral collision detection scheme. It is polestb bound the time
interval when the collision occur if we know thgexdis’ moving direction
and how far away they are from one another. In [Jifauthors mentioned
that most of collision detection schemes only adati polyhedral
approximations. However, this is a great challeggiroblem for collision
detection not only due to the nature of the objentstion but also because,

in this case, a polyhedral approximation is inadéeu

Constraint based or physical based models: Asitiore before, no matter
constraint based or physical based model for ipéet-detection, there are great

challenges for both of them. The constraint bagedi{ion or geometric) modeling
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always needs the predefined geometric constragfterdn the implantation in virtual
simulation. Then the system can compute relativéianoof the objects based on
available constraints. Compared with physic-basendeting, constraint based
method can reduce computing time when a lots ofpmrants are involved in the
scene. However, the predefined task will be he#vthe task is related with non-
linear systems, constraint based method still hdiféculties handling over-

constrained situation. For complex constraints &tn, exhaustive computation

requirement make it inappropriate for real worlglagation.

Concerning the physics-based modeling to simula@alistic behavior among
complex parts interactively and accurately is stithallenging task. Compared with
constraint base method, this method needs more watign time, especially, when
several contacts occur simultaneously. It can getemaccurate force feedback

results. In most works, this method focuses on &nyo parts assembly simulation.

Therefore, choosing a better algorithm for intertpdetection is still a great

challenge at the present as well.

Evaluation methods: How to evaluate the disabbemr assembly is the main
concern of our thesis. Most of the recent worksAdd related with VR technology
focus on the simulation itself. They try to build @nvironment to assembly or
disassembly products and to compare the simulaésults with the results of real
A/D process. As previously said, its purpose igydo fit the task to the human and
not the human to the task. To evaluate some ergmsomarameters during
simulation in VR environment, most works focus asing a human model in a

digital mock-up (DMU) model [Wan 12, Lon {16

Thus, how to find a more realistic method for désasbly/assembly operation

simulation and their evaluation in VR environmensiill an issue.

2.7 Proposed VR environment for Disassembly simulation

When it is necessary to analyze the interactiorwdéeh human and object, VR

technology is a better choice. Especially for dseasbly sequences evaluation there is a

strong need to evaluate disassembly operatiomfardarsive simulations with a larger set of

possible movements and to get more realistic iesuttowever, for a complex product, the

number of the possible disassembly sequences magldtesely large. If all the sequences
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have to be evaluated in the virtual reality, itlvide relatively costly on time. So, prior to

evaluate, most of useless sequences need to lediele

Thus, we propose a VR environment for A/D simulafparticularly suited for scientific
and industrial applications. The component modedsaaquired through a STEP file coming

from a CAD software (see details in Chapter 4).

2.8 Conclusion

Despite of their many advantages, the majority i A/D methods related with VR
technology, a part of which were described abowsehcertain shortcomings to make them

convenient for industrial applications.

Most of the recent works on A/D related with VRhrology focus on the simulation
itself. They try to build an environment to asseynin disassembly products and to compare
the simulation results with the results of real Ajibcess. Some commercial software and
tools were also proposed to perform ergonomic ewmn during A/D. However, as
mentioned before, this evaluation is relatively engive and often used only by mass
production industries. Moreover, VR-based appla&i use real-time interactions and
immersive techniques allowing enlarging the usercemion of digital models. For
disassembly operation simulations, relative maopibetween components becomes also a

major issue to reduce the simulation time and imgtbe efficiency of digital models.

After reviewing some current approaches, a pavtuth was presented here above, it
can be stated that the existing VR approaches Iséile limitations in evaluation of
disassembly sequences complexity. So, there israngstneed to evaluate disassembly
operation for immersive simulations with a larget sf possible movements and to get more
realistic results. In addition, when haptic deviGe used, penetrations due to collision
detections can be avoided and the quality of tre’si$eedback can be improved. For this
purpose component mobility need to be characterteedpecify constraints associated to

haptic devices during the A/D process simulation.

This chapter aimed to provide arguments conceraddjtional scientific developments
in order to propose a new software tools more Blatand effective than the existing ones.
These elements represent an introduction to Chdptdrich will focus more on the detailed

description of the proposed tool.
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Chapter 3

Method for disassembly sequences generation

For disassembly it is important to eliminate thenpmnents unrelated to the target prior
to sequence generation. In order to address thigigoration, a method for generating the
feasible disassembly sequences for selective eisdidg is presented in this chapter. It is based
on the lowest levels of a disassembly product grdpstead of considering the geometric
constrains for each pair of components, the prodasethod considers the sets of disassembly
for removal (SDR) and collisions among the comptsenorder to generate the Disassembly
Geometry Contacting Graph (DGCG). It is built acdmg to proposed three micro units, which
consider all the possible situations of relatioqmshiamong the components in the DGTGe
latter is after then used for disassembly sequ@scesration. The method allows reducing the
number of possible disassembly sequence by ignthengnrelated components with the target.
It is applied for automatic generation of the séhex disassembly sequences for different
assemblies and is illustrated through two examples.
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3.1 Introduction

Disassembly sequencing involves the search fqraasible ways for disassembling and
often selecting the optimum solution out of thdsa: the company, the improvement of the
recyclability performance of their products is bewog an integral part in the product
development process (PDP). Let us note that tweréwo major key concepts related with
the disassembly applications. The first one is tlmtsidering the whole life of a product,
designers have to integrate assembly and disasgé&Bl) operations in the earlier stage of
a product design. The other concept is that todagsdembly is based on the so called

concept of selling usé instead ofselling products

According to the assessment, the summary syntheslithe critical analysis presented
in Chapter 1 almost all the methods related withdisassembly sequencing in the literature
have some shortcomings. Thus, the aim of our thesig establish a simplified model for
disassembly sequence generation. Let us rememlagr fth interactive methods for
disassembly sequencing generation, the operatotislways the designer, and often is not
familiar with the structure of the product whichdléo the interruption of product design
information. Thus, it will be great trouble for tloperator to answer questionnaires about the
product. For automatic methods, the graph basdtiade and Artificial Intelligence (Al)
methods often focus on the theories developmenthaneé difficulties to consider complex
products with multiple relationships among theimpmnents. Few other methods answer the
guestion how to use the relationships in real pcodn order to automatically build the
corresponding graph. In this chapter, a new metbodelective disassembly based on the
Disassembly Geometry Contacting GrafinGCG) is presented. We claim that it is better
than the method of DSSG proposed by [Smi 11, Snpiak2it enables all the removing
directions of the components to be taken into amration. Instead of considering the
disassembly direction, often limited in numberdobr 6, our method focuses on thets of
disassembly for removdlSDR), including: both translation and rotation vements, and
collision detection as well. The method is alsadyethan the wave propagation method [Sri
00, Sri 99b] as its computation complexi®(sm(n-1))is lower than the computation
complexity O(snf) of the wave propagation method thus reducing rthember of search
iterations to generate the possible disassemblyesegs (nis the number of components in
an assemblys is the number of targets amdthe number of level in the disassembly graph

(see Sections 3.3)
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Let note, that the method includes also optimizatispect as well because it converges
to the minimum number of possible disassembly secgge Thanks to the established DGCG
graph, it allows generating the minimum number obkgble disassembly sequences and
rapidly converging to the solution. For this purpgxior to sequence generation, all the
unrelated components with the target(s) are elitathdrom the graph and the searching
process automatically stops when the target(sres) feached. The unrelated components are
the set of components which remind in the assenililgy have not to be moved in order to
reach the target(s) and consequently they do rmeaapn the graph. Our research is focused
on selective non-destructive disassembling, rattlean on destructive or complete

disassembling (see Chapterl).

3.2 Relative concepts and definitions

Before presenting our methods, let us remember disgtssembly models are often
based on graph representation of the product whkierBces represent parts, and edges
constraints or contacts. Graphs can generally beerted into matrices for computation. In
order to reduce the complexity of selective disaddg sequences generation, our approach
uses the concept of the Gaussian sphere [Pom 04,940/Noo 94]. The related main issues
for product disassembly are presented with somaldén the following paragraphs.

3.2.1 Contact identification

For contact identification the so called contdentification operator proposed in [lac
08, lacl10] is used. The realized simulation framw&impoly [lac 08, lac 10] automates the
contact identification and offers a more robustrapph for further usage of haptic devices.
Thanks to the developed software, the operatordemtify the different types of contacts in
the assembly. The user has to select the compomettie assembly tree built from the 3D
model (STEP format) file where contact identifioati should be performed. If two
components at least are selected, Simpoly geneadtest of Bodies intersecting each other.
To achieve this, the bounding box of each componsntised in order to check the

intersection between the bodies and speed up toegs.

3.2.2 Set of directions for removal (SDR)

In order to represent all possible movements afstedion and rotation for a part, we
applied the set of directions for removal (SDR) rapgh proposed by [Sid 97]. SDR
represents all the possible separation directidna component with regards to the other
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components in the product. The basic idea of thfg@ach is using the contact surfaces to
determine the SDR. In [Woo 91] Woo and Dutta pregosin automated approache for
disassembly path generation based on determiniegptile vector of the Gauss unite
hemisphere. Later the SDR method was modified loynP4]. Authors described a method,
based on the non-destructive disassembly plareccafiodeling of assemblies, which allows
determining the disassembly path and its optinomatwith adaptive planning after

determining each movement of the components. Tlsasdembly model is generated
automatically from the CAD design of the produdheTproposed model, not only facilitates
the determination of the directions of removal éach component. It allows also capturing

the necessary information for simulation of theadgembly process.

To remove the target component from a product, eaalact needs to be checked first
in order to get its possible SDR. If a componentrég in the space, it can be moved by
translation, rotation and helical motions in angediion. So, for a free component, its SDR in
Gaussian sphere presentation will be the full sphira contact between two components
exists,Plan Fit contact for instance (see Fig. 3.1a), the corgadace restricts the directions
along which the component may be removed, thuscieduhe Gaussian sphere to a half.
Another example with twd’lan Fit contacts reduces the Gaussian sphere to a quaster,

shown in Fig.3.1b. Note that SDR concept conceatls bomponents and contacts.

(a) (b)

Figure 3.1 SDR using Gaussian sphere based method.

From Fig. 3.1(a) and (b), it is seen that thereosre and two mating faces respectively.
If considering a sphere of unit radius (Gauss usyiteere), a mating face divides the sphere
into two hemispheres. The hemisphere, labeled Highvcorresponds to the outward pointing
unit normal of the mating face, conserves the sketrection for removal (SDR).

SDR = [[}L, H; (3-1)

whereN is the number of the mating faces for the comptmeéhthe foot of the normal to the
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th mating face is the pol®; (x, Vi, Z) of the hemisphers;, then:

xix+y;y+2zz=>0 (3-2)

and the analytical equation of the hemisph#érecontaining all the sets of direction for removal

is:

2y +72=1 (3-3)

Therefore, for the SDR, according the eq. (2-3) @8), the function (1-3) can be calculated

from the intersection of these hemispheres:

SDR={

xt+y?+2z2=1 }n{ xt+yt+2z2=1 }n{ xt2+y?+2z2=1 }
X1 X+y;y+2z,2=0

XX + Y,y +2,22> 0 XyX+yyy +2zyz =0

(3-9)

This can be represented as following:

SDR = {p(x,y,2)|x* +y* +z* =1, x;x + y,y+ 2,2 > 0,i = 1,2, ..., N} (3-5)

Siddique and Rosen [Sid 97] presented a four stigmsithm related with SDR determination.

The algorithm consists in:

Step 1: Determination of the vectors in SDR.

For any vector (X, y, 2 in the whole space, normalize the vector to Satlse
equation (3-4), then check whether the unite veateets all the inequality
conditions. For example, if in a pointi(ya,21), Xix+Y;y+zz<0, vectorr cannot be
a feasible removal direction. This will just ne@fn+1) time calculation for
checking the feasibility of a direction.

Step 2: Determination of the bound of the remopaks.

For each pole, first normalize the pole (hpote stands for vector) and then find
rotation to move pole away from tl@xy plane such that the points are still in
the hemisphere that can determine the requiredionga Then use central
projection to map all the points correspondinghte poles onto the z=1 plane,
which can construct the largest convex containihghe poles based on the
convex hull algorithm. At last, map the points tllafine the boundary of the

convex hull back to the unit sphere.
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» Step 3: Explicitly constructing the feasible remiadiaection space.
First: for each plane, defined by Step 2, compheeintersection with adjacent
plane which can be done by cross vector produttteohormal vectors to the two
planes.
Second: the order of the intersection can be détedrby traversing the planes
in the same order as the convex hull, by usindstiep 2.

» Step 4: Feasible removal directions for fits matongditions.
First: gather the axes of all the fits mating ctiodis.
Second: check if all the axes are parallel. Ifd&iermine if the axes lie in SDR.
According to the mating conditions of the targetnp@nent with its surrounding
partsthe SDR for this target component are computedaxés lie in SDR, the

target component may be disassembled.
A method for automatic generation of the disassgmpath in a virtual environment was

proposed by [Mo 02]. The method’s algorithm is $&mio this of Siddique and Rosen [Sid
97].

o] o

B
cal c6 | e @ cad e {u'f;

& Cs

C2 o
@ NiZAN AN,
C1 :
D, DD, DD,; DD,
@ - @
y
[ Cs DD, DD

(©) (d)

Figure 3.2 Disassembly directionality [Mo 02]
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3.2.3 Approximation of the shape
In order to automatically get SDR from the CAD d@sof the product, its shape should

be modeled as polyhedron. However, not all the 3Bdets are composed with only
polyhedral shapes. Thus, a method for non-polylhedh@ape using shape polyhedron
approximation was proposed by Pomares et al. im[B4]. Fig. 3.3 shows the approximation

of the shape of a screw to a polyhedron takingedbfit resolutions into consideration and

using different qualities for the representation.

Figure 3.3 Approximation of the shape of a screw fwlyhedron [Pom 04].
Every polyhedron can be presented by a set ofsetéed flat surfaces. To each surface

a normal vector v, directed outwards from the petiion is associated. Beside it, a point is
required in order to get the complete equationtlier polyhedron. For any surface, Si, two
parameters are necessary in order to define thee phnich can be presented (&g, P;;),

where 1 indicates the initial position of the suodaof the polyhedron. Thus, for any
translation matrix T, the new values for the asdgfdisassembly removing direction of each

surface are:
N T SN .
[V, pi] =T [Vis, pij], whereT represents the set of translation that the surface

has undergone.
With our method, the constraint directions are did into two types. The first one is

the SDR which stands for the possible removing directdrihe part in the assembly. The
other one igollision detectiorduring disassembly in the rangeSIDR These two aspects are

presented in the next.
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3.2.4 Geometric feasibility

The set of direction for removal (SDR) concernsfieedom of the components in the
assemblies. In order to disassemble a componantdroassembly, after having its SDR, the
component also needs free path for its disassegwlithout collision with other parts. If two
subassemblies of components can be assembled asseisbled without collision this
situation is called Geometric feasibility. The ¢atrepresents the free path of assembly and
disassembly [Su 07]. In order to explain the cohcémeometric feasibility, Fig. 3.4 shows
some typical constraint directions. The arrows esent the limits of the possible removal

directions of part B according to part A.

‘B =g
ln L.

Figure 3.4 Typical constraint directions

a) Basic notions and definitions

The relationships among parts can be described) tisenfollowing concept. Let consider
a box composed by two parts (body B and cover A, parts C, D and E inside thus defining
the assembly N= {A,B,C,D,E} (see Fig. 3.5).

d: d:

Figure 3.5 An assembly’s draft
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As shown in this figure the constraint directiohattlimit to remove E out of the box are
d; andd, (limited by the Cover A) ands andd, (limited by the body B). Thus, the relationships
among parts can be described using the followirfigitiens:

Constraint directionsG@D) are the set of possible moving directions of & panited by
the dimensions of another part. The CD of part €éoating to parts A and B for assembly N=
{A,B,C,D,E} can be presented respectively as:

G- (dy, dz)
G (d3, dg)

Therefore, for an assembly, the constraint direc8e {A, B} of the assembly state to part
E can be calculated as:

CDESd4(d,) U (dq,dy) =0, 2) =l

If the directions set | = [0, 18), it implies that E is completely constrained iih tae
directions in S.

The constraint direction of certain assemblyesgtan be calculated by

CDiS = U iESCDi]' (3'6)

Constraint assembly state (CAS)

The constraint assembly state is the state thattagpcompletely blocked in an assembly.
It allows to measure the sets of constrain direcfar a particular part labeledASE = {A, B}
where 1 means the minimal number of parts (her@d\B) for the constraint assembly state of
the particular part E. If we consider the othertpavhich may bloc E (here C and D), the
respective Constraint assembly states are:

CASZ = {A,B,C} andCAS: = {A,B,C, D}

It is easy to find out thatAS} is the smallest. Thus, it is called the minimahstoaint
assembly state of E. It can be used for the pdisgibivaluation of disassembly. If the minimal
constraint assembly state of a part is less thawlittections set I= [0,18 for a component in an

assembly, this component can be disassembled.

3.2.5 Collision detection
After obtaining SDR, the next issue is the detectd collisions which may occur during
the disassembly process. The Extrusion operatidghadeproposed by Cameron in [Cam 90], is

one of the most common way for collision detectidihe Extrusion operation involves
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transforming the collision detection problem intoiatersection detection problem over the 3D
space. Note, that the disadvantage of this methdtk ihigh cost of explicit computation. In

order to avoid this explicit computation, other hezts use Projection calculation [Jim 01]
instead of the extrusion operation. The projectialtulation method, consists in projecting the
volume of the parts onto a lower-dimensional subspga a given projection direction. This

leads to swept volume approach as shown in FigJBm 01]. If the swept volumes for the

objects (parts) in a scene do not intersect invargprojection direction, there is no collision
happening among them in this direction. Thus, tlogegtion is defined as the direction of the
extrusion. Projection allows the transition from 3D 2D representation. Note, that the
projection process is static, meaning that theneoisnotion of the parts. Only projections are
done in order to pass from 3D to 2D representafitnis, if there is collision in 2D this means

that there will be a real collision between the &idts.

Projection

% Swept volume

Figure 3.6 Swept volumes for two components.

As previously said, by using the projection methead,transition from 3D to 2D
representation appears. Thus, for a product therl¢2D) dimensional subspace in this situation
is like a convex hull, as shown in Fig.3.7. Onlg tomponents that can be moved out of the
convex hull can be disassembled in a direction@RSIf swept volume has no intersection with
any other components when the projection reachescémvex hull, this component can be
disassembled. This is the component N° 5 as showkig.3.7. It is defined by its biggest
dimension, here the distance AB, which limits taadwidth of the projection area of the SDR.

Let us note that a component in a product cannali¥essembled for two reasons. The
first one is that there is no SDR. The second measahe presence of collision with other

components in the direction of projection. Thos® taspects are integrated in the method
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proposed in the next sections of this chapter.

convex hull

| /
A &
X
S
0&'\0&\
SDR &
2
A
4
5
B
3

Figure 3.7 Set of directions of removal (SDR) amdli€ion Detection

3.3 Disassembly Geometry Contacting Graph definition

Based on modular product design, the consideraifotisassembly of modular units is
important. In reality, sometimes it is possiblesaparate several modules and reach the target
component instead of disassembling the compone®®yp one. If this is the case, each module
is considered as one component. Thus, the propostidod is based on two main steps. The
first one consists in building the Disassembly Getygn Contacting Graph (DGCG) of the

product. The second one consists in generatingsasgembly sequences.

3.3.1 Disassembly Geometry Contacting Graph (DGCG)

It is assumed that if parts are welded they appsame complex part in the graph. Thus,
building the DGCG allows minimizing the complexiby the model for disassembly sequence
generation.

The DGCG aims to divide the components related with targets into different
disassembly levels according to their abilities b® disassembled. For example, if some
components can be disassembled directly, withoubveng other components, we called them
1-st-disassembly level components. Consider a pto@ssembly) containingh components.

For each of the components, the SDR and the awmilidietection are checked. Then, after m
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iterations, the lst-disassembly level componentsloatained. Again, recheck the remaining
components on the condition of the lst-disassermbigponents have been already removed.
Thus, the 2-nd-disassembly components are obtaineéco on.

In order to generate the sequences according to ®@@@&ph, the reasons why some
components cannot be disassembled in the precéelets need to be checked as well. For
example, in Fig 3.8, component 4 can be disassemibledevel 2. Thus, the reason why
component 4 cannot be disassembled in level 1 neede recorded. Component 7 can be
disassembled in level 3. The reasons why it cabaalisassembled in the upper levels 2 and 1
need to be recorded for the later sequences gemeratalysis and so on. When the target
component is reached the process for building tB€0 stops automatically.

Therefore, the key points of the proposed methaal that not only it obtains the
disassembly level for each related component lad glvolves the reasons why a component

cannot be disassembled in the prior levels.

1 1-st disassembly level
C 41
1 <4 2-nd disassembly level
C 7,2 .
1 3-rd disassembly level
cl

i-th disassembly level

n-th disassembly level

L,X
Cn—l

Key: Q Components Fasteners

Figure 3.8 A general case of DGCG.

Yn order to simplify the terminology thd-th-disassemblylevel components” will be called simplyi-th-
disassemblgomponents”
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As shown in Fig 3.8, the edges between the 1-sisdembly components and the other
remaining components are cutting off in order taaob a new SDR. However, the 1-
disassembly components need to be included indhision detection as well. For example, if
we want to get collision information about compadnénthe edge between 4 and 1 is cut off.
Thus, component 1 will be moved out and compon@ntnd 3 will still remain there for
collision detection checking.

The following notations are involved in the graph:

- if componenti cannot be disassembled in lewvelbecause ofcollision with the

componeny, it is labeled b)C,il'j,
- if componenti cannot be disassembled in lemebecause oho SDR it is labeled by
NSL.

Conventionally, the components from the same disably level are represented by the
same color in the DGCG. In order to reduce the dexify, and consequently, the computational
effort and time, it is supposed that the fastefgpecified by squares in the graph) can only move
in one direction. They do noeedto be involved in the calculation of SDR becatlmledefinition,
they are supposed to have SDR. So, for a fastarteeiassembly, the SDR calculation results will
only be in one direction along with the centre lofehe fasteners (screw, bolt), as shown in Fig
3.9.

SDR—»

Figure 3.9 Set of direction for removal (SDR) afteners.

Generally the fasteners should be the 1-st-disasdgetomponents. If it is not the case, it
means that they have collided with some other carapis. As seen from Fig.3.8, component 4
cannot be disassembled in the first level becafigbeocollision with component 1, labeled as
(Cf’l). Component 8 cannot be disassembled in level ausecof no SDR, labeled @sS?). It
cannot be disassembled in level 2 either becaugbeotollision with component 5 labeled as
(Cg's). The detailed flow chart for generating the disassly geometry contacting graph (DGCG)

is shown in Fig. 3.10. It consists in three maapst
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Start o
_ Initialize :

ODE Geoms(for
contacts detection)
Contacts information n=0 (level of
for all components compoenent)
Define the targets
Building the contacts
i arcs
Component xin
remaining components
YES
Record C nﬁ{
el e YES YES— Building collision arc
between x and y
A
Record NS, for Component x
component x belongs to n+1
Component x ++ level
In remaining
components
+N Al N Reached all the
0 0 targets?
Move out
components in n+1 level
Cut off the arcs connected €——YES YES
with the n+1 level +

components
< End >

legend: ODE Geoms (Open Dynamics Engine library)

X, Y, ...stands for any component in the product

Figure 3.10 Flow chart for DGCG generating

- First, the 3D component models of the assembdyimuported in the realized software

through a XML file coming from a CAD software. Eachodel is followed by ODE (Open

62



Dynamics Engine) Geoms model which is used to ti¢heccontacts among the components (see
Chapter 4). Then the contacts’ arcs among the caerge are built.

- Secondly, the analysis of the components’ type #oe collisions are performed. If the
component is not a fastener, check the SDR. Ifcbmponent is a fastener, just the collision
information is checked. If it has a collision wislome parts, build the related collision arcs and
record that the component cannot be disassemblgulsitevel because of the collision. If there is
no collision, the component can be disassembldaisievel.

- Third, removed components can be disassembletieénupper levels, cut off the arcs,
recheck the remaining components again and so on.

Note that the process for building the DGCG, stapen all the targets appear in it. Based
on the flow chart presented in Fig. 3.10 a pseustte @associated to the method was developed for

implementation (Table3.1)
Table 3.1 Pseudo code of disassembly geometry aimgagraph building

Initialization
n=0: level
X, Y...: any component
A : any product for disassembly
[J Target >CA , following “Ode Geom”, then Building contact és according to the contac
information.
Loop: x ==bolts or nuts?
Loopl: If yes, collision with any otramponent (y)?
If yes, redaf?;
Else, componebelongs to n+1 level
Loop2:  All targets reached?
Ifsyd=nd
Elséetentire remaining components reached?
If not, x++, (go to loop)
Else, cutting compamts (n+1 level), x points to one of the reme
components,
(go to loop )
Else, SDR>=07?
If yes, go tolsabn detection (go to loop1l)

Else, recoMdS}, ;, go to the entire remaining components reachedddoop2).

3.3.2 Three Micro-units
The next step consists in generating the disasgeselguences according to DGCG. For this
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purpose three cases, called micro units, whichidensll the possible situations of relationships,

among the components in the DGCG are addressed3(Eih). Suppose x is the target component.

ﬁ i-2 j Level i-2
\
\

Z \ z ‘

| \ ‘

\‘ \ Level i-1 Level i-1

\ Level i-1 ‘ /

\ \ |

| | |

/- v NS* )
\)VDZ NSZ Level i \)Q_Jé.—z Level i @JNSSXZ Level i

Cxw cxw i-1

i-1 i

-1

Micro-unit 1 Micro-unit 2 Micro-unit 3

a) b) c)
Figure 3.11 Three typé#icro units for DGCG building.

Casd.: Micro-unit 1. Transition from No SDRNS to Collision C).

In micro-unit 1 (Fig. 3.11a), suppose the targehponent x is in collision with component
w in level (i-1), labeled a€;”". Suppose also it has no SDR, in level (i-2), labeadS} .
Component w has to be moved before the target coemox because 6£*". Therefore the next
target, called auxiliary target, should be componenHowever, if the component w is in the
lower level instead (means that component w cabaatisassembled before component x), in this
case, component y should be the auxiliary targeaunse it connects with component x. Although
x has a collision with w, but after removing compnhy, component x can change its direction of
disassembly. Therefore, the component y removingala the collision between x and w. As
seen from Fig 3.11, component x has changed itsssfeom NS{_, in level (i-2) toC{"7 in level
(i-1). It means that component x cannot be disablsinn level (i-2) because of no SDR. After
removing the components in level (i-2), componerarnot be disassembled because of collision
in (i-1) level C;*Y)). Therefore, the components in level (i-2) conedarith the target component
x are responsible for this change (called also sttem). Thus, component z should be
disassembled first to reach component x.

In order to illustrate this case, a relatively sienpxample is shown in Fig. 3.12a. The target
componentx is connected with componegtby two fastenerz. Componentw is the ground
component defined as the components upon whichdstthe rest of the assembly. In order to
obtain SDR, fasteners should be moved first. Then componenwill have a collision with
componeniv. However, it is not possible to remowebefore component because componemt
is the ground part. Therefore compongrbeing in contact witl, should be disassembled instead.

After removing componeny, componentx will have new SDR thus avoiding collision with
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componentw. Consequently, the disassembly sequence—$zyy,x}. In this notation,x is the

target component, {z,y,xis the feasible disassembly sequence.

Z. (fasteners) Z, (fasteners)

a) b)

FiguB.12 Examples for micro-units.

Case 2: Micro-unit 2. Transition from Collisio@)(to Collision C)
In micro-unit 2 (Fig. 3.12b.), suppose targét in collision with w in level (i-1) labeled &% .

Suppose it has also collision with component \eirel (i-2), labeled ag:*", in . (Rq. Component
v, which stands for any component in the prodwgeat shown in the figure). If component v is
supposed to be component w, the auxiliary targetilshbe w. If component v is distinct from w
and its disassembly level is the same or upper tharevel w (it means the component v can be
disassembled before or at the same time with thgpoaent w), v should be the next disassembled
component. For example, in Fig. 3.12b, target X Wwadve collision with component v after
removing fasteners z between x and y. In the samg according to the relationships between y
and x, after removing y, component x will have isodin with w. After removing component y, the
collision of x will change into collision with w. #the removal of component y causes this
transition, it should be disassembled before vihdf disassembly level of component v is lower
than the level w, component v will be ignored. Tdemponents connected with the target x in
level (i-2) should be responsible for this tramsitfrom C**] toC:*",. Both y and w should be the
targets in order to get x. Component y should be dxiliary target before x. Thus, the
disassembly sequence is>%z, y, w, x}.

Case 3: Micro-unit 3. Transition from no SDR (N&nho SDR (NS)

If the target component x (in levglcannot be disassembled in level i-1 because @D

labeledNS ,, all the components connected with x in the upgezls should be the next auxiliary
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targets. Because x cannot get SDR, it is necessanove its surrounding components (to get the
SDR). As shown in micro-unit 3 (Fig. 3.11c), compots y and z should be the next auxiliary
targets. This means that if the target does nog lsallision with any components, the components
in the upper levels connected with the target shbel disassembled in order to get the SDR.

The pseudo codes for the three types of Micro wargsshown in Table 3.2.

Let us note that there is no case of transitiomfi©ollision (C) to no-SDR (NS). In fact,
when collision happens, it means that the movinghmmnent already had its SDR in the
considered level, and consequently it is not pésdidr it to change into No SDR in the lower
levels. Let us note also that, for any target comgob connected with fasteners, the latter should be
disassembled first, if it is possible of course. féisteners cannot be the 1-st-disassembly
components, it means that they have collision widme other components. Consequently, these

collision components should be disassembled béfieréasteners.

Table 3.2 Three micro-unit pseudo codes

Micro-unit 1 ‘ Micro-unit 2 Micro-unit 3

A: stands for any product for disassembly
y: stands for component connected with compomxanti-2 level

For vTargetX€A ,inileve For rTargetXx€A ,inilevel For vTargetx€A ,inilevel
take ;7 Take(;”} and(C;”7, Forj=0toi:
If level (w)<level(x), If w==v, return w, Return target components

return target componen else if level(v)<=level(w), return v| connected
else: return target compq else return targets components | with xin j level

y connected with x in (i-2) leve J++
end for end for end for
end for

Legend: level (x): the level of part x

According to the proposed three cases the disasgesejuences can be performed. For
instance, if component 8 is the target componese (&g. 3.8) it cannot be disassembled because
of no SDR in level 1NS%). It also has collision with component 5 at Ieﬂe(lC?’S). This situation
belongs to case 1. As component 1 is fastener ctechevith 8, it should be moved first to get
SDR. Then component 5 must be moved accordingde &aBut, in order to get component 5,
component 2 must be moved first according to casgenh8s, the sequences will be {1,2,5,8} or
{2,1,5,8}. As components 1 and 2 belong to the sémeee first) level, both sequences (1,2) or (2,1)
are possible. Consequently, the sequences ordearfygt component 8 is-8{(1,2),5,8}. In this
notation, the components in brackets mean that ¢haybe disassembled in any order, here (1,2)
or (2,1).
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Based on the three cases, addressed here aboviiowhehart for determination of the
feasible disassembly sequences is shown in Fig.3.13

The proposed method gives the feasible disasseseljyences, according to the least level
of disassembly, which may result in many sequeifdégre are two or more components lying in
the same level. For example, if two componentscarsmected by fasteners, any of them may be
disassembled firstly if they have not collision wgome other components of course. For this
situation, it is difficult even meaningless to dbxihe bolts disassembling order.

Compared with other methods, our method is morieiefit. It may be evaluated by its
complexity O(sm(n-1))which is lower than the computation complexi®(snf) of the wave
propagation method as mentioned in 83.1. Our noetemoves the useless sequences as the
problem for product disassembly is transferred fanmnvert tree search problem. For a complex
product, for instance, if the target componennishie upper level of disassembly, the lower level
components can be deleted directly thus reduciagtimputational effort and time for sequences
generation. Based on the Flow Chart for Disassemsétyiences generation presented in Fig. 3.13
a pseudo code associated to the method was deddimpenplementation (see Table 3.3).
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Figure 3.13 Flow Chart for Disassembly sequencesgeion
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Table 3.3 Pseudo code for sequences generation.

B: stands for the targets list
X,V I any component
For v TargetxeB,
i= level (x) > 2?:
If yes ;") orNS¥.,?
If ¢%: C% or NSE,?
I€>%:  Micro-unit 2 (Table 2)
ElsESY ,: Micro-unit 1(Table 2)
Els&/S{ ,: Micro-unit 3 (Table 2)
Else, i==27:
If yesC; Y or NSY
If ¢;””: level(component y)==1?
If yemximponent y is first (target components order)
Elsengoonents in level 1 connected with x (target corapts

order),
Else¥Sy: components in level 1 connected with x (targebgonents
order),end
Else: target components order
End for

3.4 Cases studies

The proposed method was tested for disassemblyatipes simulation of mechanical and
electromechanical assemblies with different degreesomplexity. Two examples: electrical
motor (Fig. 3.14) and the wrist of a five degreésreedom robot arm (Fig. 3.15) are presented
here below.

Washer 3

lSmim-xi Coverd Washer6 Shaft7 Press8

Figure 3.14 An example of electrical motor withteen components
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As previously said, the fasteners connecting twaspare counted as one connection. Thus,
in Fig.3.14 screw 11, for example, stands forlad $crews connecting Cover 5 and Box 2. In Fig.

3.15 bolt 3, for example, stands for all the botisnecting coupling 4 and cover 2.

adapter plates

Figure 3.15 Five degree of freedom robot arm wigihteen components

If the target components are respectigeler 5 for the electrical motor (Fig. 3.14)
and the Motors 5 and 13 for the robot arm, thaokbé proposed method the disassembly
process is performed by the following two steps:

3.4.1 Building the Disassembly Geometry Contacting Grap{DGCG)

Level 1

Level 2

Level 3

Level 4

Level 5

Figure 3.16 DGCG for Cover 5 of the electrical Moto
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According to the relations among the componentthenassembly, and the flow chart for
disassembly geometry contacting graph (DGCG) génergFig. 3.10), the realized computer
application allows building the associated DGCGhug, the two five levels DGCG for the

electrical motor and the robot arm are built assshn Fig. 3.16 and Fig 3.17 respectively.

3 6 7 9 15 Level 1
\ / \ \
NS, N
Sl ) Level 2
NS2 ﬂ Level 3
NS/}
NS 2 Level 4
C 51
3
Nt NS Level 5
oL, NS?
ey NS
C, C 41318

Figure 3.17 DGCG for Motors 5 and 13 of the fivgdes of freedom robot arm.

3.4.2 Sequences generation for one target of electricalator

As previously said, the associate DGCG (Fig. 3id@ssimilated like an inverted tree. From
the graph, it is seen that the target componerdrbbe disassembled in level 5. It cannot be
moved in level 4 because of the collision with comgnt 13C>**). Therefore, according the case
1, the next target component should be component 13

In levels 3, 2 and 1, the component 5 does not I$4¥8, therefore, according the case 3,
components 3, 4 and 6 (connected with the tarpet)ld be disassembled first.

Then, component 13 is the target. From the DGCGig@3.16 is seen that component 13
cannot be disassembled in the upper level becau$dodSDR. Therefore, the next target should
be 14 (connected with 13). The reason that targeari not be disassembled in the upper levels is
the same as the component 13, namely No SDR. Tdrerghe next targets should be components
2 and 1.

For component 3 disassembling, according to the 8asomponents 2 and 11, connected
with 3 should be removed previously. For comporé&udisassembling, component 11 should be
disassembled first. All these relationships amortgst parts in the DGCG are presented as
disassembly order graph (DOG) in Fig. 3.18. DO@eserated manually. It allows generating the
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disassembly order for the target component inrkierse arrow side.

Figure 3.18 Disassembly order graph for componeve€s (see Fig. 3.14).

The twenty four possible disassembly segegngenerated by the realized Python

computer program, based on the proposed DGCG maiteodresented in Fig. 3.19. According

to the relationships amongst the components, aiedlsequences are possible. However at this

stage of the study we cannot evaluate the best one.

7| wxPython: stdout/stderr o || B | (]
sa#saEsaE 844 disassembly sequeces for component 5 ££&# 88888848 -
[11, 1,2, 4,3, 14,13, 5], [11, 1, 2, 3, 4, 14, 13, 5], [11, 1, 2, 3, 14, 4, 13, 5], [11, 1, 2, 3, 14, 13, 4, 5]
[11, 1,2, 4, 14, 3,13, 5], [11, 1, 2, 14, 4, 3, 13, 5], [11, 1, 2, 14, 3, 4, 13, 5, [11, 1, 2, 14, 3, 13, 4, 5]]
[11, 1,2, 4, 14, 13, 3, 5], [11, 1, 2, 14, 4, 13,3, 5], [11, 1, 2, 14, 13, 4, 3, 5], [11, 1, 2, 14, 13,3, 4, 5] |E
[[1, 11,2, 4,3, 14, 13, 5], [, 11, 2, 3, 4, 14, 13, 5], [1, 11, 2, 3, 14, 4, 13, 5], [1, 11, 2, 3, 14, 13, 4, 5]]
[[1, 11,2, 4, 14, 3, 13, 5, [1, 11, 2, 14, 4, 3, 13, 5], [1, 11, 2, 14, 3, 4, 13, 5], [1, 11, 2, 14, 3, 13, 4, 5]]
[, 11,2, 4, 14, 13, 3,5, [1, 11, 2, 14, 4, 13,3, 5], [1, 11, 2, 14, 13, 4, 3, 5], [1, 11, 2, 14, 13, 3, 4, 5]]

Figure 3.19 Possible Disassembly Sequences forrGove

3.4.3 Sequences generation for two targets of robot arm

Let us start by the first target component, nanMbtor 5 in Fig. 3.15. The reason that it

cannot be moved in level 3 is its collision witmgaonent 1(C§"1). In the upper levels (number of

level smaller than 4), there is no component 1.r@foee, according to case 1, the next target

component should be component 2, which is connegtéd5. In this case, removing the contact

between 2 and 5 provides the other direction feasgembling component 5 allowing to stop the

collision between 5 and 1, as described in cagéndrefore component 5 cannot be disassembled

in level 3 because of component 2 which cancels abiéision between component 5 and

component Icg"l). Component 5 cannot be disassembled in level Herelbecause of the No
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SDR(NS3 ). The transition fron{NS3 ) to (Cg'l) happens after removing components 4 and 8.
Note that only component 4 has contact with thgelacomponent 5. Therefore component 4 is
responsible for this change and its removal pravithe SDR for component 5. Consequently, the
disassembly sequence for component 5s{2,4,5}.

Then, component 2 is the target, called auxilianget, because its level is lower than the
level of component 4. Thus, component 2 can bessiegabled in level 2. According to the DGCG
(see Fig. 3.17), it has No SDR in the 1-st and 2emdls (NSZ, NS3), which belongs to the Micro-
unit 3 described in case 3. Therefore, all comptmeaonnected with component 2 in the upper
levels should be the auxiliary targets. Bolts 3 &nith level 1 are connected with component 2.
Therefore they need to be removed firstly. Aftemoging these bolts, component 4 moving
provides SDR for component 2. Thus, the sequenualdtbe 2-{(3,6),4,2}.(3,6)}.

Then component 4 becomes the auxiliary target, wban be disassembled in level 2 as
seen in Fig. 3.17. Note that it cannot be disastaimin level 1 because of the No SDRSY).
According to case 3, component 3 removal can peovite SDR. Therefore, the sequence is
4—{3,4}.

According to the above description, the DOG fogéhrcomponent Motor 5 is built as shown
in Fig. 3.20(a). Note that it can be simplifiedtive so called reduced graph by drawing out, in the
lower level, components 3 and 4 as shown in Figo@®). Thus, the disassembly sequence for
target 5 is 5+{(3,6),4,2,5}.

0
@< OO

Figure 3.20 Disassembly order graph for componéa) and its reduced graph (b).

The same analysis can be done for the other taageponent, namely Motor 13, which has:
collision with component 18 in level £'?) and No SDR in level @S3) as shown in Fig.
3.17. The component 18 is not shown in the DGC@abse the calculation algorithm for DGCG
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building stops when the targets, here componentanl, 13, are reached. Which means that
component’s 18 disassembly level is much lower ttientargets level. According to case 1,
component 10 removal gives the SDR for componenCbBnponent 12 removal provides free of
collision movement for component 13. Consequettiky,sequence should be2812,10,13}.

Concerning the auxiliary target 12, it cannot madsembled because of No SDR in levels 1,
2, and 3(NSi? NS3? NS3?). According to case 3 and case 4, the sequenceldsHmai
12—{10,(11,15),12}.

Concerning the auxiliary target 10, it cannot kmadsembled in levels 1 and 2 because of No
SDR(NS1% NS319). According to case 3 the sequence should be {8 (9,11),10}.

Finally, for the auxiliary target 8, it cannot bsakssembled in level 1 because of No SDR
(NS®). Thus, the sequence should be §7,9),8}.

g " g 7/

0/4 T ag O/v a9

411 a1l / a1l

12- 12
TS TS
13 13
A0 b

Figure 3.21 . Disassembly order graptcimponent 13 a). and its associate reduced graph b)

Consequently, for target 13, the disassembly ogdsph and its associate reduced graph are
shown in Fig.3.21 (a) and Fig.3.21 (b) respectiv@lfaus, the sequences for disassembly of
component 13 is (see Fig. 3.21 b)=3{7,9),8,11,10,15,12,13}.

The input 3D assembly models are based on VTK @lization Toolkit) library and
acquired through a VRML files coming from CAD soéis. The contact identification is based on
ODE Geom (Open Dynamics Engine) libraries (see @mndp The results of generating the
feasible sequences for target components 5 andrliBé five degrees of freedom robot arm are
shown in Fig. 3.22. Note, that there are threeiptessequences for target component 5 (Fig. 3.22a)

and forty eight for target component 13 (Fig. 3)22b

According to the proposed method only the relatednmonents with the target are
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considered, and the process stops automatically Wieetarget component is reached. For target 5
for instance, only components 2, 4, 3 and 6 appeathe sequences, all of its unrelated
components are removed from the graph thus minmgithe model complexity and search time. It
may be noted, that the computation resource andecpmentlycpu time are related with the

number of components (m) in an assembly, and th&euof targets (s) to be disassembled.

] wxPython: stdout/stderr EI@

TEEEEEEEEEEEE disassembly sequeces for component 5 SEEEEEEEEEEE #
[[6.3.4,2,5],[3.6/4,25]1[3.4,6 2 5]

(a) disassembly sequences for target M&tor

5| waPython: stdout/stderr = =R
................................................................................ disassembly sequeces for component 133888883883 88004 S0S RS PRSI SNSRI RRERNEE &
[[15,11,9,7,8 10,12, 13], [11,15,9,7,8,10,12,13], [11, 9,15, 7, 8,10, 12, 13], [11,9,7,15, 8, 10,12, 13], (11,9, 7,8, 15,10, 12,13], [11, 9,7, 8,10, 15, 12, 13]]
[[15,9,11,7,8 10,12, 13],[9,15,11, 7,8 10,12, 13], [9,11, 15,7, 8,10, 12,13], [9,11, 7, 15, 8, 10,12, 13], (9,11, 7,8, 15,10, 12,13, [9, 11, 7, &, 10, 15, 12, 13]]
[[15,9,7,11,8,10,12,13], [9,15,7, 11 8,10,12,13],[9,7,15,11, 8,10, 12,13, [9, 7,11, 15, 8,10,12,13], (9, 7,11, §,15,10,12,13), [9, 7,11, 8,10, 15,12, 13]] |=
[[15,9,7,811,10,12,13],[9,15,7,8,11,10,12,13], [9, 7,15, 8,11, 10, 12, 13], [9, 7, 8, 15,11, 10,12,13], (9,7, 8,11, 15,10, 12,13, [9, 7, 8,11, 10, 15, 12, 13]]
[[15,11,7,9, 8 10,12, 13], [11,15,7,9,8,10,12,13], [11, 7, 15,9, 8,10, 12, 13], [11, 7,9, 15, 8,10,12,13], [11,7 9 8,15,10,12,13], [11, 7, 9 8,10,15,12,13]]
[[15,7,11,9, 810,12, 13], [7,15,11,9,8,10,12,13], [7, 11, 15,9, 8,10, 12,13], [7,11, 9,15, 8,10,12,13], [7,11,9,8,15,10,12,13], [7, 11, 9, 8,10, 15, 12, 13]]
[[15,7,9,11,8 10,12, 13], [7,15,9, 11 8,10,12,13],[7,9,15, 11 8,10,12,13],[7,9,11,15,8,10,12,13], [7. 9, 11 8,15,10,12,13],(7,9,11,8,10,15,12,13]]  _

(b) disassembly sequences for target Mdidr
Figure 3.22 Possible disassembly sequences ftors16 and 13.

For example, the wave propagation algorithm of i8asan and Gadh [Sri, 99a] is of
complexity O(sm2). However, our method’s complexgyO(sm(n-1)),where n is the number of
level in the graph allowing reaching the targete Tisassembly level n is far less than the number
of components m (n<m) thus allowing reducing corapahal effort and time as we claimed in the
Introduction of this Chapter (Section 3.1).

3.4.4 Summary

The disassembly order graph is like a problem wéiited tree containing a minimum set
of components related with the target componerdasdsmbly. Thus, the unrelated components
are eliminated in order to reduce calculation resest For the example @fover 5(Fig. 3.14)
there arel5 components involved in the DGCG. If componeh@or 6, for instance, are
supposed to be the targets, there will be @&bomponents involved in the DGCG. Thus, the
twenty four possible sequences are generated angdaltheDGCG, based on the least level of
disassembly method.

The reason for these different possible sequeneeergted is the presence of more
components in the same disassembly level that earioved in any order. However, in the
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real disassembly process, the purpose of the Uppel components disassembly is to get the
lower level component, which means if there is ande to disassemble the lower level
component, it should be disassembled first. Thos,Jover 5it took 30msCPU for its

sequences generation

3.5 Conclusion

In this Chapter a new method for disassembly sempgegeneration, we called “least level
of disassembly graph method” is presented. Seqsegemeration is based on the notion of
disassembly geometry contacting graph DGCG. Thehgra built on the collision and SDR
detection analyses for each given component insaamably. With the investigated three cases,
the method eliminates all the components unrelaiddthe targets.

The DGCG model contains a minimum set of componezitded with the target. Thus,
the unrelated components are eliminated in ordeetlnce the computational resource. Our
method can generate the sequences for any kindsngblexity of products. With DGCG, the
possible sequences are easily to be generatedleongi the least level of disassembly.

As we previously said, if some of the componenésgapuping in modular units (modules)
every module can be considered as one componestsimplifying the DGCG graph and

consequently reducing sequencing search time.
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Chapter 4

Virtual Reality Environment for disassembly

simulation: sequences generation and evaluation

This chapter presents the basic concept of thealinteality environment upon which
the application for disassembly operations simolatjgeneration and evaluation) is realized.
First, the 3D graphics pipeline in general is pretsd. Then, the key technologies and
devices of the developed virtual reality disassgnapivironment (VRDE) based on Python
programming language and utilizing mixed VTK (Vigaion Toolkit) and ODE (Open
Dynamics Engine) libraries are detailed
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4.1 Introduction

Virtual reality (VR) technology plays a vital rol@ simulating advanced 3D human-
computer interaction by providing users with diffiet kinds of sensations (visual, auditory,
haptic, ...). Virtual disassembly simulations allowsdner to evaluate concepts in virtual
environments during the early stages of produdgde¥®Vith virtual prototyping applications,
the optimal design process fdesign for assembl¢DFA) can be incorporated easily in the
conceptual design stage. Using haptic or auditechriology, allows designers to interact
with the parts with the human basic emotions. Tlo#lision detection and contact force are

transmitted to the operator in real time.
4.2 3D graphics pipeline in general

In order to present the 3D graphic systems theclzagl some more important concepts
related with 3D graphics are addressed here beMarious transformations in 3D graphics
consist in taking an object in 3D and displacingrtthe screen while keeping the illusion of
depth in the scene. The common way to performetiiessformations for each step of the

pipeline is to use vectors or matrix calculatiohjat are presented here below.
4.2.1 Right-Handed and Left-Handed coordinate systems

In VTK library (see Section 4.3) all the rotaticensd translations are depending on the

utilized coordinate systems. For this purpose diter lare recalled briefly.

iy
= \ ¥ 4

=

Figure 4.1 Left-Handed coordinate systems.
For 3D objects visualization most of the existiig) @aphic Systems use the classical
“Cartesian Coordinate Systénvhich main property is that the cardinal axes are
perpendicular. It consists in.
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+ Stretch left Arm and form a 90° angle with Elbow.
« Point with Thumb to the right side Xt
« Point with Pointing Finger up ¢4

« Point with Middle Finger irz direction.

If the middle finger is pointed to the direction, the hand is forming a left-handed cooati
system as shown as Fig. 4.1. On the contrary eifdihection is the zdirection, it forms the
right hand coordinate system. The coordinate systenaery important concept for 3D
graphics, because all the matrix calculations eélatvith transformations (rotations and
translations) are based on the coordinate systemeXample, positive rotation is clockwise
about the axis of rotation in the left hand cooatknsystems. Positive rotation is counter-

clockwise about the axis of rotation in the rightd coordinate systems.

Most of typical 3D graphic libraries for example B®GL and VTK based are using right hand

coordinate system. Normally Direct 3D library usies left hand coordinate system instead.

4.2.2 Coordinate systems in 3D scene

« Graphical overview of the Transformation
The process of displaying a 3D scene inputter graphics is assimilated like taking a
photo with a camera. There are four matrix tramsdrons among four different coordinate
spaces as shown in Fig.4.2. The transformationgsconsists in:
1. Putthe objects (or models, or avatar) in the w(vlddel Transformatioror World
transformation).
2. Define the Position and orientation of the cam#fiay transformatioh
3. Select the camera lens (wide angle, normal ordef@s), adjust the focus length and
zoom factor to set the camera's field of viéojection transformation
4. Showing the image on a selected area of the offeivport transformation
In computer graphics, the transform for a veNexom one coordinate space to another space

V'is carried out by multiplying the vector withtransformation matrix Mi.e.,V' = M V.
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Model in

Mo§e| in Viewport space Model in camera space

.........................................................
..........................................................

Figure 4.2 Transformation pipeline overview

4.2.3 Model or World transformation

Each object in a 3D scene is defined byws coordinate system, named asnitsdel
space Model (or World) transformations allow to place abject anywhere within the 3D
world. They can change the position (translationgntation (rotation) or size (scaling) of an
object as shown in Fig. 4.2. This figure shows becthat has to be first rotated about its
center, and then translated to the position invtbed frame. This is known as thaodel
transformation of world transformation The latter consists in scaling, rotation and
translation of an object in order to match the disien of the world. Note that the
transformation is presented by the basic movenwdritansiation, rotation and scaling.

* Translation
Let us consider the example for the tramségion of a vertex. In (X, y, z),coordinate

system, the vertex can be presented as a vector:

X
o=y

V4

(4-1)
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This classical presentation is based on the ingimd coordinate. Note, that for left hand
coordinate, it can be presented as row vectohdmext, all the calculations, if not specified,

are based on right hand coordinate system.

Ly
12]. Its new position is:
I3

Let us suppose to move verteto a distancé =

x+ 1
y+1
z+ 1,

L = (4-2)

For matrix calculation there is no properly matthat can be used directly. Therefore,

homogenous coordinates representing of a 4-codedingctor is used.

X

The vertex v' = )z/

1
corresponds to Cartesian coordinateéw,(y/w, zZ/w). If w=0, it represents a vector, instead of

has an additional fortiwv-component of 1. If wl, then &, vy, z, w)

a point (or vertex). If the vertices are represeénie the 4-componenhomogeneous

coordinateqx, y, z, 1) thehomogeneoumatrix is:

1 0 0 L
0 1 0 1
T= 2 4-2
0 0 1 I, (4-2)
0 0 0 1
Therefore,
1 0 O l1 X l1+x
T-v = 2. =172 4-3
VSl o 1 | |zl T |tz (4-3)
0 0 0 1 1 1

b

where the last column of matrix T = ;2 is the translation vector.
3
1
* Rotation

For the unit circle ( Fig.4.3):
X1=C0S (@), y1=sin (&), %=cos(a+ay), y»=sin(ay+ay).

%=CO0S (g+a,)=C0S&C0Sa -SiNaSing=X1C0S&-Yy:SiN&
y=sin (y+a,) = singCoSa + cosasing = X;SiNa+Yy1C0S&
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Y2
Y1 i,
a1
0 X5 X1 x

Figure 4.3 Rotation in the unit radius cycle

The rotation matrix arounzlaxis is:

cosa, —sina, 0 0
R — sin a, cosa, 0 O
z 0 0 1 0
0 0 0 1
cosa, —sina, 0 0] rx xcosa2 — ysina2
Li—|sina; cosa; 0 O], |V|-|ycosaZ + xsina2
S0 R 0 10 Iz z
0 0 0 1f 11 1

For 3D rotations abowytandx axes the rotation matrices are respectively:

cos a, 0 —-sina, O

_| 0 1 0 0

y sina, 0 cosa, O

0 0 0 1
1 0 0 0
R = 0 cosa, —sina, O
x 0 sina, cosa, O
0 0 0 1

* Scaling

The purpose of scaling transformation is to eitherease or decrease the size of the object. A

3D scaling can be represented in a 3x3 matrix

s, 0 O
S=|0 Sy 0
0 0 s,
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wheres,, s, ands; represent the scaling factorsxny andz directions, respectively. If all the
factors are the same, it is the so calladorm scaling

The transformed resuMt’ of vertexV can be obtained via matrix multiplication, as dalk:

s, 0 O X X. Sy
v8|0 s, O -ly =|y.sy
0 0 s, 'z Z.Sg

+« Combination of the transformations

In most cases it is necessary to scale the ohjeotder to fitit with the 3D world: rotate it
into the required orientation, move it somewhete, i order to perform the above series of
transformations the vertex position have to bytipligd by the first transformation matrix
and then the obtained result to be multiplied k®yriext transformation and so on.

Thus, a successive affine transformatidRs R, T1, To, T3 ...) operating on a vertéxcan be
computed via concatenated matrix multiplicatiofis= ... T3T,T:R1R2R; V. Note, that the
order of matrices is influencing the results of gasition of 3D object. In 3D graphics it is
common to scale the object first, then to rotatenidl following by a translation then apply

camera transformation and finally project it to 2D.

Final position

¥ Final position

(&) Translation first. (b) Rotation first.
Figure 4.4 Rotations and translations.

Let us consider the translation first. In this ¢asis difficult to set the object position in
the world. In fact, when moving the object awaynirthe origin and then rotate it, it goes
around the origin which actually means that wedlate it again as shown in Figure 4.4(a).

By rotating first and then translating we discorinégx® dependency between the two

operations as shown in Fig.4.4 (b). This is whig ialways better to model around the origin
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as symmetrically as possible. That way when latersaale or rotate there is no side effect

and the rotated or scaled object remains symmeaschefore.

4.2.4 View transformation

After arranging the objects in the 3D world, thextngask is to define the camera
position in the World space. This process is calied transformatior{see Fig.4.22).

In the most application cases, there are two waysnioving one object in the virtual
environment. One is moving the object itself asspréed in Section 4.2.5 here above. The
other way is moving the position of the camerardality, we want to have freedom to place
the camera anywhere in the world and project thiéces in a 2D plane in front of it. This
will reflect the correct relation between the camand the object on the screen. So, if it is
necessary to move the camera, there are two siejusit.

The first one is to translate the camera to thegimal position of world space which is
easy to realize. If the camera positionds ¢b, ds) and the translation transformation id;(-

d;,-ds), the associate homogenous matrix of the view is:

1 0 0 —dy
r 010 -d
view 001_d3
000 1

In this way, the camera is in the original positafrworld space.
The next step consists in rotating the camera tweae target in world space coordinates. In
fact, it is necessary to find out the locationlad vertices in the new coordinate system that

the camera defines. Therefore=xC - Ox..

¥ Ve
Ya/
Vi C
X
0 / x
X2

Xc

Figure 4.5 Coordinate transformations
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In 3D graphics, the camera is positioned onto tloeldvspace by specifying three
vectorsin world space. For this solution, callet/N camerathe position of the camera is
defined by the following vectors (Fig. 4.6):

* N(Nx, Ny, Nz} The vector from the camera position to the targkeis vector
corresponds to the Z axis (labeled by N “Normal”).

* V(Vx,Vy,Vz) The upside vector from operator’s head to theisthe camera is
standing upright. This vector corresponds to thex (labeled by V “Vertical”).

* U(Ux, Uy, U3 - The vector points from the camera to its "righitde” when the
camera is pointed at the target, in such a wayNtfU (here U corresponds to the X
axis) form Direct-Ortho-Normal coordinate system.

Object

Figure 4.6 Camera space

The view homogenous matrix (in rotation only) is:

Ux Uy Uz 0
Riies= Vx Vy Vz 0
Nx Ny Nz 0
0 0 0 1

Finally, the view homogenous matrix combining tiwe operations (rotation and translation)
Is:

Ux Uy Uz 0]t 0 0 —d;
_|V 4 Vz 0|0 1 0 —d
Mm'ew =Riewlview= NJ; N:})]/ Ni ollo o 1 —dz
3
0 0 0 1110 0 0O 1
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4.2.5 Projection

After moving the camera, the next issue is to @efinat can be seen from the scene. This is
done by selecting a projection mode (perspectivertdrogonal) and specifying a viewing
volume orclipping volume Objects outside this volume are clipped out & s#tene and
consequently cannot be seen.

Before introducing the clipping volume, there a&® hotions that need to be defined namely:
projection planeand projection window The projection plane is a plane which is paratbel
the Oxy plane in the camera space. Obviously, mentire projection plane is visible. Only
stuff in a rectangular area (called projection vowyl can be seen which has the same
proportions of the screen.

y A

P
rd
Projection plane”
N
e Prcﬂection window

N
\-;

Figure 4.7 Projection plan and window

In general, the height of the scregis defined into the unit size. Therefore, the hewftthe

window will be 2. The distance between the praggcplanes and the cameradidt is
obviously thatan (%) =1/d =>d = 1/tan(%). For a given point (x, y, z) in the 3D world

we want to find its projected coordinates, () on the projection plane. For thg

component,y/z=y,/d => y,=yd/z ,therefore:

7Y
W an (@)

2

For thex,,component

x/z= x,/d => x,=xd/z, therefore:

X = x
W_tan(%).z
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The size of the projection window has to be consdeas well. Usually, the height of
componenty,) is normalized, thus the projected Y componentigging between (-1, +1).
Concerning the componemn,j, its width will be 2’%scale If the height of the window is (-1,
+1), the width will range betweenstale scal§. For a common 1024x728 screen for
example, thescaleis 1.333. In this way, the division by the aspeatto has the effect of
condensing the points on thkgaxis. Thus:

7 (4-4)

and

Xw= scale-tan(%).z (4-5)

In this way, the projection window position of thbjects can be gotten from their position in
3D world by eq. (4-4) and (4-5).

Note, thatz component should not influent the positiorxgfandy,,. It should be used for the
depth test in 3D model displaying process. Thetiscto normalize the value for all the
vertices. Thus, all the positions in 3D world aréided by thez value. However, the original
z value must be saved in order to perform the degghlater on. So the trick is to copy the
original z value into thev value.

In this way, the components’ positiox(,z,w in the projection window are:

1

— 0 0 0
Xy scale-tan(g) X
Yw| = : 1Y i
o|=| P wd Oz “o
w 0 0 0 0] tw
0 0 0 0

It is pointed out that, the components’ positiarthe projection window is not related with
the z value. At the same time, the z value is saved wtwalue for later depth testing.
However, the whole process is not finished yet. Tdémaining problem is how to use the
valuez in order to perform the depth testing. Accordiaget]. (4-6), all the will become 0.
For depth testing, as shown in Fig.4.8, thalue should be in the view volurZenear<zZ <
Z-far.

87



Z-far

Figure 4.8 Depth testing.

After dividing all the positions of 3D model in 3&orld byz, all the value should be mapped
to[-1, 1] range. Let consider the function of projectif{@)=Az +B,whereA andB are
arbitrary constants to be calculated sucA-8B/s should be iff-1, 1]. Thus, the last problem

is to find the right A and B. As seen from Fig.AMenz= Zneat A+B/z=-1.

Therefore,

A+B/zNear=-1

Similarly,

A+B/Z-far=1

(4-7)

(4-8)

From equations (4-7) and (4-8) we have:Z8="2°Y gnd  A=Zc 27T

zNear—zFar

- W= Yw
Consequently: Xw=p.X, o Jtost

1
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is the projection matrix.
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4.2.6 Viewport Transformation

Firstly, all 3D objects have to be imported intorldospace. Secondly, they have to be
transformed into the camera space. Then all théigos of 3D model have to be projected
into 2D computer screen. At last, all the positiblase to be shown in a rectangular display
area on the screen window. This area is caliedvportwhich is measured in the screen’s
coordinates. This viewport is defining the size dahd shape of the displaying area for
mapping the projected scene captured by the caomoathe window. This shape area can be
or not the entire screen.

In 3D graphics, a viewport is 3D view to supppdrdering, which is needed for situations
such as ordering of overlapping windows. The Viewgoansformation is calculated by the
so calledviewport matrix This matrix is calculated by the product of tledldwing three
matrixes. The first one, calledflection of y —axisis defined as:

1 0 0 0
do =1 o 0
M=o o 1 0
0 0 0 0

Then, after reflecting of all the data, it has éodealed according to the size of computer

screen or the size we want to define. $Sbaling matrixis:

w/2 0 0 0

M,= 0 h/2 0 . 0
0 0 maxZ — minZ 0

0 0 0 0

The third matrix represents the translation ofdh&a origin to the center of the screen or the

place we defined before. The translation homogenuaisix is:

1 0 0 minX +w/2

Mg= 0 1 0 minY + h/2
0 0 1 minZ
0 0 0 1

Thus, the viewport matrix 8l viewpor= M3M2M;.

4.3 Visualization Toolkit

After presenting the general pipeline of the 3Dphra here above, the purpose of this section
is to do an overview of the Visualization ToolfTK) upon which the proposed application
(in C++, Python) is built.
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In the application, VTK library is used for displag 3D model. It is an open-source, freely
available software system for 3D computer graphingage processing and visualization. The
central structure of the Visualization Toolkit mag represented as a pipeline of data, starting

from a source of information and arriving to an geaendered on the screen.

4.3.1 Pipeline for VTK

VTK is freely available open-source systeam3D computer graphics, image processing

and visualization. The object oriented VTK is rdpidecoming the standard for scientific
visualization toolkits [Sch 96, Kok O7This is an open source class library containithayge

number of functionalities for scientific data pretsion

[SourcesH Filters H Mappers H Actors H Render ]

Read data modify data Create object Control property of object Show object
according to data  Color or transparency ...

Figure 4.9 Pipeline for VTK library.

The pipeline for VTK can be described as follow(igg 4.9):

e Sources
Sources are the data needed to be showimeoscreen. Basically, two kinds of sources
are available for application. First are the Readehich are used for reading data out of files
in a range of formats. The other kind of sourcegeiserated by functions or other data flow
based on the input parameters (e.g. a cone souhie) generates information describing a
cone by its radius and height). In general, any \€bikhponent that does not receive a flow of
data from some other VTK component can be congidesea source.
* Filters
Before showing the 3D date (sources)hmndcreen, Filters may be used in order to
modify the data in some way. For example, Filtees/raxtract some portion of a large data
set or subsample data sets from a coarser regoligtia finer resolution, and merge multiple
data into a combined output. The key concept ofefslis that they can be optional
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components of the VTK pipeline. Thus, VTK can irdgumore than one filter, often three or
more.

* Mappers

After filtering, all data can be transferried"Mappers". “Map” the data from source file
to a physical manifestation can be performed byréinelering engine. However, sometimes it
is possible to confuse Mappers with the Filtersr e&asy way to distinguish them is to divide
the pipeline into two segments. First is teta processing segmeimicluding sources and
filters. The second segment is theage processing segmenmhich includes actors, renderers
and windows. Mappers serve as the transition betwee two segments. The data through
the mappers is used as input for the Actors. Nibtat Filters cannot be used as way for
changing the sources data. The data through ttezsfican be used as input for the other
Filters or other Mappers.

* Actors

All the data from the Mappers is used awinjr the Actors. We can consider that
Actors are a physical representation of the datalwbontrol the adjustment and appearance
properties of the physical manifestation of theagd&dr example color, transparency etc.

* Render
Render and windows are the last item of Vploeline, which are in charge of
visualization on the screen.
Note thatthe data function for VTK is very powerful, allovgrto display any kinds of
shade function as shown in Figure 4.10.

i e <= 57 \isyalization Toolkit - Wind20... (il {E) e

Figure 4.10 VTK examples

For interaction with the data, VTK emplay® concepts opicking and3D widgets
Picking is used to select objects in the visualiratwhile widgets to interact with objects in
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specific ways. A widget has a visual representatuithin the 3D visualization. It defines
the behavior that is executed when the widget isipudated. Simple examples of 3D
widgets are: the point widget for probing objedbmimation; the box widget for positioning,
rotating, and scaling of objects, the spline widiggtdefining a spline by editing control
points, etc. These entire characters of VTK are@ghoice for the 3D model visualization
in the virtual reality system we have develope (Section 4.4.5).

4.4 Collision Detection Based On VTK and ODE

Fast and robust 3D collision detectioroathms are always required in the applications
of Computer Graphics. As we are aware, there awe dgooups of algorithms for collision
detection namelyspace-time intersectiorswept volume interferencenultiple interference
detectionandtrajectory parameterizatiarAll of them are intended to be of practical uBee
simplest decisional collision detection problem aljuis described as followsA set of
objects move over a certain time span, to determinether any pair will come into contact.
The more intricate version always needs to findtitne and features involved in the collision.

These aspects are presented in the following sectio

4.4.1 Open Dynamics Engine (ODE)

ODE is a free, industrial quality libramgrfsimulating rigid multi body dynamics, which
is the invisible model for the collision detectiand force feedback. In order to solve the
problem of a polyhedral approximation, the constréased modeling is proposed by ODE.
ODE developed by Russell Smith, http://www.ql2.0dg/, is particularly good for
simulating moving objects in changeable virtualitg@nvironments. This is because it is fast,
robust and stable, and the user has complete ireédahange the structure of the system
even while the simulation is running. Those are fhacipal reasons for choosing ODE. In
addition it has hard contacts, which means thapexial no-penetration constraint is used
whenever two bodies collide. In ODE, the joinaigelationship that is enforced between two
bodies so that they can only have certain positansorientations relative to each other. This
relationship is called a constraint. Note that vgopoint and constraint are often used

interchangeably. Figure 4.11 shows six differemtst@int types.
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ODE “robg#ints: A ball joint, a hinge and a slider.

Body 1 [

Axis 1

Figure 4.11 ODE'’s special purpose joints. Diffdéremnstraint types.

4.4.2 VTK actors connection with ODE models

In VTK, the 3D models are presented by Astduring the disassembly process it is
necessary to get the position and the orientatidhenobjects in ODE, and to resend them to
the center of Actors in VTK in real time. In orderapply constraint forces to an object in the
ODE world, a model calle@ody is created inside containing full information fibre part
such as: material, mass, dimensions, inertia, tyraénter etc. At the same time, another
model calledGeometryis defined for presenting the shape informationhef part. It is used
to detect collisions between bodies and affecte®m@mong them. In this way, the collision is
detected in real time and the force feedback fotikesmoving path to change its directions.
However, ODE does not have its own 3D objects nenddibrary. ODE has his own library
for drawing the feature in the screen, called DriauifS

(http://robotics.naist.jp/~akihikoy/doxy/odeO.83gp___drawstuff.html# deta)ls

Note, that DrawStuff cannot meet our requiremeirtsesit is not convenient for interaction
with the objects. Therefore, we provide the VTKrdity for the interaction with the 3D
models for the interaction parts. As previous sadyTK, the 3D models are presented by
Actors. What we need to do is to get the positiod eotation of objects in ODE and resend
them to the center of Actors in VTK in real timéhelrelationships of the objects in VTK and
ODE are shown as in Fig. 4.12, where two followiags appearing. The center of GEOM is
following with the position of the BODY. The centef Actor is following by the Position of
the ODE object. In fact the purpose is to reallze interaction of ODE objects. The world
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object is a container for rigid bodies and joif@bjects in different worlds cannot interact, for
example rigid bodies from two different worlds cahnollide.

SPACE CoIIspn
Detection
Screen
Interaction
Force
UL FeedBack

Figure 4.12 Relationships between VTK and ODE

In the first impression, this model is perfect floe interaction with the ODE model. However,
when we try to realize the whole process, therehaeeloops in the flow chart (Figure 4.13)
that have to be executed simultaneously. Loophasnteraction with the modgberformed

with VTK. Loop2 is thecollision detectiorperformed with ODE.

Start

| Get position and

Tool pressed ? ; )
rotation matrix

Get ODE model
postion and
rotation matrix

A

| | ' Change VTK |
| Get Tool I |'VTK Component| | ang ;
‘ . > . <——component ‘
l position | Position } . i
} ' | . |position v ;
| | | 1 Set To ODE |
| | | rotation |
} | 1 matrix |
i i NO i i
NO i \l i v !
| | Collision !
| | detection |
i LOOP1 i i

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

Figure 4.13 Flow Chart for Disassembly collisicetettion.
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In the disassembly process, these two loops affextposition of the parts’ models
created by VTK. Two facts have to be consideredhduhe disassembly simulation. The first
one is that all the assembly parts components @maected to each other and the distances
among them are zero (without gaps). So, duringstofi detection, if the distance is zero, all
the parts are supposed to collide in the initisdgghand the algorithm for collision detection
will not be able to run. Sometimes it is even plolesio cause the system crash.

The other fact is when the target pariiding with other components. In this case the
target has to change its original moving directthue to the feedback force. However, the
other components of the assembly will remain inrtimiial position because of the friction.

In order to detect collisions, two methades applied. The first one is the so cakbpdce
collision detectionalgorithm. It consists in detecting the collisioetWween parts in the
different ODE spaces and ignoring the collisiothé# models belong to the sa@®E space
When a3D assembly is imported in the ODE (WRL format),itdlparts are put in the same
ODE space. Then, the collision detection is pergdmanly between components belonging to
different ODE spaces. When a component is disadséimts ODE space changes, then space
collision detection algorithm is called by clickingn ODE button on the disassembly
simulation interface (see Section 4.4.5).

The other method for collision detection isngsihe so calle&inematic criteria of ODE
mass methad~or every ODE body, there is one mass assodatidIf the mass of the ODE
Kinematic is active, the associated model is taavigdo be moved by the collision detection
force feedback. Thus, the method can be used tolaienthe unmovable characters of the
components because of the friction influence (ssxtié 4.4.5).

4.4.3 Stereo Rendering

There are some techniques allowing simulating 3&plgic on a 2D display device such as:
using perspective and scale, shading to confethdepation/animation to see all the sides and
so on. However, the most effective way is binocplarallax, which is a result of viewing 3D
objects with our two eyes. Since each eye receavsbghtly different view (Fig.4.14), our
mind interprets these differences to determinediqgth of the picture. Most 3D movies take
advantage this principle to realize the 3D visiaedring special glasses when watching the
movie). In the evaluation of sequences of disassertiis effect can be valuable to provide
the real disassembly environment for product desagdy evaluation and the stereo viewing
can help in determining the relative positions attecomponent. In order to generate correct
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left and right eye view differences, the proper moetfor rendering the binocular parallax is
the key.

Focal Point

Eye Angle

\

Left Eye Right Eye
Position Position

Figure 4.14 Binocular parallax technique for stereo rendering

Most methods for Stereo Renderiaigg based oriime multiplexedr time paralleltechniques.
Time multiplexed techniques relay on the alterrgatmages. When they are viewed with both
eyes, they appear as one image that keeping junfping left to right. A special glass is
designed so that each lens consists for a liquistak shutter that can either be transparent or
opaque. It makes sure the left eye image is beisggayed, the user’s left eye can see and
similarly for the right eye. This method requiregwing images on a television, not the
monitor connected to computer. Time parallel teghaes can display the images of two eyes
in the same time. The two separate screens areageddor each of the eye. To generate the
two video streams, the technique needs either raphic cards or one cart able to generate
separated outputs. The biggest disadvantage toafipsoach is the cost of the hardware
required. There are still two other technologies dtereo rendering implemented using the
above two techniques. The first one is red-bleu-@een or red-cyan) stereo which is
requiring to wear glasses that filter the entefliggt. Left eye can only see the image a red
filter and the right through a blue filter. The leéits for this method are that all the images

can be displayed on a monitor, paper or film, dhdree needs to view them is an inexpensive
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pair of glass. The second technique is to sep#ratdifferent views by using polarized lights.
In our application, we have chosen the techniqoesstereo rendering using VTK library.

Time multiplexed techniques images are shown &gn4.15.

Figure 4.15 Stereo Rendering.

4.4.4 Force feedback and Virtuose 6D35- 45

In order to perform the disassembly operation satiohs we choose Virtuose 6D35-45. It is
a six degrees-of-freedom (DOF) haptic device, dpadly designed for application in VR

environment. It is especially recommendeddoalel manipulation of virtual objects such as
assembly/disassembly simulation, ergonomic studiesnaintenance training. Modular in
design, it can be purchased as a 3-DOF device,lard upgraded to 6-DOF. The main
characteristics of the used Virtuose we uszd, alkalin GINOVA Platform, Grenoble INP

are:

« Workspace: 450 mm

« Maximum force: 35 N

« Continual force: 10 N

«  Maximum torque: 3 Nm

- Continuous torque: 1 Nm

The original library is on C++. Then C++ librarydeanged to Python. And finally Python is
used to connect with the Virtuose 6D35-ab.
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4.45 The whole VRDE environment

The whole system is based on Python language. dp#re code is presented in Appendix A).
The outputs are3D sound and stereo displays. The interface is dpeedlobased on
Visualization Toolkit ¥ TK) library. We providé/TK library for creation and interaction with
the 3D models. In order to prevent interfering paths geaten, the real time collision
detection is developed based on MBE (Open Dynamics Engine library). As previously
said, ODE is particularly adapted for simulating moving aftgein VR environments thanks
to its advantages, namely: robustness and stalAlitthe same time the user may change the

structure of the system in real time.

The developed software can suppdRL and STLformatfiles. In the example presented
here below, the Solidworks models were importetheapplication irSTLformat (Fig.4.16).
In order to count the pixel for visual scoS) calculation, the target’'s color (here in red)
should be different from the other components (tetaie presented in Chapter 5).

e

Figure 4.16 Virtual platform Interface
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4.5 Conclusion

In this chapter, the related technique of 3D graghpeline and a new application for
virtual simulation based oRythonprogramming language associated WhK and ODE
libraries were introduced. The related device far performed experiments and the collision
detection algorithm was also introduced. The apgibn is the principle software used for
performing disassembly operation simulations anal éwamples for disassembly simulation
are presented in Chapter 5. At this stage we cgntbat the software can be naturally

adopted by a variety of virtual environment appimas for A/D sequences evaluation.
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Chapter 5
Method for disassembly operations’
efficiency evaluation. Integration in Virtual

reality environment

This chapter presents a method for evaluation sasiembly sequences. The design of
a virtual environment and the implementation ofamputer application that supports the
evaluation of disassembly sequences are preserdedledl. The main objective of such
application is to help designers analyzing theidlifty of disassembly operation execution in
a virtual reality environment (VRE). For this pwge seven criteria, divided in two
categories: for ergonomical and traditional procegsevaluation are proposed. The criteria
are presented by dimensionless coefficients auioatigt calculated by the realized

application thus allowing evaluating disassemblgusnces.
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5.1 Introduction

As discussed in Chapter 3, for disassembly it ipartant to eliminate the components
which are unrelated to the target components poicgequence generation. Considering the
least level of disassembly graph method for gemgyadll the possible sequences, how to
choose one with the least cost value in the resslssiembly process is still an issue. Thus, the
evaluation method within the virtual environment walue the disassembly sequences is
proposed in this chapter. The proposed method iasdembly operation evaluation deals

with the following two aspects:

» Considering Ergonomic parameters in virtual reaityironment (VRE).

In the Design for manufacturability (DFM) principénd in particular in the Design for
Disassembly (DFD), an operator is often involvedomder to test two concerns namely:
his/her posture and the visibility of the disasshnparts. One effective and common method
for ergonomic evaluation of A/D operations is usegligital mock-up (DMU) in a VRE.
DMU is a realistic computer simulation of a prodaoechtaining all the required functionalities
for design, manufacturing and product service emvitent. The methods for ergonomic

evaluation in virtual environment (VE) often invela human model.

At the same time, those methods are relativelylyasd time consuming. Thus, their
mainly application is limited in the expensive puots’ development fields. This is the reason
that lots of developments involved in VR with humarodels are limited mainly in big
industries such as: automotive and aerospace.der o0 address this limitation of using the
human DMU, a more simplified method is proposecehedtowing solving the disassembly
evaluation in VR environment. In this chapter, wevide a new way to evaluate the
difficulty to perform disassembly operation sequenin virtual environment instead.

» Considering the traditional disassembly procedueduation method.

The traditional disassembly procedure evaluat®msing a cost function presented in
many works (for more details please referring taa@hbr 2). The majority of disassembly
evaluation research focuses on some criteria celdte the disassembly process in
manufacturing industry such as: the number of pastelved, the tools changes times, the

stability of sub-assembly, the fixtures etc.
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5.2 Method for disassembly operations evaluation

In the proposed method, we aim at dealing withoreicriteria related with disassembly
operation evaluation. The objective is to devedop'R based system enabling interactive
analysis and evaluation of disassembly operatiorcdmysidering the proposed Ergonomic
Geometric Removability of the components and thditional processing evaluation. Instead
of ergonomics simulation with a human model, itoduces some new parameters such as:
visibility, neck and bending scores, amongst othttngs allowing performing and evaluating

disassembling task in a VR environment.

5.2.1 Ergonomic Auto Evaluation method

The purpose of disassembly Evaluation is to obég@iproximate disassembly time for a
product by using formulas derived from the inforimatpertaining to connect parts instead of
disassembling the product in reality. As we memmin Chapter 2 (section 2.4), the purpose
of Ergonomic engineering is trying to fit the taskthe human and not the human to the task
where the key point for an effective applicatioridggain a balance between the human body
characters and the task demands. Thus, in thigethage propose a method for disassembly
evaluation in VR environment. Instead of focusing the authenticity assessment by
comparing the results of VR and real task in rgatite proposed Geometric Removability
Analysis method is focusing on the evaluation ghdsembly difficulty in VE which consists

in:

* Analysing the Physical position of the operator.
In order to address the Geometric Removability sial of disassembly, first a study
should be done on the physical position analysisnathe operator disassembles the product
in the VE. For this purpose four geometrical parargerelated with the human operation

convenient in the VR environment are proposed (&ib):

- the first parameter is angle between the visual direction and the vertical cios,
(less than 90°), if >90°, the operator have to hisghere neck in order to carry out the task.

The visual direction defines the eyes directiothim VE,

- the second parameter is angle loetween the visual direction and the component

moving direction (around 45°, if more than 90°, doenponent cannot be operated properly),

- the two other parameters are the horizontahdcs ¢ between the operator's position

and the center of component, and the distapd®tiveen the operator’'s eye and the center of
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the component. They measure whether the operatasn® bend over for completing the
operation. For a disassembly operation, the leastevof d is normally fixed by the
workspace itself or the fixture. For better visilyild, must be shorter. In this case the operator

needs to bend over for completing the task.

visudl direction

Distonce limits

Mowving direction

Figure 5.1 Four geometrical parameters related witthe human operation.

* Replacing the human eyes by a camera.

Its principle idea consists in using a camera tplace the operator for automatic
estimation of the ergonomic parameters. Howevas, ftethod does not consider the VR
environments and the interaction operation durigdisassembly process. Here, we propose
using a camera to replace the 3D human model anricular the eyes of the operator.
Then the analysis of the distance and angle relatbdthe component disassembly operation
direction, and the component position in the VEused for the removability evaluation by
considering the proposed ergonomic parametersy2ig.
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Figure 5.2 Camera as the eyes of the operator.

* Ergonomic Auto evaluation

Three criteria for ergonomic disassembly evaluationproposed:
1) visibility score (VS)

Replacing the human eyes by a camera has limigatisrthe human physics is not taken
into account. In order to address the visibilitpre; the method we propose have to consider
the human physics as well. Thus, in the procesgpefation, the initial position of the camera
should be the eyes of the operator by considerisiydr height (Fig 5.2).

In order to calculate the visibility score for altoimr example (Fig.5.3 and Fig. 5.5a),
firstly, the camera should be in the direction #mel position of the human eyes. In this way,
there are two images taken by a camera. One isahétself noted by red pixels. The other
image is the bolt in the assembly surroundings. ddier pixels, here in red, stand for the
visibility of the target part. Then, the numbers mxkels in the two images are counted
automatically in time using open CV library.

Thus, the operations’ ranges should be limitechan movements of human’s head and
body.

In the disassembly model, all previously disassemhphrts are displayed in one image taken
by the camera. The color pixels, in red in the asbembly (Fig 5.4.a) stand for the visibility
of the target part. In another image, only thegiisanbly part is displayed (the other parts are
hidden) which shows the maximum visibility for tipart (Fig 5.4.b).
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Bolt self

Bolt in Assembly

Figure 5.3 Visibility for a bolt.

It must be noted that, for these two images, tistadces between the camera and the
part should be the same. Then, the number of pixelhe two images is automatically
counted. In this way, the ratio of red pixels betwehe visible portion (Fig5.4.a) and the

whole target part (Fig 5.4.b) is used for measutirggvisibility of the concerning target part.

(a) Targettparthe Sub-assembly (b) Target part

Figure 5.4 Calculation of the visibility score (reighlighted areas).

Thus, the proposed visibility score v is definedtses ratio between the number of red
colored pixels in the current imagg of the target part (Fig. 4.a) and the number af re

colored pixels of its whole imagg (Fig. 5.4.b) captured by the camera:
vz (5-1)
Vb

with w# O.
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If there is no obstacle part to hide the targed wisibility score is 1. If the target part is
completely hidden by other parts, the visibilitypse is 0. Thus, the average visibility for the

disassembly sequence is:

1y
Mi=o (5-2)

where: m is the number of components in the assembl

The pixel counting is based on the OpenCV libranygpf//opencv.org/). In order to
calculate the visibility score and the pixels oe ttarget, its color (here in red) must be
different from the other components in the assembby this purpose the other components
are becoming black colored in grey scale as showig. 5.5b.

a) Mechanical assembly with disassembly targets.
As a result, visibility scores v for the two targetre: Screw 1: v=0.249646393211 and

for Screw 2: v=0.168912236542. Therefore, for huroperation Screw 2 is more difficult to

be disassembled in the VR environment as its de@maller than the score of screw 1.
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Pixel for screw in assembly SE—

Pixel for screw itself

b) . Pixels for screw

Figb.5 Pixel calculation for target components.

i) Neck score (NS)
Two types of Neck Score are usually used for ergooevaluation: component heads
and text heads. Here, we use Rapid Upper Limb Asseist (RULA) algorithm proposed by
McAtamney and Corlett [McA 93] in order to evaludtee exposure of workers to risk of

upper limb disorders.

B. Neck, Trunk & Leg Analysis

Step 9: Locate Neck Position
o to 10 10 fo 20 20+ 2
Y - I SXension

+1 +2 +4 +4

Ll —— s — ~ Step 9a: Adjust

=Final Neck Score If neck is twisted: +1; If neck is side-bending: +1

Figure 5.6 Neck part from RULA sheet [McA 93]
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Neck score (NS) measures lateral and forward mtatngles of the neck. There are two

angles susceptible to affect the neck fatigue.
The first one is the forward rotation angl€f€ig. 5.1). The forward scofie we propose

F=1-—9l %% (5-3)

2T

According to RULA sheet (Fig. 5.6), if angle is more than 90° or less than 70°, the

forward score is 0 (zero).

The other angle is the lateral rotation anglefcthe neck as shown in Fig 5.7. If the

value of g is between 0° and 20°, the lateral rotation ssave propose is:
s=1-=9c3/m (5-4)
Thus the average Neck score NS we propose is:
NS + 5)=1 — Zte) (5-5)
In the realized application, we consider that & tralue of ¢ is more than 20°, the side
scores for lateral rotation is s=0, which implikattthe side bending is too big for the operator.

Finally, the total neck score NS can be calcdlai®

0 ( C1,C3 > 1'[/9)
9(c1+c3)
2T

NSZ{N =2(f+s)=1- (c1,03<3) (5-6)

Figure 5.7 Neck lateral rotation.
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iii) Bending scoreRS

Another parameter which is affecting the ergonorhthe disassembly operation is the
bending scoreRS. Its value is calculated from the trunk bendingla as shown in Fig.5.8.

ralsoift otorr 0 to20° Step 10: Locate Trunk Position
frunk is - 20¢ o 60
well " | 1Y +3
sup- 4
pged 1\ (i {\ st 1 v e
while '
sealed; sealed +4
2ifnot | - 20 e ‘
Step 10a: Adjust
= Final Trunk Score

If trunk is twisted: +1; If frunk is side-bending: +1

Figure 5.8 Bend over referencafiRULA sheet [McA 93].

If anglec, ranges from 0° to 60BSis defined as:

BS =1— 6¢c,/m (5-7)

Note that in the worst case¥60°), the bending score is 0.

The three score (VS, NS, BS), proposed here alfovmulate a strategy to create a
simple analysis for ergonomics evaluation. Howettez,problem is how to use this approach
in the absence of 3D human model. For this purpasereviously said, the proposed method
consists in replacing the human model by a caniédra.latter is used to detect all the angles

and distance necessary to calculate the overak sifdhe proposed three ergonomic criteria.

A
Y | (}(2,\,’2,22)
| C??_
|| b —. ({},\,’1,21) \
- z
X L\¢

Figure 5.9 Ergonomic angles and Camera positiatiogiship.
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The proposed procedure using a camera for ergonevalcation consists in:

- Define the work environment.

First the target component is set in the OYZ pl@fg 5.9). Then, the human operation
plane is defined as the parallel plane with OY pasitive x direction.

- Define the position of the camera.

According to the workspace and position of thgeéarcomponent, define the position
of the camera. Note that, the initial position ddatonsider the operator height (size) and the
real distance between the operator and the careraxample, distances dnd d (Fig.5.1)
should not be too small. Because we use cametaach®f human body, the suitable position
for the camera is not known. Consequently it shdadddefined by the operator before the

beginning of the disassembly operation.

- Use the camera to detect the geometrical parasne@mely: distances;dd and

angles ¢ ¢; and @,

tan(cl) = &2 (5-8)
Zy—2Zq
tan(c2) = >ZV—2 (5-9)
2
tan(c3) = z—z (5-10)
2

Then according to formulas (5-1), (5-5) and (5-RAg toverall score OS for the

ergonomic evaluation of disassembly operation is:

OS=VS+NS+BS (5-11)

It considers in the same time the ergonomic pararseif the operation environment
and the visibility of the components. Note, thagythare closely related. For instance, let us
only consider the human comfort. If the visibilggore is low, the operation will be difficult

to realize even with high ergonomic score and vieesa.

* Example of ergonomic disassembly operation evalnat
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In order to demonstrate and validate the proposetthoad an example is presented here
below. The case study involved a portion of bolsagsembly operation in the created VR
environment. The original operation using 3D hurmaodel is shown as in the Fig.5.10.
Instead, in order to avoid using of 3D human modatamera is applied which replaces the
eyes of the 3D human model as shown in (Fig.5.EKperiment consisted on virtual

disassembling two screws from a mechanical asse(figy 5.5a).

Figure 5.10 Disassembly operation case study.

As previously said, the initial position of thenzara should be the eyes of the operator
by considering his/her real height. The activitiesiges should be limited in the human head
and body’s movable ranges. Note, that this istke lgwkward in the scene of the VRE. This
is because, in general, the camera has to obdeevebjects, and can be moved anywhere if
the operator wants to. However, in our applicative, movement of the camera is restricted

in consideration of the human body dimensions.
The mechanical assembly is imported from a CADeysh WRL formats.

In order to prepare the pixel detection for thegygarcomponents, after importing, the
color of the other components (except the targatsket into the same grey color as shown in
the Fig.5.5.a.

As presented here above (see Fig. 5.9), the posith the camera and the object are
first build. Note, that the position of the cameraelated with the human height (here 175cm).
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X v
Figure 5.11 Original positions of the camera araltttrgets.

Then, the operator may remove or rotate the canmethe convenient position for
observation. When the target is selected, its pisklimage and position are record
automatically for later analyses (Rq. The cursothaf tool is disappearing first in order to

save the image pixels).

Then, anglesi¢ ¢, and ¢ are calculated according to the position valuethefcamera

and the targets (screws), by equations (5-8), &né)(5-10) respectively.
And finally get the overall score OS for the opematdifficulty evaluation by eq. (5-11).

Let us note that, the values for visibility of afpdepend on the way that the operator is
handling the components in the VRE. Two screwssdisably operation were involved in the
performed experiments for disassembly simulatidxording to the proposed method for
disassembly operation evaluation (formulas forttiree scores) the results for overall score

(O9 for each disassembly operation (screw 1 and&@¥khowing in Table 5.1.

It is seen that screw?2 is more painful for the apmrneck as NS of Screw 2 is less than
NS of Screw 1. Concerning bending score BS of S@ésvsmaller than BS of Screw 1 which

means that the operator needs to bend over modidassembling screw 2.

With regard to visibility score (VS); screw 2 is meadifficulty to be seen compared

with screw 1 as its VS is smaller than screw 1.
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In conclusion, the overall score of Screw 1 is bigdpan Screw 2 which indicates that it

will be easier to be disassembled in ergonomictpafiview.

Table 5.1 Overall score for screws disassempération

Geometric Removability Analysis
) o Bending | Overall | Evaluation
Operations Visibility score Neck score
score score
VS NS
BS 0S
Screwl 0.654334 0.718317 | 1.0 2,372651 Easy

5.2.2 Traditional processing evaluation method

The traditional called also processing skemnbly evaluation procedure, instead of
considering the ergonomic evaluation, considersesoriteria related with the technological
conditions for disassembly process execution. Thues,propose four new parameters for

disassembly evaluation presented by dimensionl&gsia which are:

o Stability of sub-assembly.

Unlike assembly operations, the stability of th&-sssembly is an important property
for the disassembly operations evaluation. Theagdembly is defined as the remaining parts
of an assembly (mechanism) after removing the atirtarget part. Thus, sub-assembly
stability is defined as the possibility of the remiag parts to be in steady state when a part is
taken away from the assembly. For unstable subyddgedisassembling, some extra fixtures
and tools must be involved; otherwise the operatidhbe dangerous for the operator. For
this purpose gravity is implemented in the propossgthod in order to simulate the real

gravitational environment. Thus, the stability s&ta of the sub-assembly is defined by:

Sta= 1—i
m

(5-12)

where: f is the number of the components fallidgwn in the gravitational field,
calculated by the developed software. The valué&taf ranges from 0 to 1. For =0, the

stability is maximum, consequently Sta=1. The weitstation is for f=m, when Sta=0.

* Number of tools’ changes
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During disassembly operation the number of tool&nges is an important factor for
the operation time estimation. For a product wittc@emponents, the worst situation for the
number of tools’ changes (n) is when n=m-1. It nsetrat for the disassembly of each part,
the tool has to be changed independently on thebeunof parts. The dimensionless

coefficient of tools’ changing T is defined as:

m-1 (5-13)

where nz2 and 0. The value of T ranges from 0 to 1. Obviouslg best situation is
when it is not necessary to change the tool (ne@jisassemble the components. This is the
ideal situation and T=1. If n=m-1, as mentionedehabove, this is the worst situation with
T=0.

» Set of directions for removal (SDR)

As it was said in Chapter 3 (Section 3.2.2) theidbadea here is to use the contact
surfaces of the components in order to determieerdiguired set of directions for removal
(SDR) (Pom 04). SDR represents the possible separdirections of a component with
regard to its surrounding components. To removealget component from a product, each
of its contacts has to be identified in order to tipe possible SDR. Concerning the contact
identification for A/D simulation we used the methof lacob (lac 08) based on the analysis

of the functional surfaces of the parts.

For a component moving in 3D environment with 6 D@t disassembly directions
are in the #r® surface where r is the radius of the sphere @=itR). This surface is the image

of 360° volume angle. Therefore, for any SDR, ttsaskembly surface for a component is:

s@8)= [ [ r*sinaiadp (5-14)

where:0 andg are polar and azimuthal angles respectively.
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O » V

Figure 5.12 Surface representation of the disasiyeanigle.

Consequently, the relative score for the disasgemnigle C for a component can be
calculated as the ratio between the disassembfacgiangle and the whole surface of the

sphere:

Z=—[" [sinaaip (5-15)

We consider that is the image of SDR in 3D space. The value ofrigea from O to 1.
The best situation is when C=1 (all the possibleentents are feasible) and the worst one

when C=0 (there are no possible movements).

e Changes of the path orientation
Another essential criterion to estimate the diffigo disassemble a part is the changes
of path orientation. Let us consider a path andiaber of points A, B, C on it situated in
equal distance (step) u mm chosen by the operatgr5t13). At each point, a tangent vector
on the path (curve) is defined. The first one idedareferent vector, situated in the beginning

of the curve (here in point A).

Then, the angler between the referent vector and the next tangectov, called local
vector, (here at point B) is calculatedalfs smaller than a limit, imposed by the operétfor,
examplea<< 773, it is considered that there is no Path orientatbanging. Then angle
between the tangent local vector in point C andéifierent vector is calculated.dfis bigger
than the limit, it is considered that the directioas changed. In this case, the local vector

(here in C) becomes the referent vector and so on.
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Figure 5.13 Path orientation changing.

A dimensionless coefficient P is proposed allowasgimating how many times the path

changes its direction orientation. Thus, the preggsath orientation changing P is:

1 i(l‘c;)

T t+le i+l (5-16)

where: t is the number of times for orientationraiag. The value of P ranges from O

to 1. The ideal path is when t:a;, =0, the path is a straight line, and consequently. Foi

a.

=7l p=0, which is the worst situation. The four aidepresented here above by

dimensionless coefficient are integrated in a \aleality disassembly environment (VRDE),

thus allowing to evaluate the disassembly sequénoegplexity.

5.3 Implementation and results

An application for disassembly simulation was depeld running on the proposed
virtual reality disassembly environment VRDE (Cleapt). Here below it is illustrated by an
example of a five-parts mechanism (mechanical ass@rdisassembling (Fig. 5-14). The
disassembly experiment consists in moving all tw¢spfrom the mechanical assembly to the
destination vertical surface (wall) as shown in.BEgdl4a. As said in Chapter 4, the collision
detection is performed with ODE. Note, that ifadlision happens, the collision force
changes the moving direction of the VTK model.
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] Visualization Toolkit - Win320penGL #1 [l ]

a) Cross section front view of the mechanical assgmbl

7| Visualization Toolkit - Win320penGL #1 (|2 3]

b) 3D stereoscopic view
Figure 5.14 Assembigw in virtual reality environment

5.3.1 Simulation process
The process for disassembly simulation evaluatmmsists in two main steps, namely:

operationandcalculation

(1) Operation (manipulation) of the camera: As pasly said, the operator removes or
rotates the camera in a convenient position forentaion. As presented in thésibility
scoreparagraph and thExample of ergonomic disassembly operation evalnatif Section
5.2.1, the environment coordinates for the camesatipn and the object position related to
the human heightl{75cn) are first built. We call thithe operation stepf the process.

(2) Calculation of the proposed four criteria fagchnological (tradition processing),

disassembly evaluation nameljisassembly anglegr Set of directions for remové5DR),
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stability of sub-assembhlsime of tools’ changeandpath orientation changin@y calculating
the proposed dimensionless coefficients. We callttiecalculation stenof the process.

I). Disassembly anglé&et of directions for remové6DR),

First, SDR is calculated prior to disassembly openasimulation. It consists in detecting
polar and azimuthal angles according to the assenetdtionships amongst the corposants.
Thus, the value of can be gotten in real time by applying €516

i). Stability of the sub-assembly

Concerning the stability detection, note that cormgrd 5 (Fig. 5-14), being the base
component, is not concerned by falling down undee effect of the gravity. After
disassembling componeritand2, if component is the auxiliary target, componerdsand4
will be in unstable state. In this case, to corgirthe simulation, additional fixtures for
component8 and4 have to be added in order to ensure the staloiithe sub-assembly. If a
fixture is necessary to be added to a componeatatisembly time will increase. For this
reason, in the realized VR for disassembly sequgrmaluation, a punishing time for this

component is allocated by the operator.
iif). Number of tools’ changes

In order to evaluate the criterion number of tootdianges, it is assumed that for
disassembling componen®sand 3, the same tool is used. However, for disassemlitieg

other three components, three different tools aesldor each of them.
iv). Change of the path orientation

Concerning the path orientation change, the trajexgt of component3, 4 and5 in theO,x,y
world coordinate system are shown in Fig. 5.15.ré&foee, in this situation, the sub-assembly
(3,4 will be in an unstable state, which will need m@xtures in order to insure the stability.
Note that collision force feedback leads to théulence of the path’ curves, as shown in Fig.
5-15.
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Disassembly Paths(Sequence:1->2->5->4->3)
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Figure 5.15 Trajectories for components 3 and 4t@bie state) and the removing part 5 (causing this
instability).  andy axes are the coordinates of the parts’ centeraofity).

5.3.2 Results

In order to compare the trajectories of the différ@omponents, during the disassembly
sequence, theathlines (trajectories) for par® 4 and5 in O,x,yplane are recorded (Fig.
5.17). There are four possible disassembly seqgdocehis assembly, namelyl £2,3,4,5,
{1,2,3,5,4,{1,2,5,3,4and {1,2,5,4,3. It is noted that part¢ and2 have the same order in
all these sequences. Their trajectories are the sautt consequently it is useless to compare

them.

The paths orientation change being one of ther@ite evaluate the disassembly
operation, the best one, for pdrtbelongs to sequences,2,5,4,3 (Fig.5.16d) as its path is
nearly straight horizontal line. It may be pointad that for sequenced £,3,5,4 (Fig.5.16b)
and {1,2,5,3,4 (Fig.5.16c) the paths orientation change is akoost in straight lines.
However, the worst path change, for parbelongs to sequences,2,3,4,% (Fig.5.16a),

because it requires some steering to reach thendesh surface.
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Disassembly Paths(Sequence:1->2->5->3->4)
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Figure 5.16 Components’ 3, 4 and 5 disassepitlys for the possible disassembly sequencasdy axes
are the coordinates of the parts’ center of grawvity

After performing the four disassembly sequences, sbores for the four proposed
criteria are calculated (Table 5.2).
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Table 5.2 Criteria scores for each sequence

Ergonom_lc (_avaluatlon Traditional disassembly criteria SUM
criteria
Visibility MEE Bending Disass- NumPerof P"?‘th . Sub-

Sequences of a part S¢Ore score (BS) embly angle tools orientation assembly

P (NS) yang changes change stability
(1,2,5,3,4 10.69857 0.55230 1.0 0.73333 0.0 0.52767 0.6 4.11187
(1,2,5,4,3 10.68685 0.55230 1.0 0.68499 0.0625 0.52670 0.6 411334
(1,2,3,5,4 10.66321 0.41563 1.0 0.71467 0.1667 0.77778 0.8 4.53799
(1,2,3,4,5 10.60232 0.32414 0.79550 |0.63333 0.1667 0.52123 1 4,04322

The latest column presents the sum of the seveeriariscores for each disassembly

sequence. The higher the value is the better sequsenThus, the best one is for sequence
{1,2,3,5,4} with SUM=4.53799.

Let us note that, the values fasibility of a partandpath changinglepend on the way

that the operator is handling the components invittaal environment. However, the values

of disassembly angles (SORhenumber of tools’ changeand thestability are not related to

the operator’s abilities and consequently only adeljpen the mechanical assembly and the

disassembly sequence itself. Two subjects wereliadoin the performed experiment for

disassembly simulations. In order to improve thialbdity of the proposed method, the

average duration of the disassembly time for thesesubjects were recorded as well. The

results for average disassembly time for each sexpuare shown in Table®.

Table 5.3 Duration time for each sequence

Subject 1 time

Subject 2 time

Average time

SEeUEnEEE (seconds) (seconds) (seconds)

(1,2,5,3,4) 48.4850001335 46.2220001221 47.3535001278
(1,2,5,4,3) 46.2139999866 44.1860001087 45.2000000476
(1,2,3,5,4) 40.4040000439 39.0890002011 39,7465001225
(1,2,3,4,5) 44.3980000019 446011113981 44,4995557000

The shortest time is 39.0890002011 sec for sequéh@e3,5,4} performed by Subject 2,

which is consistent with the previous evaluatioastishowing that this sequence is the best

evaluated one according to the proposed criteria.
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5.4 Conclusion

This Chapter introduced a new method for evaluabbrdisassembly operations in
Virtual Environment which combine ergonomic and dtti@nal processing procedure

evaluations.

Ergonomic evaluation involved detecting the distaand angle between the camera
and the target components in order to evaluateetgenomic parameters instead of using a
humanDMU model. For this purpose three criteria nameigibility score neck scoreand
bending scorewere proposed. Thus, the overall score of the geeg three criteria gives

enough information about the operation efficienegleation from an ergonomic viewpoint.

Concerning the traditional processing evaluatidnincluded a set of four criteria
namely:disassembly anglestability of the subassemblyumber of tools’ changeandpath
direction changelt allows evaluating the disassembly operatiomgiexity during the initial
stage of product design or during the Product IGfcle (PLC) in: production process,
product maintenance and at the end of PLC. Theopedd tests, whose a case study was
presented here, demonstrated the efficacy of tbpgzed method. The score results of the
seven criteria, divided in two categories, alloveedecting the best disassembly sequence. It
was confirmed by experimental test thus allowindideing the proposed method. The
method is validated by developing an application ¥otual simulation based oRython
programming language associated WK andODE libraries. The application was tested by
performing disassembly operation simulations ewgdnaand two examples in the case of five
components disassembly and two screws from a meaiassembly were presented. Thus,
the method can be naturally adapted to a varietyirafal environment applications for A/D
sequences evaluation. For the traditional procgssnaluation the test results showed that the
values of three criteria namelgisassembly angles (SDRjumber of tools’ changeand
stability of the sub-assembly only depend on the compléeitgl of the mechanical assembly
and consequently are not related to the operatdities. On the contrary, the values of:
visibilities of a partand path changestrongly depend on the way that the operator is

performing the handling of the components in the VE
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General conclusions

Some limitations of the available techmigufor disassembly operation simulations
stimulated this thesis research on disassemblyatipas simulation includingsequences
generationand evaluation Different existing research methods in the fielddefassembly
sequencingvere presented. We have pointed out #attomatic disassembly sequencing is
an ideal way for the disassembly sequencing. Howekere are two major problems in this
field. One is the representing models for the pobdiihere are many graph based methods or
networks as presented above for representing taBomeships among the parts in a product.
However, the graph-based techniques for examplenatoconsider products geometrical
information data bases. As we are aware, theraaravorks mentioning that these graphs or
networks can be built automatically according totgaelationship in the product. The other
problem is related with the calculation method.iBaldy, all the graphs can be translated into
matrix calculation for sequences searching or ¢alan. Many works, based on some
simplifications hypotheses, only focus on four ot directions to disassembly the product
which is easy to transfer the disassembly calcudatnto the matrix computation model.
However, in the real situation, the componentssdismbly direction cannot be just in four or
six directions and the rotations have to be takea account as well. After getting all the
sequences of disassembly, the evaluation will bgomant for choosing the most efficiency
of them.Thus, the aim of our work was to contribute to modeof assembly/disassembly
operations: sequences generation and their evatuistia Virtual reality environment.

1. First, we have presented method for disassembly sequences generation.nigtbod
consists in setting up a new approach for the sempee generation calleddwest level of
disassembly graph methpdvhich is based on the notion disassembly geometry contacting
graph (DGCG). The graph is built onollision and set of directions for removalSPR)
detection for each given component in an assenfallythis purpose three cases, cali@dro
units, which consider all the possible situations oatienships, among the components in the
DGCG were addressed. With the investigated cakesproposed method eliminates all the
components which are unrelated to the target. Té@sdembly order graph is like a problem
of inverted tree containing a minimum set of comgaas related with the target component
disassembly. Thus, the unrelated components aneinalied which allows to reduce the
number of iterations for disassembly sequence g#ioer and consequently search time.

Compared with other existing methods which can beduin some special situations, for

124



example, the direction of disassembly must be kertar the products must be relatively
simple, our method can generate disassembly segsefior any kind of complexity of
products as the process for DGCG generating autoatigt stops when the target
component(s) is (are) reached. The efficiency @f plnoposed method was proved by its
application, for disassembly sequences generatidn ddferent mechanical and

electromechanical assemblies.

2. Secondly, our thesis proposed a new method Her évaluation of disassembly
operations. For this purpose two sets of criteagehbeen proposed. The first one considers
the traditional processing evaluation and consittsur criteria: disassembly angles, stability
of the subassembly, number of tools’ changes arld giaection change. Then, the overall
score, defined as the sum of them is automaticalgulated by the realized application. It
gives enough information about the operation efficy evaluation from a technological
(processing) viewpoint and allows evaluating theadsembly operation complexity by
considering the real disassembly process. The gesenof criteria concerns the ergonomic
evaluation and consists:ofisibility score neck scoreandbending scoreThe purpose of the
Ergonomical assessment being trying to fit the taskhe human and not the human to the
task, this evaluation is focusing on the conveniehthuman body while performing
disassembly operations. Based on the proposed deethor disassembly sequences
generationanddisassembly operation evaluati@am application for virtual simulation based
on Python programming language associated with ¥m# ODE libraries was developed.

The key point for an effective application is toirga balance between the human body
features and the task demands. Instead of theengos simulation with a human model, the
realized application introduces some new sourcggenforming disassembling task in a VR

environment.

Thus, the score result of the proposed two set<ribéria allowed to select the best
disassembly sequence. It was confirmed by expetmhémsts thus allowing validating the
proposed method. Consequently, it can be natuuskd to a variety of virtual environment
applications for A/D sequences evaluation. The psed application can be implemented into
any existing industrial software, or design toofs particular for product disassembly
simulation. The analysis results and findings destrate the feasibility of the proposed
approaches, thus providing significant assistancehfe evaluation of disassembly sequences

during Product Development Process.
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Assessment and Prospects

Modelling disassembly operations requires a logebdbmetrical, kinematical, technological
and ergonomical data and their synthesis in oreeduce the algorithmic complexity of the
disassembly simulation process. Nowadays, disadgeameration simulation of industrial

products finds a strong interest in interactive idations through immersive and real-time

schemes.

The majority of the works related with disassemé&dguences generation and disassembly
operation evaluation often require tremendous cdatfunal resources while, they often fail
to find realistic and optimal solutions for complproducts disassembly. Virtual assembly
simulations allow the designer to evaluate the eptsin virtual environments during the
early design stage. With virtual prototyping apgtions, optimizing design process for the
design for assembly can be incorporated easiljaénconceptual design stage. Using haptics
or auditory technology, allows designers to interatth the parts with the human basic

motions.

As known, the number of possible disassembly sempgeimcreases significantly with the
number of parts in a product. Thus, the generatioproper disassembly sequences order is

critical.

In the proposed method for disassembly sequencergigon the createBGCG contains a
minimum set of components related to the target. pkeviously said the unrelated

components are eliminated in order to reduce tmel@au of iterations and search time.

At this stage, the proposed VR environment is mohgleted because the presented work is
limited only for disassembly sequences generatiwh their evaluation. However, it is the
base for further extensions and realizations. Inear future it could be the object of a

continuation of studies.
For improvements, we can extend the study in tHeviing direction:

- 1. Concerning the method for disassembly sequergpeneration in virtual reality
environment; future work will consider the integoat of the proposed method for
disassembly process sequence generation and egaluat virtual reality (VR) system with

perception model. Considering the lowest level fagsembly to generate the possible
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sequences, how to choose the best one with lowsstvalue in the real disassembly process

is still an issue.

- 2. Concerning the method for evaluation of disa#sly sequences the score sums of the
proposed two sets of criteria give enough infororatiabout the sequence’s efficacy
evaluation. However at this stage our method doésonsider the ranking of the criteria thus
proposed, as they have the same weight. Thus,efwtrk consists in ranking the criteria
according to their importance. For this purpose enation coefficients can be allocated to

each of them thus allowing a more comprehensivuatiag method.

127



[Ale 11]

[Ash 09]

[Ats 13]

[Bal 91]

[Bar 04]

[Bou 84]

[Bou 02]

References

Aleotti J., Caselli S.Physics-based virtual reality for task learning amdelligent
disassembly planning/irtual reality. 15:41-54, 2011.

Ashvinikumar P., Dibakar, SHaptics Aided kinematic Assembly Modeling and
Efficient Determination of Joint Ranges of Motidi¥-th National conference on
Machines and Mechanisms, NIT, Durgapur, India, Dewper 17-18, pp. 68-75, 2009.
Atsuko E., Noriaki Y., Tasuya SAutomatic estimation of the ergonomics
parameters of assembly operatiol€IRP Annals-Manufacturing Technology.
62(1):13-16, 2013.

Baldwin D.F., Abell T.E., Lui M.C., de Faz T.L, Whitney D.E.,An integrated
computer aid for generating and evaluating asseng#yuences for mechanical
products IEEE Trans Robot Automat 7(1):78-89, 1991.

Barnes C.J., Jared G.E.M., Swift K.Ggcision support for sequence generation
in an assembly oriented design environmé&potics and Computer Integrated
Manufacturing — RCIM, vol. 20, p. 289-300, Ed. Eise, 2004.

Bourjault A., Contribution a une approche méthodologique de Easislage
automatise: élaboration automatique des séquengeyatoires Dissertation,
d’Etat Université de Franche-Comté, Besancon, erat@84.

Bouzit M., Popescu G., Burdea G.C., BorRwnThe Rutgers master II-ND force
feedback gloveln HAPTICS 2002: haptic interfaces for virtualveonment and

teleoperator systems. Orlando, FL, 2002.

[Cam 90] Cameron SCollision detection by four-dimensional interseatitesting IEEE

[Che 01]

[Cru 92]

[Cru 93]

[Don 06]

Transactions on Robotics and Automati6éri3): 291-302, 1990.

Chen S.F., Liu Y.JThe application of multilevel genetic algorithms assembly
planning,Journal of Industrial Technology, vol. 17, n°. 4. ATMAE, 2001.
Cruz-Neira C., Sandin D.J., DeFanti T.Kenyon R., Hart J.C.The CAVE,
audiovisual experience automatic virtual environtndn: Communications of the
ACM, pp 64-72, 1992.

Cruz-Neira C., Sandin D., De Fanti Burround-screen projection-based virtual
reality: the design and implementation of the CAWE Proceeding of SIGGRAPH,
193: 135-142, 1993.

Dong T., Zhang L., Tong R., Dong A, hierarchical approach to disassembly

128



[Duv 13]

[Edw 04]

[Erl 05]

[Faz 87]

[Foi 93]

[Fuc 06]

[Gal 04]

[Gao 98]

[Gar 04]

[Gar 07]

[Gei 96]

[Ger 13]

sequence planning for mechanical produatternational Journal of Advanced
Manufacturing Technology, 30 (5—6):507-520, 2006.

Duval T., Huyen Nguyen T.T., Fleury C., &Hfaut A., Dumont G., Gouranton V.,
Improving awareness for 3D virtual collaboration lembedding the features of
users’ physical environments and by augmentingracteon tools with cognitive
feedback cues In Journal on Multimodal Interfaces (JMUI), 2013loi:
10.1007/s12193-013-0134-z.

Edwards G.W., Barfield W., Nussbaum M.Ahe use of force feedback and
auditory cues for performance of an assembly taskan immersive virtual
environmentVirtual Reality, 7:112-119, 2004.

Erleben K., Sporrting J., Henriksen K., lidmann H., Physics-based animatipn
Carles River Media, Hingham, pp817, 2005.

De Fazio T.L., Whitney D.ESimplified Generation of All Mechanical Assembly
SequencedEEE Journal of Robotics and Automation, 3 (6%0—-658, 1987.

Foisy A., Hayward V A safe swept volume method for collision detecfidre Sixth
International Symposium of Robotics Research, Bitigh, PE, October, pp.61-8,
1993.

Fuchs PLe traité de la réalité virtuelle, vol. 1: L’homnee I'environnement virtuel
Presses de I'Ecole des Mines, Paris, 2006.

Galantucci L.M., Percoco G., Spina Rssembly and disassembly by using fuzzy
logic and genetic algorithmdnternational Journal of Advanced Robotics Systém
(2): 67—74, 2004.

Gao X.S., Chou S.GSplving geometric constrain systems. Il. A symbapipgroach
and decision of re-constructabilit¢ommuter-aided design 30(2):115-112, 1998.
Garcia M.A., Larré A., Lopez B., Oller AReducing the complexity of Geometric
Selective Disassemblyn: Proceeding of the IEEE international Confeesron
Intelligent Robots and Systems, p.1474-1479, Taksamdapan, 2004.

Garbaya S., Zaldivar-Colado, Uhe effect of contact force sensations on user
performance in virtual assembly task&rtual Reality, 11(4):287-299, 2007.
Geigera D., Zussmannb E., Lenz Brgbabilistic Reactive Disassembly Planning
CIRP Annals - Manufacturing Technology. 45(1): 49-5996.

Germanico G-B., Medellin-Castillo H., Lif., Development of a Haptic Virtual
Reality System for Assembly Planning and Evaluafioocedia Technology7: pp.
265-272, 2013.

129



[Giu 07]

[Go 12]

[Got 03]

[Gun 01]

[Hom 90]

[Hom 91]

[Hsi 08]

[Hua 00]

[lac 08]

[lac 10]

[lac 14]

[Jay 99]

[Jay 06]

[Jay 07]

Giudice F., Fargione GDisassembly planning of mechanical systems foricerv
and recovery: A genetic algorithms based approadournal of Intelligent
Manufacturing, 18: 313-329, 2007.

Go T.F.,, Wahab D.A., Ab. Rahman M.N., RarRli, Hussain A.,Genetically
optimized disassembly sequence for automotive coempaeuse Expert Systems
with Application 39:5409-5417, 2012.

Gottipolu R.B., Ghosh KA simplified and efficient representation for ealan
and selection of assembly sequen€mmputers in Industry 50(3):251-264, 2003.
Gungor A., Gupta S. MDisassembly sequence plan generation using a brandh
bound algorithmInternational Journal of Production Research, 3883)}-509, 2001.
Homem De mello L.S, Sanderson A.@ND /OR graph representation of assembly
plan. IEEE Transactions on Robotics and Automation 6g5:99, 1990.

Homem de Mello L.S, Sanderson A.@.correct and complete algorithm for the
generation of mechanical assembly sequenteEE Trans Robot Automat 7(2):
228-240, 1991.

Hsieh F.S.,Robustness analysis of holonic assembly/disasseprblgesses with
Petri nets Automatuca 44:2538-2548, 2008.

Huang H.H., Wang M.H, Johnson M.Risassembly sequence generation using a
neural network approachlournal of Manufacturing Systems Volume 19(2), ip-
82. 2000.

lacob R., Mitrouchev P., Léon J-Contact identification for assembly/disassembly
simulation with a haptic deviceThe Visual Computer, ISSN: 0178-2789, Ed.
Springer, 24 (11), 973-979, 2008.

lacob R.Modélisation cinématique des mobilités de compaspotr des opérations
d’assemblage et de désassemblagese de Doctorat, Grenoble INP, Octobre 2010.
lacob R., Popescu D., Noel F., Louis T.itrbuchev P., Larcher A., Assembly
simulation using haptic devices, MIT 2014 ConfeeeReoceedings, Fiesa, Slovenia,
27.09-01.10 2014.

Jayaram S., Jayaram U., Wang Y., TiruHaliLyons K., Hart P.\VADE: A virtual
assembly design environmelEEE Comput Graph Appl, 19(6):44-50, 1999.
Jayaram U., Jayaram S., Shaikh I., Kim Fajmer C, Introducing quantitative
analysis methods into virtual environment for réate and continuous ergonomic
evaluationsComputers in Industry 57:283-296, 2006.

Jayaram S., Jayaram U., Kim A., De Che@nelLyons K., Palmer C., Mitsui T.,

130



[Jim 01]

[Joh 98]

[Jun 03]

[Kan 01]

[Kar 06]

[Kim 03]

[Kok 07]

Industry case studies in the use of immersive alirmssembly Virtual reality
11(4):217-218, 2007.

Jiménez P., Thomas F., Torras &D, collision detection: a surveyComputers and
Graphics, 25:269-285, 2001.

Johnson M.R., Wang M.H.he economical evaluation of disassembly operations
recycling, remanufacturing and reydat. Jour. Prod. Research, 36 (12), 3227-3252,
1998.

Jung B., Task-level Assembly Modeling imrtival Environments. Computational
Science and its Applications, 2669:721-730, 2003.

Kang J.G., Lee D.H., Xirouchakis P., Persd.G, Parallel disassembly sequencing
with sequence-dependent operation tinfamals of CIRP 50(1):343-6, 2001.

Kara S., Pornprasitpol P., Kaebernick Bglective Disassembly Sequencing: A
Methodology for the Disassembly of End-of-Life Ridd CIRP Annals, 55 (1):37—-
40, 2006.

Kim C.E., Vance J.M.Using Vps (Voxmap Pointshell) as the basis forradgon in

a virtual assembly environmenh: ASME design engineering technical conferences
and computers and information in engineering canfee (DETC2003/CIE-48297).
ASME, Chicago, IL, 2003.

Kok A.J.F, Van Liere R., A Multimodal Viual Reality Interface for 3D Interaction
with VTK,Knowledge and Information Systems, Knowded and Information
Systems, 2007

[Kon 06a] Kongar E., Gupta S.MDisassembly sequencing using genetic algorithnh Jour.

Adv. Manuf. Technol., 30, pp. 497-506, 2006.

[Kon 06b] Kongar E., Gupta, S.MGenetic algorithm for disassembly process planniimg

Proceedings of the SPIE international conferenceeowironmentally conscious

manufacturing (Vol. 1l) (pp.52-62). Newton: Massashtts, 2006.

[Kuo 00a] Kuo T.C.Disassembly sequence and cost analysis for eleetbamical products

Robotics and Computer Integrated Manufacturing4344, 2000.

[Kuo 00b] Kuo T.C., Zhang H.C., Huang S.HDjsassembly analysis for electromechanical

[Kuo 01]

products: a graph-based heuristic approadht. J. Prod. Res., 38 (5), pp. 993- 1007,
2000.

Kuo T.C., Huang, S.H., Zhang, H.@esign for manufacture and design for 'X"
concepts, applications, and perspectiv@smputers & Industrial Engineering N°41,
pp. 241-260, 2001.

131



[Kuo 13]

[Lad 10]

[Lam 03]

[Lam 08]

[Leu 13]

[Lee 94]

[Li 12]

[Lon 06]

[Mar 03]

[Mas 03]

[McA 93]

[Moo 98]

[Moo 01]

[Mo 02]

Kuo T.C.,Waste electronics and electrical equipment disabyerand recycling
using petri net analysisConsidering the economic value and environmeniphcts.
Computers &Industrial Engineering 65, 54-64, 2013.

Ladeveze N., Fourquet J.Y, Puel Bteractive path planning for haptic assistance
in assembly task€omputers &Graphics 34: 12-25, 2010.

Lambert A.J.D.,Disassembly sequencing: a suryvewnt. Jour. of Prod. Res.,
41(16):3721-3759, 2003.

Lambert A.J.D., Gupta MMethods for optimum and near optimum disassembly
sequencingint. Jour. of Prod. Res., 46, 11, 2845-2865, 800

Leu M.C., EIMaraghy, H.A., Nee, A.Y.C., @nS.K., Lanzetta M., Putz M., Zhu W.,
Bernard A.,CAD model based virtual assembly simulation, plagrand training.
CIRP Annals-Manufacturing Technology, 62(2):799-82213.

Lee S.Subassembly ldentification and Evaluation for AddgniPlanning IEEE
Transactions on Systems Manufacturing, and Cybies)&t4 (3):493-503, 1994.

Li J.R.,, WangQ.H. Huang P.An integrated disassembly constraint generation
approach for product design evaluatiorinternational Journal of Computer
Integrated Manufacturing, 25(7):565-577, 2012.

Longo F., Mirabelli G., Papoff. EEffective Design of Assembly Line Using
Modelling & Simulation Proceedings of the 2006 Winter Simulation Confeeg pp.
1894-1898, 2006.

Luis M., Norman M., Terrence FA constraint manager to support virtual
maintainability. Computers & Graphics 27(1):19-26, 2003.

Mascle C., Balasoiu B.AAlgorithmic selection of a disassembly sequencea of
component by a wave propagation methdglobotics and Computer-Integrated
Manufacturing, Vol. 19, Issue 5, October, pp. 438,2003.

McAtamney L., Corlett E.N RULA: a survey method for the investigation ofkw
related upper limb disordey#\pplied Ergonomics, 24(2):91-99, 1993.

Moore K.E., Askiner G., Surendra M. Gup#a, Petri Net Approach to disassembly
process planningComputer Ind. Engng., 35(1-2):165-168, 1998.

Moore K.E., Gungor A., Surendra M. Gupta Retri net approach to disassembly
process planning for products with complex AND/Ofecpdence relationships
European Journal of Operational Research 135:42820D1.

Mo J., Zhang O., Gadh R., Virtual Disassé&minternational Journal of CAD/CAM,
2(1), 29-37, 2002.

132



[Ou 13]

[Per 13]

Ou L.M, Xu X.,Relationship matrix based automatic assembly sempigeneration

from a CAD modelComputer-Aided Design 45:1053-1067, 2013.

Perret F., Kneschke C., Vance F., Dumontr@eractive assembly simulation with
haptic feedbackAssembly Automation, Vol. 33 Iss: 3, pp.214 — 22013.

[Pom 04] Pomares J., Puente S.T., Torres F., CasdelA., Gil P.\Virtual disassembly of

products based on geometric modé&smputers in Industrp5(1):1-14, 2004.

[Pon 13a] Pontonnier C., Samani A., Badawi M., Mamhe P., Dumont G.Assessing the

Ability of a VR-based Assembly Task Simulationualiate Physical Risk Factars

In: IEEE Transactions on Visualization and Comp@eaphics, Vol. 20, No. 5, 2014,
pp. 664-674.

[Pon 13b] Pontonnier C., Dumont G., Samani A., Maide P., Badawi M.Designing and

Evaluating a Workstation in Real and Virtual Enviroent: Toward Virtual Reality
Based Ergonomic Design Sessionslournal on Multimodal Interfaces
http://www.springer.com/computer/hci/journal/12193 (IMUI), 2013.

http://link.springer.com/article/10.1007/s12193-d11338-8

[Pon 13c] Pontonnier C., Duval T., Dumont Gharing and Bridging Information in a

[Pop 00]

[Ren 05]

[Ric 95]

[Ric 13]

[Sal 97]

Collaborative Virtual Environment: Application torgonomics Proceedings of 4-th
IEEE International Conference on Cognitive Infocoumecations (CoginfoCom
2013), Budapest, Hungary, December 2013, pp.121-1P8.1109/CoginfoCom.
2013. 6719226.

Popescu V.G., Burdea G.C., Bouwit M., ReM.R., A virtual-reality—based
telerehabilitation system with force feedbatikEE Inf. Technol. Biomed., 4(1):45-
51, 2000.

Renouf M., Acary V., Dumont GComparison of Algorithms for collisions, contact
and friction in view of Real-time applicatiandultibody Dynamics 2005 :
International Conference on Advances in ComputatioMultibody Dynamics,
ECCOMAS Thematic Conference, 21-24 June 2005.

Richard P., Coiffet PHuman perceptual issues in virtual environmentissey
substitution and information redundandyobot and Human Communication, 1995.
RO-MAN'95 TOKYO, Proceedings 4-th IEEE Internagbr"Workshop on Robot
and Human Communication, pp.301-306, 1995.

Rickli J., Camelio A.Multi-objective partial disassembly optimizationsea on
sequence feasibilityJournal of Manufacturing Systems, 32(1), pp. 2885 2013.

Salisbury J.K., Srinivasan M.A2rojects in VR: phantom based haptic interaction

133



[San 02]

[Sch 96]

[Set 11]

[Sid 97]

[Smi 11]

[Smi 12]

[Sri 98]

[Sri 994a]

[Sri 99D]

[Sri 00]

[Su 07]

[Tar 13]

[Tch 10]

with virtual objectslEEE Comp. Graph. Appl., Sept./Oct, 1997.

Santochi M., Dini G., Fallli FComputer Aider Disassembly Planning: State of the
Art and Perspectives, CIRP Annals-Manufacturinghiedogy 51(2):507-529, 2002.
Schroeder W. J., Martin K. M. and. Loren¥¥. E.,The design and implementation
of an object-oriented toolkit for 3D graphics andisualization IEEE
Visualization '96, pages 93—-100, 1996.

Seth A., Vance J.M., James H.Xarfual reality for assembly methods prototyping:
a review Virtual Reality 15: 5-20, 2011.

Siddique Z., Rosen D.WA virtual prototyping approach to product disassémb
reasoning Computer-Aided Design, Vol. 29, p.847-860, 1997.

Smith S.S., Chen W.HRule-based recursive selective disassembly sequence
planning for green designidvanced Engineering Informatics, vol. 25, p. 77-8
2011.

Smith S., Smith G., Chen W.HDisassembly sequence structure graphs: An optimal
approach for multiple-target selective disassemédygjuence planningAdv. Eng.
Informat, 26 (2) 306-316, 2012.

Srinivasan H., Gadh RA geometric algorithm for single selective disadsigmsing
wave propagation abstractiortComputer-Aided Design, Vol. 30, Issue 8, pp. 603-
613, 1998.

Srinivasan H., Gadh RSelective disassembly: representation and comparati
analysis of wave propagation abstractions in segegpnlanning Proceedings of the
1999 IEEE International Symposium on Assembly arasKT Planning, Porto,
Portugal, pp.129-133, 1999.

Srinivasan H., Figueroa R., Gadh &ejective disassembly for virtual prototyping as
applied to de-manufacturingRobotics and Computer Integrated Manufacturing 15
(3) :231-245,1999.

Srinivasan H., Gadh Rgfficient geometric disassembly of multiple compbsié&rom

an assembly using wave propagatidournal of Mechanical Design, 122 (2):179-
184, 2000.

Su Q.,Computer aided geometric feasible assembly sequegiaening and
optimizing,Int. Jour. Adv. Manuf. Technol., 33: 48-57, 2007.

Taroni F., Vitae F., Biedermann ABayesian Networks Encyclopedia of Forensic
SciencegSecond Editiojy pp. 351-356, 2013.

Tching L., Dumont G. Perret J. Interactsienulation of CAD models assemblies

134



using virtual constraint guidance, Int. Jour. Ddanuf. (2010), 4:95-102.

[Tri09] Tripathi M., Agrawal S., Pandeyc M.K., Stlar R., Tiwari M.K., Real world
disassembly modeling and sequencing problem: Opditioin by Algorithm of Self-
Guided Ant{ASGA), Robotics and Computer-Integrated Manufaot25,483-496,
20009.

[Tse 09] Tseng Y., Kaoa H., Huang Hntegrated assembly and disassembly sequence
planning using a GA approacinternational Journal of Production Researchlpp.
23, 2009.

[Vee 02] Veerakamolmal P. Gupta S.M\, case-based reasoning approach for automating
disassembly process planningournal of Intelligent Manufacturing 13(1): 47;60
2002.

[Wan 01] Wang Y, Jayaram S., Jayaram U., LyonsRysically based modeling in virtual
assembly In: ASME design engineering technical conferenaed computers and
information in engineering conference (DETC2001/QIER59). Pittsburg, PA, 2001.

[Wan 12] Wang D., Zhang L., Wang M., Xiao THou Z., Zou F.A simulation System
Based on OGRE and PhysX for Flexibal Aircraft AddgmIEEE/SCS 26-th
Workshop on Principles of Advanced and DistribuSehulation, pp. 171-173, 2012.

[Wan 03] Wang J.F., Liu J.H., Li S.Q., Zhong Y.mtelligent selective disassembly using the
ant colony algorithm Atrtificial Intelligence for Engineering Design, Aftysis and
Manufacturing: AIEDAM, vol. 17, no. 4-5, pp. 325-332003.

[Wan 06] Wang Q.H., Li J.R., Gong H.@ CAD-linked virtual assembly environmeitt.
Jour. Prod. Res., 44(3):467-486, 2006.

[Wil 94] Wilson R., Latombe J.Geometric reasoning about assembAgtif. Intell. 71
(2):371-396, 1994.

[Wil 99] Wilson J.R.,Virtual environments applications and applied ergoncs Applied
Ergonomics, 30(1): 3-9, 1999.

[Woo 91] Woo T.C., Dutta D Automatic disassembly and total ordering in thrémehsions
Journal of Engineering for Industry, 113 (2), 2Q321991.

[Woo 94] Woo T.C., Visibility maps and spherical algorithmsComputer-Aided Design
Journal. 26 (1), 6-16, 1994.

[Yan 07] Yang R., Wu D., Fax X., Yan Research on constraint-based virtual assembly
technologiesFront. Mech. Eng. China 2(2):243-249, 2007.

[YiO7] YiJd., YuB. DulL, LiC., Hu D.Research on the selectable disassembly strategy of
mechanical parts based on the generalized CAD mdd International Journal of

135



[Zei 97]

[Zha 10]

[Zhu 13]

[Zus 95]

Advanced Manufacturing Technology, 37:599-604, 2007

Zeid I., Gupta S.M., Bardasz A, case-based reasoning approach to planning for
disassemblyJournal of Intelligent Manufacturing 8, pp. 97-10697.

Zhang X., Zhang S. YRroduct cooperative disassembly sequence plannasgd
on branch-and-bound algorithnint Jour. Adv. Manuf. Technol., 19(4): pp. 91-103
2010.

Zhu B.C, Sarigecili M.l, Roy U.Disassembly information model incorporating
dynamic capabilities for disassembly sequence ggioer Robotics and Computer-
Integrated Manufacturing, 29(5):396-409, 2013.

Zussman E., Scholz-Reiter G., Sharke Mbdelling and planning of disassembly
processes In: Life-Cycle Modelling for Innovative ProductBrocesses. Berlin,
Germany, pp. 221-232, 1995.

136



Appendix A

Part of code of Interface, Virtual Reality Disas®#yrEnvironment (VRDE)
Code in Python

import vtk

import wx,0s,sys

import wx.lib.buttons as buttons
from vtkactors import *

from pylab import*

import areaReading

import matplotlib.pyplot as plt
import wx.lib.imagebrowser as ib

def vtk_Camera_Arrow():
#creat the arrow for the pic
arrowSource = vtk.vtkArrowSource()
mapper = vtk.vtkPolyDataMapper()
translation=vtk.vtkTransform()
translation.RotateZ(180)
translation.Translate(0.8,0,0)
translation.Scale(2.0,2.0,2.0)
transformFilter =vtk.vtkTransformPolyDataFilter()
transformFilter.SetInputConnection(arrowSource.GetOutputPort())
transformFilter.SetTransform(translation)
mapper.SetinputConnection(transformFilter.GetOutputPort())
actor = vtk.vtkActor()
actor.SetMapper(mapper)
actor.GetProperty().SetColor(1.0,0.0,0.0)
#creat the camera for the simulation
camCS = vtk.vtkConeSource()
camCS.SetHeight(1.5)
camCS.SetResolution(12)
camCS.SetRadius(0.4)
camCBS = vtk.vtkCubeSource()
camCBS.SetXLength(1.5)
camCBS.SetZLength(0.8)
camCBS.SetCenter(0.4, 0, 0)
camAPD = vtk.vtkAppendFilter()
camAPD.AddInput(camCS.GetOutput())
camAPD.AddInput(camCBS.GetOutput())
camMapper = vtk.vtkDataSetMapper()
camMapper.Setinput(camAPD.GetOutput())
camActor =vtk.vtkLODActor()
camActor.SetMapper(camMapper)
#creat assembly
assembly=vtk.vtkAssembly()
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assembly.AddPart(camActor)
assembly.AddPart(actor)
assembly.SetScale(20,20,20)
return assembly

def position2matrix(pos, scale) :
# pos is a vector x,y,z,0X,qy,qz,qw
x = pos[0]*scale

y = pos[1]*scale

z = pos[2]*scale

ax = pos[3]

qy = pos(4]

qz = pos[5]

qw = pos[6]
mO0=1-2*((qy*qy) + (qz*qz) )
ml= 2*((gx*qy)-(qz*qw))
m2= 2*((gx*qz) + (qy*qw) )
md=_ 2 *((gx*qy) + (qz*qw) )
m5=1-2*((ax*qgx) + (9z*qz) )
mé= 2*((qy*qz) - (ax*qw))
m8= 2 *((gx*qz) - (ay*qw))
m9= 2 *((gy*qz) + (ax*qw) )
m10=1-2* ((qx*agx) + (qy*ay) )
m3=x

m7=y

mll=z

m12=m13=m14=0

ml15=1

return ((m0,m1,m2,m3),
(m4,m5,m6,m7),
(m8,m9,m10,m11),
(m12,m13,m14,m15))

def Keypress(obj, event):
key = obj.GetKeySym()
if key =="e":

obj.InvokeEvent("DeleteAllObjects")

sys.exit()
elif key =="w":
Wireframe()

elif key =="s":
Surface()

def vtk_Cube(x,y,z,r=0.5,g=0.5,b=0.5):

cyl=vtk.vtkCubeSource()
cyl.SetXLength(x)
cyl.SetYLength(y)
cyl.SetZLength(z)

mapper =vtk.vtkPolyDataMapper ()
mapper.SetinputConnection(cyl.GetOutputPort())

Ixactor =vtk.vtkActor()
Ixactor.SetMapper(mapper)

Ixactor.GetProperty().SetColor (r, g, b)
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Ixactor.flag="cube"
Ixactor.SetScale(40,40,40)
return Ixactor

def vtk_cylinder(radius,h,resolution,r,g,b):
cy=vtk.vtkCylinderSource()
cy.SetRadius(radius)
cy.SetHeight(h)
cy.SetResolution(resolution)
translation =vtk.vtkTransform()
translation.RotateX (90.0)
transformFilter =vtk.vtkTransformPolyDataFilter()
transformFilter.SetInputConnection(cy.GetOutputPort())
transformFilter.SetTransform(translation)
mapper =vtk.vtkPolyDataMapper()
mapper.SetinputConnection(transformFilter.GetOutputPort())
Ixactor =vtk.vtkActor()
Ixactor.SetMapper(mapper)
Ixactor.GetProperty().SetColor (r, g, b)
return Ixactor

def vtk_sphere(radius,theta,phi,r,g,b):
sphereSource=vtk.vtkSphereSource()
sphereSource.SetRadius(radius)
sphereSource.SetThetaResolution (theta)
sphereSource.SetPhiResolution (phi)
actorl=vtk.vtkActor()
mapper=vtk.vtkPolyDataMapper()
mapper.SetinputConnection(sphereSource.GetOutputPort())
actorl.SetMapper(mapper)
actorl.GetProperty().SetColor (r,g,b)
actorl.flag="sphere"
return actorl

address=["C:\chenggang\ode\pics\Blue_Grey_Granite.omp","C:\chenggang\ode\pics\Buff_Quartz.b

mp"]

def bmpReader(address):
bmpReader = vtk.vtkBMPReader()
bmpReader.SetFileName(address)
C=vtk.vtkTexture()
C.SetInput(bmpReader.GetOutput())
C.InterpolateOn()
return C

def creat_Plane():
plane = vtk.vtkPlaneSource()
plane.SetPoint1(300.0, 10.0, 300.0)
plane.SetPoint2(-300.0, 10.0, 300.0)
plane.SetCenter(0.0, 1.0, 0.0)
plane.SetXResolution(100)
plane.SetYResolution(100)
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planeMapper = vtk.vtkPolyDataMapper()
planeMapper.Setinput(plane.GetOutput())
planeActor = vtk.vtkActor()
planeActor.SetMapper(planeMapper)
planeActor.SetTexture(bmpReader(address[0]))
planeActor.PickableOff()

return planeActor

class myFrame(wx.Frame):##
def _init__ (self,parent,title):

wx.Frame. _init__(self,parent,title=title,size=(550,300))##
self.RenderWindow=vtk.vtkRenderWindow()
self.RenderWindow.StereoCapableWindowOn()
self.RenderWindow.SetSize(800, 800)
self.Renderer=vtk.vtkRenderer()
self.RenderWindow.AddRenderer(self.Renderer)
self.Renderer.TwoSidedLightingOn ()
self.Renderer.LightFollowCameraOn ()
self.Renderer.SetBackground(0.1,0.3,0.5)
self.Rotating =0
self.Panning =0
self.cameraRotating = 0
planeActor=creat_Plane()
#self.Renderer.AddActor(planeActor)
self.actor = None
self.iren=vtk.vtkRenderWindowInteractor()
self.iren.SetInteractorStyle(None)
self.iren.AddObserver("LeftButtonPressEvent", self.ButtonEvent)
self.iren.AddObserver("LeftButtonReleaseEvent", self.ButtonEvent)
self.iren.AddObserver("MiddleButtonPressEvent", self.ButtonEvent)
self.iren.AddObserver("MiddleButtonReleaseEvent",self.ButtonEvent)
self.iren.AddObserver("RightButtonPressEvent", self.ButtonEvent)
self.iren.AddObserver("RightButtonReleaseEvent", self.ButtonEvent)
self.iren.AddObserver("MouseWheelForwardEvent", self.ButtonEvent)
self.iren.AddObserver("MouseWheelBackwardEvent", self.ButtonEvent)
self.iren.AddObserver("MouseMoveEvent", self. MouseMove)
self.iren.AddObserver("KeyPressEvent", self.Keypress)
self.iren.SetRenderWindow(self.RenderWindow)

self.transform=((1.,0,0,0),(0,1.,0,0),(0,0,1.,0),(0.,0.,0.,1.))

self.row=0

self.col=0

self.nbcol=2

self.mode=301

self.sphereX=[]

self.sphereY=[]

self.t2=0

self.CreateStatusBar()#

filemenu=wx.Menu()#
open=filemenu.Append(wx.ID_OPEN,"&Open","Open the program")
save=filemenu.Append(wx.ID_SAVE,"&Save","Save the program")
about=filemenu.Append(wx.ID_ABOUT, "&About","Information about this program")
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filemenu.AppendSeparator()# 4~ &
exit=filemenu.Append(wx.ID_EXIT,"&EXxit","Terminate the program")

self.Bind(wx.EVT_MENU,self.OnAbout,about)#i%£ ¢ about K17 onAbout PR%L
self.Bind(wx.EVT_MENU,self.OnExit,exit)
self.Bind(wx.EVT_MENU,self.OnOpen,open)
self.Bind(wx.EVT_MENU,self.OnSave,save)

HHHHER L

ID_MENU_TRA = wx.Newld()

ID_MENU_TIME = wx.Newld()

ID_MENU_CollISION = wx.Newld()

ID_MENU_TOOL = wx.Newld()

ID_MENU_REACH = wx.Newld()

filemenu2=wx.Menu()# 5.

Tar=filemenu2.Append(ID_MENU_TRA,"&Path orientation changing ","All the Trajectories for all
the components")

TIME =filemenu2.Append(ID_MENU_TIME, "&The stability ","Recording times for the
simulation")

visibility=filemenu2.Append(ID_MENU_CollISION , "&Visibility","anylize the collision for whole
simulation")

TOOL =filemenu2.Append(ID_MENU_TOOL, "&Number of tools'changes","anylize the number
of converting tools")

REACH =filemenu2.Append(ID_MENU_REACH , "&SDR Angle","anylize the Accessibility of each
part")

self.Bind(wx.EVT_MENU,self.OnPath,Tar)#i%&# about #4417 onAbout ER%

self.Bind(wx.EVT_MENU,self.OnVisibility,visibility)

HEHHSE I 3

ID_MENU_1=wx.Newld()

ID_MENU_2 = wx.Newld()

ID_MENU_3 = wx.Newld()

ID_MENU_4 = wx.Newld()

ID_MENU_5 = wx.Newld()

filemenu3=wx.Menu()#= H.

T1=filemenu3.Append(ID_MENU_1,"&Next Target","All the Trajectories for all the components")
T2=filemenu3.Append(ID_MENU_2, "&Tool1","Recording times for the simulation")
T3=filemenu3.Append(ID_MENU_3, "&Tool2","anylize the collision for whole simulation")
T4=filemenu3.Append(ID_MENU_4 , "&Tool3","anylize the number of converting tools")
T5=filemenu3.Append(ID_MENU_5, "&Tool4","anylize the Accessibility of each part")
self.Bind(wx.EVT_MENU,self.clear,T1)

# THM1

ID_MENU_6= wx.Newld()
ID_MENU_7 = wx.Newld()
ID_MENU_8 = wx.Newld()
ID_MENU_9 = wx.Newld()
ID_MENU_10 = wx.Newld()
ID_MENU_11=wx.Newld()
ID_MENU_12=wx.Newld()
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ID_MENU_13 = wx.Newld()

ID_MENU_14 = wx.Newld()

ID_MENU_15 = wx.Newld()

toolbarl = wx.ToolBar(self)

sphere=toolbarl.AddLabelTool(ID_MENU_6, ", wx.Bitmap(sys.path[0]+os.sep+'pixmaps-
menu'+os.sep+'stock_no_20.png'))

cube=toolbarl.AddLabelTool(ID_MENU_7, ",
wx.Bitmap(sys.path[0]+o0s.sep+'pixmaps'+os.sep+'Object-GRCUBE.png'))

cylinder=toolbarl.AddLabelTool(ID_MENU_8, ",
wx.Bitmap(sys.path[0]+0s.sep+'pixmaps'+os.sep+'Object-GRCYLINDER1.png'))

haptic=toolbarl.AddLabelTool(ID_MENU_9, ",
wx.Bitmap(sys.path[0]+o0s.sep+'pixmaps'+os.sep+'ico-haptic2.png'))

collision=toolbarl.AddLabelTool(ID_MENU 10, ",
wx.Bitmap(sys.path[0]+0s.sep+'pixmaps'+os.sep+'Device-CVEODE.png'))

D3D=toolbarl.AddLabelTool(ID_MENU_11, ",
wx.Bitmap(sys.path[0]+o0s.sep+'pixmaps'+os.sep+'converted.png'))

colorChange =toolbarl.AddLabelTool(ID_MENU_12,",
wx.Bitmap(sys.path[0]+o0s.sep+'pixmaps'+os.sep+'color_picker.png'))

camera=toolbarl.AddLabelTool(ID_MENU_13,",
wx.Bitmap(sys.path[0]+os.sep+'pixmaps'+os.sep+'camer.png'))

screenShot=toolbarl.AddLabelTool(ID_MENU_14,",
wx.Bitmap(sys.path[0]+0s.sep+'pixmaps'+os.sep+'Screenshot.png'))

toolbarl.AddSeparator()

toolbarl.Realize()

self.Bind(wx.EVT_TOOL,self.OnSphere,sphere)#

self.Bind(wx.EVT_TOOL,self.OnCube,cube)

self.Bind(wx.EVT_TOOL,self.OnCylinder,cylinder)

self.Bind(wx.EVT_TOOL,self.OnHaptic,haptic)

self.Bind(wx.EVT_TOOL,self.OnCollision,collision)

self.Bind(wx.EVT_TOOL,self.OnD3D,D3D)

self.Bind(wx.EVT_TOOL,self.OnOtherColor,colorChange)

self.Bind(wx.EVT_TOOL,self.OnCamera,camera)

self.Bind(wx.EVT_TOOL,self.OnScreenshot,screenShot)

ID_MENU_16= wx.Newld()

ID_MENU_17 = wx.Newld()

ID_MENU_18 = wx.Newld()

ID_MENU_19 = wx.Newld()

ID_MENU_20 = wx.Newld()

ID_MENU_21= wx.Newld()

ID_MENU_22=wx.Newld()

ID_MENU_23 = wx.Newld()

ID_MENU_24 = wx.Newld()

ID_MENU_25 = wx.Newld()

toolbar2 = wx.ToolBar(self)

cordinate = toolbar2.AddLabelTool(ID_MENU_16, ",
wx.Bitmap(sys.path[0]+0s.sep+'pixmaps'+os.sep+'Coordin.png'))

picture = toolbar2.AddLabelTool(ID_MENU 17, ",
wx.Bitmap(sys.path[0]+0s.sep+'pixmaps'+0os.sep+'Pic.png'))

self.Bind(wx.EVT_TOOL,self.Oncordinate,cordinate)

self.Bind(wx.EVT_TOOL,self.Onpicture,picture)

toolbar2.AddSeparator()
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toolbar2.Realize()

vbox = wx.BoxSizer(wx.VERTICAL)
vbox.Add(toolbarl, 0, wx.EXPAND)
vbox.Add(toolbar2, 100, wx.EXPAND)

self.SetSizer(vbox)

#~ box.Add(s, 0, wx.ALL, 10)

#~ self.SetClientSize(self.sizer.GetSize())
#self.SetSize((self.col*24,self.nbcol*24)
self.Fit()

self.Show(True)

menuBar=wx.MenuBar()
menuBar.Append(filemenu,"&File")
menuBar.Append(filemenu2,"&Analysis")
menuBar.Append(filemenu3,"&Tools")
self.SetMenuBar(menuBar)
self.Show(True)

def Keypress(self, obj, event):

key = obj.GetKeySym()

if key =="e":
obj.InvokeEvent("DeleteAllObjects")
sys.exit()

elif key =="w":
self.Wireframe()

elif key =="s":
self.Surface()

def Wireframe(self ):

actors =self.Renderer.GetActors()

actors.InitTraversal()

actor = actors.GetNextltem()

while actor:
actor.GetProperty().SetRepresentationToWireframe()
actor = actors.GetNextltem()

self.RenderWindow.Render()

def Surface(self ):

actors =self.Renderer.GetActors()

actors.InitTraversal()

actor = actors.GetNextltem()

while actor:
actor.GetProperty().SetRepresentationToSurface()
actor = actors.GetNextltem()

self.RenderWindow.Render()

def OnAbout(self,e):

dlg=wx.MessageDialog(self,"Disassembly simulation", "About this application", wx.OK)

dlg.ShowModal()
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dlg.Destroy()
def OnExit(self,e):

self.Close(True)

sys.exit()

def OnSave(self,e):
dlg=wx.FileDialog(self, "save file as...", os.getcwd(), "", "
* vtk", wx.SAVE | wx.OVERWRITE_PROMPT)
result=dlg.ShowModal()
inFile=dlg.GetPath()
if result==wx.ID_OK:
save(self,inFile)
return True
elif result==wx.ID_CANCEL:
return False

def importVrml(self,fileName):
importer=vtk.vtkVRMLImporter()
importer.SetFileName(fileName)
importer.Read()
importer.SetRenderWindow(self.RenderWindow)
importer.Update()
actors=importer.GetRenderer().GetActors()
c=actors.GetNumberOfltems ()
print(c)
actors.InitTraversal()
self.RenderWindow.Render()
self.iren.Initialize()

def importStl(self,fileList):
foriin fileList:
reader = vtk.vtkSTLReader()
reader.SetFileName(i)
mapper =vtk.vtkPolyDataMapper()
mapper.SetinputConnection(reader.GetOutputPort())
Ixactor =vtk.vtkActor()
Ixactor.SetMapper(mapper)
self.Renderer.AddActor(Ixactor)
self.RenderWindow.Render()
def OnOpen(self,e):
self.dirname="
dlg=wx.FileDialog(self,"choose a file",self.dirname,"","*.stl",wx.MULTIPLE)
if dlg.ShowModal()==wx.ID_OK:
fileList=dlg.GetPaths()
self.importStl(fileList)
#self.filename=dlg.GetFilename()
#self.dirname=dlg.GetDirectory()
#f=self.importStl(os.path.join(self.dirname,self.filename))
dlg.Destroy()
def OnOtherColor(self,event):
self.dog=wx.ColourDialog(self)
self.dog.GetColourData().SetChooseFull(True)
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if self.dog.ShowModal()== wx.ID_OK:
colour_data = self.dog.GetColourData()
colour = colour_data.GetColour()
colourl=(colour[0]/255,colour[1]/255,colour[2]/255)
print colour
if self.actor!= None:
self.actor.GetProperty().SetColor(colourl)
self.RenderWindow.Render()
#self.pickerActor.SetColor(dlg.GetColourData().GetColour())
self.dog.Destroy()

def OnSphere(self,e):
cc=vtk_sphere(1,20,20,0.5,0.8,0.1)
self.Renderer.AddActor(cc)
self.RenderWindow.Render()

def OnCube(self,e):
dd=vtk_Cube(1,1,1,r=0.4,g=0.8,b=0.1)
self.Renderer.AddActor(dd)
self.RenderWindow.Render()

def OnCylinder(self,e):
self.ee=vtk_cylinder(1,1,20,0.1,0.5,0.2)
self.Renderer.AddActor(self.ee)
self.RenderWindow.Render()

def OnCamera(self,e):
cameraAssembly=vtk_Camera_Arrow()
self.Renderer.AddActor(cameraAssembly)
self.RenderWindow.Render()

def OnScreenshot(self,e):
import random
rangeletter=('abcdefghijklmnopqrstuvwxyzABCDEFGHIJKLMNOPQRSTUVWXYZ')
newFileName = random.choice(rangeletter)+ ".png"
windowTolmageFilter=vtk.vtkWindowTolmageFilter()
windowTolmageFilter.SetInput(self.RenderWindow)
windowTolmageFilter.SetMagnification(3)
windowTolmageFilter.SetInputBufferTypeToRGBA()
writer=vtk.vtkPNGWriter()
writer.SetFileName(newFileName)
writer.SetInputConnection(windowTolmageFilter.GetOutputPort())
writer.Write()
os.system(newFileName)

def OnVisibility(self,e):
actors=self.Renderer.GetActors()
actors.InitTraversal()
actor = actors.GetNextltem()
while actor:
if self.actor!= actor:
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actor.GetProperty().SetColor(0,0,0)
actor = actors.GetNextltem()
self.Renderer.SetBackground(0,0,0)
self.RenderWindow.Render()

def OnHaptic (self,e):

print(self.ha.HAPapiVersion())

self.ha.HAPsetTimeStep(0.002)#default value is 0.002f.

self.ha.HAPsetIndexingMode(3.0)

self.ha.HAPsetForceFactor(3.0)

self.ha.HAPsetSpeedFactor(1.5)

tab=[0.0,0.0,0.0,0.0,0.0,0.0,1.0]

self.ha.HAPsetBaseFrame(tab)

self.ha.HAPsetObservationFrameSpeed(tab)

self.ha.HAPsetCommandType(5)#comannd type virtmech

self.ha.HAPconnect()

while(self.ha.isConnected==True):

transform=position2matrix(self.ha.posCT, 20)
if transform!=self.transform:
self.transform=transform
newTransform=vtk.vtkTransform()
newTransform.SetMatrix(self. Transform)
self.dd.SetPosition(newTransform.GetPosition())
self.dd.SetOrientation(newTransform.GetOrientation())
self.RenderWindow.Render()
def OnCollision (self,e):
print(‘00000')

def OnD3D(self,e):
self.RenderWindow.StereoRenderOn()
self.RenderWindow.SetStereoTypeTolnterlaced()
self.RenderWindow.Render()
self.iren.Start()

def clear(self,e):
self.sphereX=[]

def OnPath(self,e):
startPoints=[]
endPoints=[]
Points=([]
color=self.Dactor.GetProperty().GetColor()
print self.sphereX
foriin range (0,len(self.sphereX)-1,2) :

Points.append((self.sphereX[i]))

foriin range(len(Points)-1):
startPoints.append(Points]i])
endPoints.append(Points[i+1])

foriin range (len(startPoints)):
sphereStartSource = vtk.vtkSphereSource()
lineSource=vtk.vtkLineSource()
lineSource.SetPoint1(startPoints[i])
lineSource.SetPoint2(endPoints[i])
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lineSource.Update()

lineMapper=vtk.vtkPolyDataMapper()
lineMapper.SetinputConnection(lineSource.GetOutputPort())
lineActor=vtk.vtkActor()
lineActor.GetProperty().SetColor(0.0,0.0,0.0)
lineActor.SetMapper(lineMapper)
sphereStartSource.SetCenter(startPoints[i])
sphereStartSource.SetRadius(5)

sphereStartMapper = vtk.vtkPolyDataMapper()
sphereStartMapper.SetinputConnection(sphereStartSource.GetOutputPort())
sphereStart = vtk.vtkActor()
sphereStart.SetMapper(sphereStartMapper)
sphereStart.GetProperty().SetColor(color)
self.Renderer.AddActor(sphereStart)
self.Renderer.AddActor(lineActor)
self.RenderWindow.Render()

HEHHHHHHHH - The
own interactor style!
def ButtonEvent(self,Self,event):

global Rotating, Panning, cameraRotating

if event == "LeftButtonPressEvent":
self.Rotating =1
XYpos=self.iren.GetEventPosition()
x= XYpos[0]
y=XYpos[1]
CurrentRenderer = self.iren.FindPokedRenderer(x,y)
picker=vtk.vtkPropPicker()
picker.Pick(x, y,0,CurrentRenderer)
self.actor=picker.GetActor()

elif event == "LeftButtonReleaseEvent":
self.Rotating =0

elif event == "MiddleButtonPressEvent":
self.Panning =1

elif event == "MiddleButtonReleaseEvent":
self.Panning =0

elif event == "RightButtonPressEvent":
self.cameraRotating = 1

elif event == "RightButtonReleaseEvent":
self.cameraRotating =0

elif event == "MouseWheelForwardEvent":
self.zooming()

elif event == "MouseWheelBackwardEvent":
self.shrinking()

def MouseMove(self,obj, event):
global Rotating, Panning, Zooming
global iren, renWin, ren

if self.Rotating:
self.Rotation()
if self.Panning:
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self.pan()
elif self.cameraRotating:
self.cameraRotation()

def pan(self):

XYpos=self.iren.GetEventPosition()
x= XYpos|[0]
y=XYpos[1]
LastXYpos =self.iren.GetLastEventPosition()
CurrentRenderer = self.iren.FindPokedRenderer(x,y)
picker=vtk.vtkPropPicker()
picker.Pick(x, y,0,CurrentRenderer)
self.Dactor=picker.GetActor()
if (self.Dactor==None):
self.Dactor=picker.GetAssembly()
if(self.Dactor==None):
return
self.RenderWindow.Render()
def startPan():
disp_obj_center =[]
new_pick_point =[]
old_pick_point =[]
motion_vector =[]
obj_center=self.Dactor.GetCenter()
self.sphereX.append(obj_center)
CurrentRenderer.SetWorldPoint(obj_center[0],obj_center[1],0bj_center[2],1.0)
CurrentRenderer.WorldToView()
display=CurrentRenderer.GetViewPoint()
CurrentRenderer.ViewToDisplay()
isp_obj_center=CurrentRenderer.GetDisplayPoint()
CurrentRenderer.SetDisplayPoint(XYpos[0],XYpos[1],0)
CurrentRenderer.DisplayToView()
CurrentRenderer.GetViewPoint()
CurrentRenderer.ViewToWorld()
new_pick_point=CurrentRenderer.GetWorldPoint()
CurrentRenderer.SetDisplayPoint(LastXYpos[0],LastXYpos[1],0)
CurrentRenderer.DisplayToView()
CurrentRenderer.GetViewPoint()
CurrentRenderer.ViewToWorld()
old_pick_point=CurrentRenderer.GetWorldPoint()
motion_vector.append(new_pick_point[0] - old_pick_point[0])
motion_vector.append(new_pick_point[1] - old_pick_point[1])
motion_vector.append(new_pick_point[2] - old_pick_point[2])
if (self.Dactor.GetUserMatrix()!=None):
t=vtk.vtkTransform()
t.PostMultiply()
t.SetMatrix(Dactor.GetUserMatrix())
t.Translate(motion_vector[0]*20,motion_vector[1]*20,motion_vector[2]*20)
self.Dactor.GetUserMatrix().DeepCopy(t.GetMatrix())
self.Dactor.AddPosition(motion_vector[0],motion_vector[1],motion_vector[2])
else:

148



self.Dactor.AddPosition(motion_vector[0]*2,motion_vector[1]*2,motion_vector[2]*2)
CurrentRenderer.ResetCameraClippingRange()
#collision_detection(actors,n=len(actors),density=2000,r=0.5)
self.RenderWindow.Render()
startPan()

def Rotation(self):

XYpos=self.iren.GetEventPosition()

x= XYpos|[0]

y=XYpos[1]

LastXYpos =self.iren.GetLastEventPosition()

CurrentRenderer = self.iren.FindPokedRenderer(x,y)

picker=vtk.vtkPropPicker()

picker.Pick(x, y,0,CurrentRenderer)

Dactor=picker.GetActor()

if (Dactor==None):
Dactor=picker.GetAssembly()
if(Dactor==None):

return

self.RenderWindow.Render()

def startRotation():
cam=self.Renderer.GetActiveCamera()
center=Dactor.GetCenter()
boundRadius=Dactor.GetLength()*0.5#half of the diagonal of the bounding box
cam.OrthogonalizeViewUp()#force the viewup to be perpendicular to camera->focalpoint

vector

cam.ComputeViewPlaneNormal()
view_up=list(cam.GetViewUp())
c=vtk.vtkMath()
c.Normalize(view_up)#Unit Vectors
view_look=cam.GetViewPlaneNormal()
view_right=[0.0,0.0,0.0]
c.Cross(view_up,view_look,view_right)
c.Normalize(view_right)#Unit Vectors
outsidept=[]
outsidept.append(center[0] + view_right[0] * boundRadius)
outsidept.append(center[1] + view_right[1] * boundRadius)
outsidept.append(center[2] + view_right[2] * boundRadius)#pas compris
CurrentRenderer.SetWorldPoint(center[0],center[1],center[2],1.0)
CurrentRenderer.WorldToView()
CurrentRenderer.GetViewPoint()
CurrentRenderer.ViewToDisplay()
disp_obj_center=CurrentRenderer.GetDisplayPoint()
CurrentRenderer.SetWorldPoint(outsidept[0],outsidept[1],outsidept[2],1.0)
CurrentRenderer.WorldToView()
CurrentRenderer.GetViewPoint()
CurrentRenderer.ViewToDisplay()
outsidept=CurrentRenderer.GetDisplayPoint()
radius=math.sqrt(c.Distance2BetweenPoints(disp_obj_center,outsidept))
nxf=(x-disp_obj_center[0])/radius
nyf=(y-disp_obj_center[1])/radius
oxf=(LastXYpos[0]-disp_obj_center[0])/radius
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oyf=(LastXYpos[1]-disp_obj_center[1])/radius

cc=nxf * nxf + nyf * nyf
dd=oxf * oxf + oyf * oyf

if (((nxf * nxf + nyf * nyf) <= 1.0)and((oxf * oxf + oyf * oyf) <= 1.0)):

newXAngle = c.DegreesFromRadians( math.sin( nxf ) )
newYAngle = c.DegreesFromRadians( math.sin( nyf ) )
oldXAngle = c.DegreesFromRadians( math.sin( oxf ) )
oldYAngle = c.DegreesFromRadians( math.sin( oyf ) )
scale=[1.0,1.0,1.0]
rotate=[[0.0,0.0,0.0,0.0,0.0], [ 0.0,0.0,0.0,0.0,0.0]]
rotate[0][0] = newXAngle - oldXAngle
rotate[0][1] = view_up[0]
rotate[0][2] = view_up([1]
rotate[0][3] = view_up([2]

rotate[1][0] = oldYAngle - newYAngle
rotate[1][1] = view_right[0]
rotate[1][2] = view_right[1]
rotate[1][3] = view_right[2]
self.Prop3DTransform(Dactor,center,2,rotate,scale)

#collision_detection(actors,n=len(actors),density=2000,r=0.5)

self.RenderWindow.Render()
startRotation()
def Prop3DTransform(self,actor,center,Num,rotate,scale):
oldM=actor.GetMatrix()

orig=actor.GetOrigin()
newTransform=vtk.vtkTransform()
newTransform.PostMultiply()
if(actor.GetUserMatrix()!=None):

newTransform.SetMatrix(actor.GetUserMatrix())
else:

newTransform.SetMatrix(oldM)

newTransform.Translate(-center[0],-center[1],-center[2])

foriin range(Num):

newTransform.RotateWXYZ(rotate[i][0], rotatel[i][1],rotate[i][2], rotate[i][3])

newTransform.Translate(center[0],center[1], center[2])
newTransform.Translate(-(orig[0]), -(orig[1]), -(orig[2]))
newTransform.PreMultiply()
newTransform.Translate(orig[0], orig[1], orig[2])
if (actor.GetUserMatrix() != None):
newTransform.GetMatrix(actor.GetUserMatrix())
else:
actor.SetPosition(newTransform.GetPosition())
actor.SetScale(newTransform.GetScale())
actor.SetOrientation(newTransform.GetOrientation())
newTransform.Pop()
def cameraRotation(self):
XYpos=self.iren.GetEventPosition()
LastXYpos =self.iren.GetLastEventPosition()
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x= XYpos|[0]
y=XYpos[1]
dx=XYpos[0]-LastXYpos[0]
dy=XYpos[1]-LastXYpos[1]
CurrentRenderer = self.iren.FindPokedRenderer(x,y)
size=CurrentRenderer.GetRenderWindow().GetSize()
delta_elevation =-20.0 / size[1] * 10
delta_azimuth =-20.0 / size[0]* 10
rxf = dx * delta_azimuth
ryf = dy * delta_elevation
camera =CurrentRenderer.GetActiveCamera()
camera.Azimuth(rxf)
camera.Elevation(ryf)
camera.OrthogonalizeViewUp()
CurrentRenderer.ResetCameraClippingRange()
self.RenderWindow.Render()
def zooming(self):
XYpos=self.iren.GetEventPosition()
LastXYpos = self.iren.GetLastEventPosition()
x= XYpos|[0]
y=XYpos[1]
dy=XYpos[1]-LastXYpos[1]
CurrentRenderer = self.iren.FindPokedRenderer(x,y)
center= CurrentRenderer.GetCenter()
factor=pow(1.1,1)
print(factor)
camera = CurrentRenderer.GetActiveCamera()
if camera.GetParallelProjection():
camera.SetParallelScale(camera.GetParallelScale()/factor)
else:
camera.Dolly(factor)
CurrentRenderer.ResetCameraClippingRange()
self.RenderWindow.Render()

def shrinking(self):
XYpos=self.iren.GetEventPosition()
LastXYpos =self.iren.GetLastEventPosition()
x= XYpos|[0]
y=XYpos[1]
CurrentRenderer = self.iren.FindPokedRenderer(x,y)
center= CurrentRenderer.GetCenter()
factor=pow(1.1,-1)
camera = CurrentRenderer.GetActiveCamera()

if camera.GetParallelProjection():
camera.SetParallelScale(camera.GetParallelScale()/factor)
else:
camera.Dolly(factor)
CurrentRenderer.ResetCameraClippingRange()
self.RenderWindow.Render()

def Button(self,text="",filename=None,bhelp=",Toggle=False,Popup=False):
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PUSH=True
tdir=sys.path[0]
if filename :
if not Toggle : item = wx.BitmapButton(self, -1, wx.Bitmap(tdir+os.sep+'pixmaps-
menu'+os.sep+filename))
else:
bmp=wx.Bitmap(tdir+os.sep+'pixmaps-menu'+os.sep+filename)
item = buttons.GenBitmapToggleButton(self, -1, bmp)

else :
if not Toggle :
item = wx.Button( self, 10000, text, wx.DefaultPosition, wx.DefaultSize )
else :

item = wx.ToggleButton( self, 10000, text, wx.DefaultPosition, wx.DefaultSize )
self.sizer.Add( item, (self.row,self.col))
self.row+=1
if self.row>=self.nbcol :
self.col+=1
self.row=0
return item

def Oncordinate(self,e):
axes=vtk.vtkAxesActor()
widget=vtk.vtkOrientationMarkerWidget()
widget.SetOutlineColor( 0.9300, 0.5700, 0.1300)
widget.SetOrientationMarker( axes )
widget.SetInteractor(self.iren)
widget.SetViewport(0.0, 0.0, 0.4, .4)
widget.SetEnabled(1)
widget.InteractiveOn()
self.Renderer.ResetCamera()
self.RenderWindow.Render()
def Onpicture(self,e):

dir= os.getcwd()
initial_dir=os.path.join(dir,'png')
dlg=ib.ImageDialog(self,initial_dir)
dlg.Centre()
if dlg.ShowModal() == wx.ID_OK:

# show the selected file

areaReading.areaRead(dlg.GetFile())
else:

print "You pressed Cancel"
dlg.Destroy()

app=wx.App(False)

frame=myFrame(None,"Disassembly simulation")
app.MainLoop()
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Appendix B collision detection with ODE
import vtk

import ode

import threading

import sys

import time

import math

def vtk_sphere(radius,theta,phi,r,g,b):
sphereSource=vtk.vtkSphereSource()
sphereSource.SetRadius(radius)
sphereSource.SetThetaResolution (theta)
sphereSource.SetPhiResolution (phi)
actorl=vtk.vtkActor()
mapper=vtk.vtkPolyDataMapper()
mapper.SetinputConnection(sphereSource.GetOutputPort())
actorl.SetMapper(mapper)
actorl.GetProperty().SetColor (r,g,b)
return actorl

def vtk_Cube(x,y,z,r=0.5,g=0.5,b=0.5):
cyl=vtk.vtkCubeSource()
cyl.SetXLength(x)
cyl.SetYLength(y)
cyl.SetZLength(z)
mapper =vtk.vtkPolyDataMapper ()
mapper.SetinputConnection(cyl.GetOutputPort())
Ixactor =vtk.vtkActor()
Ixactor.SetMapper(mapper)
Ixactor.GetProperty().SetColor (r, g, b)
return Ixactor

def vtk_cylinder(radius,h,resolution,r,g,b):
cy=vtk.vtkCylinderSource()
cy.SetRadius(radius)
cy.SetHeight(h)
cy.SetResolution(resolution)

translation =vtk.vtkTransform()

translation.RotateX (90.0)

transformFilter =vtk.vtkTransformPolyDataFilter()
transformFilter.SetInputConnection(cy.GetOutputPort())
transformFilter.SetTransform(translation)

mapper =vtk.vtkPolyDataMapper()
mapper.SetinputConnection(transformFilter.GetOutputPort())
Ixactor =vtk.vtkActor()

Ixactor.SetMapper(mapper)
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Ixactor.GetProperty().SetColor (r, g, b)
return Ixactor

#meshdata = ode.TriMeshData() #create the data buffer
#meshdata.build(verts,faces) #Put vertex and face data into the buffer
#mesh = ode.GeomTriMesh(meshdata,myspace) #

#vtk models

sources=[]

actors=[]

actorl = vtk_sphere(0.5,20,20,1.0,0.5,0)
actor2=vtk_Cube(0.5,0.5,1,r=1.0,g=0.5,b=0.5)
actor3 = vtk _cylinder(0.5,1,20,0,0.8,1.0)

c=vtk.vtkVersion()
print(c.GetVTKVersion())

actor4=vtk_Cube(0.5,0.5,1,r=0.0,g=1.0,b=0.5)

actorl.SetPosition(0,5,0)
actor2.SetPosition(0,3,0)
actor3.SetPosition(3,3,0)
actor4.SetPosition(0,0,0)

cy=vtk cylinder(0.8,1.0,20,0.8,0.2,0.3)
cyl=vtk cylinder(0.5,1.0,20,0.8,0.2,0.4)
cy.SetPosition(0,0,-0.5)
cyl.SetPosition(0,0,0.5)
ass=vtk.vtkAssembly()

ass.AddPart(cy)

ass.AddPart(cy1)
ass.SetPosition(0,2,0)
bounds=ass.GetBounds()
size=[bounds[1]-bounds[0],bounds[3]-bounds[2],bounds[5]-bounds[4]]
# define sources for later to use
actors.append(actorl)
actors.append(actor2)
actors.append(actor3)
actors.append(actor4)
actors.append(ass)
renderer=vtk.vtkRenderer()
renderer.SetBackground(2/3, 1/2, 1)
renderer.AddActor(actorl)
renderer.AddActor(actor2)
renderer.AddActor(actor3)
renderer.AddActor(actor4)
renderer.AddActor(ass)
renWin=vtk.vtkRenderWindow()
renWin.SetSize(600,300)

xt=0.005
renWin.AddRenderer(renderer)

154



#renWin.StereoCapableWindowOn()
#renWin.StereoRenderOn()
#renWin.SetStereoTypeTolnterlaced()
Rotating =0

Panning=0

cameraRotating =0

Num=0

lasttime=0

iren=vtk.vtkRenderWindowInteractor()
iren.SetInteractorStyle(None)
iren.SetRenderWindow(renWin)
#define myown interaction style, still not finished, need to difine the other
#it can be used to drag and rotate one piece.
def ButtonEvent(Self,event):
global Rotating, Panning, cameraRotating
if event == "LeftButtonPressEvent":

Rotating =1

elif event == "LeftButtonReleaseEvent":
Rotating =0

elif event == "MiddleButtonPressEvent":
Panning =1

elif event == "MiddleButtonReleaseEvent":
Panning =0

elif event == "RightButtonPressEvent":
cameraRotating=1

elif event == "RightButtonReleaseEvent":
cameraRotating =0

elif event == "MouseWheelForwardEvent":
print("forward")
zooming()

elif event == "MouseWheelBackwardEvent":
print("backward")
shrinking()

def MouseMove(obj, event):

global Rotating, Panning, Zooming

global iren, renWin, ren

if Rotating:
Rotation()

elif Panning:
pan()

elif cameraRotating:
print(cameraRotating)
cameraRotation()

def Keypress(obj, event):

key = obj.GetKeySym()

if key =="e":
obj.InvokeEvent("DeleteAllObjects")
sys.exit()

elif key =="w":
Wireframe()

elif key =="s":
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Surface()
elif key =="c":
addCube()

elif key=="d":
addSphere()

def addCube():
actor=vtk_Cube(0.5,0.5,1,r=1.0,g=0.5,b=0.5)
actors.append(actor)
actor.SetPosition(0,0,0)
renderer.AddActor(actor)
renWin.Render()

def addSphere():
actor = vtk_sphere(0.5,20,20,1.0,0.5,0)
actors.append(actor)
actor.SetPosition(0,0,0)
renderer.AddActor(actor)
renWin.Render()

def Wireframe():

actors = renderer.GetActors()

actors.InitTraversal()

actor = actors.GetNextltem()

while actor:
actor.GetProperty().SetRepresentationToWireframe()
actor = actors.GetNextltem()

renWin.Render()

def Surface():

actors = renderer.GetActors()

actors.InitTraversal()

actor = actors.GetNextltem()

while actor:
actor.GetProperty().SetRepresentationToSurface()
actor = actors.GetNextltem()

renWin.Render()

#collision detection function
def vtk_ode(mat):
position=(mat.GetElement(0,3), mat.GetElement(1,3),mat.GetElement(2,3))
rotation=(mat.GetElement(0,0), mat.GetElement(0,1),mat.GetElement(0,2),mat.GetElement(1,0),
mat.GetElement(1,1),mat.GetElement(1,2),mat.GetElement(2,1),
mat.GetElement(2,2),mat.GetElement(2,3))
return position,rotation

def ode_vtk(position,rotation):
rot=[rotation[0],rotation[3],rotation[6],0.0,
rotation[1],rotation[4],rotation[7],0.0,
rotation[2],rotation[5],rotation[8],0.0,
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position[0],position[1],position[2],1.0]
return rot

def collision_detection(actorss,n,density=2000,r=0.5):
global Dactor,actors,lasttime
world=ode.World()
world.setGravity((0,-9.8,0))
world.setERP(0.8)
world.setCFM(1E-8)
contactgroup = ode.JointGroup()
space=ode.Space()
total_time=2
dt=0.1
body=(]
geom=(]
#body.setKinematic()
foriin range(n):
body.append(ode.Body(world))
mass=ode.Mass()
if (actorss[i].GetClassName()=="vtkAssembly"):
mat=actorss[i].GetMatrix()
vv=actorss][i].GetPosition()
mm=actorss[i].GetCenter()

position,rotation=vtk_ode(mat)

body[i].setPosition(position)
body[i].setRotation(rotation)
body[i].setKinematic()

body[i].boxsize = (size[0],size[1],size[2])

geom2=o0de.GeomCylinder(None,0.8,1.0)
geoml=ode.GeomCylinder(None,0.5,1.0)
trans=ode.GeomTransform(space)
transl=ode.GeomTransform(space)
trans.setGeom(geom?2)
transl.setGeom(geom1)
geom?2.setPosition((0,0,-0.5))
geom1l.setPosition((0,0,0.5))
geom.append(trans)

geom[i].setBody(body[i])

transl.setBody(bodyli])

if Dactor==actorss[i]:
mass.setBox(2000,size[0],size[1],size[2])
body[i].setMass(mass)

else:

algo=actorss[i].GetMapper().GetInputConnection(0,0).GetProducer()

cc=algo.GetClassName()

if (cc=="vtkSphereSource"):#if it is the pick one. We need to set mass to it
mat=actorss[i].GetMatrix()
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position,rotation=vtk_ode(mat)

body[i].setPosition(position)
body[i].setRotation(rotation)

body[i].setKinematic()

geoml=o0de.GeomSphere(space,0.5)

geom.append(geom1)

geom([i].setBody(body(i])

if Dactor==actorssJi]:
mass.setSphere(2000,r)
body[i].setMass(mass)

if (cc=="vtkCubeSource"):
mat=actorss[i].GetMatrix()
position,rotation=vtk_ode(mat)
body[i].boxsize = (0.5,0.5,1)
body[i].setPosition(position)
body[i].setRotation(rotation)
body[i].setKinematic()
geoml=ode.GeomBox(space,lengths=bodyli].boxsize)
geom.append(geom1l)
geom([i].setBody(body[il)
if Dactor==actorssJi]:
mass.setBox(2000,0.5,0.5,1)
body[i].setMass(mass)

if (cc=="vtkTransformPolyDataFilter"):
mat=actorss[i].GetMatrix()
position,rotation=vtk_ode(mat)
body[i].setKinematic()
body[i].setPosition(position)
body[i].setRotation(rotation)
geoml=ode.GeomCylinder(space,0.5,1.0)
geom.append(geom1l)
geom([i].setBody(body/[il)
if Dactor==actorssli]:
mass.setCylinder(2000,2,0.5,2.0)
body[i].setMass(mass)

def near_callback(args, geom1, geom?2):
contacts = ode.collide(geom1, geom?2)
world,contactgroup = args
for ciin contacts:
c.setBounce(1)
c.setMu(10000)
j = ode.ContactJoint(world, contactgroup, c)
j.attach(geom1.getBody(),geom?2.getBody())

def simloop():
simstep=0.001
space.collide((world,contactgroup), near_callback)
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world.step(simstep)
foriin range(n):
x,Y¥,z=bodyli].getPosition()
actorss[i].SetPosition(x,y,z)#when the loop beginning,it is not possible to change the
#model rotation if no collision happening. For ode, the body is changing the
renWin.Render() #rotation happens when the world is begining. #The
problem is when the rotation will be feedback rotation.
contactgroup.empty()
dt=0.005
while(dt<0.1):
simloop()
dt+=dt
#my own interaction style for disassembly products
HEHHHHHHEHE R R R R R R
HHHHBHE
def pan():
global Rotating, Panning, Zooming,n,Num,Dactor,lasttime
global iren, renWin, ren, Dactor, CurrentRenderer,XYpos, LastXYpos
XYpos=iren.GetEventPosition()
x= XYpos[0]
y=XYpos[1]
LastXYpos =iren.GetLastEventPosition()

CurrentRenderer = iren.FindPokedRenderer(x,y)
picker=vtk.vtkPropPicker()
picker.Pick(x, y,0,CurrentRenderer)
Dactor=picker.GetActor()
if (Dactor==None):
Dactor=picker.GetAssembly()
if(Dactor==None):
return
iren.Initialize()
renWin.Render()
def startPan():
disp_obj_center =[]
new_pick_point =[]
old_pick_point =[]
motion_vector =[]

global Dactor, XYpos,LastXYpos,renWin
obj_center=Dactor.GetCenter()
CurrentRenderer.SetWorldPoint(obj_center[0],0bj_center[1],0bj_center[2],1.0)
CurrentRenderer.WorldToView()
display=CurrentRenderer.GetViewPoint()
CurrentRenderer.ViewToDisplay()
isp_obj_center=CurrentRenderer.GetDisplayPoint()
CurrentRenderer.SetDisplayPoint(XYpos[0],XYpos[1],0)
CurrentRenderer.DisplayToView()
CurrentRenderer.GetViewPoint()
CurrentRenderer.ViewToWorld()
new_pick_point=CurrentRenderer.GetWorldPoint()
CurrentRenderer.SetDisplayPoint(LastXYpos[0],LastXYpos[1],0)
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CurrentRenderer.DisplayToView()
CurrentRenderer.GetViewPoint()
CurrentRenderer.ViewToWorld()
old_pick_point=CurrentRenderer.GetWorldPoint()

motion_vector.append(new_pick_point[0] - old_pick_point[0])
motion_vector.append(new_pick_point[1] - old_pick_point[1])
motion_vector.append(new_pick_point[2] - old_pick_point[2])

if (Dactor.GetUserMatrix()!=None):
t=vtk.vtkTransform()
t.PostMultiply()
t.SetMatrix(Dactor.GetUserMatrix())
t.Translate(motion_vector[0]*10,motion_vector[1]*10,motion_vector[2]*10)
Dactor.GetUserMatrix().DeepCopy(t.GetMatrix())

print(t)
Dactor.AddPosition(motion_vector[0],motion_vector[1],motion_vector[2])

else:
Dactor.AddPosition(motion_vector[0]*2,motion_vector[1]*2,motion_vector[2]*2)

CurrentRenderer.ResetCameraClippingRange()

collision_detection(actors,n=len(actors),density=2000,r=0.5)

renWin.Render()

startPan()

def Rotation():

XYpos=iren.GetEventPosition()
x= XYpos[0]
y=XYpos[1]
LastXYpos =iren.GetLastEventPosition()
CurrentRenderer = iren.FindPokedRenderer(x,y)
picker=vtk.vtkPropPicker()
picker.Pick(x, y,0,CurrentRenderer)
Dactor=picker.GetActor()
if (Dactor==None):
Dactor=picker.GetAssembly()
if(Dactor==None):
return
iren.Initialize()
renWin.Render()

def startRotation():
cam=renderer.GetActiveCamera()
center=Dactor.GetCenter()
boundRadius=Dactor.GetLength()*0.5#half of the diagonal of the bounding box
cam.OrthogonalizeViewUp()#force the viewup to be perpendicular to camera->focalpoint vector
cam.ComputeViewPlaneNormal()
view_up=cam.GetViewUp()
c=vtk.vtkMath()
c.Normalize(view_up)#Unit Vectors
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view_look=cam.GetViewPlaneNormal()

view_right=[0.0,0.0,0.0]
c.Cross(view_up,view_look,view_right)
c.Normalize(view_right)#Unit Vectors

outsidept=[]

outsidept.append(center[0] + view_right[0] * boundRadius)
outsidept.append(center[1] + view_right[1] * boundRadius)
outsidept.append(center[2] + view_right[2] * boundRadius)#pas compris

CurrentRenderer.SetWorldPoint(center[0],center[1],center[2],1.0)
CurrentRenderer.WorldToView()

CurrentRenderer.GetViewPoint()
CurrentRenderer.ViewToDisplay()
disp_obj_center=CurrentRenderer.GetDisplayPoint()

CurrentRenderer.SetWorldPoint(outsidept[0],outsidept[1],outsidept[2],1.0)
CurrentRenderer.WorldToView()

CurrentRenderer.GetViewPoint()

CurrentRenderer.ViewToDisplay()
outsidept=CurrentRenderer.GetDisplayPoint()

radius=math.sqrt(c.Distance2BetweenPoints(disp_obj_center,outsidept))
print(radius)

nxf=(x-disp_obj_center[0])/radius

nyf=(y-disp_obj_center[1])/radius

print(x,y)

oxf=(LastXYpos[0]-disp_obj_center[0])/radius
oyf=(LastXYpos[1]-disp_obj_center[1])/radius

print(LastXYpos[0], LastXYpos[1])

cc=nxf * nxf + nyf * nyf

dd=oxf * oxf + oyf * oyf

print(dd)

if (((nxf * nxf + nyf * nyf) <= 1.0)and((oxf * oxf + oyf * oyf) <= 1.0)):
newXAngle = c.DegreesFromRadians( math.sin( nxf ) )
newYAngle = c.DegreesFromRadians( math.sin( nyf ) )
oldXAngle = c.DegreesFromRadians( math.sin( oxf ) )
oldYAngle = c.DegreesFromRadians( math.sin( oyf ) )
scale=[1.0,1.0,1.0]
rotate=[[0.0,0.0,0.0,0.0,0.0], [ 0.0,0.0,0.0,0.0,0.0]]

rotate[0][0] = newXAngle - oldXAngle
rotate[0][1] = view_up][0]
rotate[0][2] = view_up([1]
rotate[0][3] = view_up|[2]

rotate[1][0] = oldYAngle - newYAngle
rotate[1][1] = view_right[0]
rotate[1][2] = view_right[1]
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rotate[1][3] = view_right[2]
Prop3DTransform(Dactor,center,2,rotate,scale)
collision_detection(actors,n=len(actors),density=2000,r=0.5)
renWin.Render()
startRotation()

def Prop3DTransform(actor,center,Num,rotate,scale):
print("good")

oldM=actor.GetMatrix()
orig=actor.GetOrigin()
newTransform=vtk.vtkTransform()
newTransform.PostMultiply()
if(actor.GetUserMatrix()!=None):
newTransform.SetMatrix(actor.GetUserMatrix())
else:
newTransform.SetMatrix(oldM)

newTransform.Translate(-center[0],-center[1],-center[2])
foriin range(Num):
newTransform.RotateWXYZ(rotate[i][0], rotate[i][1],rotate[i][2], rotate[i][3])

newTransform.Translate(center[0],center[1], center[2])
newTransform.Translate(-(orig[0]), -(orig[1]), -(orig[2]))
newTransform.PreMultiply()
newTransform.Translate(orig[0], orig[1], orig[2])
if (actor.GetUserMatrix() != None):
newTransform.GetMatrix(actor.GetUserMatrix())
else:
actor.SetPosition(newTransform.GetPosition())
actor.SetScale(newTransform.GetScale())
actor.SetOrientation(newTransform.GetOrientation())
newTransform.Pop()

def cameraRotation():

XYpos=iren.GetEventPosition()

LastXYpos =iren.GetLastEventPosition()

x= XYpos[0]

y=XYpos[1]

dx=XYpos[0]-LastXYpos[O]
dy=XYpos[1]-LastXYpos[1]

CurrentRenderer = iren.FindPokedRenderer(x,y)
size=CurrentRenderer.GetRenderWindow().GetSize()
delta_elevation =-20.0 / size[1] * 10
delta_azimuth =-20.0 / size[0]* 10

rxf = dx * delta_azimuth

ryf = dy * delta_elevation
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camera =CurrentRenderer.GetActiveCamera()
camera.Azimuth(rxf);

camera.Elevation(ryf);
camera.OrthogonalizeViewUp()
CurrentRenderer.ResetCameraClippingRange()
renWin.Render()

def zooming():
XYpos=iren.GetEventPosition()
LastXYpos =iren.GetLastEventPosition()
x= XYpos[0]
y=XYpos[1]
dy=XYpos[1]-LastXYpos[1]
CurrentRenderer = iren.FindPokedRenderer(x,y)
center= CurrentRenderer.GetCenter()
factor=pow(1.1,1)
print(factor)
camera = CurrentRenderer.GetActiveCamera()
if camera.GetParallelProjection():
camera.SetParallelScale(camera.GetParallelScale()/factor)
else:
camera.Dolly(factor)
CurrentRenderer.ResetCameraClippingRange()
renWin.Render()

def shrinking():

XYpos=iren.GetEventPosition()

LastXYpos =iren.GetLastEventPosition()

x= XYpos[0]

y=XYpos[1]

CurrentRenderer = iren.FindPokedRenderer(x,y)
center= CurrentRenderer.GetCenter()

factor=pow(1.1,-1)
camera = CurrentRenderer.GetActiveCamera()

if camera.GetParallelProjection():
camera.SetParallelScale(camera.GetParallelScale()/factor)
else:
camera.Dolly(factor)

CurrentRenderer.ResetCameraClippingRange()
renWin.Render()

iren.AddObserver("LeftButtonPressEvent", ButtonEvent)
iren.AddObserver("LeftButtonReleaseEvent", ButtonEvent)
iren.AddObserver("MiddleButtonPressEvent", ButtonEvent)
iren.AddObserver("MiddleButtonReleaseEvent", ButtonEvent)
iren.AddObserver("RightButtonPressEvent", ButtonEvent)
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iren.AddObserver("RightButtonReleaseEvent", ButtonEvent)
iren.AddObserver("MouseWheelForwardEvent", ButtonEvent)
iren.AddObserver("MouseWheelBackwardEvent", ButtonEvent)
iren.AddObserver("MouseMoveEvent", MouseMove)
iren.AddObserver("KeyPressEvent", Keypress)

iren.Initialize()

renWin.Render()
iren.Start()
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Summary:

Integration of disassembly operations during prodiesign is an important issue today. It is estidahat at the
earliest stages of product design, the cost okdesably operations almost represents 30 % oftis ¢ost. Nowadays,
disassembly operation simulation of industrial pretd finds a strong interest in interactive simole through
immersive and real-time schemes. In this contexthe first place, this thesis presents a methodyémerating the
feasible disassembly sequences for selective @isddg. The method is based on the lowest levels dsassembly
product graph. Instead of considering the geometfoitstraints for each pair of components, the pegamethod
considers the geometric contact and collision i@lahips among the components in order to gen¢hateso-called
Disassembly Geometry Contacting Graph (DGCG). Hiked is then used for disassembly sequence genetaus
allowing the number of possible sequences to becertiby ignoring any components which are unreltigbe target.
A simulation framework was developed integratedaitVirtual reality environment thus allowing genangt the
minimum number of possible disassembly sequeneeriily, a method for disassembly operation evialndty 3D
geometric removability analysis in a Virtual envirment is proposed. It is based on seven new eritghich are:
visibility of a part disassembly anglesumber of tools’ changepath orientation changingsub-assembly stability,
neck scoreandbending scoreAll criteria are presented by dimensionless dofifits automatically calculated, thus
allowing evaluating disassembly sequences compleXor this purpose, a mixed virtual reality disasbly
environment (VRDE) is developed based on Pythogramming language, utilizing VTK (Visualization Tl&ib) and
ODE (Open Dynamics Engine) libraries. The framewarlkbased orfSTERP WRLandSTL exchange formats. The
analysis results and findings demonstrate the féagiof the proposed approach thus providing gigant assistance
for the evaluation of disassembly sequences diriogluct Development Process (PDP). Further consegaeof the
present work consist in ranking the criteria acoggdo their importance. For this purpose, moderatoefficients
may be allocated to each of them thus allowing eencomprehensive evaluating method.

Key words: disassembly sequences, disassembly product ggmametric analysis, removability analysis, virtual
reality.

Résumé:

De nos jours, l'intégration des opérations de désaklage lors de la conception des produits eshjeu crucial. On
estime que dans la phase initiale de la conceptiom produit, le colt des opérations de désasseyahbieprésente
environ 30% de son co(t total. Ainsi, la simulatides opérations de désassemblage de produits rietkistouve un
fort intérét pour des simulations interactives gracdes programmes d'immersion et en temps réat Bmacontexte,
dans un premier temps, cette thése présente uridecte génération des séquences de désasseipbtsieles
pour le désassemblage sélectif. La méthode eseImséles niveaux les plus bas du graphe de déshissre des
produits. Au lieu de considérer les contraintesng&oiques pour chaque paire de composants, la aethmposée
tient compte des contacts (relations géométriguée des composants) et des collisions afin de rgérié Graphe
Géomeétrique de Contacts et de Désassemblage (DGIBR)i-ci est ensuite utilisé pour la génératios déquences
de désassemblage permettant ainsi de réduite le noda@sgquences possibles en ignorant les compasamtés
avec la cible. Une application de simulation adééeloppée, intégrée dans un environnement deééatuelle (RV)
permettant ainsi la génération du nombre minimuraétpiences possibles de désassemblage.

Dans un second temps, une méthode d'évaluatiomprations de désassemblage par analyse géoméRiae
I'amovibilité dans un environnement RV est propogdie est basée sur sept nouveaux critéres qui kowmisibilité
d'une piéce, les angles de désassemblage, le natesrehangements d'outils, le changement d'orientates
trajectoires, la stabilité des sous-ensemblesareges de rotation du cou et flexion du corps. Toes criteres sont
présentés par des coefficients sans dimensionléalautomatiquement par I'application développéemettant ainsi
d'évaluer la complexité des séquences de désassgmil ceeffet, un environnement mixte de réalité virtugltaur
le désassemblage (VRDE) est développé, basé suantgage de programmation Python, en utilisant deux
bibliothéques : VTK (Visualisation Toolkit) et OD@pen Dynamics Engine), les formats d’échange étahiers:
STEP, WRL et STL. L'analyse des résultats obterumsaoditrent la fiabilité de I'approche proposée fmsant ainsi
une aide non négligeable pour I'évaluation desesgrps de désassemblage lors de processus de greton de
produits (PDP). Les autres conséquences de cdltcavsistent a classer les critéres en fonctiomede importance.
A cet effet, des coefficients de modération peuv@né attribués a chacun d'eux permettant ainsi rméthode
d'évaluation plus compléte.

Mots-clés: séquences de désassemblage, graphe de désassemdfygee géométrique, analyse d’amovibilité, téali
virtuelle.

165



