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GENERAL INTRODUCTION




Innovationin its whole definition is a way for industrial groups to preserve and create
value over competitors on the market. Mainly technologic, innovatiase of usea rew
way of using a product or service to answer market or user requirements. This work is an
innovation for compor@ design in power electronic systerbsth in tools and user customs.

Powerelectronic is subject to same research gaalany modern systeme. cost and time to
market reduction, efficiency increase in the global energy save world concern dalhuity

of solution to answemaximum customer need$he last decades haweenamounts of
innovation in structure, component and computer meth®dlsitions for a converter designer
in power electronic are numerous and complexes. One can choose to use reansemtor
technologies, e.g. SIiC or GaN switches, leading to higher frequency reducing filtering need
but creating new issues/er regulation or high frequency effects in components. The choice
could also be done on new mtlkgs and multievels voltage topology balancing efficiency
and cost between passive and active componEatsng the multitude of design solutions,
power electronic corerter developmertiasbecome a real headae and actual process does
not guarantee the achievement of the best and most competitive industrial prodscthe
need of new tools to help desigsar their choices clearly identified.

Figure 1: UPS topologyexample, connection between grid and dataenter with battery storage

This work presents new processes to achieve passive component design in power slectronic
converter subject to high current density. It has been redbzefchneider Electricompany

and applied omninterruptiblepower systens. Introducel in the 60s, to secure sensitive load
from electricity hazarddJPS must deliveharmonicfree electricity when perturbations occur
on the grid.The load is usually cquled to an alternative energy source, most of the time
hydrocarbon one, which is slow to deliver its full capaaify to several minute3he goalof

UPS is thus to guarantee the transition between grid and the second powerisylyogy
energy storageup to megawvats, and transit it in few micseconds with total harmonic
distortion reduction and perturbati@ancellation The UPS delivers energy during several
minutes. Thus, storage echievedwith batteries.Converter topologies are fitted to this
constraint, switching from alternative electricity to continuous current for battery and
conversely (Figure ). UPS is a staticonverter;electric wavesare change without any
motion of any componentn input ®veral voltage pentiak are connected alternatively to a



common point with a modulated time for this connection in order to produce a mean
continuousvalue from a sinusoidat modulation frequencyor reversely to switch from
continuous to sinug output But switchedwaveforms contain harmonics whose must be
filtered. Thenumber of voltage potential available on the common point defines the converter
capability toreduceharmonic contenat high frequencies, reducing size of filt§Figure 2).
Capability to switch from one potential to another is done by semductors. Increasing
number of potentidkads to increase number of sezonductors, i.e. their cost and losses, but
reduces the size of passive componeftsidy of two topologies of500 kVA UPS s
presentedn {Figure 3). UPS topology is a balanced choice between passideaative
components weight in price, efficiency, footprint, temperature, volume,Téte designer
faces a multiopologies and linked multomponents problem with goals and constraints
defined inso calledspecifications.

Figure 2: Harmonic spectrum for 3 UPS voltagdevels

At the present time, the time to market for an UPS from definition of specifications &seele

on the market is several years. Any implementation of inngedgéchnology increase
dramatically this time because of prototyping and understanding of this innovation. Different
points explain the time of new product developm@stwritten previousl, the large amount

of possibilities to design an UPS and the choice of topoiegyjong process Thetime of
LPSOHPHQWDWLRQ RI QHZ WRSRORJ\ LQ VLPXODWLRQ WRF
make it possible to prototype directly a good aedinitive solution. Several prototypes are
required and upgrades of those prototypes. It takes many months betweprogatgpe For

every prototype, long discussions with furnishers are needed about specifications and
measurements requiremekfalidation pocess are achieved on each component and then on
their assemigl. Optimization is also done by prototyping several solutions and choosing the
best one, which is not the appropriate method. Finally, the prototype is validated regarding
standardsind not necssarily all working case the UPS will be éalcta

To answer these issuesmé€king the best solution fitting specifications in the lowest possible
time, this work has associated mathematical simulation and optimization methods to the
strong industrial kawledge of Schneider Electriic the field ofpower converters.
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Figure 3: Comparison between 2 level UPS and 3 level UPS

A typical UPS operates in the range of hundreds of volts\23@B00V, high current, froma
few amperes upo thousands 18 ~ 3000A, and delivers grid compatible electricity, so 50
Hz or 60Hz sine wavewith 3 kHz to 25kHz switchingfrequency The emergence of new
semiconductor technologiesSiC or GaN,will lead to higher switching frequencies. This
work is bound by tesevalues

In the first part of this manuscript, algorithm optimization is introdusredadvantages of the
method and its application to industrial design explained. Optimization strategies are
presented, and the Schneider Electric knogéedn power converters leads to a specific
choice among the different possibiliti€dpecifications for sizing of passive components are
detailed.Algorithms are explained and illustrated on study cases, advantages and drawbacks
in converter applicationg@ highlighted. Finally, theptimization software ipresented

Optimization and strategy being defined, the second part of the manuseviglbps the
passive component modeling with optimization requirements impact on those models. Focus
is on magneticsfor both their hugeffecton the final converter efficiency and price but also

of their high numbers of sizing parametekscurate models are presented and technologic
innovations proposed. Validation of modeling is achieved with both simulation and
measurements on prototypes.

The thirdpart focuse®n the converter definition and how component models are linked to
simulate any topology otonverter All conversion used in UPS are presented AC/DC,
DC/DC and DC/ACNew coupled filter solutions are alsovestigated.

Finally, the manuscript presents the applications of all developed simulation and optimization
tools on industrial UPS projects. Three converters have benefited of thisamdriglidation

is done by measurement and gains @deenonstratedExtension for active componenis
explained.
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CHAPTER | - OPTIMIZATION




1.1 INTRODUCTION

Many projects in industry benefitom so-called optimized solutions. Most of the time
several prototypes are realized based on the experience of the designer and dhesdoest
many investigated solutions is selectkedthe work of arexpert designer, a local variation of
parameters is achieved to find local optimum. However, this is not optimization in the
mathematical world, and it does not make it possible to findgtbbal optimum of the
designed object addressing all constraints and goals.

The design of a component is the action of finding a set of the adjustable parameters in order
to respectat minimathe specifications, technical, geometrical and financial. Tegdeof a
component usingn optimization process is to find the best set of parameters respecting the
specifications but also providing the global optimum of goals. The choice of an appropriate
set of parameters addressing a set of objectives is thé&idefof algorithmic optimization.

This approach of optimal sizing is now compulsory in industrial prejastexplained in
general introduction. In this PhD the optimal sizing of passive comp®nenpower
convertes is investigated. This design cannat done regarding the component alone and
manually. The converter topology and its electric waveforms, the standards applied to the
whole structure, the other components, all have an influence on the global optimum of the
solution for the converter. Thushe number of possible solutions even in the simplest
topology of converter is too great for a human mind to solve, or for a computer to test all
possibilities. Taking the example of an inductor, general inputs are the coil, with the number
of turns, the nmber of strands per turns, the strand diameter, material of the coil. The core
FDQ KDYH GLIIHUHQW VL]HV DOVR DQG GLIIHUHQW PDWHU
possible values of six inputs, we consider a real fast simulation of the inducore-Yerify

all solutions will take a million seconds, more than eleven days. This cannot be used in the
design of a whole converter. Thus optimization methods and algorithms are presented in this
chapter to look on their impact on models and design gteste

First the specifications that limited the project are defined to serve as main guideline in choice
of algorithms or methods. Then the algorithms are presented in two families. Facing the
multitude of existing algorithms only few are introduced b #im is to familiarize the

reader with possibilities and main ideas developed in optimizatioorder to explain the
choices we made and the other ways that could have been investigated. The selected strategy
of sizing Schneider Electric components gpp discrete methods and genetic algorithms is

last presented. A fast review of the software integrated in sizing process concludes the
chapter.
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1.2 SPECIFICATIONS

1.2.1 Introduction:

The choice of an optimization algorithm has a huge impact on the modekraguis and the
optimization results. But in order to choose the fittest algorithm and the right strategy, it is
essential to define the problem. Schneider Electric has a century long knowledge on power
converter, and defined ideas of their needs. Thisgpapa introduces all the requirements
established with Schneider and the boundaries of this PhD project.

1.2.2 Scales:

The optimization is achieved on passive component used in power converter implemented in
UPS. The UPS is built from several power brickgjally an AC/DC converter switching
electricity from power grid to UPS, a DC/DC buck boost for batteries supply and finally a
DC/AC inverter to deliver the power to the load. The model must be valid for the whole
working scale of UPS. l.e.:

Current from 1A to 1 KA

Voltage: from 1V to 1 kV
Frequency: from 50 Hz to 50 kHz
Component: from1 mmtolm

X X X X

So component models have to be coherent on the whole scale whatever the working power.

1.2.3 Converter environment:

Schneider Electric ITB is in charge of develapia new range of products, but also to
upgrade old version of UPS or modify part of the UPS for customer special need. Thus, the
modeling has to enable the optimization of the whole converter or only part of it with the rest
of the structure unchanged. Ey&JPS has a different topology and power scale. Furthermore

in the development of a product, several topologies are compared. So the optimization and the
modeling must be flexible enough to consider all topologies without changing the model or
the algorihms.
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1.2.4 Magnetics:

With a wealth of experience in the design and manufacturing of power converters, Schneider
Electric and G2Elab identified the magnetics as a key in the design of the whole UPS. The
repartition of price and efficiency of the convertersamted in general introduction, drive the

focus on these components and the ssonductors. Schneider Electric does not have huge
leverage and possibilities on the manufacturing of the-semiluctors. They are treated as a

library of components from sugpLHUVY FDWDORJV &RQYHUVHO\ WKH
adjustable parameters. Magnetics are not acquired on datasheets. This makes the magnetics
particularly adapted to design by optimization approach. They will be widely investigated in

this manuscript.

1.2.5 Products for industrialized application:

One of the major key requirements of this project is to reduce drastically the cost and the time
of product development. l.e. this is not a-piang process, but the optimization has to
converge toward componentirectlyimplemented inindustrializedconverter That means
working on catalogs and supplier size of salmponents and library of materials. The
optimization has to deal with discrete values, libraries and the model must be really accurate
to give resiis close enough from final product behavior.

1.2.6 Engineer tool:

The optimization must be carried out by engineer accustomed to optimizationtlaxpert

in this domain.The optimization must be robust and without bug requiring expert analysis
after eachun. Users must be able to implement new material or component in library used in
optimization. The deployment of models and algorithms must be easy and without high cost,
multi-software platform is not recommended.

1.2.7 Conclusion:

This PhD has been achievedstrong collaboration with Schneider Electric ITB. The main

goal was to apply scientific innovation and research on an industrial project. The
specifications presented in this paragraph have been the guiding line of the work and research
achieved duringhe PhD. Models, tools and optimizations are matching all the requirements
established by Schneider and sometime exceed them.
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1.3 ALGORITHMS

1.3.1 Introduction:

The choice of optimization algorithm according to specifications of the problem and goals of
the optimzation is as important as the model of the problem. Problems are distinct by their
nature and their purpose. The choice of the algorithm matching the requirement implies the
knowledge of these algorithms and their behavior, as well as the model behasoused in

these algorithms, since both cannot be decoupled. In this part some generalities on
optimization methods are explained and few algorithms detailed. Among the multitude of
techniquesvailable for optimization it would be presumptuous to presakiof them, so only
relevant methods are explained.

Two approaches are distinct from each other by the origin of their outputs with the same
specified inputs.

X The direct method uses directly the system to be optimized or its-phykic
accurate modelm Simplest and faster this method uses real outputs.

x The indirect method takes its values form a surrogate model elaborate from the
multi-physic modeling. It requires the elaboration of a new model but can be really
useful when the system is too comptexthe accurate model too expensive in time
calculation.

Goals are to be clarified also. For each optimization problem, several optima can exist, local
or global. In the case of amelioration, local optimum can be sufficient. But when searching
the best saition, only the global optimum is satisfying. In other cases, the optimum can be
dual, meaning that two objectives are in competition, in this case a tradeoff must be found.
For each specification of the optimization goal, some algorithms are betterthigtedther.
Algorithms are usually classified into two families: if it is not based on any random
mechanism, algorithm is classifie@tbterminisic. The convergence is determined by fixed
mechanisms and will always converge to the same results for theirgame However, if
random mechanisms are used, the algorithstashastic The result will not necessarily be

the same. The use of random method (e.g. Monte Carlo or Mutation in Genetic Algorithms) is
supposed to widen the search domain and guarariteamhvergence to the global optimum,
without trapping the optimization with knowledge of the user. New algorithms emerge to
answer the need of coupling both methods; they arehghlid and are a sequential use of
stochastic and determinist algorithms.

Whatever the algorithm, it is classified by order:

x Method of 0" order: only the outputs are used.
x Method of ' order: outputs and their derivatives are used.
x Method of 29 order: outputs, derivatives and second derivatives are used.
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The appropriateness tiie optimization method to the problem isiasue with no general
solution.

In the following, algorithms are presented and tested on two problems.

1.3.1.1 Belledonne
The firstproblemis the Belledonne mutoptimum problem with the objective of minimizing

(D).

This surface has one global minimum f(1.36864;0.01548), and 3 local minimums
f(0.56434;0.01548), f(1.36864;0.86648) and f(0.56434;0.86648). It is really interesting for
testing the capability of algoriths convergence toward local or global optimum. The surface
from (1) is shownin (Figure 4), global optimum is highlighted in red and local optima in
green.

Figure 4: Belledonne probkem surface with local optimum in green and global optimum in red

Figure 5: Belledonne surface, initial point convergence area
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On the Belledonne case, the gradient algorithm convergence depends on the first set of
parameters. Fouguadrants can be found, for red, green and blue dmeptimum will be

one of the local optima. Only an initial set of parameters resulting in a value of (1) situated on
the yellow area will converge toward the global optim. The point of the surface
chosen as initial point for optimization is situated at the intersection of the four areas.

1.3.1.2 Bi-sphere

The second problem is the -Bphere, multobjectives of minimizing (2) and (3). Both
optimums f1(10) and f2(0;1) cannot be reashat the same timea compromise is
compulsory. In multiobjectives problem, the goals are weighted to set a ranking. The choice
here is to give same importance to both goals. The surfaces are illustrdt&dure 6);
optimums are highlighted in green.

Figure 6: Bi-sphere surface with optimunsin green

1.3.2 Pareto-Front

The optimal Paretdéront is an important tool for industrial designer. It allows selecting the
best optimal solution regarding the tradeoff the designer want to make between several
objectives.A Paretefront can be built with many algoritbsn determinist or stochastic.
However, results and convergence have not the same relevance and easiness.
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1.3.2.1 Single optimum algorithms

In presented algorithms only a few allow to find many optimums in a single run. The strategy
for the others consists in seakrun with a fixed value of one of the objective. The value of
the objective is fixed but all the other parameters and objective stay unchanged. It forces to
repeat the optimization for several fixed values of the objective but also repeat the pattern for
the other objectives.

This approach presents several drawbacks. For more than two objectives, the number of
optimization can become important. With the risk that optimization may be not robust and
with issues to converge, the Parfitont becomes trickya obtain. Another issue is the
number of fixed poirgon the Paretofor a smooth front this is not an issue, but for Pareto
with several bindings, the number of vadigessential to find good resufEidure7).

Figure 7: Pareto built from single optimum algorithm

1.3.2.2 Elitist Multi -Objective Evolutionary Algorithm

The EMOEA algorithms introduced ifi8.5.3 and are shaped to find optimal
Paretoefronts for multi-objectives problems. Unlike other algorithms, they require only a
single run. The single run can be more expensive than several runs of other algorithm, but for
numerous objectives avhen Paretdront is not smooth, they prevailed. Their mechanism of
population selection on the front guarantees the search of the whole Pareto.

1.3.3 Constraints

Most of designs are realized with constraints from various origins, geometrical, electrical,
financial etc. The constraints are an issue for the good convergence of the algorithms. Indeed
they complicate the form of the domain of solution reducing the chance to find the optimum.
But constraints also introduce a discontinuity in the problem, i.e. tiieeihcan be impossible

to compute when constraints are not respected and thus the set of input creates an unfeasible
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solution leading to the stop of the optimization. If the optimum is near the boundaries defined
by the constraints the convergence canraendtically slowed down because the refine of the
solution will be more difficult. The nmain methods to deal with constraints are presented
below.

1.3.3.1 Suppression of constraints

The best solution to prevent issitfeom a constraint is to suppress it. It relaxbe weight of
optimization by diminishing the number of check and prevents the stop of convergence. The
method is generally applied in the definition of inputs or in the model.

E.g. the definition of input®in<xi1<bsup and cini<X2<Csyp With the constraits x;<x, can be
rewrite replacing one of the input by another= x;+x3 with dinr<xX3<dsyp Thus the constraint
is suppressed.

This approach places the effort on the designer and liberates the optimization process. A
careful attention has been paid tcsthi the model presented in chapter Il

1.3.3.2 Penalties

When the design does not allows the suppression of constraints, those ones can be integrated
in the objectives function by the penalties method. This method adds a handicap on the set of
inputs violating tle constraints. Two approaches are possible.

The method of external penalties replaces the objective function by a summation of problems
without constraints degrading the solutions violating the constraints: . . s

suite of scalar tending toward the infinite. lllustration is preseimtggigure8) for objective
function f with constraint that<1.

The other method is the interior penalties. Instead of penalizing solution violating the
constraints, the method penalizes the admissible solutions close to the corf§igumesdj.

This method is particularly fitted to problem where solution cannot be computed when
constraints is not respected.

1.3.3.1Lagrangian

The lastsolution for constraints e Lagrangian functioihe Lagrangian is a function that
summarizes the dynamic of a system. In the case of optimization it unifies the objective
function with the constraints of equality and inequality in a same functiom.L&rangian

uses the same pattern than external penalties but with the multiplier are computed at each
iteration.

land Mre the Lagrange multiplier. Moreover, the Lagrangian does not impose tketresp
of constraints during the optimization, except at the end. So the convergence can be prevented
when constraints must be satisfied at each computation of the objective function.
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Figure 8: Method of external penalties to prevetsolution x>1

Figure 9: Method of interior penalties to prevent solution x>1

1.3.4 Deterministic Algorithms:

Determinisic algorithms search for the optimal solution with the fastest and most efficient
convergence. This is also aadiback because the optimum is generally local and not global.
They are fitted for large number of parameters and large number of goals and constraints.

1.3.4.1 SurfaceMappingMethod

The Surface Mapping Method (SMM) is widely used in optimization. It build sueagadel

of the objective function to reduce the complexity of the problem and enhance the time of
optimization. It is an indirect optimization; the surrogate model prevents direct
communication between the algorithm and the initial model. The surrogatgofu can be
computed at the beginning of the optimization and stay the same or it can be rebuilt locally at
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each iteratio With the local approach, at each iteration the surrogate function is more
accura¢ than the previous one, derivative can be deduced from variation of the surrogates if
the behavior is monotonous and finally preferred directions are computed. The SMM can be
of 0", 1% or 2" order regarding the approximation used. In the local apprtaele main
methods are used in SMM and define strategy of optimization.

Sliding approach

The first map is constructed in a part defined by the user. This first map gives the preferred
direction for convergence and the size of the map stay unchangedTdiiterinformation

coupled with the previous maps lead to the next map. This is an iterative process, the
optimum are locals because they rely on the first [Raqu(e10).

Figure 10: SMM sliding approach on Belledonne problem

Zoom approach

The previous strategy is local, only a slight part of the objective domain is searched. A better
approach is to map the whole domain and zoom on the area giving the best convergence. The
fastest process is to reducensequently the map at each iteration, but this can lead to focus
on a local optimum rather than the global optimum. To guarantee the convergence, a good
balance must be found between speed (few zoom iterations) and precision (size of the zoomed
map) [Figurell).

Figure 11: SMM zoom approach on Belledonne problem

Comprehensive approach

To guarantee the global optimum convergence, the SMM is used to model the variations of
the whole domain. Each iteran, a polynomial function is surrogated to the objective
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function to map it. Considering the limitation of modeling induced by polynomial function,
the objective function is approached by piece map. The whole domain is divided-in sub
domains; in each a mpas computed. The continuity between sldmains is not guaranteed
Figurel2).

Figure 122 SMM comprehensive approach on Belledonne problem

The three approaches for SMM have not the same pattern;useiwill depend on the
problem. Sliding requires little iteration so it is fast but not accurate. This algorithm chained
with a local search algorithm on the model proves efficient on complicated objective function.
It is still a local optimum search.

Thezoom SMM allows the search of the global optimum with a longer time of calculation.
The convergence on the global optimum is not sure in every case.

The comprehensive approach increases the probability to find the global optimum by
subdividing the domairit is the most expensive of the three but makes it possible to compute
accurate surrogate to the objective function.

However, SMM in general deals badly with constraints that prevent calculation. The maps are
predefined and do not consider constraintsif &anodel cannot be computed if the constraint

is not respected the surrogate point is unfeasible. The choice of surrogate points is then
difficult so the surrogate maps will be tougher to build.

1.3.4.2 The 0" order

The direct search methods do not requiegivditives. They only use direct value of the
objective function. They can explore non continuous function and are not really sensitive to
numerical noise.

1.3.4.2.1 The grid search

The grid search is the basest principle. Every input parameter is discretizednbletwee

and upper bound. The whole combination of values of the k inputs parameters defines a k
dimension grid mapping the objective function. The grid search consists in computing each
node of the grid. The finest the grid is, the closest the solutibm gdobal optimum. This
method is expensive in computation time and increase dramatically with the number of
parameters and the discretization of the grid. It is a determinist algorithm thus it delivers one
optimum.
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For the Belledonne case, the solutisrctiose to the global optimum, only the accuracy of the
grid will enhance the precision. But the algorithm is not trapped by local optimum. For the Bi
sphere, the algorithm always converges to the lowest point of the crossing of both spheres
because goalsave the same weight so crossing is the best tradeoff between both.

1.3.4.2.2 The simplex method
The simplex method is a local iterative optimization, with a spatial propagation form the
previous point to the next, which means like many determinist algorithmmittadization set
of parameters will decide of the convergence toward a local or the global optimkm. A
simplex is the generalization of a 2D triangle todimension space. Its process is easy:

X Initialization

x Computation of the summit of the triangle

x Classification of summits regarding objective function

x Computation of new summits considering worst and best previous ones

Usually the summits are clageifl as Best point, Worst poil¥ andN the second best point

for convergence. The most known methoches Nelder and Me@with the introduction of
adjustable step. When a direction is favorable, biggest step are taken. Reversely, in the
direction of the worst solution, steps are reduced. These notationsfemred asexpansion
andcontractionof the simplex. Relations to compute simplex are:

x Reflecton R=C+.(C-W) .a

x Expansion ( & W !

x ContractontoR &5 & -Wg

x ContractiontoW CW=Czx &W)

C represents the barycenter of tkédest points of the previous simplex. The principle is
shownin (Figure13).

Figure 13: Simplex method

The simplex method is the most efficient 8f@rder approach. The mechanisms are easy and

it does not require much time to converge toward the optimum. However the simplex needs
many iterations to converge to the optimum when close of this one, because of the iterative
reduction of the simplex. But coupled with another method, it can be really fast. Attention
must be paid to the case of constrained optimization because a falsesviatposed on the
objective function when a constraint is violated. This trick to stay in the search domain leads
to wrong information on the convergence of the algorithm.
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On Belledonne problem, the simplex converged in 37 iterations. Its convergehcsrasted
in (Figure14). Only a local optimum is reached and the path followed by the algorithm is not
the fastest one.

Figure 14: Simplex Nelder&Mead convergence for Belledonne probia

On the bisphere problem, the simplex converged in 32 iterations toward the minimum of
monac-objective computed fromil and f2. The optimal point found by simplex is the exact
balance between both objectives. It comes from weighting on goals. An unedparaditg
would have leaded the algorithm toward one or the other goal.

1.3.4.3 The T order

The T'order algorithm use first derivative of outputs according to inputs. This is the jacobian
matrix build from gradient. It is an approach reducing the time twerge and the good
direction taken between two iterations. Indeed, for a fundtmnC" category (differentiable

with continuous derivative), the gradient of this function at the point x is the direction of the
greatest increase &f So it gives the beglirection to search for reduction or increase of the
function.

1.3.4.3.1 The Steepest slope
The Steepest Slope Method is one of the easiest gradient methods. The gradient giving the
greatest increase, to minimitea step is taken in the opposite direction, Wwhgthe steepest
slope. The direction for vector of inputss:

So, knowing vector of inputs, the next set..; is defined by:

6

. defines the lengtbf the step tog.;. A line searchprocedurebased on residues is applied to
find the best value of {AppendixA). (Figure 15) illustrateson the search linéhat a best
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value of . can ke found to choosg.;. Indeed if . is not correctly set the next step contains
part of the previous direction, which leadslése time and efficiencySo for each set of
inputs the gradient is used to find the best direction for the next step and sedirah
procedure is used to choose the length of the 3es. a vector of inputs, the gradient is

unequal for each line of meaning for each input parameter so is the value ©he length is
not necessarily tnsame for all input parameters

Figure 15: Steepest slope patfrom one point to the next

Figure 16: Convergence of SBI

The steepest slope method is known for slow convergence because the same direction can be

taken many timegHgure 16). This default is corrected by the conjugate gradient method
using the hessian. However, the SSM is easy enough to understand gradient convergence
mechanisms.

1.3.4.4 The 29%order

To correct the drawback of not taking irgocount the variation of the objective function, the

2" order method use the hessian, the second derivative of the function considering local
variations of the function.

27



1.3.4.4.1 The Conjugate Gradient
The purpose of the CG method is to keep the SSM princip@speed up the convergence.
In the SSM same axes of research can be taken many times. It would be faster to impose that
each step must be orthogonal to all previous directions. Seathégonal family of vector
is built for direction searchd(x). l.e. ech new directiord is orthogonal to all previous
directions. To find new orthogonal directions the local variations of the objective furfiction
are conmlered using the hessian matriXhe hessian matrix is used to ensure the A
orthogonality of each newirégction © it is nd necessary to store old search vectotss is
what makes CG an important algorithm.

CG proves really effective on Belledonne problem. It took 7 iterations to converge toward the
global optimum. The starting point was the same asithelex but CG started in the good
direction [Figure 18). We change the initial point of the optimization near the global
optimum, to force CG to depart in the other directions. It took only two iterations eaeh tim
for CG to reach the other optimums and finally converge on the best of the 3 local optimums
Figurel7).

On the bisphere problem, CG is much more efficient and the same optimum as simplex is
reached in one itation only.

Figure 17: Convergence of CG algorithm on local optimums
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Figure 18: Zoom on Belledonne surface; Convergence of CG toward global optimu

1.3.4.4.2 The QuasiNewton/ BFGS algorithm
The 2" order algoithms like CG use the hessian matrix of a function, which is not always
calculated analytically for speed up reason. The Quasi Newton method (QN) is based on the
Newton approach to compute approximation of the second derivative of a function around a
specfied point. The development to second order of a functionxgestr

So the purpose of the method is to find the valu ¢iiat minimizes the second order
approximation.

The next iteration point is easily deduced:

In this equation the inverse of the hessian matrix is needed, which lead to important
calculation and time processing. A convergent iteegpikocess is substituted to the inversion

of the hessian by computing approximation of the inverse at each iteration. They are the QN
approaches. The pattern of CG method is reused.

10

. is still the minimum along the direction imposed by the opposit&@nd the gradient (line
search in an orthogonal bas8)is the matrix approximation of the hessidnbuilt from the
previous calculationsSs; = S + C;. G is a correction matrix based on the conditiof
Newton. The best calculation dfi matrix has been introduced by BroydEletcher
GoldfarbShanno (BFGS meth(1{B] [6]
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The iterative and numeric approach loé¢ thessian matrix impose the objective function to be
continuous and with low level of numerical noise.

On the Belledonne problem, BFGS converged in 4 iterations towards the global optimum
Figure19). However, urike the CG, it took only 2 iterations to reach the good area, and the
local search takes 2 iterations to refine the result.

Figure 19: BFGS algorithm convergence on Belledonne surface

On the bisphere problem BFGS acts like CG.

1.3.4.4.3 The SQP
The Sequential Quadratic Programming method is based on the computation of the
Lagrangian function. It is a nonlinear optimization innately taking into account constraints.
This methods a strategy for finding the local maxim and mininum of a[functionsubject
to constraints. The purpose is to minimize this Lagrangian function, using a QN (Quasi
Newton) approach to solve the quadratic problem of the gdederivative minimization. The
BFGS method is generally used sequentially until no better solution can be found.

The SQP algorithm is one of the best nonlinear constrained methods. However like the BFGS
it is sensitive to numeric noise because of the leggdroximation of both gradient and
hessian.

1.3.5 Stochastic algorithms

Unlike determinigt algorithms, stochastic algorithms are based on random approach. Two
ODXQFKHV RI WKH DOJRULWKP IURP WKH VDPH VWDUWLQJ
geneally used for problem with discrete parameters or when several local optimums exist to

find the global optimum. Stochastic approach are often based on observation of mechanisms

of the nature, ant population, energy evolution of a cooling mass in fusiowldted
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annealing), or Darwin evolution theory. The genetic algorithms are of this last family. This
manuscript focuses on the genetic algorithm because they are widely used in our
optimizations.

1.3.5.1 The Genetic Algorithm (GA)

The GA is based on the genetioadysis of the human nature. The most performing
individuals of a population have higher probabilities for their genetic material to be used in
the next generationfThen every new generation must be better than the previous one. The
creation of new individals is achieved by elitism, combination of the best individuals but
also by random mutation of the genes. This approach is easily translated to optimization.

An individual is a set of adjustable parameters. To match genetic, parameters are generally
descibed as binary string of 0 and 1. A population is made from several individuals. Each
individual is noted according to its performing in satisfying the objective function. The
optimization finds the best individuals by amelioration of a fixed populatiemneat step.

1.3.5.1.1 Selection
During each successive generation, a proportion of the existing populateledtedo breed
a new generationThe creation of a new generation of population is done using three
operations. The elitism consists as keeping thettebindividualsto carry over to the next
generation unaltered It guarantees that the solution quality obtained by the GA will not
decrease from one generation to the n&ke tournament is the random selection of two
individuals and only the bettene is keep as a parent for the next generation individuals. This
process is repeated until enough parents are selected to brew next generation. The roulette
wheel selection or fitness proportionate selection is used to illustrate the performing
proportion of an individual compared with the performing of the population. A wheel is
created with segment for every individual. The segment size is proportional to the individual
performing. Then a random selection is made similar to how the roulette wheel isdrotat
Thus, best individuals have higher chance to be picked up but not necessarily.

Once the parents are selected, a new generation is created by their crossover.

1.3.5.1.2 Crossover
The onepoint crossover, both parents binary strings are cut at the same lengthihandhe
second parts of the data are swapped between them to create children.

The two-point crossover, both parents binary strings are cut two times at the same length and
the middle parts are swapped.

The cut and slice crossoverboth parents binary stigs are cut at unequal length and
swapped. This results in the change of size for children.

The uniform crossoveruses a fixed ration of genes of the parents to be swapped.

The genes of parents and children match one input parameter. The crossoven laetwee
temperaturénput and an electric input would be incoherent.
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1.3.5.1.3 Mutation
The mutation is an operatidhat changs gene values randomly. Its role is crucial in the
convergence of a genetic algorithm because with selection and elitism the genetic algorithm
tends towards a homogenization of the population. Mutation creates brand new individual and
brings new area of research. Where selection and crossover lead to converge to accurate
solutions, mutation extends the search to the whole domain. Several psogkessitation are
used. The bit mutation is the flip of a random gene from 0 to 1 or inversely. Flip bit changes
the genes value of the whole string. Many other mutation operators exist and are not listed
here.

GA uses partial random set of adjustableapsters which guarantee a better exploration of
the solution domain with simultaneous points of convergence. The chance of finding the
global optimum is huge and new unanticipated solution can be found.

On Belledonne problem, GA reaches the global optinmud? generations of 50 individuals.
Only the global optimum is delivered by the algorithm.

Figure 20: GA convergence on Belledonne problem

1.3.5.2 The Niching

GA is suitable for locating the optimum of unimodaihctions asit convergs to a single
solution of the search spacéndustrial optimization problemsoften lead to multimodal
domains ad so require the identificatiosf multiple optimums either gldal or local. For this
purpose niching methods extend simplé $V E\ S UR R farngtidn oV stable
subpopulationen the neighborhood of optimablutions the nichesSeveral niching methods
exis{[7]

1.3.5.2.1 The Fitness Sharin@drS)
The fitness is a representation of the performance ofdavidimial. The purpose of the FS is to
reduce the density of populated regiondV ORZHUV HDFK QLFKHfV LQGLYL
amount of the number of similar individuals in the niche population. For an elénend
shares a fitnedswith m individuals the new fitness is:
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11

The goal is to reduce the attraction of equivalent individuals and highlight unique individual.
Actually, the more elements are sharing the same fitness, the more the equivadsstdit

those individuals will be reduced and thus also their chance to be selected for brewing new
generation.

The niche countny is done by summing a sharing function over all the members of a

generation population.
12

Wheredij represents the distance betweemndj andshthe sharing function that measures
the similarity between two elements. It returns one if the elements are identical and zero if
their distance is higher than a threshold dissintjlathe niche radius.

13

Sharing tends to encourage search in unexplored regions of the space and favors the formation
of stable subpopulationslowever setting thresholdrequires the knowledge of the distance

to the optimum which is not the case so setting the saffioe all individuals can lead to
privilege optimum rather than other.

1.3.5.2.2 Clearing
The clearing method is similar to fitness sharing, but instead of sharifgniss with all
LQGLYLGXDOV RQO\ WKH OHDVW JRRG LQGLYLGXDOV VKDU
fitness is preserved and the others are redut®dh the sharing method, individigabelong
to the same niche (wubpopulation) if their ditance in the search space is less than a
dissimilarity threshold.

1.3.5.2.3 Crowding
Crowding method inserts new elements in the population by replacing similar individuals.

In standard crowdin an offspring replaes the most similar individual (in terms of
genotypic comparison) taken from a randomly drawn subpopulation of size of a crowding
factor from the globgbopulation.

In deterministic crowding{8]| standard crowdig is improved by introducing tournament
competition between parents and children in a same niche when crowding with offspring.

The Restricted Tournament Selectjfi®]|is a last improvement of the crowding imed.

RTS initially selects two elements from the population to undergo crossover and mutation.
After recombination, a random sample of individuals is taken from the population as in
standard crowding. Each offspring competes with the closest sample el@éimeentinners are
inserted in the population.
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Conversely to all previous algorithms, Niching provides raytimum result|Eigure 21).
The optimums are less accurate than CG or BFGS, but all local optima plggolfad

optimum are found in 49 generations of 50 individuals.

On the bisphere problem, several optimums are giyeigure 22). The classic optimum
provided by all previous algorithm plus other optima. These ag)ecessarily interesting,

result only of the need for the algorithm to keep several niches along the optimization.

Figure 21: Niching solutions on Belledonne surface

Figure 22: Niching solutions onBi-sphere surface

1.3.5.3 Non Sorting Genetic Algorithm Il

The NSGAII [[11]]is an evolution of the NSG[L2]| Elitist Multi-Objective Evolutionary
Algorithm. As indicated byts name, this algorithm is part of the genetic algorithm build to
find the Paretaptimal front of a multiobjective problem in a single run. In the modern
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application problem it is impossible to find a single optimal solution that optimizes all
objectives. An algorithm that gives a large number of alternative solutions lying on the
Pareteoptimal front is of great practical use for a designer in the industrial world.

NSGA has manyaults a high computational complexity of n@ominated sorting, a laakf

elitism and the need for specifying a sharing parameter as in Niching fitness sharing. To
address all these issues NSGA Il was proposed and is now the most useobjactities
algorithm.

First an initial population is created, then the populationoded based on the non
domination. The goal is to sort all individuals in several Pdretuts, the I being the best
and the K the worst. In the NSGA approach &l individuals are compared with al
individuals form objectivesmxN? calculation amax. The fast nodomination use in NSGA
Il is a process to reduce the number of computationid? at max:

For each individual p in main population:P
- Initialize Sp = [0]. This set would contain all the individuals thet being dominated by p.
- Initialize np = 0. This would be the number of individuals that idate p.
- for each individual g in P
x if p dominated g theadd g to the set Sp i.e. Sp = 94q}
X else if g dominates p thémcrement the domination counter forpi.e.np=np + 1
- ifnp =0 i.e. no individuals dominate p then p belongs to theffiost; Set rankof individual
p toone i.e prank = 1. Update the firsbnt set by adding p to front one i.e F1 = BY{p}
This is carried out for all the individuals in main population P.
- Initialize the front counterto one.i=1
Following is carried out while thé"ifront is nonempty i.e. Ft @
- Q=@. The set for storing the individuals for (i +"lfront.
- for each individual p in front Fi
x  for each individual g in Sp (Sp is the set of individuldminated by p)
ng = ng1, decrement the domination count for individual q.
if ng = 0 then none of the individuals in the subseqfremits would dominate q. Henc
setQank = i + 1. Updatethe set Q with individual g i.e. Q = Q{q}.
- Increment the front counter by one.
- Now the st Q is the next front and hence Fi = Q.

This algorithm is better than the original NSGA since it utdlites informationabout the set
that an individual dminate (Sp) andhe number of individuals that dominate the individual
(np). It is then faster and with less calculation to find all the fronts.

Then toget an estimate of the density of solutions surrounding a particular point in the
population, the avage distance is takdretweenthe two points on either side of this point
along each of the objectives.

Once all the individuals are sorted, the best individuals are taken, i.e. the individuals in the
lowest ranked Pareto (the best Paretos) and with ifleeh density distance (isolated
individuals, same principle as niche). Classical genetic tournament selection, crossover and
mutation are done. Then the new population created with the best previous individuals
(elitism) and the children is nestominatedsorted to create the next generatiSimce all the
previous and current best individuals are added in the population, elitism is ensured.

To sum up, a first population is created and sorted. Then each optimization iteration, the best
individuals are usetbr genetic breeding. Fast nalomination sorting and density estimation
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are used and a new population is selected from PRaoetb ranking and crowding
comparison.

NSGA-1Il addresses muHbbjective problems to find the optimal Parétont in a single un.
It is often better than its competit(ds3]{[14]{and[15]

1.3.5.4 Grid Multi-objectives Genetic Algorithm

Like NSGA 1l, GMGA is an algorithmto find the optimal Paretfront of multiobjective

problems. GMGA isperfect for industrial applications. It is based on the discretization of
adjustable parameters to formagrddFK SDUDPHWHUYfV JULG VWHS LV FKF
geometric parameter e.g. it could be really interesting to choose micrometers for wire or
millimeters for magnetic core. This is also useful to set a grid step to one for library use,
where each number represents a component or material.

The first step dfines the grid setting bounds for the parameters and their grid step.

Then the first population is generated using the Latin Hypercube SagA LHS
selects points on a grid in order to make certain ttietn possible levels of parameters are
tested one tim§F{gure23). The points are uniformly distributed on the axes of the domain. It
does not ensure the uniformity of resulting solution on the domain.

Figure 23: Grid selection, left standard sampling, right Hypercube Latin

For the next generation, the process is similar to NSGA Il. Elitism is used to select the
parents. Every point on the grid close to the best solution is exploresh Jdlection,
crossover and mutation are used. The Pdretd is improved using vicinity mutation.

The domination sorting is not the same as for NSGA II. Cells (i.e. the sizes of the grid step)
are built for each parameter. Only one individual is autiedriper cell. If the number of
children after this sorting is higher than the required population, the cell size is increased. The
best individual per cell is kept. The new population is built.
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On Belledonne problem, for GMGA the goal is set inferior-16 optimal solutions are

returned|Figure 24). The optimums are distributed on grid points of the surface lower than
10.

Figure 24: GMGA resultson Belledonne surface

Figure 25: GMGA results on Bi-Sphere surface

On the Bisphere problem, GMGA gives all the optimums between both sphere minimums
[Figure 25). This algorithm allows the perfect tradeoff between both goal&eupiievious
algorithms that gave only one. GMGA is particularly adapted for robjgctives problem.

1.3.6 Conclusions

Two main families of algorithms have been presented. Determinist and stochastic most
employed algorithms have been introduced in order werstand their mechanisms. The
knowledge of algorithm convergence and capacities is essential to use them properly and in
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the good application. Since many issues in optimization come from the wrong association of a
model and an algorithm, this associatierpart of the strategy chosen for the optimization.
The model can be imposed, but when no model exists it appears easier and better for

convergence to build a model fitting algorithm capacities. This will be investigated in the
following section.
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1.4 STRATEGIES

1.4.1 Introduction:

The choice of algorithms for optimization cannot be done without according it to the strategy
chosen for optimization. The strategy is the decision of which algorithm applied on which
model for which purpose. Two main types of strategian be separated, gmiing and
sizing.

Presizing is particularly fitted for heavy time computing model with lots of parameters and
constraints. The complexity of the system to be sized compels to build a simplified modeling.
Most of the time, this appach is associated to indirect methods. The goal is to find quickly
an approximate optimized solution for the problem. However, the use of a surrogate model
(e.g. linearized model), prevents directigtaininga solution for industrialized production.
Discrete values must be linearized. This approach is using determinist algorithms, what is
better with lot of parameters. A second study is achieved after optimization around the
optimal solution, e.g. discrete parameters are fixed tockbsestdiscrete vale from the
continuous one. It can lead to the nded several prototypes. Furthermore, the use of
determinist algorithm often leads to local optimum. Better solutions e$ipieg are found

using hybrid approach of coupling stochastic search of the idoaral local focus with
determinist algorithm. When searching discrete library of material e.g., strategy of
linearization of this library are computed.

The presizing context is then to be preferred wighlarge number of parameters and
continuous problas with no library.

The sizing approach is really interesting in an industrial problem with library of components
and discrete sizes of parameters. The optimal solution is then directly used for prototyping
and reduces drastically the time to market of pheduct. However, discrete values and
libraries prevent % and 2° order determinist algorithms. Stochastic algorithms like genetic
ones are fitted for this approach but the number of parameters, goals and constraints cannot be
numerous because of thetun@ of those algorithms.

Sizing context is chosen for discrete problem with few parameteran be seen as a smart
choosing method among too numerous market solutions.

More than these two definitions of approach, strategy of optimization also dehlshei
choice of modeling development platform. The sizing of a power converter is apmysics
problem with many interactions. Nowadays, designers use -guittvare: Finite Element
Analysis for magnetic components or thermal simulation, circuit stioolgor topology
electric behavior, control software for regulation of the converter, etc. The emergence of
multi-physic software like Coms8l Moos€ or Ansy$ shows the need of this kind of
approach.
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The goal of optimization is important too. The agmio is not the same if the purpose is to
find an improved solution or to find the best possible solution or to provide Hereto
solutions for designer help.

There are as many strategies as problems. The specifications defined by Schneider Electric
andtheir manufacturer experience have influenced the strategy of this project presented in this
paragraph.

1.4.2 Schneider Electric Experience:

Power converters are mujthysic and multinteraction objects. Their muighysic
simulation is extremely complex dmeavy time consuming, without simplifications. A strong
aspect of this PhD is that several assumptions and problem reductions have been done based
on Schneider Electric experience. Focus to be done on a given physical phenomenon, strong
or weak interactin in the converter and industrial context are highlighted based on this
experience.

1.4.2.1 Components

Power converters are built with passive components (resistance, capacitor and magnetics) and
active components, mainly selwonductorsFor passive componentapacitors and resisirs

DUH SLFNHG IURP F D W DiforR ddjusEaileatR&ef3otHeH@QuHtheik\electric
value R,C Magnetics for high power converters on the other hand are not available as catalog
producs. They are entirely designed bgl®eider Electric. So the number of their adjustable
parameters and their impact on efficiency and cost of the whole converter make them the
principal case of study for optimization. Regarding efficiency and cost, the other focus must
be on semconductorsHowever, theamountof leverage on sentonductor manufacturing is

low for Schneider Electric, sembnductors are treated as library components, and only their
modeling must be accuradbecause their losses are important and the optimizationfimdist

good balance between filter and sesanductors. l.e. the increase of legs and voltage level
decrease the need of filter but increase the need of actives compdimeisisor an optimal
solution of efficiency increase losses must be correctly calculabedcliokes and
semconductors.

1.4.2.2 Strong and weak Interactions

What maks the simulation of a power converter tricky is the minteraction between
componentgbehavior and regulation. E.g. for an inverter, the DC source is switched between
voltage levels inorder to deliver an equivalent mean sinus voltage at the output. To do it,
switch cells are assembled regarding the niedtimulttlevel topology and are controlled at

high frequencies ~kHz to connect alternatively to a common point the DC voltageigdstent
with a modulated time for this connection in order to produce a mean sinus valuezabb0

60 Hz. Switched waveforms contain harmonics thus passive RLC components are added to
filter the HF harmonics. The HF switching command of the smmductorsis done
regarding the output waveforms. However, the filter components are not timsiavalues L
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and C depend on the level of current they are subject to, so they impadtthesquency
current and voltage at each switch and consequentliothéequency required waveforms.
Output waveforms must be sampled with frequency higher than HF switches and time of
connection of sermtonductors readapted to guarantee output values. This is an iterative
process with lots of sampling points and matimponehsimultaneous simulation.

Schneider Electric experience reveals that some interactions can be ignored whendboking
componerg separately and others cannot. The design must be achieved regarding electrical
waveforms of the converter and not using tbawentional filter approach with RLC values

and simple cubff frequency or attenuation requirement filter template.

The LF waveforms must be guaranteed at any time becauysarthéhe aim of UPSThis is

the role of the regulation of the converter. LFveforms represent a strong interaction inside
the converterthey cannot be abided. To design the components of the conwertagsume

that regulation will be correctly done to insure LF waveforms However, theHF
waveforms are weak interactions betweencomponents, they can be studied separately.
Indeed, the good sizing of filter components with perfect regulation providing LF waveforms
will guarantee that HF spectrum slight changes caused by HF modulation of switches with
real regulation, will not impadhe design.

This is a strong assumption validated by Schneider Electric experience. It allows designing
converter directly in steady state, without regulation iterations. It reduces consequently the
time of calculation. Another strong advantage of tipigraach is that passive components can

be optimized without active components if needed. Whatever thecesmuctors, the voltage

at the output of the inverter can be defined from the number of voltage level and the number
of legs and the switching frequey. Constraints must be added to the optimization of passive
components to prevent malfunctioning of active components, e.g. maximum current.
lllustration of these assumptions and validations are presented in chapter three.

1.4.2.3 Sampling

In the power convertet.F and HF effects must be studied. Local maximum of HF waveforms

are reached at each switching event. Experience shows that considering only these moments
for simulation without regarding ndmear evolution of value between two switches is
accurate enogh. Note those maxima are computed considering non linearity of components.
The sampling is consequently reduced.

This assumption is stronger with higher frequencies and magnetic powder core. When using
FeSi steel transformer, ndimear evolution betweetwo switches impacts the core losses
calculation. So this assumption must be verified depending on the materials.

Schneider Electric experience makes it possible to simulate and size separately the passive
components. The simulation time is drasticalldueed and waveforms approach allows a
flexibility of modeling.
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1.4.3 Analytical Modeling:

Several demands from Schneider lead to develop an analytical model. One major goal of the
PhD is to focus on magnetics but current models do not match required acausseynot

fitted for power inductors. Thus new models are developed and implemented. The easiest way
is building our own analytical code to implemented easily new models or improvements.
Secondly, an analytical model is most of the time faster than Eataent Analysis or other
numerical methods. For optimization process the computation time is dominant. Finally, the
resulting optimization software built in the PhD has to be deployed for every designer. Once
again an analytical model is easier to sprimoh a multisoftware platform with its cost and

its support.

1.4.4 Discrete Values and Libraries:

One main goal of this project is to deliver optimized industrial products for market. In the
industry, all values are discretéhe size of the components aranposed by supplier
capability, e.g. magnetic powder core sizee limited by press force, strartiametes for

coils are defined by AWG table or other ones but are imposed. When designing inductors,
many different magnetic materials must be investigatbdir physical parameters depend on
the material (Fe powder, steel sheet, amorphous allblgslniversal model for magnetics
exists; they must be handled as a library of parameters. The caps and thersimtors are

also treated as libraries.

So the ptimization must work with discrete values and libraries. Strategies to build a linear
and differentiable model could be found in order to Warid 2° order algorithms for fast
computation. However, genetic algorithms are perfect for working withedesealues. The
possibility of analytical modeling with considering previous assumptjbrsd enables the
conception of a very fast simulation model. The number of adjustable parameters for
converter optimizéon does not exceed few dozens. Thus, genetic algorithm use coupled with
fast modeling seems the easier strategy for our optimization. Furthermore the convergence
toward best solution is more likely.

1.4.5 Industrial Project:

The genetic algorithm delivers lgnone optimum[L.3.5.3, but the R&D engineers face in
project development many tradeoffs between price, volume, weight, efficiency or footprint.
The optimization presents a bigger interest if it provides meci®ols to help engineers in
their choice. The elitist mukdbjective evolutionary algorithnf1[3.5.3 and are
coded for finding Paretéront tradeoff bewveen multiobjectives. Pareto front can be found
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using several convergences of determinist or genetic algorithms but it proves less efficient
1.3.3.

1.4.6 Conclusions:

The strategy has been chosen to match grogguirements and many others could be found
for other projects. However, generalities presented previously can be applied in design
strategy choice for industrial designers.

Schneider Electric experience simplified the modeling by introducing assungststnong

and weak interaction between components and commands. This aspect is characteristic to
power converters. The reduction of time computation makes it possible to consider more
expensive algorithm like GA orNEOEA.

The industrial context makes digte values and library management a mandatory
requirement. Once again GA, Niching or EMOEA are particularly adapted to it. The use of
discrete parameters rather than linearize the model simplifies modeling.

The models developed in this PhD are fittedBMIOEA algorithms; they are fast and
accurate, dealing with discrete parameters and using libraries. The models are built to allow
separate optimization of component or to be connected for global converter optimization.
Optimizations are achieved to find reto tradeoff between multibjectives and not local
optimum.
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1.5 GoT
The platform use in this project is Genuine Optimization Tool developed by Professor Jean
Louis Coulomb in G2ELgRL7]| The platform is a java toolbox for:

X

X X X X

X

Software connection for external calculation (Document, Tabulator, Java, Python,
Matlab, etc.)

Parameter and function definition of a problem

Screening

Optimization i.e. definition of monobjective or multiobjective problem

Algorithms (possibility of builling algorithm from elementary brick like mutation,
elitism, etc.)

Analysis (robustness, sensibility, plotting).

GOT is based on a grid discretization of parameters and function, particularly fitted to our
strategy of optimization. The possibility of tewi quickly new models with software
connection is advantageous. Toolbox to deal with libraries defined in tabulator or text files is
implemented.

GOT disposes of a user friendly interface in order to help with:

X X X X X X X X

Continuous or discrete parameters definition
Mono or Multi objectives

Problem unconstraint or with constraint
Experience mapping

Optimization direct or indirect

Algorithms determinist or stochastic

Post processing

Software external calculation

Figure 26: FGoT interface
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1.6 CONCLUSIONS

The goal of this PhD is to deliver models and optimization tools for power converter optimal
sizing. Many strategies and possibilities exist and selection has been done. The specificity of
this project is the industrial impact of Schneider Eleclnnovation and research are applied

to the industrial world. This chapter comes first to explain how the specifications by
Schneider Electric shaped the strategy of the project and the modeling that derives from it.

The most interesting part of theientific research is when it is associated to an industrial
innovation. Schneider Electric has always designed its converter, but never using optimization
methods. The gains they want to reach with this project have been established as
specifications diagssion. The specifications are explained and classified in order to feel their
impact on the optimization and which boundaries they impose to the project.

Converter design is nothing new, but optimization changes dramatically the usual approach
designers &ve. The innovation is the introduction of optimization algorithm in the sizing
process. Many algorithms have been proposed in the literature. It would be impossible to
present all of them. However it is essential to understand the major mechanismsghinuse
properly in the design of power converter. They are presented here in this chapter, because no
models satisfied Schneider Electric requirements. The experience of optimization acquired
previously shows that it is much easier to build a model fittiggrahm requirement rather

than adapting the whole optimization strategy and algorithm to a fixed model. Two main
families of algorithms are presented and few algorithms are detailed in both of them. Some
algorithms are not adapted to the goals fixed pgcHications, e.g. discrete values and
libraries managementbrder and ¥ order algorithms are thus dismissed. Another goal of
the project is to deliver a decision tool to designers, EMOEA providing optimal Reoreto
answer this issue. They alscanage discrete value and libraries. One issue is that model
associated to these algorithms must be fast or computation time will increase hugely. One
other is that experience shows these algorithms work well only with few numbers of
parameters and objectifunctions.

Schneider Electric and G2Elab experiences fixe these issues. Indeed, simplifications of
modeling and validated assumptions are presented based on several year of converter
manufacturing experience. Thus, we have on one hand EMOEA algoritiahsseéem
perfectly adapted to specifications and on the other hand a capacity of building models that fit
these algorithms requirements. The strategy that ensues from it is obvious.

Several optimization softwares were tested. GOT has been chosen fogisnpming based

on grid discretization of parameters and functions, which is close to the industrial design
world that deals only with discrete values. Moreover, GOT is a java library of optimization
tools dedicated to research and really flexible indbetext of developing new approaches.
Unlike commercial software, GOT can be used to develop designer own methods of
optimization and implementation of innovating method is easy.

In this chapter specifications and strategies of the PhD project are pdesbtudels
presented in chapter two have been shaped to answer all requirements established in this
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chapter. Chapter three is the application of association strategy of algorithms presented here
and models from chapter two. The validation of this stratsggone in chapter four with
industrial product applications.
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2.1 INTRODUCTION

Power converter modern design focus on efficiency increase and cost reduction of product
development. Sergonductors usually benefit of the most privileged attention for their losses
and thermal issues. However, Schneider Electric experience has highligatacight of
magnetics in efficiency and cost for UPS but also in terms of constraints for electric design.
Moreover, in our optimization process, IGBT are treated as library whereas magnetics present
lots of adjustable geometric and material parametdrs.optimization process is suitable for
inductors because both core and coil sizing could not be separated andamgpetition for

the optimal design of the other.

Chapter one introduced the algorithms and the strategy for optimization. Théondadt
calculation comes fromgeneticalgorithm use. Indeed, by their mechanism these algorithms
calculate lots of possible sets of input parameters. GA and Elitist -Mbjactive
Evolutionary Algorithm have the capacity to deal with few constraints, godie@aly dozens

of inputs. Considerations of these issues have been done in the capacitor and magnetic
modeling. This strategy of adjusting model with algorithm requirement is a strong choice of
this PhD and proved efficient in time of development and irm tef optimization good
convergence and robustness.

According to this strategy, the models of passive component presented in the second chapter
are developed to be fast and using discrete values of both geometric parameters and materials.
Accuracy of moded is a major requirement from the choice of direct component sizing
meaning solutioa found by optimization must be close enoughreal componeist to
decreas¢he needfor prototygng thus development time and cost reduction. The trickiest part

is to buld a modelthat iscomplex but not complicated. I.e. the model must be accurate to
provide enough information to the algorithm for good convergence but it must not become too
complicated and thus speeding down the convergence and losing the algorithm.

Magretics are widely investigated in this chapter in term of pertinent modeling and
component definition with regard to the rest of the converter. The magnetics are presented in
two parts, first the magnetic core and then the coil. The core is magnetic hsatenagnetic
models from Steinmetz basic to new proposition are studied. Compatibility with discrete
optimization and strategy of material modeling for library implementation are considered. The
core like the coiis subject to higHrequencies effects, adels must take into account the HF
modeling. The coil is modeled as a frequency variable resistance. Already known model are
implemented but technologic innovation leads to computation of brand new conductive
material modeling. The capacitors are preskriiat they are less important in efficiency
increase and optimization leverage. The caps do not have many adjustable parameters other
than their electrical value. They are treated as linearization of a library. Finally, discussion is
done on component detftion. I.e. how the magnetics geometry is defined, which parameters
are taken as inputs and the impact on optimization.
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2.2 CHOKE CORE
2.2.1 Introduction:

Magnetic material is the most cpiax system to simulate inagsivecomponentsUnder
electric excitationsthe material has a ndmear hysteresis behavior impacted by material
magnetic background. Moreover in power converters the magnetic is wdérequency

and High Frequency stimulatianthus both static and dynamic phenomena have to be
simulated. In iftering applications many different materials are used, from sHicon steel
sheets to iron powder alloy through amorphous or nanocrystiiim ribbons. The literature

on models of magnetic material behavior is signififfasij[24]]and involes both physical

and pragmatieneans to model phenomena from microscopic to macroscopic scales. It results
that none is able to predict theoretically the hysteresis behavior.

Thus models based on measoests must be implemented to compensate information not
accessible theoretically. Facing the multitude of material behaviors, a modeling globalizing

main characteristics is searched to prevent a f/mdtiel implementation. Furthermore, in the

discrete optnization resulting in specifications directly good for supplier we want to achieve,

D JHQHUDO PRGHO EDVHG RQ ViSs8ed HUVY GDWDVKHHWYV ZF

2.2.2 Magnetic basics:
Magnetic materials are as numerous as they differ from each other in matter behavior.

Numbers of books deal with it. So only a fast and exhaustive presentation is done here. The
purpose is to understand the basics of magnetic material behavior and to present what they
have in common we can assimilate in a model.

At the nanoscale, from hundte of angstroms (18°m) to thousands, the material is an
agglomeration of isotropic magnetized oriented domains. They are the Weiss domains, they
come from material fabrication. Crystalline properties, methods of structures tailored by
magnetic processingr other recrystallization annealing methods can impact the orientation

of the domains and their numbemetween the homogenous magnetic oriented Weiss
domain, Bloch walls are thin areas where the magnetization changetotis [Figure 27).

So at the macroscale the magnetization of a magnetic material is seen as the mean value of the
magnetization over the Weiss domains.

When the material is subject to an outside magnetic field, energy is given to magnetization
domains that try to align with this magnetic field. Many phenomena occur, e.g. at low
magnetic field the domains with the same magnetizations that the exterreafeghdeferred

and walls move creating flux density variatiorhen for higher field, neasaturation the
magnetization rotations create the flux variation. Inside the material imperfection exist,
carbide, nitride, etc. which act as anchors for wallsese phenomena of magnetization
variation and wall movement are viscous flow so with theega idea that it depends on flux
variation and its velocit Both flux density and its time variation are the main
parameters.
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Figure 27 : Weiss oriented domain and Bloch wall

Figure 28: Walls movement and reorientation under external field excitation

In the literature the losses are divided in three contributions.qUibsistatic losses do not

rely on the flux density variation; only really low frequency effecisHz. Then for higher
frequency excitation the hysteresis is larger and losses more important caused by eddy
currents. Finally the measured losses are generally larger than both previous contributions so
exceed losses are added and can be explained byiarakcopic dissipative magnetization
proceseq[25]

These phenomena being analytically different at the microscopic scale for the several
considered materigl global assumption are done at the macroscopic scale and pdesente
the following sections.

2.2.3 Classical Macro Models based on Steinmetz:

The computation of magnetic losses is essential for converter efficiency evaluation and
optimization minimization goal. The most used macroscopic behavior law for magnetics is
Steinméz formulg[23]| This proposition is based on measures achieved by Steinmetz with
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sinus excitations. The dependency on flux density variation is integnatdd the
consideration of the frequeneg an extension of [23]

14

The frequency is directly associated to converter switch HFkandand coefficients are
empirical. Steinmetz approach is still use as reference since shows the
datasheet provided in every magnetic manufacturer catalogs, Steinmetz equation from sinus
induction excitation. Generalization of this formula for other waveforms has been proposed.

Figure29 &RUH/RVV FXUYHV IUBReXSSOLHUVY GDWD

The modified steinmetzequation, MS the generalizedsteinmetzequation, GSE29]|
andimproved GSE, iGS have been proposed to consider that hystelesses depend

on flux density variation speed dB/dt and not directly on the frequency to implement complex
waveforms.

MSE has the formula:
15

The flux density variation is integrated in an equivalent feeqy f. calculate from the
equality between flux variation rms value and sinug farr a peak to peak fluxB.

16

One disadvantage of this formulation is that, although the dependence of loss on dB/dt is
included, MSE implicitly assumes loss proportional fig while at the same timassuming
loss proportionald f- leading to anomalies in loss prediction.

GSE overcomes this issue by suppressing the dependency on f, and associating loss with flux
density and its variation:
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17

Thek; coeffident is deduced for consistence with Steinmetz equation in sinus case. So losses
depend on flux density and its variation at every moment. Real waveforms are normally
addressed. However this model is instantanethes magnetization historical of the madér

is not taken into account, and dynamarethe same for minor and major loops in case of
converter waveforms. For material with large hysteresis major and minor loops, the error is
consequent.

IGSE is an upgrade of GSE bgplacinginstantaneous valuef flux density by its peak to
peak value(B. The total loss for complex waveforms is computed from the summation of all
minor loops:

18
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waveforms. But two main source of error can be identified.

First experience shows these models deal badly with large frequency spectrum waveforms
and with addition of LF modulation. It can easily be seen with command of converter by
voltage, a same impulse at same frequency so same flux ripple and variation speed but with
unequal LF polarization will not be addressed by iGSE because the formulation will stay the
same. More complex phenomena cannot be addressed with this approaxatiorel or
dynamic evolving with polarization of the mater{&igure 30). The other error comes from
datasheeld.2.4.5.

Figure 30: Measurements, golution of minor loops losses for samelB with severalBg. polarizations done on toroid FeSiAl alloy
core @ 3 kHz

New improvements are still being proposed, li#@SE[31]] and the last proposition is the
addition of dynamic of material measurements. Yet severks lare still present in Steinmetz
approach so another approach is studied in next section.
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2.2.4 The Loss Surface:
New models are evolving toward model already existing like the Loss Surface|[hol

address dynamic ndimear effects but also the quasi static contribution not considered in
several models based on Steinmetz approach. The LS is a macroscale dynamic hysteresis
modelingbased on series of measurenseghbth static and dynamic. Its purpose is to rebuild

the whole hgteresis of a magnetic material whatever the waveform and its harmonic
spectrum. First developed for SiFe steel sheet, it has been extended to nanoerystallin
materiaand is presented for magnetic powder core later snghragraph. It requires for

the moment moreneasurementthan Steinmetz. But the excitations are compatible with
power electronic environment becaweseitationsare square voltag@aveform which isan
advantage.

2.2.4.1 Static Model

To address quasi static cdhtrtion in hysteresis behavior of magnetic material, several static
models are presented in literature. Like thkblserton with optimization process for
coefficient approximation. Another wekhown model is Preisa developed from
bipolar magnetic switch with rectangular behavior. It often requires lots of measurements.
The Raleigh model is basically achieved on small centered excitation. Most of static models
have in common the decompiisn between reversible part (the ability of the domains to take
back their initial position) and the irreversible part (when deformation of the walls and
domains prevent material to be in its initial magnetization state).

The static model of the LS is ek on the same principle that Jigherton, without
coefficients approximation. It represents the static magnetization built from reversible and
irreversible contributionM = M., + Mj,. The model takes the flux density B as input. So the
reversible pe is associated to the anhysteretic curve of the matégialB). The irreversible

magnetic field is computed from an easy algorithm presenﬁ'pendixB .

This static model requires two measurements, the anhysteretic @udva LF hysteresis
~1Hz from lower saturation to upper saturatjbrg(re31).
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Figure 31: Measurements, gatic hysteresis @1Hz for nanocrystallinu=1700

2.2.4.2 Dynamic Model

The real improvement achieve byetLS compare with other dynamic model is the dynamic
part. The idea is to create a behavior map of the material which can be used in any situation to
retrace the path created by an external excitation. This approach is less mathematical and
physical but mre based on experience. It also includes in a same measure both classical
dynamic hysteresis and exceeding dynamic part.

The 3D magnetization table is built from measurement. The flux density is the input of the
model and like presented in other modelitingg hysteresis depends on the flux variation also.
The model give$i(B(t), dB(t)/dt)(Figure32). Note that static model consider historic of the
material whereas dynamic part is not impacted by it. Measurement of magnetic field
regardingB anddB/dtis done in order to simplify the mathematical computation of the map.

B is imposed to be triangular excitation, thi/dt is rectangularfKigure 32). We have a
whole evolution ofH(B(t)) at dB/dt fixed. Theexcitation is done frondBss; t0 +Bsat SO the

map is for the whole functioning area of the material. The measures are generally with noise
and 3D interpolation of the map in an algorithm is heavy time consuming. So the map is
represented by polynomial§igure 33). The polynomialH(dB/dt) is bijective but not the
coeff(B) so the model cannot be inverted. However in power converter the commands
generally impose the voltage, e.g. inverterBgdis the perfect input. The resultitgsteresis

for a filter choke made in nanocrystallin Kmu 1700 placed at the output of a 2 level inverter is
illustratedin (Figure34).

55



Figure 32: Behavior dynamic map for FeSi steel sheet M30.23mm

Figure 33: Polynomial fitting of the LS dynamic map, left several dB/dt excitations, right corresponding evolution

Figure 34: Measurements, boke filter of nanocrystallin Kmu1700 waveforms and resuling dynamic hysteresis

2.2.4.3 Extension to Powder Core

What makes the LS model really interesting in our application is the fact it is built from
measurements. So in the idea of developing a homogenous library of magnetic material for
optimization, the LS map ses globalizable. Same measurement can be achieved on all
materials and mathematical implementation stays the same.
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But the Fe alloypowder cors with low permeabilityfrom 10 up to 100 have an oversized
magnetic field for easy measurement. Several clggdlemust be answer before adapting the

LS to powder core. First, coercive magnetic field for Fe powder core are around dozens of
A/m but saturation field are greater than hundreds of kKA/m. So acquisition material must be
precise enough to sample signainfreery different scales. Although Schneider Electric owns
top quality equipment, the dynamic of the measure leads to an inaccurateFigsu 35),

the noise is as large as the coercive field thus no difference can be fowedrbgkHz and 6

kHz. Another effect is the time laps between voltage measure (B) and current measure (H)
Coercive field of low permeability powder core is so thin than a slight delay between the
two acquisitions leads tportant error on resulting hysteresis.

Even if all these issues where addressed, for all material the impact of the shaping of the final
piece on losses must be investigated. Indeed, nanocrystallin and steel sheet are manufactured
as sheets. The finalductor is made by assembling those sheets and put them in the required
form. If it is done without changing the internal structure of the material (e.g. mechanical
stress, cutting) the characterization of vamsembled sheet is still valid for the fipéce. But

for powder core, the final piece is pressed. And the shape as a huge impact on the material
behavior , thus a LS map must be built for all size of cores. The measurement
campaign will be too important evearfSchneider Electric, without talking about integration

of new material every year.

Figure 35: Hysteresis for FeSAlI powder corep = 26, measurement noise @kHz, 4 kHz and 6 kHz
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Figure 36 : Dynamic hysteresis for FeSiAl powder, RL load with 1kHz MLI

In conclusion the LS model needs several changes to fit with powder core. However as
presented in following paragraphs, such a complex model with measures issues is not
necessary accurate for Fe alldyysteresis models are difficult to implement for powder.
Measurements and polynomials approximation generate too much cost and time. This
spending is not justified by the obtained result. These models are based on the construction of
the dynamic hysteresiof the material yet the thickness of the hysteresis for powder core and
all the incertitude brought by measurements do not guarantee better losses computation than
other modelgRigure3€). Two minor loops are highlighted in retthe thinness of the loops do

not guarantee good computation of losses unlike nanocrystallin hysteresi|é-fgone 84).

Moreover, the main idea of this PhD is to be able to optimize passive component with
VXSSOLHUYV. Ard Buppbevskinil Hhd &omply to provide such difficult and expensive
measurements.

2.2.4.4 Loss Map Model

Magnetic material suppliers provide datasheet with losses curves ideal for Steinmetz approach
but not enough for nehnear evolution of dynamic losses thipolarization eﬁecdRigure|

. On more the necessity of a dynamic hysteresis model is proved l{ﬁ(ﬁﬁﬂfe’\%} for

thin hysteresis materials. So a model based on behavioral mapping of the rilegethal LS

but deriving from Steinmetz approach is proposed.

58



In power converters the HF magnetic losses come from voltage square forms most of the
time. Thus they depend on induction ripple, inductiome derivative and induction
polarization. Measuremé&n of HF minor loop with a DC polarization are easier to achieve

on large powder cosghan saturation major loops. Hysteresis ®bping small[Figure 37)

the accuracy ofmeasurementsan be set far better than large dynamiemumenalKigure)|

. Moreover, the suppliers provideeasurementsf permeability versus magnetic field
polarization [Figure 47). So the suppliers alreadyerform these measures needed in our
proposed appach of LossMap and could easily insert them in their datasheets on Schneider
Electric request.

Indeed the permeability is measured from flux density minor loops excited around the
polarization point from a DC magnetic field. Achieving theseasurementst several
frequencies like provided without polarizaticli_ﬁigure 42} nowadays, a map is buigiving

losses from induction ripple and induction polarizat|i5'rg(1re38p at several frequencies. The

map b fitted using polynomials which coefficients rely on induction derivative value as the
LS model. Finally we have the losses depending on induction decomposition between each
change of induction time derivative assuming linear evolution of induction wéd cou
approximate by easy formula:

19

or adapting proposed iIGSE, NSE or other formulas to fit the maps.

Figure 37 : re-centred 3kHz minor loops @ several polarization for FeSiAl pader core

For converter waveform, the induction is deduced from choke voltagbrakdndown into
its different partsThe losses are then computed.
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Figure 38: LossMap for FeSiAl u=26 powder core @ several frequencies

The losse estimated are compared with losses calculated from real wavefiéignse39)
and give better approximation than classical modedple ). However, thenoisy signals
used to integratdynamic hysteresis losses also bring ititete on losses computation. Yet
the model gives an accurate simulationBofind H real waveforms[Rigure 40} so losses
computation from LossMap must be close to real losseglatans should be achieveddat
usinga calorimetr.

Figure 39: Dynamic hysteresis for 2 level inverter choke filtewith FeSiAl u26 alloy material

Table 1 : Losses comparison fronError! Referenceource not found.

RL load,@4kHz | RL load, @1%«Hz | RL load, @1%Hz RL load, @1%Hz

Hysteresis losses (kW)

30,54 24,32 39,4 47,72
Datasheet losses (kW)

6,08 10,85 6,3 7,08
LossMap losses (kW)

29,12 22,61 38,24 50,12
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Figure 40: Real waveforms and moe! simulation

This model accurate enough to compare different materials losses could easily be built from
new datasheets. However these values are not yet implemented by suppliers.

Thus when evolution of losses with DC bias are not provided by suppliersise the arc

length of the anhysteretic curve for approximation. l.e. with the increase of the bias field, the
length of the minor hysteresis loops will also increase for a same peak to peak induction
excitation [Figure 37). The evolution of the loop orientation is close to the anhysteretic
FXUYHTVY RQH 6R WKH DUF OHQJWK RI WKH FXUYH LV FRPS
provided by suppliers and also for the loop with bias. Then the difference between both length

is used to computed losses of the minor loop with bias from the minor loop without bias. The
dynamic phenomena are not represented by this approach yet for powder core it is enough for
tendencies approximatigiigure41l).

Figure 41: Arc length approximation of hysteresisminor loop losses for FeSiAl alloy @12kHz
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2.2.4.5 Datasheet

The datasheet use is a key point in this PhD. Indeed, manufacturers propose new materials
each year and new manufacturers are corsiddfor meaningful optimization, the magnetic
material library must be up to date with all materials. A campaign of measurements cannot be
done on every magnetics and every size any time a new material is proposed. Better data can
be measured but after setion by the algorithms. Thus the use of datasheet is inescapable.

But there is still a doubt what is behinaaterial datasheeurves(Figure29). Manufacturers

are most often using logarithmic scale, which makes the lossasfifa@d frequency looking

linear. The error is quickly rising enlarging the core losses measured range. Also there is not
simple dependency of losses in the function of some power of frequency as per Steinmetz
law, errors become flagrant between LF@DHz and high switching frequencies up to 300

kHz (Figure42).

Figure 42: Datasheet vs measurement, error @ LF

So it is important to be conscious what measurements have been really done to build
presentecturves.Supplier confess to apply only one measurement &850/ 0.1Tp, widely

held as reference in powder cores industry, to extrapolate this sasgik on all presented
curves.

Fortunately measurements are generally done for at least 2 pointsepieguency line and

that for all shown frequencies, supposing linear excursion in the log induction scale. Errors
however can become flagrant estimated by approximation calculated on only these two
available points far from measurement boundary.

There ae many other factors acting once again as potential source of wrong interpretation
H[SDQGLQJ WKH PDQXIDFWXUHUVY GDWDVKHHWYVY WR ORVVH
part of separate chapter but place restriction guide to summary:
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Whatever therecision of curves given we do not know how many sanvpdgstested and if

the results reflect some typical average value or include the max and min margins. Knowing
that losses can generally vary from batctbatch with the ratio of/- 8 % it is necesary to
consider mean vs masum values of the indicated power dissipation in the produced batch

of cores.

The rext source of error is the size of core used for losses measurement vs varied cores
dimensions available in the catalogs computed by the ojptization For easier
measurements by regular power bridges generally only small cores are suitable for
characterization, often the toroid core of OD (outer diameter) ~1linch. But the same data are
used whatever the application, in medium and high powerecters the large corese up to

OD 7inch The recipe of powder is kept the same for all size, however the force of pressing is
QRW GLVWULEXWHG HTXDOO\ LQ WKH FRUH WKXV PDJQHWL
inch core or 7 inch corg-{gure43).

Figure 43: Size impact on B(H) curve for FeSiAl powder from 2.25 inchs to 5 inchs

Finally, losses are very dependent on the temperature, but usually there is no even an
indication at whatemperatire samples under test where exposed. So no indication to the
customer how he can modify the given curves depends on his application from ambient to the
working temp point. Fortunately losses are generally decreasing with temp (to the detriment
of perm andsaturation loosing), but many materials present their sudden increasing from 100°
-120° / 140°.

So both datasheet and proposed formulas are source of errors. Exact value of loss for material
is never given. Thus a real complicated and accurate modebgviors less than few % is
irrelevant. For optimization and prototyping, a good modeling allowing weighting of
difference between materials is the most important for optimization.
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2.2.4.6 Magnetic Considerations from Sinus Datasheet

Datasheet measures are fromus flux density excitation. However in power converter most
waveforms are square. Two effects allow neglecting this aspect. First, sinus flux density
hysteresis loops cause more losses than sqybigard 44). So losses will bea little
overestimate. Secondly, for low loss powder material, the difference between waveforms is

not quantifiable (Table 2). So sinus measurements are alright for losses estimation, not
regarding other aspect.

Figure 44: sinus vs square flux density excitation

Table 2 : sinus vs triangle flux density excitation

Bpeak = 0,097 Bpeak = 0,075T Bpeak = 0,08T| Bpeak = 0,0771 Bpeak = 0,073T,
50Hz 500Hz 1kHz 2 kHz 3 kHz
SinusLosses (W) 1,78 13,56 30,88 60,56 80,93
Triangle Losses (W) 1,84 13,75 30,32 61,63 83,1

The real issue with sinus datasheet is that all flux density excitation are done without DC bias.
Yet as presented before in power converter LF modulation are @addd8 switchesLF
fundamental component is biasing magnetic material moving the minor hysteresis loops to
different areas on the-H domain{Figure30) and [Figure37). These could lead to important
errors for prediction of material behavior for complexes waveforms with both HF and LF
pulses.

In power electronic systems, most of the chokes are subject to PWM voltages, a complex
waveform. A common mistake when working with PWM signals is due to the aflea
modification of the Steinmetz equation. Indeed, the manufacturer data giving the losses for a
magnitude of the induction and its frequency, people associate the switching frequency of the
semiconductors to the induction on the magnetic core to predisesd. Because the losses
depend orB but alsodB/dt as shown previously, the calculation of an equivalent frequency
depending omlB/dtof the minor hysteresis loop should be consider for each half pulse, this is
highlightin (Figure45). This mechanism is addressed in IGER[].
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Figure 45 : Evolution of dB/dtimpact on dynamic minor loops for PWM voltage

2.2.4.7 Geometric Consideration

With powder material process by pressing, eoelld imagine any form of core. In power
converters, inductor toroid form prevailed. The solution is not the easiest one to wind but has
many advantages. With low permeability material,gaip are no longer required, thus a one
bloc piece is a better cloe for noise reduction and fringing flux prevention on coil losses.
Square, rectangular or oblong forms are still used but toroid overmatches them. The
repartition of flux in toroid is linear even with unbalanced ¢Bib@re46). It is not the case

for other forms that have flux density high concentration in coriidéis.effect could result in
saturation of the magnetic material in bad design case. Yet even with good design those areas
are lot more stressed and lead to localperature rise and so higher losses. The toroid shape
is extended to its coil that prevents side effect of current density distribution in wires
increasing the toroid interest.

Figure 46: Toroid flux distribution with unbalanced coil, Flux2D simulation
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Despite their superiorityoroids have a drawback that must be addressed when sizing.
Appling the Ampere law on round geometry, one will easily see that flux density and
magnetic field distribution is reversely proportional te thdius.

20

So the inner area of the toroid will has higher flux density than outer area. Designers size the
core using a magnetic mean path from integration of Ampere law. But in optimal design the
corewill be reduced as much as possible so saturation of the inner part can happen without
seeing it on mean path calculation. It is essential to compute the inner radius flux density
value in model to guarantee good design.

2.2.4.8 Electrical behavior

The core modemust deliver electrical behavior of the choke. l.e. the modulated square
waveform voltage generally applied on choke in power converter creates current ripple linked
to the magnetic material behavior. This effect is correlated to hysteresis behavier of th
material. The most common formula for choke is:

21

So the ripple current is linked to the imposed voltage by the inductance value L. the
inductance value is done by:

22

The inductance depends on the geometric parameters Section of the core, Im mean magnetic
path length of the core and Nturns the number of coil turns. The magnetic behavior of the
material is translateby the permeabilityl,. For the congleration of a linear material the
permeability is fixed to its initial value leading to a fixed value of ripple currentpbwer
converters, modulation imposes LF variation and thus permeability evolution. Indeed the
permeability is linked to flux densiand magnetic field so to the hysteresis of the material.

23

Dynamics of magnetic materials havan influence on permeability evolution. However for
low losses powder material some simplest modeling eaadhieved ants more efficient.
The previous models are based on measureraad; asve explained aredifficult for low
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permeability powder. Secondly, regarding real hysteresis e.g. AC/DC inléigarg36), the

thinness othe loops make accurateeasurementguite impossiblgthe acquisition error is as

large as the minor loops. So it would be difficult to validate a hysteresis model. But based on
LS static model, some assumption can be done. The LS supposes that arthgstesgives

the main orientation to the minor loops. The dynamic part is added and can deform slightly
the minor loop but once again for powder with thin loops the change is negligible cdmpare

with anhysteretic direction. For electrical behavior wedethe direction of the loop and not

the size because losses are already computed. So measurements show anhysteretic is enough.
The power of powder is that datasheet provided by material supplier gives the information.

The anhysteretic is generally bullyy reducing the energy stored by the material around a
polarization with decreasing wave, to make difference between first magnetization curve and
anhysteretic. For powder material the main hysteresis is so thin that difference is insignificant.
Moreover,the energy and the residual magnetic field when polarizing with addition of small
impulsion are inexistent. So the suppliers give the evolution of permeability versus
polarization magnetic fielfF{gure47). The anhysteretic is mictly deduced from this curve.
Whatever the magnitude of the flux density imposed by the supplier, experience shows that
there is small impact on the curfiéqure48). Only large flux density excitation will change

the curve.

Figure 47 : Evolution of incremental permeability vs DC magnetic field
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Figure 48: Impact of flux density excitation on permeability measurement

The anhysteretic curve is computed as a reversible polghdonmula that addresses initial

permeability, curve bend and saturat El'rg(Jre49r.

Figure 49: Anhysteretic curve formula, dotted for different value of a

24

25

The coefficientsa, band J are the same for both formulas. Taeoefficient represents the
bending of the curve, thie coefficient the magnetizatiosaturation level and/ the initial
permeability.
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In case of voltage command for power converters, the flux density B is coniputedhoke

voltage, the magnetic field calculated from formula then real current considering hysteresis
bend is deduced. In case of current command the reverse is possible. These formulas are used
successfully to predict indtance evolution vs DC curre(@€hapter Il) or power converter
current({Eigure40).

2.2.4.9 Conclusions

The efforts that must be spend on steel modeling or other high losses materials do not extend
to powder core. The time and the cost of developing hysteresis dynavdeel for powder
material are todiighsand unnecessary because the result is not assured to be accurate. The
hysteresis thinness and the important field dynamic from 1A/m up to 200kA/m prevent
accurate measurement. Yet all modern and precise modelasegd bn measurements. An
accurate model based on poor quality measurement and variability of same powder regarding
manufacturer treatment or weather could be less pertinent than simplest models. Moreover,
the fabrication process of powder core compelaiitiita model for every size and forms. The
numbers of measurements and the high frequency of new material implementation are too
great to be admissible.

Whatever, powder hysteresis mechanisms allow simplifications useful to build a model based
on supplierdatasheets. The integration of material in a homogenous library is fast and easy
and new materials can be added without measurement. This approach is accurate enough in
the optimization context to separate solutions and converge toward the best madeitsl an

best use.

2.2.5 Conclusions:

The magnetic material is one of the most complex components to model. In this PhD their
modeling has been driven by their implementation as a library for optimization.

In power converter the choke are subject to complex feaws, square ones most of the
time, in addition with LF modulation. Then it is essential for the model to report the
magnetization effects related to the waveforms. A dynamic model is compulsory. In the
procesf building a homogenous library for easyplementation, a behavioral model is the
fittest approach. Based on measurements and polynomial approxinmatidals such as LS

are applicable to all kind of material because they do not require microscale mechanisms
modeling of the material. Developedsfirfor FeSi steel sheet the LS model has proved
efficient for nanocrystallin also. However, the extension of the LS for powder core is difficult
because of the measurement. Powder core being the most use magnetic material at Schneider
Electric ITB, the deglopment of a specific model rather than spending too much effort on a
global modeling is pertinent. Considerations on powder processing hazard, size effect and
powder thin hysteresis mechanisms, demonstrate that dynamic hysteresis modeling will not
necesarily be accurate. The error of measure acquisition being sometime same scale than
hysteresis width, accurate measure proves difficult. Moreover, for frequent implementation of
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measurements. Thus a validated model is developed for losses approximation and electrical
behavior specific to powder material.
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2.3 CHOKE colIL

2.3.1 Introduction:
For high powerchoke now using low losses powder core, the losses and heat increase come

mainly from conductors.The use of algorithm optimization methods, especially genetic
algorithm for the ability to switch between material library and discrete value of parameters
preventsFEM simulationsthat are heavy time consuming and not suitable for agttion
without surface mapping procedure that reduce their accusadpr analytical modelstwo
approaches are developed here

Common approach is based on the homogenization of a stack of conductors in an equivalent
area. The definition of equivalemgeometric and electric parameters is done differently
regarding the methods. The most known are equivalent complex permdgBsifyand

Dowell approaches. G2Elab has a strong experience aubdek using Dowell for

power conductors, so this method has been investigated and automated in the PhD.
Application, validation and good results are explained and shown. Its implementation in an
optimization is fast and easy.

However, like said before, @mization leads to optimal solution but not technology
breakthrough. The proposition of new windings has reached the limits of Dowell or other
homogenization method for modeling. Thus a brand new method for conductive area
modeling is introduced in thisavk and several upgrades investigated. Based on the solution
of magnetic potential from Maxwell equations the model allows modeling of real geometry of
stacking.

2.3.2 Dowell:

2.3.2.1 Introduction

The homogenization method presented here has been first proposed byelt IS

based on the observation that in a stack of conductors, magnetic field isovalues at low and
medium frequencies behave linearly as in a sh&gufe 50). Thus, transformation
parameters étween the stack of the conductors and an equivalent conductive sheet can b
found. Several ways to achieiean be choserour particular approach is presented below.

Figure 50: linear magnetic field in round conductors
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2.3.2.2 From conductors to sheet

The idea of the homogenization is to transform several conductors with same properties and
submit to same magnetic field into an equivalent sheet. The steps are presentédd e

which is the smallest conductor for this appro&atihe final sheet. Other geometries like
solid round conductors or square or flat ones follow the same approach starting at different
steps of the process.

The Litz wire is a fragmented conductor in many insulated strands whose small diameter
allows redumng the skin effect. Likewise, the strands are twisted to ensure the uniformity of
the current distribution in the conductor and reduce proximity effect. This makes it possible to
model those wires into equivalent sheet. Effectively, one strand alterpetwsen low
magnitude magnetic field zone and high ones, we can then considerate the fact that each
strand participate punctually in a Dowell sheet. Attention must be paid to the importance of
the twisting length, because the assumption is valid if tla¢ tiwist of a strand is achieved.

Figure 51: From Litz wire to equivalent sheets

Figure 52: From round conductor layer to equivalent layer

A common mistake is to say thitz wires reduce the proxiy effect in the winding.
However, the twisting of the strands only prevents proximity effect in the wire between
strands, not between the several wires of the winding. This aspect is a reason to assume that
every Litz strand operate the same task. Théhatkto homogenize Litz wire is presented on
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then [Figure 52), it has been proposed To sweep from round shape to
rectangular onehe strands are transfoed into equivalent square conductors, and then they
are all equallypositionedon the wire surface. Many methods have been proposed to achieve
the homogenization: keep the same conductor surface or keep the same layer length or some
else. The choice is tabe done addressing LF resistance, skd proximity effect and
homogenization effectVe decide here to preserve the same conductor surface, the same layer
length and also the diameter of the whole wire as the larger of the sheet. The equivalent
conductvity is then calculated by adjusting the height of the sheet to keep the same DC
resistance of the winding. The choose of the height as the adjustment parameter is logical
because its variation will not interfere with the HF phenomenon, then the totatiewol

curve of the resistance versus the frequency will only change its offset with the height. The
diameter of the wire is preserved to guarantee the sizes implied in the proximity effects and
the length of the layer is kept to do not alter the magniefid fmagnitude at each side of the
layer. Every round wire can be transform following the same procedure. Thus, the eddy
current effects can be calculated for an equivalent conductive sheet. This approach implies
that the magnetic field is parallel and amant along the layer. It is valid for the axial
conductors for which magnetic field is orthoradial. For radial conductors also called transition
ones, the losses could be obtained by the average power dissipated by the internal and
external axial conduots on which they depend. However, a better modeling is achievable
using the previous method; it has been first present The dissipated power is
calculated a an infinitesimal sheet. Onegmwound, the layer verifiehé¢ same properties as
before, the same formulas can be used adapting the equivalent sheet parameters regarding the
axe of transition conductors. An example is presented for a toroid shows

the homogenization faxial coil part and the approach for radial coil part.

Figure 53: Toroid coil into Dowell equivalent layers

%RWK DOJRULWKPV WR ZLQG D WRURLG FRLO DQG GLYLG
annexes.
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2.3.2.3 Resolution of MaxwelEquation for sheet

The benefit ofthis analytical modelings to evaluateseparatelyproximity effect and skin

depth effect as function @hoke geometrand wires characteristickloreover power losses

are evaluated using continuous and differentiagleagons that are able to be implemented in
anyoptimized design procedure. The study of a conductor sheet is achieved in 1D; the border
effects are insignificant itoroid applications case§oroid being the major geometry used

the choice is coherernithe magnetic field is depending only on the distance from the origin.

The axes and magnitudes are present. The Maxwell equations are:

26

27

28

Figure 54 : Dowell sheet notations

The modeling is done for a sheet of thickness a, and for a magnetic field along the y axe.
Then, Maxwell equation &&ls to consider the diffusion equation:

29

The solution to this equation has the form:

30

The approach by layer, allows dividing the total magnetic fielsvo contributions, the field
generated by the sheldsheetand the field created by the other neighboring peescalled
Hprox See on{Figure 54). Expressing field in a/2 anda/2 gives the constants A and B
considering the dth contributions. Thus, we have the magnetic field in the sheet:

31

The energy through a surface is given by Poynting vector:
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For a total winding, losses of all layers are summed. The radial part is integrated along radius
r.

2.3.2.4 Caoil resistance

The purpose of th@hDis to optimize the coil to maximize converter efficienoyterms of
losses, price andloér goals Then, we must supply in the algorithm a way to compare various
windings between them. Assuming a unitary currentdnductorswe have, thanks tdp),

the equivalent resistance of the coil for any k harmonic of the current flowing through it.

34

Thus, whatever the environment is, the comparison between various windings can be
achieved by the comparison between their resistances for both LF and HF harmonics.

Two major eddy current phenomeaeeinfluencing the resistance of the coil, the skin effect
and the proximity effect. The first one is depending on the diameter of the wire and can be
dramatically reduced usinfitz wire. The second one relies on the number of wires put
together and their pximity. So both effects are in competition, because choosing a small
diameter to prevent skin effect will lead to a higher number of conductors and then to more
proximity effects. The evolution of the resistance of a winding versus the frequency is a
usetil tool to understand the both effecfSigure 55) shows the typical curve where three
GRPDLQV DUH GLVFULPLQDWHG $W /) QR HIIHFW GHWHUL
resistance value is constant and depends on theiahatiee temperature and the length and
section of wires. Then, in the range of kHz, a transient phase happens when proximity effect
first then skin effect, unbalance the magnetic field repartition in the coil. The whole
conductivity surface is now longentirely used, consequently, the resistance increases. The
last area interesting in our applications is the range from few kHz to hundred kHz when the
reduction of useful surface is decreasing constantly in logarithm scale. At higher frequency,
the resisince will reincrease dramatically, because of the resonance of the capacity between
wires. However, this effect occurs generally for MHz which frequency is out of our operating
frequency.
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Figure 55: Evolution of coil resistance vs frequency, skin and proximity effects

The shape of the curve can be explained dividing skin and proximity effects. The final
resistance value is reminded in dotted line (fgure 55). In high power electronic
application seeral layers of conductors are generally needed to support current density
without critical temperature rise. Thus, on these curves representing a three layers winding,
WKH SUR[LPLW\ HITHFWV DUH GRPLQDWLQJ 7KHactbNdfQ HIIHF
sizing.

The [Figure56) shows the previous analyzed coil, realized with two different wires assuming
the same DC resistance, on a {moagnetic toroid core. Thmagentacurve represent a 116

turns 4mm copper wire windinghe cyan curve represent a 116 turns winded with copper
wire of 16 strands of 1mm. The impact of frequency takes higher frequencies to occur in
small wires as common thought with skin effect. However, the occupancy rate is poor and
results in more layerso wind the coil. So, the proximity effects are higher for high
frequencies. Thusgdepending on the frequencies spectrum of the current flowing in the
conductors, one coil is better than the other. We see here that any time the core will change
and thus th current spectrum the coil must fit..

Figure 56 : Comparison of two coil usingdlmm and @4mm, validation with FEM
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With PWM waveforms, the spectrum presents LF harmonics with HF harmonics of the
switching frequency. Thus coil sistance is interesting only in few part of the frequency
range and thus optimization is really interesting to help finding the best coil in these areas.

Meanwhile, the resistance is not the only parameter to take into acttwiptice oflitz wire

will be more expansive than large solid round vainel the occupancy rate being poor, the
footprint of the device will be less advantageous than large wire. The price will also be more
expansive for smaller conductors and for their winding by a manufacturesideang all

this parameters, the optimization process becomes inevitable to reach the better design taking
into account the coil environment.

2.3.2.5 Validations

The Dowell approach proves accurate enough for our toroid coil. The validation is achieved
comparingsimulated frequency evolution of the coil resistance with FEM and prototypes. If
the resistance is correctly computed and the HF current also is, the losses of windings will be
accurately close from reality.

The first validation is done comparing bothepious analyzed coils with FEM simulation
from Flux2D®, [Figure56).

The second validation is achieved on two windings. They are wound on wood cores to
prevent effect of core on measurements veithAgilent 4294A impedance analyzeThe
simulation is in 1D while theneasuremenis done on 3D coils. The first is 117 turns of
10x0.1 mm coppellitz wires |Figure 57). The second coil is realized with 400 turns of 1.6
mm copper solid round Wir The frst conclusion is that even simulated in 1D,

coil resistance illustrates the 3D behavior, particularly because of the toroid Jiepe.
second one is that both Litz and solid conductors are well modeled. Note that even with a
bulky coil, meaning magnetic field is not straight and sheet neither, the simulation is still
correct. The consideration of radial part is essential. However, resonance of windings is not
modeled with Dowell approach.

Figure 57 : Coil model validation for Litz wires
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Figure 58: Coil model validation for solid round wires

The last test is the measurement of several prototypes of a same power choke implemented in
an inverter. Both LF and HF resistaneesre given by supplier. The results are compared in
Table3).

Table 3

2.3.2.6 Limitations

Dowell works perfectly with our power toroid choke and is accurate enough for optimization
requirement. However, toroids are not the only form used. Square and oblong core forms are
still implemented in Schneider converters, meaning coil with sides unlike toroid ring coil. The
side effect in coil is dramatic on current dendligtribution and thusequivalent resistance

Figure59r. Proximity effect depletes inner and central layer.
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Figure 59: Side effects in vertical stack of conductors

Anothershortcomingof Dowell, rarely happening in powehake, is the irregular filling of
layer of wires. Effectively, homogenization approach supposes a well repartition and full

conductive arealHigure 60) illustrates that empty layer of wires are far from straight
magnetic field aproximation done for Dowell and lead to important error.

Figure 60: Empty layer effects

To control equivalent permeability of a transformer or a choke, designers wsam the
magnetic core. The agap acts as a sourcd magnetic field on conductors and thus
enhanced proximity effect in that arfigure 61). This effect ismportantbecause most of

the time the a#gap is surrounded by the coil and increase of losses in this area leadg to criti
temperature increase. Sadly, Dowell approach is unable to simulate-tjag airagnetic field.
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Figure 61 : Air -gap fringing flux effect on windings

Last, new geometries of conductors are proposed.t13.4 that Dowell approach does not
address.

2.3.2.7 Conclusions

Schneider Electric applications use more and more toroid choke and transfoothefor

core and coil advantages. The simplification brought by toroid coil makes it possible to use a
1D model for simulation without noticeable error. Dowell homogenization method is
presented and applied to power choke coil. It shows accurate results enough for optimization
requirement.

However, for other shapes of coil or conductors, or fogap consideratio Dowell proves
limited. In order to achieve technology improvement using optimizatidifferent model is
needed.

2.3.3 A-Model:
2.3.3.1 Introduction

In power devices, e.g. transformers, electromechanical actuators and magnetic sensors, where
materials exhibit both nggetic permeability and electrical resistivity and undergo the
diffusion of the magnetic fieldfinite elementmethod andintegralmethods +that include
boundary element method, arecommonly employed for numerical simulations. When
geometric data are chged by the algorithm, the mesh has to be redefined that involve larger
running time for FEM method. Both of these methods rely on the idea of approximate
function to describe the solution on the mesh elements. For example, quadratic polynomial
function iswidely used to approximate the solution on the mesh entity in FEM codes when
IM codes mainly consider uniform function over the element. It results that for large ratio of
skin-depth to size, the meshes have to be refined to ensure accuracy-réghnegof the
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whole domain and the associated running time is the main issue to use these methods in
optimized design process.

To address the problem, three ways are pointed out by the state of art review and two consider
the approximate function on the meslitgnas the starting point. One way is to increase the
polynomial order of the shape functioBut how is the number of unknowns on a mesh
element is balanced by the number of elements? And what about the running time? The
second way is to define the shdpection from the formal solution of a physical problem.

For example, in FEM, shell elements could be used to solve problem whedepkinto size

ratio is very large. Shape function is so defined by the formal solution of the diffusion
equation for seminfinite situation. Another way to avoid-raeshing of the whole domain is

to use homogenization techniques. These techniques are very helpful in case of large pattern
but lack of accuracy when periodicity is gone.

For all of these methods, computatibtime dedicated to the iterative process is pulled down
when optimization strategies as surface mapping and experimental design procedure are used
but accuracy is then counterbalanced.

The main objective is then to model the losses in power electroevesed to improve the
optimization design process, e.g. power inductors and cables. It follows that we consider the
computation of the magnetic vector potential field distribution on the -sexsson of a
bundle of parallel conductors. As a caricatureddyse of numerical methods, we focus on the
idea of Integral Method where the approximate function on the element is based on a formal
solution of the Laplace Helmholtz equations: the projection of the magnetic vector potential
onto basis functions Fourier basis truncated to"Norder term for cylindrical situation. It
follows that mesh is then defined by circular elements carried by the geometry. It results that
no mesh is finally required! The formal solutions of the Helmholtz and Laplace equation are
reminded. . The chosen numerical method is then detailed. It allows computing the magnetic
vector potential for a bundle of multiple conductors. It differs from the integpahtion
method widely used in Integral Method codes. To conclude, the bifiuplioblem is chosen

to validate our approach amacompete other methods in ternfsagcuracy and computation

time. This approach was first investigatef§5a]

81



Figure 62: Cylindrical conductors, notations

2.3.3.2 Single conductor solution

In this part the solutions of Laplace and Helmholtz equations are presented for a single round
conductor in term of time harmonic expressions. Other useful mathematical formulas for one
conductor are introduced beforeteding the approach to several conductors in section

2.3.3.3.

2.3.3.2.1 Solution oftheHelmholtz equation

We consider an infinitely extended cylindrical conductor of radiudescribed by its cross
section, perpendicular to theaxis of a cylindrical polar coordinate system3ras depicted

in (Figure62). The current density through the conductor is driven by an electric field due

to the electrical source and magnaiotive electrical field related to Eddy current density as

35

LV VR JLYHQ E\ 2KW®Hee DtbeZconductivity is uniform.

In the cross section of the conductor, magnetic vector potential is given by the Helmholtz
equdion written in timeharmonic form as follows:

36

Where GLiU; with UL ¥t &0 at the angular frequencg and are along the-z

axis andrely only on scalar values,, 3 and A(r, 3. The general solution 086) found in
literaturg[41]|lang[43]|and expressed in Fourier series expansion is:
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Where J are the Bessel function of the first kind of order n. The Bessel functions of the
second kind diverge at the origin and are ignored. Because of the relation between Bessel
function of positive and negative order , magnetic potential 37) is

rewritten according to:
38

where the particular solutiof C N $8@ fis added to the general solution 86). The total
current] IORZLQJ WKURXJK WKH FRQGXFWRUTV VHFWLRQ LV JL

the magnetic field at involves . Consequentlypnly the zero
order term of 88) is related to the total current |

39

Moreover, the expansion of exponential in cosines and sinus gives:
40

With p, and g complex harmonic coefficients depending on external magnetic field
solicitation Due to the infinitely extended situation, the currggs not well defined by the
voltage across the conductor and we choose it to have a null potential vector magnetic at
NL 4y, (36) is then expressed as:

41

With p, and g complex harmonic coeffients depending on external magnetic field
solicitation. It could be noticed that the left term &1)(involves the current flowing in the
conductor and is related to the skin effect. The sum on the right depends on thartimoaic
coefficients that desibe the effect of external sources on the conductor and is related to the
proximity effects.

2.3.3.2.2 Solution of Laplace equation
Outside the conductor, in nonconductive area e.g. the air, the magnetic potential is relying on
a Laplace equation and solved using Fourier series expansion:
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$V SUHYLRXVO\ PHQWLRQHG $PSHUHYV ODZ LPSOLHV WKD
current J. Additionally, to guarantee the continuity of magio potential at , 42) is

written as:

43

2.3.3.2.3 Reflection and Transmission coefficients

According to the rorder potential term previously detailed #2)( and @3), 6 coefficients

have tobe defined, but the continuity equations is used to reduce to 2 the number of
unknowns. Sealled reflection coefficiend A and transmission onély are then introduced.

Using and the boundary conditions for the normamponent of flux density and

the tangential component of the magnetic fieldat we have for cosines coefficients :

44

The same expressioage valid for sinus coefficients. It results:

45

46

Note that forJ L sthe reflection coefficient is equivalent to the polarizability of a cylindrical
conductor in a uniform magnetic field perpendicular to its axe. The Polarizability could be
then used by homogenization techniques to estimate the equivalent compleahpleynod
infinitely extended conductor pattern. It could be highlight thatsifind >; are solved, then

all other coefficients may be deduced and if required, magnetic potential could be estimated
over the whole domain but focus is only madetloe power losses estimation. .

2.3.3.2.4 Solution of Poynting Vector

The main purpose of solving the magnetic potential is to simulate conductors at any frequency
to improve the efficiency of an electromagnetic system. Thus the Poynting vector is calculate
through the conductor surface to deduce active and reactive power:

47
We deduce the power per length unit:
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48

The first line of 48), real, is the active powerhe first term exists even with the absence of

an external field if a current flows through the conductor. The second one exists even without
current if the conductor is submitted to an external filed. The second lingB)ofs(pure
imaginary so the reage power. It depends on the temporal variation of stocked energy. If
this energy increase it is that the flux come into the conductor, it is summed positiyaly (a

the inverse is linked to, , coefficients.

2.3.3.3 Several conductors solution

The general Laplace and Helmholtz equations have been solved in a polar coordinate system
related to the conductorandinside and outside of the conductor. The magnetic potential
solution depends on tirr@rmonic coefficients that we have to solve. Because the
approximate solution Fourier series is solution of the differential equation36j and @7) to

solve, integrakquation is no more required. It follows that the difficulties associated to the
integration process between very close elements are avoided. We have now to detail the
method that we chose for solving the whole set of coefficients. It implies to write matrices
relation to solve the coefficient set elated to the elemertte whole systerof equatims is

then skillfully deduced.

2.3.3.3.1 Change of coordinates system

To compute harmonic coefficients of one conductor, the external field applied to this
conductor must be calculated. If the external field comes from another conductor, the link
betweerthem is presented below.

The first sum of 43) increases withr, whereas the second sum and the logarithm term
decrease witl. So we can assume that in a polar coordinate of a condutherincreasing
part is the one decreasing in the polar coordinate conductoj and reversely. So the first
harmonic increasing summation @ef3} is written in a global Cartesian system for each n
order, sedFigure62):

49

Using the Newton inomial development and noting that real terms are d@hen and
imaginary terms areddsums we deduced:
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50

Now if we use Maclaurin expansion or the Taylor expansion of an expression A(X,y) at a
point of cardinate (X,Y), we get:

51

Replacing the expression A dbl) by the negative summation and logarithm, we get by
similarity with (50) in a point depleted from current near tlewnductor coordinate center

52

53

So the increasing summation coefficients a and B8 for a conductor can be expressed
using the coefficients and of the decreasing part 043) for a conductoy. and are

the polar coordinates of the centeri o the polar coordinates ¢f Equations %2) and £3)

can be written for the a and b coefficientsjdfom the . and coefficients ofi. Both
FRQGXFWRUVY H[SUHVVLRQV RI PDIQHWLF SRWHQWLDO DU
that the development order oindj FDQ EH XQHTXDO P+«Q ZKLFK FDQ EH
conductors are of different sizarecision can be set higher for larger size.

2.3.3.3.2 Solution of harmonic coefficients

In order to solve the harmonic coefficientge denote by [a,b] the vertically concatenated
vector of coefficients mand b, truncated to the Nth order. In the same way,][and [p,q]
denote the concatenated 2N size vectors of coefficiepts, and p, ¢, respectively.
Likewise, the secalled reflection and transmission coefficients are transformed to 2NN2N (
for cosines and N for sinugliagonal matrices [Re] and [Tr] wieediagonal elements are

given by @5) and @6).
So for one conductob@) and 63) can be addressed by a single matrix equation:

54

The [M;] matrix is a 2N vector whereasflds a 2N*2M matrix, Nth ordefor i [a,b] and Mth
order forj [ ., ]. The magnetic potential vector is cumulative 5d) (will also contain the
addition of [Mk], [Cik] and [., ]k for any othek conductor. Using4b), (54) is developed as:
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The equation5) is written for thej conductor and any othdérconductor. We then have a
matrix system

56

Finally we can see that once the geometries of conductors and their physic propetfie® (|,
fixed, the magnetic potentiaan be solved with only one matrix inversion and multiplication:

57

The harmonic coefficients [a,b] are solved regarding internal and external filed effects for all
conductors. No simplifications are assed and no mesh is used. The solution is then valid
for any arrangement of round conductors. The couple$ and [p,q] are found using [Re]

and [Tr] for each conductors.

2.3.3.4 The bifilar line application

The aim is to calculate the magnetic potential of the bifilar example shoffigure62) in

order to validate the solutions presehta[85/and82 $V SUHYLRXVO\ PHQWLRQHC
series are actually truncated and the matrixes are sized by N. The question that arises is
therefore how to set the value of N. In order to \&@kdour approach, a careful numerical
study compares the solution obtained by Finite Element Method on a fine mesh to the one
obtained by solvingH7) and by deducing the magnetic potential values over the domain. The
FEM method is applied using Fltsoftware. The geometry is described by radius ratio rr =
Ri/Ri and the ratio between the distameater to centesind radius dr = #R;. The conductors

are in copperd = 1 =5.77%10" Sxm™ and immersed in air. The system is $ddrom 1 Hz

to 1 MHz, sothe mesh is realized to guarantee 5 triangular elements for the skin depth length
@1 MHz. The currents that flow through the conductors are choserFasA and | = OA.
Equation 48) is used to compare active power and reactive power betiieenodel anl

FEM.

2.3.34.1Ri=4mm,dr=3 andrr=1
The first example is the less challenging one because conductors are of same size with large

gap,(Figure63). The error between FEM and model is plottedfigure63). With only one

harmonic order thdifferenceis less than 1% @1MHz and with third order we decrease it to a
hundredth of %. For N = 3 the computation is done in 0.116815s for the whole data from 1Hz
to 1IMHz whereas FEM need several minutes.
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Figure 63: 1st example of bifilar line, leftzoom ongeometrywith infinite circular box , and right error between FEM and model
vsfrequency

2.3.342Ri=4mm,dr=2.0landrr=1

The second example is set with a tiny gap between conduffayare 64). Two parameters

are impacted by the number of harmonics, the distance between the two conductors
coordinate centers and thatio between coefficients [a,fpo here the study is done for Ri =

4mm and Ri = 20mm in order to ass the impact of the distance between coordinates centers
only. The impact of radius ratio between two conductors is assessed in negcsah. The

first observation is that the closeness of conductors leads to an higher number of harmonics
for accurag N>10 to drop under 1% of distance to FEM result and N>20 to drop under
0.01%. The ratio between conductors being the same, when Rmm2@e clearly see the

effect of distance between conductors centers. The number of harmonics has to go up to N =
30 toachieve same accuracy than case with Ri = 4mm and N =®@e\¢r the modedtill
computes results in 0.§8or N= 10.

Figure 64: 2nd example of bifilar line, left R = 4mm, and right R=20mm

2.3.343Ri=4mm,dr=2.01,andrr=5

The last case is the most complicated one. Two conductors are extremely close and with a
large difference of sizes. A numerical limit occurs for the model. Indbedmodel even if
analytically true, it still requires the inversion of a matri%7] to conpute harmonic
coefficients. On[figure 65) the number of harmonics required for good accuracy increases
yet the model diverges. The matrix inversion is the only numerical calculation so it could be
incriminated.
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Figure 65: 3" example of bifilar line, left geometry, and rightactive powerFEM and model vs Frequency

2.3.3.5 Conclusions

A-model is anew methodology to simulate electromagnetic system in time harmonic. It is
based on the formal solution of the matic potential for round conductor. The mathematical
solutions are clearly presented and explained. The method proposes a real fast and accurate
alternative to time consuming FEM simulations. The solution is tested on 3 bifilar line cases
with different poperties and compared with accurate FEM simulation. The analytical solution
proves to be true and it computation fast2<®and accurate0<01% of difference@1 MHz.

However an issue is highlighted. The model differs from FEM in cases aliégé number

of harmonics is required but the mathematical solution is not in cause. The limitation comes
from numerical implementation of the metho8tudy on matrix inversion should be
conducted

2.3.3.6 Extension to other round geometries

More than just upgrading round atuctor 2D modeling, the A model has been designed to
simulate new geometries of conductors. To prevent eddy current effects or limit them new
technologies arise. E.g.-metal conductors, muitayer conductor for corrosive environment,
shield conductor ofollowing proposed hollow conductors and flat edge wound d@bie A

model is fully explainegbreviouslyso mathematic formulas are not repeat here. However, the
solution of B6) differs from solid round shape for newund technologies. Thus, the
solutions in polar coordinates are expressed using classical Fourier expansion and notation
from (Figure66).
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Figure 66 : Cylindrical notation for multilayer round conductor

First, the solution of Laplace equat being unchanged in the air around the conductor, the
solution to write links between conductors stay exactly the same, the matrix sobijios (

still valid for harmonic coefficients solution. The only changes are the reflection and the
several trarmmmission coefficients at each surface interaction inside the conductor.

The strategy of resolution is not complicated. The different equations for the different
environment inside the conductor arl)( for solid round conductive area without cavity
inside, e.g. previous cases. EquatiotB) for nonconductive area like air or insulation and
finally (58) for conductive ring where second kind of Bessel functipoah exist:

58

Then same approach is used to express reflection coefficient on the outer
surface of the conductor and the transmission coefficients between layers of the conductor.
The easiest way is to express a general transmission coefficient betweeal éxteinonment

[a,b] and inner layer ahe conductor as presented Appendix Q for hollow conductors and
bi-metals ones.

7KH $PSHUHYV ODZ LV XVHG WHRreROYH FRHIILFLHQWYV RI WK

2.3.3.1 Innovations/Validation

Learning is made of repetitions, so optiation brings better coil for choke or transformer,
but it does not create ways of preventing skin effect or proximity effect.
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So a known proposed solutis the use of bmetal conductors. Indeed at HF, current is
concantrated on external part of the conductor because of skin effect. Copper being better
conductive than aluminum it is better for resistance reduction. But copper is double the price
than aluminum and less flexible. So the proposition is to clad cheap alunfor LF with
copper that will support better HF.

Another proposition for high power choke-3MW, is the use of hollow conductors. Skin
effect depleting current from the inner part of the conductor at HF, this inner part can be
removed to gain materialnd use it as cooling tube. This approach revealed some very
interesting magnetic fieldistributioneffects as presented next.

Finally, the last proposition is born from the consideration of current depleting layer far from
the core because of proximityfeét between layers. So building a conductor assuming part in
every layer should prevent proximity effect. Flat conductors wound on the edge are
introduced|Figure67). It results in an equivalent 1D skin effect inside flat cotmuc

Figure 67 : Radial 2D cut view of toroid choke wound with flat conductors on the edge

All technologies are presented follow aneh#odel validated at the same time.

2.3.3.1.1 Stack of several conductors

A rectangular stack of 12ondudors is chosen to comparesults from model with FEM
simulation from Flux2[. This stack is subject to both proxity effects of close conductors
and border effects on the eddetlwe stack what is illustrateid {Figure6§b. Corductors are
large enogh for skin effect to b@nportant too.{Figure 69} presentdhe evolution of active
power in the stack for lathree geometries, from 1Hz &)0kHz.Once again some remarks
can bemade on the number of harmoics neededfor accurate results. For solid round
geometry refer t. For Cu clad Al or hollow conductor, when the external ring is
really thin, the number of harmonics is up to N=10 to 20 for less than 0.01% o&ndéer
with FEM. In tested cases, stack and following toroid ¢2iB[3.1.3, no numerical limitation
has been encountered and the solution is still less than 1s even for numerous conductors.
When frequency is several hdnedsof kHz, the meshing foFEM simulation must be really
tightened thus time comupation and computer memory apaitted to limits. This issuesi
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another advantage for-modelto be used because computatisnmuch faster and only
numerical matrix inversionoud lead to error.

Figure 68: Stack of 12 round conductors, left solid, middle Cu clad Al, right hollow

Figure 69 : Evolution of previous stacks active power vs frequency

2.3.3.1.2 Hollow wire behavior

Hollow conductors are less compacattothertechnologies and harder psoduce. Yet, they
offer directliquid cooling solutionsn the hollow. This solution igteresting when using high
power transformer >1MW.

Further, their physical behavior is not conventiof&igure70) illustratesthe current densy
distribution for solid roundcconductor and hollow ewuctor at 1Hz, 5 kHz and 10kHz.
Bifilar line is studied. Same calscale is used. At Hz currentis slightly higher in hollow
wire but not significant. At &Hz current is depleted from solid wirbecause of both skin
effectand proximity effect. Howear, for hollow wire, the hollovacts as a trap for magnetic
field and consequently linearize tharrent density. The same efteccurs at 1&Hz. Thus,
wherehollow could be seen as a lost mateaegda, it behaves ascarrent density equalizer
andthe surface is better used treolid wire.
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Figure 70: Current density, left solid right hollow, @ 1Hz, 5kHz, 10kHz

2.3.3.1.3 Toroid Filter Choke Design by optimization
Extension of Amodel can be used ioptimized design process to fittter solutions than
standardsolid conductor technologies.

The model will be actually used in a design procesgploying genetic dpmization.
Magnetic core section andumber of turns are fixed in order to compare only winding
technologies. The inputs parameters are:

X Strands Diameter Re

X Number of parallel strands per turns
X Strands inner diameter Ri

X Material Cu/Al

X Wire geometry

The outputs to be minimized are:

X Raw price of material
X Resistance of windings fromHz to 500kHz
x Overall external diameter of choke

presents the Pareto tife esistance vs raw materigisice on left, while right
presentsasistance vs external diametds can be remarked the hollo# wires give better
efficiency for lowest price. However, theiuse leads to the bulky desigii the choke.
Conversgy, hollow Cutechnology allowsompact choke but witlowest efficiency. Copper
cladaluminum wire offer@a compromise between both otlchoices.
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Figure 71: Paretos for Cu clad Al and hollow coils

2.3.3.2 Air-gap

The possibility of modeling angtack of wire in any position with whatever geometry or
physical and electrical properties is presented. So a lacks of Dowell that must be overcame is
the implementation of agap effect. Consideration of ajap acting as a conductor with
equivalent cuent are presented The same approach is used here. A single conductor

is introduced in the place of the-giap with the equivalent currerote that this conductor is

not allowed to have eddy currents or losses oftgpg.

59

A-model result is compare with FEM and Dowell [filglire 72). The divergence of aap
PDIJQHWLF ILHOG IURP HTXLYDOHQW FRQGXFWRUthEeHLQJ V
approach proves working. Yet accuracy is not as good as for other previous cases. Two source

of error could be corrected using following section, first the consideration of magnetic core
[Error! Reference source not found} and secondly to replacke airgap with an equivalent
rectangular conductoEfror! Reference source not found] rather than a solid round one.
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Figure 72: Air gap simulation, A-model vs Dowell vs FIM

2.3.3.3 Conclusions

To address all possibility of coil geetry or physics a new sefmnalytical method is
presented. The #nodel is based on the solutions of magnetic potential for Laplace and
Helmholtz equations in a 2D space. Electromagnetic waves behavior is mimicked to solve
harmonic coefficient of magnetmotential. The model is unrivaled at the time even by FEM

in simulation time. The only calculation is the inversion of a square matrix. The matrix shows
interesting properties, plus the addition of symmetries of the coil, perspectives are good to
reduce dastically matrix inversion time. An investigation must be done on numerical
divergence during the matrix inversion in some c§8&53.4.3. Modeling of square core and
other shape are also considered.

2.3.4 Conclusions:

The ch&es used by Schneider Electric deals with current up to hundreds of ampehethanit
use of low lossores like powder,nana@rystallin or amorphous, efficiency is mainly gain on
coil. So their modeling is the most important one. A Dowell homogenizaticdhochds
presented and applied to toroid coil. It proves accurate and fast, sufficient for optimization.
However few cases like agap consideration or other geometries than toroid need another
modeling. The Amodel is introduced based on magnetic potérgrealytical solution. It
allows the simulation of any geometry of coil or conductor for various physical properties.

The magnetic and electrical behavior of the coWwel modeled in this chapter andeets
optimization and innovation requirements. Buhermal modehas not beemplemented yet

and thermal issgeare important in power converterHowever, thermal considerations are
quite difficult and not relevant. Indeed, the mechanical structure of the power converter
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cannot be represented analytigaghus the air flux is impossible to obtain correctly on the
surface of the choke. Moreover, the convection coefficient is empirical so it would require a
huge library to address all geometries of choke tested during optimization. But according our
library approach this solution is retained for future thermal impact study on convergence.
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2.4 CAPACITOR

In this PhD only filtering capaciteiare used. The capacitors are employed to decrease ripples
of a unidirectional voltage. In UPS they are used:

When a recfier is used to supplthe DC bus ofa converteby a continuous voltage thus to
limit ripples a capacitor is placed in parallel at the converter output. The low frequency of the
rectified signal leads tthe need fohigh value capacitor generally eledjtec ones.

At the input and the output of AC/DC and DC/AC converters the capacitors are placed in
association with an inductance to limit voltage ripples from switches of@@miluctors. The
capacitor is subject to high frequency and high density curfenguarantee its fiction the
capacitor must havgood frequency behavior with a low series resistance and inductance.
Ceramic or wound plastic technologies are generally preferred. These last ones are mainly
used in our optimized filter and will be irstegatedbriefly.

The polymers present interesting properties for power electronic appIithey offer
high dielectricstrength low dissipation ratio and mainly excellent stability of the permittivity
regarding freqency This allows considering a scalar value of capacity C on our
frequency operating range. The most implemented material is the polypropylene.

In our case what is interesting is the value C of capacitor for filteriegl a@d also the
impedance of the capacitor to evaluate losses and harmonics spectrum for THD control on
protected loads. The losses in capasit@ve two main origins, the dielectric material and the
ohm losses in metallic part of the capa Both cases can breodeledby a single series
resistance the EJRI9]] The resulting model foour capacitor is illustratechifFigure 73).

The current and voltage in capaciwre studied in Fourier harmonic expansion as in coil
modeling.

Figure 73: Series model of capacitor

The dielectric materials are characterized by ttissipation ratio tamwhich is the tangential
angle of lossegheratio between active power and reactive powée losses in the dielectric
are expressed by:
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Q represents the reactive power stocked in the capacity C.diBbectric losses are
represented by a resistance. Rhis resistance is summed in series with the resistance of
metallic part of the capacitor to form the Equivalent Series Resistances:

61

The evolution dthis ESR regarding the frequency is generally approximated by polynomials
An inductive series component L could be added to simulate inductive behavior of
capacitor but it occurs at frequencies higher than our operaeggency of several kHz
maximum. The chosen model assumes that ESR and C value are invariant regarding voltage
on capacitor verified i The resulting curve ESR(f) of the proposed model is illustrated

on [Figure74). The ESR will decrease with temperature so with no thermal

model yet implemented the losses will be a little over evaluated but are negligible compared
to choke and sentonductors ones.

Thevalue of R and tan' are provided by suppliers. In this PhD we decided to use Schneider
Electric database of already implemented capacitor to approximate evolution of both
parameters R and tan/, price and maximum RMS current admissible in capaci®r a
functions of value Cso the only optimization parameter will be the value C.

Figure 74: typical ESR(f) curve
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Figure 75: Evolution of ESR(f) versus temperature inpolypropylene capacitor

99



2.5 COMPONENT DEFINITION

2.5.1 Introduction:
The design of passive componeid based on efficiency and thermal study in the power

converter environment. Both are computed from physical and electrical parameters but also
from geometric parameters. The way designer definesdbmetry of the component in an
optimization process hashaige impact on convergence. lhd&pter ] several ways to address
constraints are presented and the best is to eliminate constraint by problem definition. So in
this section we present an examplattithe specifications defined for purchase are not
necessarily the ones used as input set of optimization.

The toroid form for chokehas been widely investigated during this PhD, so it isl ase

example along this section. The studied geometry is pessienfrigure76). We can see that
PDIJQHWLF FRUH LV GHILQHG E\ LQQHU GLDPHWHU DQG RXW
provide these two parameters. Now if they are used as input parameters, OD can be smaller
than ID. Tke core is then not realistic and computation is impossible. Depending on the
algorithm and the optimization software, and the definition of constraint used to prevent this

case the optimization convergergan be interrupted.

Figure 76: Toroid geometry definition

A second drawback of this approach is highlighted when considering ID and the number of
coil conductors. The number of conductors can be higher than the window available inside
ID. Once again it can be solved using damist. But this gives no information to the
algorithm. When aiming to the reduction of price and volume the algorithm will always try to
reduce the core and this case will always happen. By just discarding tfeasdsle solution,

the algorithm will tryrepeatedly to reduce the core size preventing convergence and losing
time.

So in following sections ways to define component are proposed in order to help algorithm
and guarantee good convergence of optimization.
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2.5.2 Free Toroid chokes:
The geometry widely @sin Schneider Electric is the toroid for magnetic and coil reasons

described in[2.2.4.. The aim is to use a set of input parameters to define the geometry
guaranteeing core and coil models are always valid. The toroid rfeam issue is that a
diameter can be smaller than another. So the idea is to define the object from the smallest
diameter to the larger one. The solution is presented bas¢Bigune(76) geometry. The

overall ID is the first inptiparameter; it is convenient to use it as a parameter to set a lower
limit for fabrication requirement without using a constraint. Then the number of turns, the
number of parallel conductors and the wire diameter are set so resulting ID of the core is
computed. The limb of the core is the adjustment parameter for the core thickness. This
approach prevents the use of catalog size of core because both ID and OD are not used as
input parameters but depend on others. The overall OD is also computed asaatrettiie

input parameters. The second dimension, the height as no definition issue, classical HT
parameter is used.

So in this case the set of geometric inputs is {ID @sonductor, Nturns, N//, Limb and HT}.

2.5.3 Datasheet Toroid chokes:
The previous geontec definition allows the best optimal geometry of toroid regarding the

specifications because no constraints exist on core dimensions. However, magnetics suppliers
have developed standard sizes of core available on datasheet. Custom sizes genettally leads
create a new matrix and thus over cost. The following proposition is done to use standard size
in a discrete optimization while keeping achievable solution. The core size ID and OD are
fixed. The overall inner diameter is still an input. Thus an abkilapace is defined between

ID and ID overall, with the diameter of conductors, the number of possible wires is
established. The number of wires in parallel defines the resulting number of turns. Once again
the height is not a problem. Note that uppertliaf ID overall must be set in order that at

least one turn with the maximum of parallel conductor can be wound around the core.

The set of geometric inputs is {ID, OD, H®¢onductor N//}.

2.5.4 Two cores Toroid chokes:
A trickiest case occurs when assem@pliwo magnetic cores together as presenteérirof!

Reference source not found. The problem is still to define the object in order that for any
set of inputs the model provides an existing solution. It is compulsory for good convergence.
So in this ase[Figure77) for custom sizes there is no issue, the same patterr2iag [s
followed. But at the present time, the larger size of OD for powder core is imposed by the
manufacturers limited bgheir press machine. So once again to prevent the insertion of a new
constraint, the effort is done on geometry definition. The application is presented below.
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Figure 77 : Two toroid cores assembling

A parameter defines the lehgbetween ODcore2 and the IDcor@his parameter as for

limits the minimum acceptable IDcore2 and the minimum feasible ID overall. Then a
weighted parameter is introduced to define the actual ID overall guaranteeing at least a turn of
the maximum parallelires of the maximum diameter inside the IDcorel. Then the number
of possible turns around corel is computed from the free available place and a second
weighted parameter sets the number of turns for 1 and for 1 and 2. The third weighted
parameter fixesie ODcorel.

2.5.5 Conclusions

The definition of geometrical parameters is critical for optimization convergence. In
optimization process most limits can be set using constraints. However, models are generally
calculated before constraints check and can leadotefeasible cases. In these cases the
convergence of the optimization is stop or lost. To prevent it solutions are proposed to use
alternative input parameters for the optimization different from model inputs. Guaranteeing
the good functioning of the meticalculation this approach allows reducing the number of
constraints and then the complexity of optimization.

This way to achieve modeling effort to define the problem reducing the optimization
complexity can be spread for other definition, e.g. eleaitor magnetic one.
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2.6 CONCLUSIONS

In chapter 1 a strategy has been defined to realize optimization of passive components in
power converters. The experience of Schneider Electric, the tender specifications and our
analysis lead to the achievement of deéseroptimization using libraries. More specifically

grid multi-objectives algorithms are implemented to deliver Pareto tools to give Schneider
teams a panel of choices.

The models presented in chapleare built according this strategy and the requirémeh

grid genetic algorithms. The models must be fast because thousands of runs are used during
convergence of optimization. They must be robust to guarantee same convergence for any
run. And finally, the aim of this work is to achieve sizing of compormert not presizing.

l.e. the models must be accurate enough for the solutions of optimization to be directly
purchased from suppliers.

An important focus is done on magnetic materials. The model of magnetic core must deliver
the losses but also the effiwet flux density and magnetic field to compute voltage and
current on the choke considering saturation effects. A fast review is done on existing loss
model principally based on Steinmetz assumptions. The LS model from G2Elab is used to
build dynamic hystesis of steel shefgt9]]and nanocrystallifid2]] The idea of a behavioral

model is seducing in the target of getting a unique model for all kind of magnetic materials.
However, for cost and effiency reasons the most employed material in Schneider Electric
power converters is the pressed powder. Yet a dynamic hysteresis model proves inadequate
for this technology because of both measurement issue and capability of model validation, i.e.
thin hysteesis with huge band of magnetic field. Easier model like LossMap are proposed
DQG VLPSOLILFDWLRQ EDVHG RQ PDQXIDFWXUHUYV GDWI
integrating without measurement the material inside a discrete library, gaining time and cost

It is sufficient for losses approximation and electrical simulation of the choke in the aim of
optimization convergence.

The effort and cost spend on more complex and more accurate models are not justified in an
optimization target. First the measures mwder core are difficult to realize and often with

bad accuracy. Secondly, the variation of powder properties from suppBét ahd also from
fabrication, e.g. size effects, prevent accurate model. Actually a model with less than a 1%
error even condering good measurements, will be out of target if it has been achieved on a
powder in the +8% pack and applied on a core in-83& limit. A mean model will require
several measurement campaigns on lots of cores which is not viable in industrial context.

In the second part of the chapter, coil modeling is presented. In efficiency increase aim, with
low losses and low price magnetic cores, a great gain can be achieve on coils. The current
being correctly simulated by the core model, the coil model musegept the coil AC
resistance for a spectral analysis in the frequency band of the converter. The Dowell
homogenization method is investigated and applied with correct results on toroid coil.
However for other shape and consideringgaip or new wire teclologies, this approach
reaches its limits. Thus analytical solutions for magimatononic study of the magnetic
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potential are introduced. The validation is done for several geometries and successfully use in
optimization context. Yet the resolutions of imamic parameters for the analytical solution
being numerically done, numerical issue are highlighted and should be overcome by
investigation on matrix inversion methods.

Finally definition of problem especially for geometry of components is discussedssties

of cases when model is not computable are presented. Solutions are proposed as example to
prove the meaning of putting effort on problem definition to simplify optimization problem

and guarantee convergence of the method.

Optimization methods andadels of components being discussed in chapter one and two, the
chapter three presents the modeling of the converter electrical environment considerations on
passive component.
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3.1 INTRODUCTION

The aim of the PhD is to size components in a fixed power structure but also the converter
electrical parameters, e.g. switch frequeror DC bridge voltage. To achieve an optimal
sizing of all the converter components and parameters, the converter environment must be
described addressing all the requirements from optimization algorithms presented in chapter
one as it has been done f@ssive component definition in chapter two.

l.e. the converter topology is fixed. Although it is an extraordinary and rich subject, the
definition of a power structure to reach the optimal topology is not part of this work. The
optimal topology will be dected after optimization on all proposed structures. This being
done, the converter definition is easier because electrical behavior is known for the different
working cases. The simulation of the topology, particularly the passive component
solicitationscannot be done using classical software, e.g. PSIM, PSPICE SABER, EMPL

or Portunus, because these platforms are based on time simulation convergence and need the
establishment of a steady state through an initial state simulation of the converteangMean
this approach requires lots of calculation and time. The general idea introduced in previous
G2Elab work iIs to simulate analytically the converter electrical behavior using
waveforms between component or part of tbaverter as inputs and outputs of black box
component models. For a fixed topology and assuming criteria on good regulation of the
power converter, LF electrical waveforms are generally the same. The global approach is
presented in first section of the gter then description of the converter environment is
explained for DC/AC, AC/DC and DC/DC power filter in different sections. With emerging
technologies, new components are implemented in Schneider Electric power converters thus
extensions of previous meling are introduced for coupled filter solutions.

Results for several power converters optimizations are presented in chapter four as a global
validation of the models and methods presented along the PhD.
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3.2 MODELS CONNECTION USING CONVERTER WAVEFOR MS

3.2.1 Introduction:

The sizing of power converter in our research is achieved for fixed topologies. l.e. the steady
states waveforms for the converter several functioning modes are defined. With some
considerations; only the values of components and regulatibohaihge their magnitudeA.

strong assumption done in this work is that regulation is addressed by constraints over

filter behavior. Thus the modeling of waveforms is considered valid otherwise the
constraints are not respected and then the modelingpdimsization null and void.

3.2.2 Separation of models:

The main advantage of considering good control of the converter thus the respect of topology
electrical waveforms is the separation of the models of the converter parts. Indeed the
waveforms are impacted/both topology and components. We assume all components being
perfectly sized for the converter operational constraints; which is the goal of optimal sizing
otherwise the solutions will be discarded. Then whatever the model of one part of the
converter fo losses price or other value, the waveforms at its terminals can be considered
unchanged or impacted by only general parameters L, C or alike. E.g. the inverter and load
being unchanged, the output voltage of the inverter and the voltage and currentoam thre

the same so the output filter between them can be optimized without considering switching
cells.

The components are then considered as black boxes with inputs and outputs fixed. The model
used for each component can be changed without chargngtliole converter modeling.
Regarding the objective of the optimization the level of complication inserted in the model
can be update. l.e. for a fast survey of the converter behavior in optimization process the
model can be set basic. Another advantagéhat optimization can be done on only one
component, useful when replacing an existing solution inside an already build UPS.

The last advantage of this approach is that the models of component are taking waveforms as
inputs and outputs. They can be ied in any converter topologyrigure 78) and (Figure|

, the model is exactly the same in both converter and in any part of the converter. They
have been designed for this modularity and will makeogsfble to insert them in a new
converter solution.
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Figure 78: Buck converter with choke black box model

Figure 79: 3level NPC inverter with black box choke and capacitor

3.2.3 Events sampling:

Most of simuhtion software and control structure are time based. Meaning the signal is
sampled in time discretization. A general approach applied in our work is to replace time
sampling by event sampling. Indeed in power converters, all phenomena are linked to the fac
that current is cut to sweep from alternative to continue and reversely. Maximum magnitudes
of electrical and magnetic waveforms are reached at each switch of commutation cells. A time
discretization must be done using a thin step sampling to guaraséeepie at peak value of
waveform. Yet, when the topology of the converter is known and the switching frequency and
its modulation also, all events switch can be dedugegure 80). Computing only these
points inside the converntsimulation is a huge gain in signal sample and so calculation. It
insures the computation of peak values for all waveforms. The evolution between peak values
can be nonlinear, but it will have no consequences on our modeling and optimization. For
choke @ capacitor, the nonlinear evolution of current and voltage between two switches will
impact the dynamic losses. Yet no dynamic hysteresis model has been chosen for
optimization only models based on peak value and equivalent time evolution which fit this
approach. For coil losses using Fourier spectral analysis of the current, once again the impact
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of curved current forms between two peaks is negligible. The same for voltage slight
evolution. The difference will be reduced to nothing as the switching finegweill increase.

Note that this approach is not effective for converters where switches are imposed by
waveforms (diode and Zero V/I switching).

Figure 80: Real waveform vs event sampled one

3.2.4 Conclusions:

The approach to desbg converter using waveform between models of component makes the
description of converter modular and flexible. It allows integrating passive component
modeling presented in chapter two in any topology as well as futureceahiictors models.
Moreover tle optimization of a single component is then possible for upgrading already
existing solution without impacting the rest of the converter.

An event sampling is proposed to gain memory, time and accuracy on signal processing.
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3.3 DC/AC CONVERTERS

3.3.1 Introductio n:

The DC/AC inverter is used at the output of the UPS to adapt DC power from battery storage
to the AC load. It the most constrained converter of the UPS because it is subject to many
working case and must guarantee good quality of power for the loagjairhachieved using
optimal sizing is generally greater for inverters.

In DC/AC and AC/DC converter, low frequency modulation 50Hz~60Hz is added to high
frequency switching. Yet i it is demonstrated that if the ratioteen LF and HF is
higher than 10, the consideration of LF and HF effects can be separated. It has been
experimentally validated These assumptions verified for filter in our work are useful

for considering HF from inwgéer and LF from load.

The modeling of output filter for inverter is presented addressing connection between model
using waveforms and event sampling introduced previously. All working cases are explained
and considered for optimization constraints. Filiehavior, goals and norms are highlighted.
Then validations are performed on actual inverters in Schneider Electric UPS.

3.3.2 Inverter output/ Filter input:

To simulate the output filter of an inverter the waveforms are used. Whatever the topology to
connectthe DC bus to the filter, the output voltage of the converter will be the same. The
steady state is established, the control working without closed loop of current. The DC bus is
at is full capacity (batteries charged); the power is only delivered todbe

Multi-level and multilegs topologies are used in Schneider Electric converters. The number
of voltage level of the inverter refers to the number of voltage potentials imposed to the
output filter (Figure81). The switchindrequency is defined as the inverse of the period of the
commuted voltage between the switch cell and the filter and not as the instantaneous or mean
frequency of sermconductor switch. Indeed the increase of voltage levels distribute the
charge of switchig on the several switch cells and do not multiply the switch frequency. This

is the principal difference between topologies of inverter. It validates the approach of
waveforms because the DC bus and the voltage linked to the common point (the choke) stay
the same. The multeg refers to the number of identical inverter switch topology connected

in parallel to support the power distribution. The current in each leg must be controlled and
balanced but is easily achieved. The legs can be interleaved, mehaimgodulation is
delayed between legs to create an equivalent higher frequency at the output of the filter. The
filter can be on each leg however it is better to mutualize it between all legs to benefits of the
equivalent higher frequency then reductiminthe required filtering need. The interleaving

also reduces drastically the current ripple inside the capacitor both filter and DC bus.

The most common control to modulate the HF voltage switches is the PWM. It produces an
equivalent sinus signal of themodulation LF frequency with several component of HF.
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Figure81) illustrates output voltage of inverter for 2, 3 and 4 levels. The switching frequency
is intently low to see the waveforms.

Figure 81: Inverter output multi -level voltage and desired load voltage

The surface of square voltage impulse gives an idea of the voltage spectrum. The increase of
voltage level reduces the need of filtering as presented in general introduction.

The output voltge of the inverter can be simulated generically whatever the number of
voltage level. The system tries to follow the reference sinus voltage required at the output of
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the filter (400V phase to phase or 480V in USA, 50Hz or 60Hz USA). The evolution of each
switching cell is controlled by a variable duty cycle defined by the intersection between the
reference and triangular carriers at the HF switching frequen single duty cycle is
proposed, built from a fictive refaree. The duty cycle is defined as the mean value on the
switching period of the commuted voltage. With no control error this voltage is equal to the
RMS value of output voltage. The filter modifies the magnitude and the phase of the ratio in
order to keeqthe output voltage equal to the reference. Yet here the proposition is to suppose
a perfect command not impacted by the filter to prevent loops of calculation and so loss of
time. The resulting ratio is illustrated for several levelgFagure82) with the equationg2):

62

With Nlevels the number of voltage levels,,\« the RMS value of output phase voltage and
Vpc the DC bus voltage. The constant A is used to set the im#llak of ratio 0.5 for even
levels and O for odd ones. Note that the definition of the ratio does not refer to any topology,
only converter standard valudgsach level will have the potential:
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Figure 82: Time evolution of equivalent cyclic ratio for several voltage levels

Although the command will change with load and filter impact, e.g. nonlinear load, the
control will be assumed equivalent as for RL load. The idea is to keerrect
approximation of the inverter output. Only when threshold of current is reached the command
will drastically change to limit RMS current to the threshold value. E.g. for overload or short
circuit. In this case the duty cycle is fixed to a dedinalue as for DC/DC converter. This
value is set to guarantee the required output voltage. A realaiwwit is not frequent,
generally it is equivalent to deliver a small DC voltage for a resistance. For even level
converters only the middle voltage sed to deliver the potentififigure 83) and for odd

level converters the first level is us@iéigure84). Note that for even levels the ratio is close
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to 0.5 and thus the maximum ripples possiblesisartcircuit and current limitation modes
will be particularly disadvantageous.

Figure 83: even inverter short circuit mode

Figure 84: odd inverter short circuit mode

3.3.3 Load waveforms:
The other inputfor the filter is the load connected after the filter for which the filter is
designed to deliver perturbation and harmonic free wavef@mseral cases are presented.
3.3.3.1 The RL load

The RL load ighe most classical load for which the UPS will be used. ctlieent and the
voltage delivered to the load are sinus and with a THDU up to 3% maximum. The phase shift
between voltage and current is imposed by the inductive part of thgHigade 85).
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Figure 85: RL load waveforms

3.3.3.2 The nonlinear load

UPS are widely installed in datacetemd so work on RCD load. Meaning the inverter
delivers power on Diode Bridd&igure86). The current is established only when the inverter
filter outputvoltage V is higher than the capacitor DC voltage U. so in a short time the same
RMS value of current than a RL load must be delivered. It leads tsinoa voltage and
current at the output of the filt¢Figure87).
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Figure 86: RCD load, Graétz bridge

Figure 87: RCD simulated voltage V and current i frole:igure 86
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We speak here of nesinus waveforms so it is importantremind the definition of the RMS
value of a harmonic signal:
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The total harmonic distortion of a signal is given by CEI dictionary definition:
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The gldal distortion of a signal (CIGREE definition):
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3.3.3.3 Current limitation

The UPS must deliver power to the load even in particular cases. One really impacting the
sizing of the inverter filter is the limitatioof current. For a UPS two current thresholds are
generally defined. When the load absorbs too much current and it reaches the first threshold,
the control modifies the duty cycle to regulate the current around the threshold value. The
voltage cannot beantrol to a perfect sinus anymore and drfffigure88). It results in a high

DC current with around 0.5 duty cycle and thus large HF current ripple. This case is studied
because it is for odd level inverter where stointuit is not difficult to control, the worst case

for filter sizing.

Figure 88: Current limitation case
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3.3.3.4 Short-circuit

The short circuit case has been defined previously. The current is limited to a defined
threshold for which the UPS design to work for only few minutes before shutting down. For
odd level invertes the voltage delivered is low in harmonic coritea HF ripple is ridiculous

and do not impact the filter. However regarding the ssnductors, classical control leads to
work with the maximum current on the same switch cells during the-siauit and can lead

to huge temperature rise for the IGBTs. Alternative controls are proposed but are not part of
this work. For even levels inverter the sharcuit mode will be tke worst case for filter
sizing.

3.3.4 Filter model:

The waveforms for DC/AC converters as inputs of the filter have been introduced. Thus in
this section the models for the filter choke and capacitor is presented addressing component
models from chapter two. €hpresentation is done for interleaved legs and groups, coupled
topologies are introduced m The classical RC filter used at the output of the inverter is
presented odFigure 89}. The choke ancapacitor are of course made of one or more
components in series or parallels.

Figure 89: Inverter output filter

3.3.4.1 Choke modeling

The filter is sized to deliver harmonic and perturbation freant |oap. SO we assume that
control will impose the LF current flowing through the inductance as:

67

We consider that this LF current is equivalent to the LF polarization magnetic field inside the
core. The anhysteretic curve of the miategives then the LF flux density inside there,
which is close to realityGhapterl):
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and

On the other side of the filter, the assumption is done that inverter PWM control is achieved
to deliver sinus ¥. The voltage drop caused by the saturation of choke is prevented by an
optimization constraint. The resulting inverter output voltage is giving the HF voltage. The

integration of \ leads to the HF flux density ripple.

As presentedn Chapter two an the values are computed only for switch event and
considered linear between two events. This is quite true for HF induction because only the
sinus part of ¥ brings nonlinearity but it is negligibl€or a pulse time, even more for high
frequency. The total induction in the magnetic core is finally the addition of both LF and HF
contribution. The magnetic field is deduced from the anhysteretic curve. Indeed the HF flux
density ripple creates magnetielél ripple occurring at the different levels of polarization.

This total magnetic field even computed only at pulse events represents the saturation of the
material and thus the real current in the choke. Only bending between pulses is not addressed
but las no meaning in electrical simulation or chosen model for losses computation.

The flux density is used to compute losses from chosen model of Chapter two. The magnetic
field gives the current ifrom which losses are computed in the coil and will senieag for

the capacitor model but also for current constraints on the converter. The magnetic field
relying on the radius of the core, the maximum value is computed for the inner radius of the
core to check on material saturation.

Prices are computed fro material weight and price/kg given by suppliers. Electrical,
magnetic and geometric values are found for the chqRagire91) summarized the process.

In this process the interleaving of legs is addressed. Indeed thdegutipology can creates
unbalanced currents on the several legs and must be checked. This unbalance can also come
from choke core that supplier furnish with-8% of magnetic characteristics. For the first

case the computation is easy, theab is divided ketween legs using a weighting
corresponding to the desired unbalancing that must be checked. In the second case when it
comes from unequal inductance value the impedance of chokes are used. For this a

convergence loop is us«aﬂigure90l.

Finally the last value that is computed from choke simulation is the voltage drop. Indeed, a
high value of inductance L reduces the current ripple but it also increase the equivalent
impedance of the choke and thus the voltage drop occurring trminals. This drop must

be limited in order to the DC bus voltage being sufficient to deliver™e choke voltage

drop is:

68
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Figure 90: Unbalanced leg LF current computation
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Figure 91: Choke DC/AC modeling
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3.3.4.2 Capacitor modeling

Most of the modeling effort is already done on the choke. So the LF cusiarthe capacitor
is deduced from sinusgontrolled on the loadnd LF capacitor impedance.

69
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is applied at each harmonic frequency. The AC impedance of both capacitor and load wil
impose repartition of harmonics and thus THD on the load and total current in capacitor.

70

The modeling of chapter two is used to compute losses from current spectrum and esr
frequency evolution. The RMS8urrent in the capacitor is compared with supplier limit
indication and used as constraint to prevent capacitor damage.

3.3.5 Validations:

3.3.5.1 RL load

The validation is first achieved on a RL load. A 2 levels inverter is used and delivers a 50Hz
sinus with few IE harmonic voltage with 12 kHz switching frequency @ 73kVA. The choke

is a stack of 4 cores of 5 inches FeSiAl powgd@6 simulated from anhysteretic curve
measured on 3 inches test core.

The first waveform input of the model is the inverter output veltgiigure 92). The blue
measured voltage is compared with pulse simulated voltage. Then the other input is the LF
current absorbed by the load, approximated here with harmonic defiFt'gmeQB .

The HF flux densities from both measured and simulated voltage are compa{Etgore|

@. Only a slight difference is visible. The total measured flux is compared with simulated
one from LF and HF summed contributioffSgure 95). Here a slight error on modeling is
observed. The error comes from both control not integrated in simulation and also LF
hysteresis delay not considered using anhysteretic curve. The final simulated pulse current is
compared with reasured current on the chokigure 96). Both currents do not match
perfectly but are really close. The saturation effect of the core is well simulated because
measured ripple increase of the current near LF current peak isimgatich simulated one.

On minimum current value an error is noted between both curves. Indeed the simulation is
symmetric whereas the control of the converter introduces a difference between positive and
negative part.
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In conclusion a slight error exists simulated waveforms yet the forms and peak values are
well represented. The ripples are close enough from real choke measurements to conclude that
event sampled waveforms approach and choke electrical model are accurate for optimization.

Figure 92: Measured inverter voltage vs simulated pulse voltage

Figure 93: Absorbed RL load current, LF harmonic build simulation

Figure 94 : Measured HF flux density (blue) vs simulated (ed) from pulse voltage
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Figure 95: Measured flux density (blue) vs simulated pulse one (red)

Figure 96 : Measured current (blue) vs simulated pulsed (red)

3.3.5.2 Nonlinear load

For the second validation a nmear load is replacing the previous RL load. The assumption
of same inverter output voltage for both loads has been[@dB&]. It is validated here. On
three HF flux density rippleare compared. The blue is the measured one on
choke. The pulse red flux comes from inverter voltage simulation with load waveform
consideration. Finally the green flux density ripple is the simulated one from RL case. An
error exists but is not importani@comes from control loop.

The distorted LF current is illustrated qRigure 98) and approximate once again with

harmonic sum. The final current is plotted . This time ripple at peak cumnt is

124



still well simulated. However an error is observed on ripple for linear zones. The simulated
HF flux density is larger than real one and results in a more important ripple but does not
explain the difference because peak ripple is ok.

Figure 97 : HF flux density ripple. Blue measured, red nonlinear load simulated pulse one and green simulation frgsn3.5.1

Figure 98: Nonlinear load LF current
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Figure 99: Choke current (blue) and simulated one (red)

3.3.6 Conclusions:

The modeling of output DC/AC inverter interleaved filter is presented in this section. An
approach of communication using waveforms is used to model inputs on the filter as inverter
voltage and load required LF voltage and current. Some assumption are done taking into
account passive components behavior.

All electrical, magnetic and geometric parameters can then be deduced from converter model
and component models from chapter two. Majue can be used in optimization as goal or
constraintSeveral applications are presented in chapter four.

3.4 AC/DC CONVERTERS
The AC/DC converter is the link between the grid and the UPS. Also called Power Factor

Corrector, it works to eliminate harmonicseated by the load. The topology is generally the
same as the inverter, only the control differs. For price reason the AC/DC filtering choke is
the same as for the inverter. The choke is submitted to less drastic cases than in inverter thus
the design dbrt of passive components is done for the DC/AC. The PFC is not subject to
shortcircuit or worst case so the filter is checked only for THD%.

The approach is exactly the same as [so not repeated here. The case bdews
constrained, it is often not used in optimization but only for validation with inverter choke.
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3.5 DC/DC CONVERTERS

3.5.1 Introduction:

In the UPS the energy storage like in other power system is batteries. The batteries require a
current DC level differenfrom the power grid or the protected load. Thus the DC power is
adapted from AC/DC to DC/AC converter using buck/boost DC/DC topologies. Topologies in
UPS are reversible and used for both charge and discharge so a unique model is sufficient.
The DC/DC conerter is submitted to less drastic cases than DC/AC converter bustifiust

be design foseveralcases. The chemical technology of batteries imposes special control of
the converter with isssdifferent from DC/AC. The battery chemical charging prodess
unequal characteristic time constants. The time constant associated with the charge transfer
could be one minute or less, which is the actual chemical reaction taking place at the interface
of the electrode with the electrolyte and this proceeds velgtquickly. Whereas the mass
transport time constant, in which the materials transformed in the charge transfer process are
moved on from the electrode surface, making way for further materials to reach the electrode
to take part in the transformationogess can be as high as several hours or more in a large
high capacity cell. This is one of the reasons why cells can deliver or accept very high ripple
currents, but much lower continuous currents. (Another major factor is the heat dissipation
involved). These phenomena are Alimear and apply to the discharging process as well as to
charging. There is thus a limit to the charge acceptance rate of the cell. Suppliers give the
charging rate xC and applied x ratio for the different charging phases.

3.5.2 Nominal Charging mode:

In buck/charging mode, power is taken from DC bus to supply batteries. The voltage is
reduced to match battery capacity; currents are not large to respect charging rates. Transit

state is not studied, in this mode highlighted in greefFagure 100) the voltage is regulated
to a charging value with decreasing current along the charge time. The sizing of the filter is

done for maximum voltage and maximum current.
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Figure 100 Typical battery curve, steady buck mode

3.5.3 Floating Charging mode:

At the end of battery charging, current is very low and control is not any longer done on
voltage. The floating voltage point of the battery is reached; this mode is quick, few seconds
so converter fragency is increased to limit current ripple and then RMS current inside the
battery, imposed by charge capacity xC. The increase of frequency in this part is acceptable

becauseit is short so losses rise in seponductor and passive component will not be
dramatic neither the temperature rise.

Figure 101 Typical battery curve, floating buck mode

3.5.4 Nominal Discharging mode:

In discharging mode the UPS must guarantee power to the secured load, so batteries must
deliver large amourtf power in really short time (seconds to minutes maximum). This mode
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implies huge current tens to a hundred times higher than in charging mode. Where charging
mode is checked for charging requirement xC, the discharge is studied for efficiency and limit
current or thermal capability of the converter.

Figure 102 Typical battery curve, steady boost mode

3.5.5 Minimal Voltage Discharging mode:

At the end of the discharge the voltage available at the output of the batteries depidhse ra

with a resulting peak current absorbed. Then the batteries are disconnected to prevent deep
discharge and damages. This mode is once again really short like end of charge but the high
current involved is constraining for the converter design and beushecked.

Figure 103 Typical battery curve, end of boost mode
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3.5.6 DC/DC filter modeling:

The modeling for DC/DC passive components is the same in all cases. It is easier than
DC/AC because the LF is a DC current and polawmatso same approach is used but only a
HF period is necessy so the model is even faster

The voltage on the choke is computed from duty cycle to switch between DC bus voltage and
battery voltage. The battery current gives the LF polarization on chokeriahaHF flux
density is deduced from voltage same as. Anhysteretic curve gives the LF
equivalent flux density and total flux is deduced. Total magnetic field is computed from the
same curve and real current is essed. Same choke core and coil models are used to
compute losses, price, weight and any other values.

The validation of this converter has been done but is not presented because it is even easier
than and redundant. Meover validation is achieved in chapter four on coupled
DC/DC filter.
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3.6 COUPLED FILTER

3.6.1 Introduction:

In order to reduce the filter size many solusioare proposed. The mulével converters

allow reduction of harmonicsf the output voltage and thusetimeedor filtering. To reduce

the current and voltage ripple muligs interleaved topologies are introduced. However the
interleaving decreases ripple on tb@&pacitors bunot in inductorsso size is not reduced
dramatically. New better solutions doeind using coupling transformers between interleaved
legs|[56]| to[[58]] The coupling makes puls@n one leg seeby the other legs, thus the
equivalent frequency on each leg is multiplied by thenber of coupled legs. The HF
harmonics are occurring at higher frequencies, reducing the size of the low pass filter. Even
with the addition of new component for couplers, the gain is still huge.

Solutions of monolithic coupled choke are propos Yet better solutions are achieved
using toroid and separated coupling transformers. The separation of components as a
separation of function allows a better sizing of each one. Indeed in integrated solution the
leakage flux ofthe choke is used as coupling effect between legs. Thus the choke must be
degraded to increase the coupling. Optimizations are used to find the best compromise but
still degrade the inductance pafthe leakage flux is also a drawback for sensors because
LEM used for acquisition are disrupted by this additional flux. Thus shielding is necessary
and increase price of the solutiohnother drawback of this approach is the fact that if the
coupler saturates and breaks down the whole filter is down. Lasbbthienleast, monolithic
solution are with akgap and noise in not acceptable; tested prototype >95dB for DC/DC
coupled solution presented in chapter four. By separating component, even if the coupler is
down the converter can still work as an interleawee. Moreover, UPS are generally
designed for several power points. The addition of new power block is facilitated by the
physial separation because new chokes and couplers can easily be added where with
monolithic solution a new one must be created. K¥awn monolithic approach are also
driving toward separated transformer soluti Toroids are also preferred for already
presented advantages (chapteahy noiseeductionwith no airgap.

The coupling modeling is digfent from previous presented solutions but still remained the
same approach for DC and AC converters. The method is presented in next section. The
filters are subject to same cases than before so waveforms at the terminals of the filter are not
reminded only choke and coupldrehaviors arexplained.

3.6.2 Event waveforms:

As presented if32.3, a hugereductionof simulationtime andincrease inaccuracy are
possible using event sampling. Yet in coupled converter, events ottegadmpact the other
leg. So input waveforms on the filter are sampled at each switch event on one leg, value on

other legs even unchanged are computed for these eﬁqmseloﬁ.
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Figure 104: Sampled signal for coupled solution

3.6.3 Interleaving:

The coupling between legs is an extension of the interleaving approach. l.e. to decrease
dramatically the current ripple after the legs in mldgs converter, commands on legs are
shift. Indeed the muHiegs bpologies allow the separated command of the legs. Then the
commands are shift on an HF perifiigure 105. 0° meaning the fronts are the same and
360° that up front is a down front for the other leg. The legs are-sihanitedat their end to

form what we call a power block. The first observation for interleaving is that ripple current
on legs is not reduced, whatever the shift the HF phenomena on the inductance are the same.
But at the output of legs the ripple is dramaticafiguce in case of goahift; ripples are in
opposition so their summation results in a thin ripjifgyre 106). To decrease the ripple

even more, blocks can be shift also. The interleaving of legs does not reduce the ke of ch
because current ripple on each legs and thus ona@rductors stays the same but it creates

a real diminution on the capacitor filter and thus its size.

3.6.1 Coupling:

Gain being achieved on capacitor using interlegvamgipling is used to decrease rippmn
chokes.The input waveforms on the filter are unchanged compared to interleaved cases. Only
event sampling is changed as prese. The capacitor is placed as before at the output

of the legs in order to benefit ¢fie reduction of ripple. The size of the capacitor is then
dramatically reduced because for several leg coupling and sometime groups of legs
interleaved, the output of choke/coupler stage is ripple 8eeeral coupled filter topologies

are investigatedut only those that allow one transformer per leg, other are denied for too
high number of transformefgigure107).

The shift between legs is generallyl®0°/Number of legbut can be used as an optimization
parameter to findhe best delay between legs for ripple reduction. The couplers are inverse
transformers with m -1, the ratio of coupling is defined by the ratio between choke turns and
coupler primary or secondary turns. An ideal ratio can be fqkglie 108). Indeed the
summed legs output current is unchanged by the ratio of cout the ripple

on the legs is. Increasing the ratio the ripple is reduced on legs, and then after a certain value
of ratio the impact is unchanged, only the design of the coupler deattithe algorithms to
choose digher ratio to decrease induction on coupler.
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Figure 105 OHJV OHYHOV LQYHUWHU ZLWK LQWHU alldbr§itsG OHIJV LQYHUWHU OHJ

Figure 106: above voltage of previous inverter legs, middle currents on legselow output and load currents
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Figure 107: Coupled multi-legs multi-groups filter
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Figure 108 Current ripple for two coupled legs, above legs currents, below block current. Black ratio = 0.03, green ratio = 0.12, blue

ratio = 0.25 and red ratio = 0.36
The inputs on the filter are still the converter voltages and the load LF currenédivid
between the legs equally or considering unbalanced control or impedance of coils and core of
inductance and coupler. The difference between classic choke leg and a coupled leg is that
voltagedistributionbetween choke and coupler is unknown becaudepiénds on choke and
coupler response to LF+HF behavior.

What we know is that current flowing through the choke coil and coupler coil is the same. So
between each event on one iege can write:

71
72
73

With V| the choke voltage, ¥ the coupler voltage and L and M the value of inductance for
choke and coupler between two events. For each leg we have 2agqueth 3 unknown V,
Vu and d. L and M are defined from the LF current and core curVés.then have the

A

solutionfor 0 regarding the topology simulated.

Once again a loop is necessary in this case. Indeed L and M value will change with the
magnitude of current ripple. So the adhtion is looped with L and M recalculated with |
and summation of ripple until convergence toward steady state. The loop loses time but is
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compulsory for saturation consideration. Nevertheless it always runs in less than ten
iterations.

The current riple gives \{ and W, on each leg then same pattern as for interleaved legs is
used to find flux density from voltage then magnetic field and current, losses, price, etc.

Validations are presented in chapter IV for an optimized 2 legs chokes + caungle® legs
DC/DC converter
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3.7 CONCLUSIONS
The approach chose in this PhD for the optimization is to use discrete parameters and

libraries. Genetic algorithms fitted to this choice have been presented in chapter one. The
component models introduced in chapten tare matching these algorithms requirement.
Thus the converter topology modeling must also match the requirements of fast time model
computation, robustness, and reduced inputs and outputs parameters.

An approachto modeling circuit behavior using wavefms between converter parts and
components is explained. The steady state of the converter is then simulated without transition
state behavior sthere isno needfor control loop convergence and thtigere is ahuge
calculationtime reductionEvent sampng is preferred to time sampling once again for time
savingbut also to guarantee maximum of waveforms and parameters computation.

The approach with waveforms communication makes it possible to switch model of
component without changing the convertggdiogy model. This is an advantage to test new
model or complexity of model impact on optimization convergende @ssumption of
accuracy lead® correct convergence whereas approximate linear model leading to errors can
then be checked for exactly sapmverter and waveforms.

The waveforms modeling is presented for DC/AC, AC/DC and DC/DC interleaved filter.
Many working cases are considered and impact on component and converter sizing
highlighted. The approach is validated with few classic cases armat w#fidations are
brought in chapter four with optimization results.

New coupling solution®ave beemroposed in both academic and industrial laboratories. So
modeling extensions for these technologies is presented in order to model output converter
cowpled filter for optimization. Successful implementation of optimized coupled solution is
presented in chapter four with other optimization results on industrial cases.
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4 CHAPTER IV - OPTIMAL SIZING
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4.1 INTRODUCTION

In previouschaptes of this PhD dissertation, tools and methods have been proposed to realize
optimal sizing of power converter. We focused on passive component for filtering need in
UPS structures. In this last chapter, proposed innovations are applied on selgtlain
cases.

The presented optimizations are selected to highlight possibilities and results of the proposed
approach of discrete sizing of choke and capacitor. Upgrade of already existing solution is
first investigated in a highly constrained problefien this case is used to comment all
possibilities that optimization could have bring if used ingegelopment of the product and
gains that could have been achieved. New Schneider Electric UPS has benefited of this work
and solutions are presented fwoth interleaved and coupled solutions for DC/AC, AC/DC

and DC/DC conversions. Yet in all applications real values of components, materials and
sizes are not numbered for company privacy politic.

All the optimizations are done with the same implementa#omiching algorithm of 100
generations of 40 individuals is first used to explore the solution domain. Optimization
experience showed niching algorithm being the most efficient stochastic algorithm to widen
the search of optimal solution. Then 10 generetiof Elitist Mult-Objective Evolutionary
Algorithm GMGA of 500 individuals are used to build the Paretos tradeoff between
objectives from points found by niching algorithm. The chaining of both algorithms is
efficient most of the time on our problemshéelniching is preferred to GA because of its
better solutions but also because by its mechanism it keeps several niches and thus several
point on the Paretos, facilitating the GMGA work. Only our experience guided those choices.
E.g. niching is better witfew individuals and lots of generation whereas GMGA build better
Paretos with few generations but lots of individuals.
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4.2 DC/AC INTERLEAVED CONVERTER

4.2.1 4levels 125kVA inverter:

The first investigated topology of is a 120kVA 4 levels inve[kgyre 109 operating at 16
kHz switching frequency. The output filter is simulated with models from chapter 1l and filter

approach from chapter lll. For all presented optimizations IGBTs maximum current defines a
constraint on the choke adrmsille ripple. Thresholds for peak current are also imposed by the
control of the topology, i.e. if the current is higher to the threshold control limits its value to
prevent converter damages even if the outputs are no longer guaranteed.

Figure 109 4 levekinverter

4.2.2 Replacing existing solution:

The first request for proposed approach was to replace an already existing solution of the
presented output filter. The capacitors are unchanged, only the choke must be replace because
temperature rise was tdugh. The installed solution was two chokes in parallel with no
interleaving. The place allowed inside the power block was fix€idgufe 110). So
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optimization is constrained by geometrical dimensions, foagacitor and actual converter
electrical limitations (i.e. output THD, maximum ripple current in capacitor).

Figure 110 Chokes to be replace and place available in power blkc

4.2.2.1 Windings alone

The first analysis of the existingolution shows that 83% of choke losses comes from
windings [Figure 111). On the choke picture, we can see that convection surface exist
between air cooling and cotgecause coil is spared enough. So temperature rise comes
mainly from the coil with current density 4A/mmz for RL load up to 7.5A/mm?2 for-loear

load case. An optimization is achieved only on resizing the coil with fixed number of turns in
order to not impact actual filter design.

The optimization results are shown [Figure113. The losses and price of raw material of
the coil are expressed in percent of original coil version. The gain achieved on coil only is
huge. A solution can be realized with only 20% of initial losses for 50%eoptite (less
material and less labor is presented off{gure 113. The algorithm chose a larger wite

still using copperwith no strands in parallel. The current density is reduced to 3A/mm? for
RL load and 5A/mm?2 for nehinear load. The larger size of wire induces higher skin effect,
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but proximity effects are reduced so resistance of coil for current harmonic is almost same as

old version for HH Eigurellﬂ, and obviously better at LF.

Figure 111 Choke losses repartition

Figure 112 Coil optimization results in % of initial price and losses

Figure 113 New solution of coil
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Figure 114 Evolution of AC Resistanceor old and new version of coil lllustration of Current Spectrum from 3 load cases

4.2.2.2 Upgrading power

The second request was to boost converter power up to 125kVA. The thresholds are a little
higher but allowed space is still thanse |Figure 110). So this time no solution could be
found by changing only the coil, actual core had a too weak inductance value at high current
especially with a crest factor of 2.5. This case was still an optimization undeelbottical

and geometrical constraints. The first optimization was done in several runs with each time a
fixed material[Figure115). The second optimization discrete material library is used for core
material |Figure 119. The validation of material library is achieved because where first
optimization required 7 runs, the second optimization is done in one run with only a new free
SDUDPHWHU PDWHULDO LQGH[ ZKLFK GLGCQdIWayy@B¥X GRZQ
materials long but the algorithm has no issue picking the good ones. A new material we had
not considered is highlighted by optimization (Material_3Bhich shows the interest of
optimization, which may explore a wider space of solutioat a human designer. Other
validations of library are done later in this chapter.
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Figure 115 Pareto Losses vs Price, material by material
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Figure 116: Pareto Losses vs Price, Material library

The fdlowing studies were not part of the design to be implemented in the UPS but present
the possibilities of optimization if it has been used ingeeelopment of the product and not
as resizing a geometrical constrained solution.

4.2.3 Single vs Parallel solution

A general idea in Schneider Electric Innovation Team is that paralleling chokes is a loss of
efficiency. To verify this principle, which was actually not applied in the old design, the
optimization is performed on previous 4 levels inverter output fitboke + capacitor) but

this time without constraints on overall sizes, and considering both cases, one and two
inductors.

The objectives are to reduce price and increase efficiency. The constraints are the THD on the
RL and RCD loads limited to respaaly 3% and 5%. The RMS current in the capacitor is
limited to supplier maximum value for preventing damage and the voltage drop on the choke
is also checked to guarantee voltage on the load. A minimal value of inductance is fixed by
regulation team. Thénermal is guaranteed by constraints on power density in choke and coil
based on Schneider Electric experience [Bigufe117 the superiority of one choke against

two parallel chokes is shown. It would have been much betterdpeagb tochoosethe one
chokesolution rather the chosen one.
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Figure 117: Single choke solution vs Darallel chokes solution

4.2.1 Optimal dimensions vs catalog sizes:

For conductors and magnetic cores the size are defined bygsafith@ choice to optimize

sizes using catalog values as a library is done because for a new size of core, Schneider
Electric should buy a newoling for manufacturers to build the optimal size. This would lead

to longer time to prototype and higher cdSince the design assisted by optimization will
spread in industry, the feedback could validate that prototyping is no longer necessary if the
models used in optimization are accurate enough to provide designer with solution really
close to reality. Moreaar the price of the newooling can be admissible if the gain achieve

by optimal size is high enough compare to catalog size. Two optimizations are run with free
size parameters and catalog size. The results are preserf&dwe118. The gain achieved

by optimal size varies between 20$ to 40$ depending on Pareto points at same losses. A
toolingis of several thousand dollars so optimal sizes become really interesting for production
of thousands of UPS but not for hundreds sTdan vary depending on project.

Note that the Paretos are not smooth for two reasons. The first is that niching algorithm is
used before GMGA for its capacity to explore solution domain then GMGA build the Paretos
from resulting points. So niching soluti® are returned by the optimizer even not on the
Paretos. The second one is that this time price volume and losses are minimization objectives.
So a smooth Pareto cannot be built because optimal tradeoff between two objectives is not
necessary the best deoff for both other.
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Figure 118 Catalog size optimization vs free size optimization

4.2.2 Best permeability:

Like the optimal size, few permeabilitiege available on catalog. It can be interesting to
investigate the gain we can daetm optimal permeability. Two families of FeSiAl alloy and
FeSi alloy are used to build two fictive materials. The losses and magnetic behavior
coefficients are approximate by polynomials relying on permeability as input parameter same
for price and denty. The optimization is run for catalog material and then for optimal
material. The results are presented [Bigre 119. A slight gain is achieved with free
permeability for low losses part of the Pareto. The best permeadgkiyns to vary between

60 and 70this is verified by the Pareto for catalpgO.
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Figure 119 Pareto Losses vs price, permeabilityn labels

4.2.3 Capacitor

The design of the capacitor is not impacted by the several methods of chigikeptesented
before because only the current ripple at the output of the choke changes its value for THD
limitation on the load. For all solutions i.e. permeability or size analysis, the current ripple at
the output of the chokes does not vary much. Tdresttaints on maximum current on choke

and limit on inductance minimum value imposed by control plus the reduction of ripple for
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losses reduction all lead to same range of ripple on the caps. The losses for polypropylene
capacitor are negligible compare dboke. Only the tradeoff between price and capacitor C
value is researched by the algorithm.

The sizing of capacitor and choke can be achieved separately.

4.2.4 Conclusions:

In this project the design using optimization is applied with success on real cmtbtrai
problem to replace existing choke solution. Discrete libraries of capacitor, magnetic material
and catalog sizes are used. The implementation of libraries as input parameter in algorithm is
validated lessening the time and runs to build Paretos.

Optimd sizes, permeability and parallelism are investigated and possible gains are
highlighted. The optimization runs in few dozen minutes so its use required few times and
efforts it would be a loss to not implement it in thesign process.
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4.3 DC/AC CoOUPLED CHOKE
4.3.1 3levels inverter/PFC:

The second study case is a 3 levels NPC inverter of 125kVA with switching frequency
10.5kHz with two parallel converters of 62.5kVA. The existing proposition was

a 2 coupled interleaved leghokes. In a first time the gain of coupling over interleaving is
presented, then optimization is achieved to investigate efficiency increase and price reduction

gain compare with R&D solution. The inverter is optimized for all working cases presented in
chapter Il

Figure 120 3 levels NPC inverter

4.3.1.1 Interleaved solution vs coupled solution

The interleaving of legs allows the reduction of current ripple at the o{fguré 123
However the ripple isiot reduced on choke themselMgsg(re 121). So legs are coupled

using a transformer as presented in chapter Ill. The coupling doubles the equivalent frequency
seen by the choke and reduces the ripple on theirfEigiie 123). However a component

(the coupler) is added compared to interleaved solutions and the shift is only 90° so output
ripple is not drastically reduced because ripples are not in opposition as in 180° interleaving.
Three optimizationsire achievedboth legs are not interleaved. Then the legs are interleaved
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with a 180° shift. Final optimization is done with interleaved coupled solution. The sizes are
catalog ones as the materials. The objectives are the reduction of price, lossekiared

The constraints are the respect of current thresholds on the choke and the ripple to respect
IGBTs maximum current, the admissible value of RMS current inside the capacitor, the THD
on the load, the losses densities in coil and core and the vdiag®n legs to guarantee the
capability of the inverter to deliver required sinus voltage and current. The optimizations
results are presented dRigure 123. The coupled solution is the best. A solution under
Schneider Electci patent LV DOVR SUHVHQWHG DV 3LQWHJUDWHG®
assembling of choke and coupler and allows significant gains on price, volume and efficiency.
The capacitor is placed at the output of both connected legs. The optimal value of cepacitor
slightly the same ~5Q0F for interleaving and ~6Q@ for coupling. For classic 2 chokes in
parallel without interleaving the HF current is higher so capacitor need is higher for filtering
~800/90QF, [Figure 125. The THD is &0 dramatically reduced with interleaved and
coupled solutions while with classic approach the THD always reached it higher limit of 3%

for RL load|Figurel124).

Figure 121: Current on choke for interl eaved and coupled 150W solutions from optimization
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Figure 122 Legs output current for interleaved and coupled solutions
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Figure 123 3 level NPC inverter solutions for filter
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Figure 124 THD constraint for classic, interleaved and coupled solutios
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Figure 125 Capacitor value for classic, interleaved and coupled solutiofsevious sizing vs optimization sizing

The interleaved retained solution is geated on|Kigure 126. The equivalent coupled
solution (chokes + coupler) are compared|5'rgL(re 122}. The gain in volume is huge.
Interleaved solutions are in 5.2 inches cores while choke and coupl&banches cores.

Figure 126 Interleaved legs filter solution
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Figure 127 Interleaved chokes vs coupled solution

4.3.1 Prototype validations

The interleaved chokes have been measured under DC curre@iticcomith small square

voltage pulse in order to plot the evolution of inductance regarding the c{figatg128).
Several prototypes have been supplied by different manufacturers. The simulation from model

is fitting well the measurements because red curve is among the measurements curves. The
variations of +/8% of magnetic value announced by suppliers have little impact on modeling
and measures.

Figure 128 Evolution of inductance versus DC curret
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The simulation of retained solutidior couplingis done using models from chapterfdr
componentsand chapter llfor filter. The results are compared with measures achieved on
presented prototypfFigure 127). The filter works on a RL load for full power 125kVA with
power factor 0.9 and switching @10.5kHEigure 129 illustrates the simulation while

Figure 130Q) is a scope capture. The leg voltage is in blue, the lofidgeoin yellow and
currents on both legs are in green and magenta. The tendencies are well represented by

modeling. On|Figure131) and|Figure132) zooms are done at peak leg current. The ripples
are conpared. For simulation the peak current is 139A with a ripple of 40A while
measurement peak is 138A with 42A ripp[€iglre 133 and illustrates the
coupling effect on legs current. Note theo ripples occur for one leg voltage pulse, the
frequency on chokes is well doubled.

Figure 129 Coupled solution simulation using model from chapter Il and Il
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Figure 130 Measurement achieved on pototype from [Figure 127}

Figure 131 Simulation zoom on peak current
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Figure 132 Measurementzoom on peak current

Figure 133 Simulation zoom on caipling effect

Figure 134 Measures zoom on coupling effect
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4.3.2 Conclusions

A 3 level 125kVA inverter with two legs is investigated in this project. The optimization is
carried out with discrete libraries of materials, wire size aok Gize. It allows direct
prototyping from optimization results. Optimization gives Paretos for three ways to construct
the output filter. Classical parallelism, interleaving and coupling are studied. Known
tendencies are verified because coupled chokes naore efficient and cheaper than
interleaved chokes. Classical parallelism is worst in every point without considering
monitoring and regulation higher effort required in interleaving and coupling. The
interleaving allows the best reduction of rippletbe output and so capacitor need and thus
THD while coupling reduce dramatically the size of the chokes with doubling the frequency
of choke electrical waveforms.

157



4.4 DC/DC COUPLED SOLUTION

4.4.1 DC/DC reversible converter

Previous project treated DC/AC or AC/DQtdr. In this parthree versiong 500kVAwith 6

bipolar legs (450A/1200V IGBTSs), a 400kVA with 4 legs and 300kW&/DC with 3 legs
aresized using optimization. The converter is used in UPS to link batteries storage and DC
capacitor bus from inverter amtFC. Component models are from chapter Il and the DC/DC
battery approach has been introduced in chapter Ill. The place allowed for the 6 legs filter is
imposed, the optimization is done under geometric overall constraints. The other constraints
are the Imitation of RMS current ripples imposed by battery manufacturers for the four
functioning mode presented in chapter Ill, charge and discharge with nominal modes and
impacting ends of both modes. The maximum current on legs is also checked to prevent
damageon IGBTSs. Losses densities in coils and cores are also limited to prevent temperature
rise.For cost reason the chokes/couplers must be the same for the three powdfihHNgs.

the goals are the reduction of price and the increase of efficiency inechadydischarge
nominal modes. Other modes being really short in time only current values leading to
destruction are checked not losses.

4.4.2 Assembling investigation:

The converter is constituted of 6 independent legs we can shift,asame for other 4 arfl

legs A first investigation is achieved to compare possibilities of interleaving or coupling legs.
But also to couple block of legs and interleaved blocks together to benefit of both coupling
effect on chokes and reduction of output ripple with inteifepas seen Mresults.The
optimization allows the choice of the best topolc{l@'ggarel% and assemblingHgure135.

Figure 135 Choice ofnumber of coupled legs vs power blocs
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Figure 136: Best choice of topology

4.4.3 Best permeability:

Once the choice of assemblifgydone, the same approach a$ig.qis used to find best
materials for bdt choke and coupler. Coil material and parallel wires are kept the same
between both choke and coupler for assembling easiness. Results of optimization are
presented onRjgure 137). Losses of buck nominal mode and boost nominatenare
summed and plot with price tradeofFigure 137 clearly shows that some permeabilities are
better addressing zones of the Pareto. Designer choice on the tradeoff will impose the use of
one material rather than anotheor Ehe coupler, the algorithm picks always the sa®s@00
material. The material library is composed of 40 low permeabjlity top125) alloys and 10
medium permeability 200 topu5500) amorphous and nanocrystallin.

4.4.4 Optimization results:

The previous raults are presented diigure 138 but this time nominal boost mode and
nominal buck mode are separated as they have been set as two different minimization
objectives. Whereas in previous optimization global losses where set asigae
minimization objective. An interesting remark is that optimal solutions for boost mode are not
the same for buck nominal mode. Indexes of solutions are labeled on the figure. The points on
boost Pareto are not on the buck Pareto except for opsiohaion {0,3,6,9}. Note that all
solutions are not presented only 1/3 to clarify figure visibility. So the designer must done the
choice between boost or buck efficiency. The buck mode being much longer than boost mode
this one could be privileged duritige choice. In this case the optimal solution index O, is less
than 0.2% efficiency loss so totally acceptable for the project and for the minimal price.
Prototypes are currently being purchased with assembling under new Schneider Electric
pattern.
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Figure 138 Paretos for nominal boost mode and nominal buck modeesults index as labels

4.4.5 Prototype validation:

Two prototypes have beedone using optimization for the 6 legs DC/DC. Once is a
monolithic solution with leakage flux coupling optimized using Cofsaiftwaredesigned

by Schneider Electric exper{§igure 13@. The other is our proposition of toroggparated
transformers solutior‘Figure 149. First conclusion is that power cabinet being small in
footprint, the LEM current sensors must be close to magnetics. So leakage flux from
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monolithic solution is impacting badly the agsjtion and creates issues on control. Leakages
being very small on toroids, the sensors are not impacted. Second conclusion is that
monolithic air gaped prototype is noisy >95dB while toroid solution add only 4dB to ambient
noise. Both solutions have samfootprint. Temperature is tested for toroid and checked
successfully at nominal power for over than 30 mins with also fault condRigaré 1413).
Whereas monolithic solution saturated easily if current is not controlled equiags, the
separated transformers solution allows great tolerance of unbalanced legs or voltage drop
(Figure 143 and |Figure 145 because when saturating the transformer, all the voltage is
applied tothe choke part so we have still interleaved filtering. The symmetric assembling also
creates an auto balance between legs preventing any issue of assembled odd components.

Figure 139 Monolithic solution

Figure 140 Toroid separated transformers solution
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Figure 141 Temperature rise for nominal functioning with fault condition at the end, inner and outer coils temperature sensors

Figure 142 Normal functioning of toroid coupled legs in charging mode
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Figure 143 Fault condition with unbalanced currents on legs, the filtering is done only by choke part

Figure 144 Normal functioning for two legs soltion in charge mode
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Figure 145 Fault condition, unbalanced legs currents
4.4.6 Conclusions:

A DC/DC filter is investigated for a new Schneider Electric UPS. The optimization is used to
select the best assembling of the filter consideinterleaving and coupling strategi@he
prototypes are tested and validate all the modeling assumption and optimization results. The
superiority of toroid approach is terms of efficiency, noise, easy assembling, weight and
control is checked and pred over monolithic solutions.
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4.5 CONCLUSIONS

The aim of the PhD was to achieve optimal sizing of passive components in UPS filter. So in
this last chapter methods and models from first third chapters are implemented in
optimization processThe optimizatn is achieved using stochastic algorithms working with
discrete values for geometric and electric parameters as well as library for materials and sizes
from suppliers catalogs. The goal is to get an already working solution being industrialized as
optimization result. The optimizations are done with fixed topologies of converters. With this
successful approach, all solutions from optimization are already the specifications for
purchase.

First a 120kVA DC/AC 4 levels inverter is investigated. The replaoiran already existing
solution with thermal and peak current issues is presented with successful results. The
optimization is carried out under lots of geometric and electric constraints yet chained niching
algorithm and GMGA are used to find optimal e€inputs for simulation models to respect

all specifications. Then this topology is used as an example of several possibilities in optimal
sizing approach on passive components.

The second case is a 3 levels inverter of 125kVA. Two solutions of assgrobbikes in the

filter are investigated, the interleaving of two legs or the coupling of the two legs. Known
results are verified by optimization Paretos confirming the superiority of coupled solution. A
prototype is build and measurements are done tdatalimodel simulations. The modeling is
close enough to prototype to check the effectiveness of proposed approach implemented in
this PhD. Cores, conductors, capacitor and materials are catalogs.

Finally a DC/DC converter is designed using optimizationcess. The legs being
independents the filter optimal topology is searched comparing several possibilities. The
optimal electric and magnetic choice is not the optimal choice for project modularity and
price gain. Indeed the second best solution is choseauise implementable in other UPS of
same family but with lower power, keeping a same choke and coupler for all project reducing
dramatically the total cost of the product. Like for DC/AC coupled converter, the coupled
DC/DC solution is under Schneider Efiec pattern and cannot be presented completely in
this PhD dissertation.

The aim of the PhD is reached with successful design of industrialized filter for Schneider
Electric using discrete catalogs values and accurate models. The measures doneypesgrotot
confirm the accuracy of models and the capability of optimization to converge toward
solution directly purchasable. However the optimization cannot do all the work, the designer
choice and experience is still necessary.
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GENERAL CONCLUSIONS
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The powerconverter design is nowadays a complex and several years venture. In order to
stay competitive i.e., reduce the time to market of UPS product and increase their efficiency,
an innovating design approach is proposed in collaboration with Schneider Eledtris
PhD dissertation.

The general approach of sizing using optimization algorithms is the linearization of models
and inputs with the aim to implement determinist algorithms. This strategy is chosen because
it can manage large number of inputs, cansts and objectives. It is also a fast method to
find general tendencies of optimal size and structures of power converters. Our proposition is
in addition of this approach. The tendencies and experience of power converter or topology
brought by these dnizations is replaced by Schneider Electric and G2Elab experiences.
Industrialized solutions work with discrete values of geometric sizes or electric parameters
(e.g. number of sentonductor, magnetic cores size, switching frequency). Then this PhD
takes its place at the end of the design process when topologies and specifications are fixed.
The proposition is to implement accurate models computing discrete values often from
VXSSOLHUVY FDWDORJY 7KH DLP LV WR SURfiYde®eenGHVLJIQ
several project objectives) and electrical parameters or components directly purchasable,
decreasing dramatically the time to market and the need of prototyping.

In the first chapter a fast review of optimizations possibilities and algoriterpsesented.

The purpose is to understand the mechanisms of convergence for main types of algorithms,
determinist or stochastic. This knowledge coupled with the specifications and goals of the
project drove us to choose a strategy of optimization impleéngestochastic evolutionary
algorithms for their ability to handle discrete value and build Pareto tradeoff of objectives
such as efficiency, cost reduction, footprint or volume. Conversely to determinist algorithms,
niching, NSGA 1l or GMGA algorithms regye a limited number of inputs and outputs and

fast model calculation.

Then in chapter Il models addressing these issues are proposed. Two guidelines are followed:
modeling accurate behavior of passive component inside power converters respecting low
time computation must be achieved limiting the required parameters and constraints. The
difficulty is to provide enough information inside the model for optimization to converge on
exact solutions without complicating the modeling. Accuracy is not necessganbnym of
complexity, and simplifications have to be proposed. Thus magnetic material behavior,
conductors and capacitors are investigated to scale impact of different parameters to highlight
important ones and strong interactions between componentald®uto discard irrelevant
modeling effort such as dynamic hysteresis models for thin hysteresis material used inside our
filter. The strong impact of conductors on efficiency increase led us to focus on their
behavior. To address all issues of actual e®adnd simulate brand new coil technologies an
unrivaled approach is presented and implemented in this PhD.

The second guideline is provided by aim to work with catalogs size and material. Indeed
accurate and relevant models can be implemented after resesus campaigns and tests.

%XW ZRUNLQJ IURP VXSSOLHUV {GDWDVKHHWY LW LV ORJ
measures are expensive in time and cost and cannot be achieved on every new material or
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semiconductor modules proposed each year. Thadels based on datasheets are preferred
and presented. A slight degradation of accuracy is acceptable if the models still provides
essential information to algorithms to converge on pertinent solution. Datasheets have few
lacks in available curves butmuliers could easily make additional tests and add in catalogs,
based on Schneider Electric demand. Finally, some propositions are presented on component
geometric definition to suppress constraints and relax the algorithm.

The optimization, although givgnoptimal solution to a problem if correctly implemented
does not bring technology breakthroughs. Interesting researches could be done on definition
of power converter for optimization to find new topology or geometry but is not part of this
dissertation aither of actual known papers. Thus few investigations are proposed on
promising approach for new magnetics assembling or coil geometry and winding.

Models and optimizations methods being introduced filter models for DC/AC, AC/DC and
DC/DC conversions arpresented respecting same considerations than passive component
models. In the aim of gaining computation time and speeding up the optimization,
assumptions are proposed and validated to model the filter in parts with no close control
loops. Power conveets, especially in UPS are subject to several working cases, different
loads and perturbations free requirements. All impacting the sizing of converter parts. The
UPS is supposed to deliver harmonic free power to secured loads and works with battery
storag sensible to current ripples. These considerations are presented and impacts on passive
components design explained. Few validations are shown on Schneider Electric UPS.

In the last chapter implementation of previous models, methods and strategiesnigepres

three power converters. The demonstration is made of possible analysis and gains over
traditional design approach using optimization. Optimizations using catalog size and materials
are run and prototypes are purchased and measured to validategbsged method. However

when talking about optimization it is awkward to consider fixed sizes and not optimal sizes.
Thus a rapid survey is done on gains in efficiency, cost and volume done with free continuous
parameters. The purchasing of componentdaseoptimal solution has a cost which must be
considered and once again the Paretos from optimization are a useful tool for deciders.

In works to come the discrete optimization of converters will be extended to active
component also bought on catalogfieimal analysis will be implemented and impact on
sizing analyzed. At the present tinfeermalis used as a check on losses density inside
component but we could wonder if its implementation in optimization process could lead to
prefer flat toroid ratherian thin high one, or maybe other geometries. Other works have been
achieved by internships on control consideration or tpheese electric power filter.

The optimization is a wonderful assistance approach for designer and industrial to create new
betterproducts with energy saving. However it is still a tool and the designer cannot be abide.
Problems are various and of different natures or submitted to different requirements so no
general method can be found.

The machine cannot replace entirely the raad its faculty of decision and analysis, but it
can help in providing decision tools.
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APPENDIX A
1% and 2" order Algorithms

The determinist algorithms of 1st antf arder are often used to solve large system of linear
equations written as matrix egjiy:

Where A and b are known and x is the vector of inputs we search. Some tools on matrix will
be used in this annex:

The first assumption for gradient based optimization is that the objective fuhetitim the
vector of inputs can be expended as a quadratic form:

This form is chosen because the minimumf & found for A.x=b. Indeed f described a
paraboloid{Figure 146 and if A is definite positive the ddrentiation of the quadratic form
gives:

Figure 146 Paraboloid of objective function quadratic form
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And when this derivative is null the solution corresponds to the linear system. So when this
minimum is found for the vector x, the same vector x is solution to the system of linear
equations. This approach is an easy solving pattern because the minimum of a quadratic form
is unique and the form is smooth and intuitive. The other widely used approacimis tioef
intersection of hyperplanes defines each by an equation of the system.

The F'and 29 order methods are sequential meaning we start frong goist and we slide
from point to point towards the final solutiop. XTo take a step the better way @sdo in
opposite direction of the gradient fadit the point x. Indeed the gradient expresses the greatest
increase of. So the next point will be:

. is a scalar setting the size of the step fromo X.;.

The residual indicatesolw far the solution with vector, s from b:

So with this definition and the one of the gradient of the quadratic foifrthefstep between
to point is:

The question is how to choose size of the st apoint X, the gradient defines a vertical
plane. The 2D projection is a line on the parabo(Gigure 147. So finding . is finding a

value on a line, this is the Line search procedure. On the figure we see that a best value of
can be find otherwise part of the previous direction will be contain in the next direction. This
is a loss of time and efficiency. Another way to formulate this is that next direction must be
orthogonal to the previous directioith matrix definition oforthogonallity we then have:

This approach requires two matsnector multiplications per iteration. The computational
cost of gradient method is dominated by these products. Fortunately one can be eliminated by
multiplying both si@ of step definition byA and adding b, we have:

The convergence process of gradient is present¢éigmre148).
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Figure 147 2D projection of the gradient on the paraboloid suface off

Figure 148 Gradient convergence towards minimum of quadratic form

For example, in the Bsphere problem:

The quadratic form of the objective function f to minimizardf, simultaneously towards, o
and g is written:

The constant a is unset because whatever the value it only serve to eliminate cross product
X1*X2. S0 the pattern of gradient optimization fordpihere will be finding f(xx2) = 0 by
repeatedly calculating from initial vector (1x2) and checking after each step ifixis
satisfying minimization:
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Now we see fro that this method is not the most efficient one because same
search direction can be chosen several times. Indeed search direction is orthogonal to the
previous one but not to all previous search direction. It will be better to choose direction
orthogonal to every previous ones.

So a family of Aorthogonal searchimction d is built. Two vectors are Arthogonal or
conjugates if . Then all new dwill be orthogonal to all previous;.dSo

this time we want to express the next residual in-arthogonal direction search from
previous residual:

Once again we find by expressing the orthogonality between next residual and previous A
orthogonal search direction:

The Arorthogonality is chose becausach new residualf is just a linear combination difie
previous residuals and product A.8o, if we take the subspace=§do,di « G}, hence, the
subspace § is formed from the union of; &nd the subspace A,$hus $= {do,A dy « $'

do}, Si= {ro,A ro « $'rg}. This is aKrylov subspacea subspace created by repeatedly
applying a matrix to a vector. It has the good property that becauses AnSlude in §4, if

ri.1 orthogonal to $; implies t.; is A-orthogonal to S So 1.1 is already Aorthogonal to all

the previous directions exdefd. So this is not necessary to store old search vectors to ensure
the A-orthogonality of the new one.

All is needed is to build a set of-é&thogonal search directions. For that we use Gram
Schmidt process. From a family of vectorpf « Y} to build the Aorthogonal family
{do,dh « (G} the vector yis taken and any components that are nairthogonal to the
previous d vectors are subtracted []. In other words the new direction vector di is buil; from u
and linear combination of previous ortloogl directions:
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Figure 149 Gram-Schmidt conjugation of two vectors. Vector y;and u are not orthogonal. d.; is set as . u; is constituted from a
component u// parallel to d, and a component uOA-orthogonal to d.,. After conjugation only the A-orthogonal part remains.

Uk is defined only for k<i. To find their value we write theofthogonality between; dgind
previous direction d

Now if we take the vector family of residls in place of u family. The new search direction
di+1 is built from residualir; and A.d which is included inijr; with Gram Schmidt coefficient
i+1 Insuring A-orthoganility between and ;.

All together the optimization with Arthogonality is:

The gain compare to simple gradient convergence is huge because same direction will never
be taken twicgFigure150).
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Figure 150 Convergence of gradient method with conjugate diretions
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APPENDIX B
Loss Surface static hysteresis
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APPENDIX C
The A-model +Mathematic basics

In this appendix, some mathematics is introduced to helpnmAel formulas development.
The solutions are based on Bessel equation:

This equation hathe general solution:

The function Z is 8essel function defined by:

J are the first ind Bessel function and Y the second kind Bessel function. The Z Bessel
function has the following usefpkoperties:

Considering now the Helmholtzgeation for magnetic potential expressed in polar
coordinate:

We see that it is an equation thahde solved using Bessel. However the magnetic potential
relies on two parameters r anid The separation of variables for expressing the solution can
be proved:

The magnetic potential A(T) is separated in two functions R(r) and T(
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So all part of the polar expression of Helmholtz equation can be expressed with function R
and Q independents. That why the solution using Fourier series expansion can be expressed
as:

where the Cn functioae all Bessel solutions.

The A-model +Reflection and transmission coefficients

The coefficient of reflection allowing sweeping from a decreasing potential to an increasing
one and the transmission coefficient to sweep from increasing potentialgotémsial inside
a solid round conductor are deduced from continuity of flux density through a surface.

The formulas of magnetic potential are reminded. In a solid round conductive area:

In a nonaconductive area:

We have using the Maxwell equation B = rot(A):

So inside the conductor it gives:

In the air;
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Expressing the contiiiy on the external radius R of the conductor for lterms we have

the solutions:

We get the ratios called reflection and transmission:

The A-model tChange d coordinatessystem

In the Amodel the change of coordinates is used to switch from one expression of the
magnetic potential to another. The several possibilities used in-witd{i magnetic core
consideration or other geometries are presented bellownk round areas between them it

is useful to switch between the both expressions of magnetic potential in non conductive
areas:

The first possibility is to express tkecreasingart of the magnetic poteatias an increasing
formula in another coordinate syst@mesented in chapter. The others are presented in this
appendix.

From increasing to increasing

This change of formulation is use in the case of a potential insideyde.g. a conductor

inside atore).

The formula is expressed in a general Cartesian coordinate system:
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Using the Newton binomial development and noting that real terms are the pairs and
imaginary terms are impair sums we deduced:

Now if we use Maclaurin expansion or the Taylor expansion of an expression A(X,y) at a
point of coordinate (X,Y), we get:

A magnetic potential increasing with the radius is expressed in Cartesian coordinate:

By analogybetween théwo previous equations we get:

Now if we want toexpress the increasing coefficientgad b in another polar systejas an

increasing magnetic potential:

The derivative ba converging sum is the sum of the derivatives so we must differentiate:

this differentiation isnor-null only if m2k Ani.e. and also nin for the

sum to be true. Finally we have:

So if we express this coefficient in another coordinate system with Rij the length between two
coordinate centers andij the anglebetween both, using the binome of Newton to swhitch

between polar and Cartesian we have:
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From decreasingto decreasing

The decreasing formula is in two parts, first the logarithm and then the sum. gdresiex of

the logarithm is presented in:

+ % 1JRF °:0RGHOLVDWLRQ 3((& UHSUHVHQWDWLRQ GHV PDWHULDX]
$SSOLFDWLRQ DX[ QR\DX[ IHUU IGrendde Univetsky, defendsdHdn WD May R@L2 in
Grenoble, France.

The logarithm in the newcoordinde system with distance;Rrom the oldi coordinate and

angle - is developed as:

For the sum the same process as before is used:

Express in another point of coordinate (X, Y) it becomes:

The Newton binomial for negative power gives:

With the change of variable k =m:
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By analogy with the development of an decreasing portential we have:

The A-model +Bi-metal or hollow conductor solution

The solution for solid round conductor is presented in the manuscript. The applications for
bi-metal conductor or hollow conductor are introduced in this appendix. The same
development can be used for miiityers conductors.

Figure151 +ROORZ &0ODG FRQGXFWRU QRWDWLRQ RI PDJQHWLF SRWHQWLD(

Solution of Laplace and Helmholtz equations

The mathematic solutis of the Laplaceand Helmholtz equations are found tine
manuscriptHowever, the solution differs from solid round shape for new technologies. Thus,
the solutions in polar coordinates are expressed using classical Fourier expansion and notation

from (Figure 151) Two domains are considered. First timeg part [Ri;Re] where solutions
are

for hollow wire
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for bi-material wire

In the second part [O;Rilhe solutions are given by

for hollow

for bi-material:

The Ccoefficientis describedy:

The solution in the air being unchanged, the process to switch from an emitted potential to a
received potential is also the samdassolid round conductorglowever, magnetic potential

in conductorsbeing changed, the reflection and transmission coefficients are replaced and
introduced in next section.

Transmission and Reflexion

Study concerns karea geometry, both the reflection and transmission are still considered on
outer radius Re of the condoct but in this case second transmission is expressed on the
inner radius Ri.

For hollow wire on Re:

On Ri:
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The coefficient Cr is defined by:

In the case of bmateial conductors, the inner part is conductive so thimidas are defined
differently:

On Re:

On Ri:

The coefficient Cr is defined by:

Mathematic description thatféBrs from solid round conductor is introduced. The solution to
find harmonic coefficients is exactly the same as presentethapter |l Thus, magnetic
potential A can be solved in the 2D space for mix of round conductor, hollow conductor and
bi-metal canductor.

Current density in hollow conductor:

Current density in bimetal conductor:

In the ring:

In the inner part:

The C coefficient is the same iasmagnetic potential expressions.
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RESUME

/ITLQQRYDWLRQ GDQV VD GplILQLWLRQ OD SOXV JpQpUDO
préserver et créer de la valeur par rapport aux concurrents. Principalement technologique,
OfLQQRYDWLRQ HVW pJDOHPHQW SUpVHdJQisetHun@Dduivo®d §XVDJt
un service pour répondre aux besoins du marché. Cette these est une innovation dans le
GRPDLQH GX GHVLJQ DVVLVWp SDU RUGLQDWHXU GHV FR
puissance.

/IH GRPDLQH GH OfpOHFWUR QtLanxX méntesl olfectify/ yuie @khtes Ildsv WV X
UHFKHUFKHY DFWXHOOHV F j G DXJPHQWHU OfHIILFDFLWpP
colts et leurs temps de développement. Parmi les multitudes de solutions proposées ces
derniéres années, les structurestimil’eaux et multbras, les composants grands gaps SiC

ou GaN ou les stratégies de régulation, le choix est cornélien pour le designer. Le besoin
GYDVVLVWDQFH DX FKRL[ HVW GRQF FODLUHPHQW IRUPXOp

Pour répondre a cette problérhaf XH FHV WUDYDX[ SURSRVHQW OD
dimensionnement par optimisation des composants passifs simulés par des modéles précis et
GLVFUHWY EDVpV VXU ODaGHDJAHLWR CQBNQWIURAQBPH GWHWYY
catalogues de fournisses pour les dimensions et les matériaux, mais également un
dimensionnement contraint par la faisabilité industrielle des solutions trouvées.

Dans un premier temps le manuscrit de these introduit les principaux algorithmes
GIRSWLPLVDWLRQWPLUQMY DXNWROHYHMVUPH[SPpULHQFH GX * (
6FKQHLGHU (OHFWULF QRXV RQW FRQGXLW DX FKRL[ GTXQl
cahier des charges. Les avantages et inconvénients de cette stratégie mais également des
autres choix pssibles sont présentés sur des exemples simples.

Dans un second temps des modeles de composants passifs répondant aux besoins des
algorithmes stochastiques choisis sont développés. Un important effort est fait sur la
modélisation des inductances car ldimensionnement est prépondérant comparé a celui des
condensateurs. Ces efforts sont faits sur la modélisation des pertes et du comportement
magnétique des matériaux poudreux et amorphes principalement utilisés chez Schneider
(OHFWULF /fH[SppUDHOHAHQ@RQWYWYHF FHV PDWpULDX[ j ID
OYHIILFDFLWp GHV LQGXFWDQFHV VH JDJQH VXU OHV
GIKRPRJIJpQpLVDWLRQ QH UpSRQGHQW SDV DX EHVRLQ GH ¢
FRQFHSWYV & THWiuveaR XadélX BekanAl@ique est proposé afin de rivaliser

avec les méthodes de types intégrales ou éléments finis en termes de précision tout en les
surpassant en termes de rapidité de calcul.

Les modéles de composants présentés, le manuscrit sedamaduite sur la modélisation des
filtres dans les structures de conversion AC/DC, DC/AC et DC/DC utilisées dans les
Alimentations Sans Interruptions. Cette modélisation doit tenir compte de tous les modes de
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fonctionnement des ASI qui impactent fortemientomportement des filtres. Enfin les filtres
utilisant des inductances couplées sont étudiés.

JLODOHPHQW GHV H[HPSOHV GIDSSOLFDWLRQV GpYHORSSpPp
/ID PLVH HQ °XYUH GHV PpWKRGHV G fRBMdle IchoBM/ $0RtQ G LV F
HPSOR\pHVY SRXU IRXUQLU GHV RXWLOV GYDLGH j OD Gp
convertisseurs. Les résultats sont validés par des mesures faites sur les prototypes issus des
optimisations
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ABSTRACT

Innovationin its whole definiton is a way for industrial groups to preserve and create
value over competitors on the market. Mainly technologic, innovati@se of usea new
way of using a product or service to answer market or user requirements. This work is an
innovation for comonent design in power electronic systems, both in tools and user customs.

Power electronic is subject to same research goals as any modern system, i.e. cost and time to
market reduction, efficiency increase in the global energy save world concern andntodu

of solution to answer maximum customer neédaong the multitude of proposed solutions
during the last decademulti-legs and multievels converters, new SIiC and GaN
semiconductors or new control strategies, the choice is cornelian for theadeBhe need of

tool to help designers in their choices is clearly identified in industry

To answer this problem, this work propssee implementation of passive component sizing
using discrete optimization nteids The choice of accuracy and industgahstraints is done
to get already purchasable solution from optimization results to suppliers.

In the first part 6the PhD dissertation the main optimization algorithms are introduced with
the optimization strategie&2Elab experience and Schneider glewmne lead to privileged
discrete optimization using stochastic algorithms and libraries of components and materials.

In the second parthé models for passive components are developed to match stochastic
algorithms requirementsg-ocus is done on magies because their sizing isomhinant
compare to capacitor. The effort is done on losses computation and magnetic behavior of
powder alloy and amorphous materials widely used in Schneider Electric applicu#idms.
these low loss density materials, théngan efficiency is achieved on conductors. Thus a new
semtanalytic model is developed to overcome standard models issues and to compete with
integral or finite element method in terms of accuracy and overcoming them in terms of
calculation speed.

In the third part, flter modeling approach is introduced for AC/DC, DC/AC and DC/DC
converters.This modeling takes into account all working cases BSUmpacting passive
components desigimterleaved and coupled solutions are investigated

Finally some examplk of developed applications for Schneider Electricpaesented. The
sizing of passive component using discrete optimization methods are implemented with
successMeasures are achieved on prototypes to validate our approach
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