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Introduction

The rapid development of information technology is omnipresent. It concerns also the abilities for signal processing. Thanks to the ongoing development of digital techniques the analogue signal processing is improved in the digitalized form. The usage of numerical methods has allowed for the introduction of complex post-processing techniques. What is more, the state of the current technology makes possible the usage of compound and CPU demanding algorithms in real time signal processing systems. These circumstances open up the possibility for the implementation of advanced signal processing methods in the practical application and not only for academic considerations. This work presents an attempt to use the advanced signal processing algorithms in monitoring the health of machinery.

One of the basic operations needed for machines’ monitoring and diagnostics purposes is a spectrum estimation. It is well known that there is a variety of methods for computing power spectral density (PSD) of the signal. The main groups contain the non-parametric or classical methods and parametric or modern ones. The non-parametric methods are robust because they do not use any model of the signal. This method is based on the computation of fast Fourier transform (FFT) of the signal and different approaches were proposed [NH92]. The more popular PSD estimation techniques in this group include Periodogram, Correlogram, and combined methods as e.g. Nuttall-Carter. The second group, parametric techniques, assumes a model of the signal which allows to obtain a high resolution of PSD, but is also burden with issues due to modelling errors, namely the value of signal-to-noise ratio (SNR), and high computational requirements.

The presented work concerns a new approach for vibration signal processing with the aim of helping the machinery operators with surveillance of the crucial mechanical components at a plant. Sometimes, it turns out to be necessary to monitor numerous systems or components as it is in the case of big wind farms. These circumstances require a high level of automatization of the monitoring systems. It is already implemented at a simple level by supervisory control and data acquisition (SCADA) systems or condition monitoring systems (CMSs), but usually only the simplest diagnosis methods are adopted. The aim of this thesis is to propose an extension to the abilities of the current CMS by combining it with advanced signal processing methods. It brings the possibility of performing an accurate vibration diagnosis without the help of vibration experts. The implementation of complex and adaptive signal processing algorithms in a present-day CMS opens up the possibility of performing a sophisticated analysis without increasing the workload for the operators and maintenance teams.

In the industry three main strategies of maintenance techniques can be distinguished: breakdown maintenance, time-based preventive maintenance, and condition-based maintenance [Ran11]. This order preserves the historical appearance of each strategy. The first one is also referred to as an unplanned maintenance or run-to-failure maintenance and it is characterised by taking the maintenance action only in the case of the failure of a system. It is still effective for small, simple to repair, and not significant parts of the system. Later,
the strategy of planned maintenance has been introduced. This approach features in periodic replacement of the components without taking into account other factors. The time-based preventive maintenance strategy has a goal of assuring the continuity in the good condition of the system. It is a difficult task to select a proper time intervals for this type of maintenance, since often healthy components are replaced as a result of the application of this approach. Moreover, with the development of modern technology, components became more complex and expensive. Together with the required increase of reliability it causes that the time-based maintenance turns out to be a major expense of many industrial companies [BLJ06]. The third strategy, condition-based maintenance, has a goal to improve the earlier approaches and replace the components based on their health status. It is performed in three main steps: data acquisition, data processing, and maintenance decision making. If all the steps are well designed and correctly implemented, this strategy can bring a significant maintenance cost reduction. Although the condition-based maintenance has been under ongoing development for many years, the surveillance of wind turbines (WTs) is still a challenge. In the case of a WT there is a room for improvement of its lifetime by a better CMS used for condition-based maintenance. More details on this approach are presented in chapter 1. The major focus of this thesis is to propose algorithms for data processing step of the condition-based maintenance strategy.

The applicability of its results constitutes an important aspect of a scientific research. The link between the university and the industry is crucial for providing useful solutions that industry needs and is interested in using. Thanks to such a link the need for an improvement of CMSs has been identified. This research is focused on a particular case of CMS, which is dedicated to WTs. The WT industry has very small financial margins, so it is in constant need to decrease the cost of energy production. One of the aspects to be improved is the maintenance and operational costs of WTs. Thanks to technical possibilities and advanced signal processing algorithms, it is now feasible to detect early stages of some faults, including mainly the defects of mechanical components as rolling-element bearings (REBs) and gearboxes. The sooner the information about upcoming faults is provided to the WT operators, the better preparation for fast repair is feasible. It brings the economical benefits, which is the reason for interest in the technology development from the industry. The academic world is able to propose solutions for this problem and this thesis offers an answer to the needs of the industry.

From the academic point of view the WTs are interesting machines for diagnosis and monitoring. In their case the fault detection task is very challenging due to the nature of their operation. Unlike the majority of machines the WT works under highly non-stationary operational conditions and what is more the exciting force is random and not possible to predict, since it is a blowing wind. The constant changes of the wind speed are the main difficulty for CMS. Thus, this thesis addresses the issue of the non-stationarity in vibration signals.

This thesis proposes the development of advanced signal processing techniques in three aspects, all dedicated but not limited to the diagnosis and condition monitoring of mechanical systems. The automatic and data-driven operation is the common points of proposed methods.
Each algorithm has been designed as a user friendly and features in the self-configuration with a minimal number of parameters possible to adjust, so each method can be used even by a layman in the signal processing.

The first proposed method intends to aid the diagnosis and the condition monitoring of machines working under non-stationary condition. It is always needed for machines operating with constantly varying conditions. As a solution a new approach for cropping out the time-frequency plane based on the non-stationarity detection is proposed. The approach is grounded on the iterative searching through the time-frequency representation of the signal and it is adopted for vibration signals. This method enables the selection of the stationary part of the vibration signals and can be applied in diagnosis and condition monitoring systems.

A knowledge of characteristic frequencies of an investigated system is invariably an advantage in monitoring and diagnostics of the system. Hence, there is a need for automatic usage of this information when available. Therefore, the second proposed algorithms is the automatic association of characteristic fault frequencies according to a kinematic configuration of investigated machine with the detected peaks. The proposed approach is adaptive and features in a unique association of kinematic data with detected pattern in a spectrum of the signal. Moreover, the method has the advantage of taking into account a possible slip of the REBs which is an issue of CMSs that has not yet been addressed.

Demodulation is a powerful tool for machine health diagnostics. However, the existing solutions of its usage in CMSs are not adaptive to the content of the signal. Thus, this thesis proposes the third signal processing technique which is a all-sidebands demodulation process. For each detected sidebands series in the investigated signal the automatic procedure of demodulation is proposed and finally a full-band of the signal is demodulated. This method consists of a multi-rate filtering process, a synchronous averaging, and calculation of the amplitude and frequency modulation functions as well as the computation of features describing the condition of investigated system which has the goal to reveal the faults.

This thesis is organised in such a way to be comprehensible for everyone. Thus, chapter 1 gives a broad overview of topics related to vibration-based condition monitoring and diagnosis of machines focusing mainly on the application to WT’s mechanical components as REBs, gearboxes, and shafts. Chapter 2 presents the approach for the signal processing under development for years in GIPSA-lab. It is called AStrion and features in data-driven algorithms, which are universal for diagnosis and condition monitoring. This chapter emphasises the results of the signal interpretation which are used as inputs for proposed signal processing techniques. The first proposed algorithm, cropping out the time-frequency representation, is presented in chapter 3. The second one, kinematic association, is detailed in chapter 4. The last signal processing method, all-sidebands demodulation, is proposed in chapter 5. All the proposed signal processing methods are validated on real-world signals from various sources. Those validations are presented in chapter 6. The thesis is concluded with a summary of the results presented in chapter Conclusions and Perspectives. The advantages of proposed algorithms are listed along with the perspectives for future work.
1.1 Motivation

The amount of WTs is constantly increasing together with installed capacity of electric energy which can be provided by wind energy industry. According to [WWE14a] all wind turbines installed worldwide by mid-2014 can generate around 4% of the world’s electricity demand. As it is depicted in Figure 1.1 it is over 336 GW of the energy capacity. New WTs keep being added to the existing ones. The new installed capacity of WTs is presented in Figure 1.2. It
Figure 1.1: The total installed capacity of WT worldwide in the years 2011-2014 [WWE14a].

means that the number of operating WTs is constantly increasing. Moreover, thanks to technology progress the WTs become bigger and more efficient, thus their maintenance becomes more costly.

The wind energy industry is already big and continues to grow. At the end of 2013 there were 241 100 WTs spinning around the world [GWE15]. Although the nominal power of WT increases, the number of commissioned WTs raises faster. As experts from the wind industry predict, the trend of the sector’s growth will continue. Figure 1.3 presents the historical data and foreseen total installed capacity of WTs. For the predictions to come true it is required to increase the workload in the sector, including the maintenance of the operating WTs. The costs of operation and maintenance continue to augment and the WT’s owners and operators are likely to be more interested in exploring the possibilities for decreasing those costs. It will be even easier to justify the cost of predictive maintenance for bigger wind farms with higher number of operating WTs. The application of CMS is in line with the current situation in the wind industry where more and more machines have to be under supervision with respect to their health to be able to produce the maximal amount of energy. In author’s opinion, more owners of the wind parks will decide to install a CMS and it will become a worldwide standard to have a CMS. In some countries it is already the case, since some insurance companies require a CMS to be installed for economical reasons.

There are calculations which say that the potential of offshore wind is enormous [GWE15]. There is enough energy to exceed Europe’s demand sevenfold and the United States’ energy demand – fourfold. Although the currently deployed offshore wind energy is still minor, the interest in its usage is expressed by many countries. Europe is the leader of offshore wind energy. In each year from 2012 to 2014 more than 1 GW offshore WTs have been installed [EWE15]. For Europe the offshore wind is an essential component of the renewable energy target set on 20% by 2020. Moreover, by the same year China has set itself a target to install 30 GW of WT off its coast. There are also many ongoing projects in the United States, because there are very good resources. The trend of moving WTs onto off-shore locations has
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Figure 1.2: The yearly installed capacity of WT worldwide [WWE14b].
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Figure 1.3: The total installed capacity of WT worldwide, the development and prognosis until 2020 [WWE14b].
many pros, like more wind resources and more stable wind conditions [GWE15]. On the other hand there are also cons, like harsh environmental conditions and limited accessibility to WTs placed offshore. To overcome negative aspects of placing wind turbines off-shore more reliable machines and better maintenance is required.

The above-mentioned arguments show that the wind energy has a big potential. The important factor for the further development of wind energy industry is the reliable operation of WTs. This is one of the key factors for the success of existing wind energy companies and it can be improved by deploying the quality CMS. The use of a CMS could decrease the appearance of unpredictable events and make the future of the WT's operators more predictable while the environment of all of us will be less polluted. The stability of the industry can be improved by applying advanced signal processing methods in algorithms used in WT CMS.

This thesis proposes an attempt for improvement of the algorithms used in CMS as mentioned in the introduction. The WT is a challenging object for monitoring. Constant and unpredictable changes of speed and direction of wind make the WT work under highly non-stationary conditions. This thesis is focused on the development of signal processing techniques which can overcome some difficulties of a standard CMS. The above-mentioned arguments are also the justification of this work.

The goal of the thesis is to propose signal processing methods suited for a data-driven CMS which is under development in GIPSA-Lab and which is called AStrion. This CMS by definition works without any additional information about the investigated signal. Moreover, it is a fully automatic tool which provides automatic and detailed signal interpretation and operates in a user-friendly manner. The general scope of this dissertation can be shortly closed in three following points:

- Cropping of time-frequency (TF) representation;
- Kinematic association;
- All-sideband demodulation.

The cropping TF representation of a signal is proposed to select the most stationary part of the signal. The idea behind this concept is to facilitate the diagnosis and monitoring of the mechanical system by considering only the part of the signal which is the easiest to be correctly interpreted. This is a way proposed to deal with the high non-stationarity of the vibration signals measured on WTs. Moreover, one can conceive the proposed method in the context of a continuous acquisition for data selection.

The kinematic association is proposed to use available characteristic fault frequencies of investigated machines by AStrion. The usage of the kinematic data allows us to make a link between AStrion results and physical origin of detected spectral components, which provides additional information for results interpretation. The main goal of this method is to perform a unique association of the kinematic components with the spectral content of the investigated signal.
1.2 Vibration Signals

The all-sideband demodulation method is proposed to reveal information concealed in the modulations present in a vibration signal. This technique is designed to obtain the maximum amount of information on the nature of the signal generated by the rotating components by estimating all the amplitude and frequency demodulation function. Statistical features are proposed for an automatic evaluation of the modulations. These indicators aim to give accurate information about component health and fault detection.

1.2 Vibration Signals

Vibration is an effect of oscillatory motion in solid bodies. This oscillatory motion is linked with body inertia and elasticity. Inertia is related to density and permits to transfer momentum between adjacent elements. Elasticity is the property that exerts a force on a displaced element, which causes it to return to its equilibrium position [NK03].

Vibrations are generated by all operating machines and can be captured by a vibration sensor. Lateral vibration can be described by displacement, velocity, and acceleration. There are transducers to measure each of the mentioned vibration parameters. Nowadays, acceleration sensors are the most popular in CMS [Ran11]; they measure vibration in a unit of meter per second square. After the acquisition of acceleration signal it is possible to compute a velocity by integration of this signal. A displacement can be obtained by evaluation of the second integration of acceleration. Piezoelectric accelerometers are used in most CMS applications since these transducers are reliable and relatively cheap.

A time history of acceleration signal, representing vibrations and commonly called a vibration signal, can be transformed into frequency domain by computing the Fourier Transform. This is refereed to as a spectrum of the signal. A spectrum is a powerful diagnostic tool which gives an insight into the investigated system by a vibration signature of mechanical components. More details about the characteristic frequencies of mechanical components in rotating machinery are given in section 1.6.

Wind turbines produce vibrations during operation as any other machine, but contrary to a vast number of industrial cases a wind turbine operates thanks to a non-controllable input. Wind turbines are excited by random force of wind, thus the output vibrations in general can be seen as random vibrations. It means that it is not possible to model the input signal to a wind turbine system by an explicit mathematical relationship. The input signal can be only described with probability and statistical tools, since the time history of the signal is continuous and does not repeat. Therefore a time history of a typical random signal, like wind turbine vibration signal, contains a vast number of frequency components.

Moreover, in the case of real-world applications, vibration signals are always embedded in a noise. It is important to remember this fact while performing vibration-based condition monitoring or diagnosis.
1.3 Wind Turbine

There is a vast number of possible WT configurations. The main two groups are the horizontal and the vertical axes WTs. The more popular configuration of rotational axis is a horizontal one, which could be divided into WTs with a gearbox or direct drive (gearless). According to the position of the generator and the gearbox, there is another division [Hau06]:

- Generator and gearbox inline in the nacelle, which is a standard configuration;
- Generator vertical in the towerhead;
- Generator and gearbox in the towerfoot;
- Gearbox in the nacelle, generator in the towerfoot;
- Generator in the towerfoot, two separate gearboxes.

Apart from the above-mentioned divisions, WTs are also classified according to the localisation of the turbines. There are onshore WTs, placed inland, and offshore WTs, which are located in water.

The most common mechanical configuration of a WT is presented in Figure 1.4. This picture shows a general overview of the WT parts and a 3D assembly model of the main components of the drive train on the right-hand side of Figure 1.4. It is a popular type of an upwind horizontal axis WT with a gearbox and generator inline.

Figure 1.5 shows in detail two rotating machine components. A one-stage planetary gearbox with two-stage parallel shaft gearbox popular in a big WT is presented in Figure 1.5 (a).
1.4. The State of the Art in the Monitoring of Rotating Machinery Including Wind Turbines

Gearboxes with one planetary stage and two additional parallel-shaft stages are used in many late-model turbines (Fig. 9.46). With the additional parallel shaft, the primary and secondary shafts are no longer coaxial. This has the advantage that a hollow through shaft can be implemented more easily. In this way, power supply lines supplying power to the blade pitch drive, as well as measurement and control signals for the rotor, can be routed through the gearbox.

In larger gearboxes, an auxiliary drive is frequently flanged to the gearbox housing. Using this electric motor, the rotor can be turned slowly. Such an auxiliary unit is indispensable for assembly and maintenance work in large rotors.

Gearbox lubrication is usually carried out via a central oil supply in the nacelle. As a rule, it also contains an oil-cooler and a filter. The purity and the temperature of the oil have turned out to be very important for the service life of the gearbox of wind turbines. Therefore monitoring of the oil quality is a must in wind turbines, as well as a careful maintenance with respect to oil exchange.

Figure 9.46: Standard gearbox for large wind turbines with one planetary stage and two parallel shafts (artist’s concept by NEG Micon)

Starting from the left-hand side a planetary gearbox is presented with three planetary gears rotating over a ring gear which is fixed with the gearbox casing. The three planetary gears are connected by a carrier which is fixed on an input shaft and thus driven by WT blades. The planetary gears drive a small sun gear in the center which transfers a rotational motion to two-stage spur gear. A gearbox in a WT works as a multiplier which typically has a ratio around 1:100. A rolling-element bearing (REB) is presented in Figure 1.5 (b). This component is used to reduce the friction between moving parts. Thus it is a very important element of the drive train. Various types of REBs are utilized in a WT and, apart from main bearing, REBs are located in the gearbox and in the generator to support all shafts.

1.4 The State of the Art in the Monitoring of Rotating Machinery Including Wind Turbines

CMSs are widely used in industry and bring considerable benefits in mechanical components surveillance [GM+12]; [Liu+15]. The CMS name is commonly used for condition monitoring and diagnostic systems. These systems are composed of a data acquisition part followed by a post-processing in order to reveal abnormalities in the state of the investigated system as well as a maintenance decision making. There are several techniques to perform this task such as the vibration analysis, the acoustic emission, the lubricant analysis, and others. Each of them has its own advantages and disadvantages.
Table 1.1: Summary of condition monitoring techniques in WT, where a: Statistical methods; b: Time domain analysis; c: Cepstrum analysis; d: Fast Fourier Transformation (FFT); e: Amplitude demodulation; f: Wavelet transformation; g: Hidden Markov models; h: Novel techniques; i: Other.

<table>
<thead>
<tr>
<th>Technique</th>
<th>Blades</th>
<th>Rotor</th>
<th>Gearbox</th>
<th>Generator</th>
<th>Bearings</th>
<th>Tower</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vibration</td>
<td>a: [Gho+00]; f: [Hon+02]; i: [Gie+06]</td>
<td>a: [CG03]; c: [CG03]; [ZW01]; [Wi94]; [BP06]</td>
<td>a: [CG03]; b: [Fu95]; [McF87b]; bef: [Mi99]</td>
<td>c: [CGM94]; [Cas+97] cdef: [DRR00]</td>
<td>d: [NPLAFK]; [CW03]; [WST07]</td>
<td>e: [McF86]; eb: [CYY10] f: [LM95]; [WM96]; [BB03] fg: [MM07]; [RCP96] f: [Raf+07] i: [Ant09]; [BZ06]; [RSC12]</td>
</tr>
<tr>
<td>Acoustic emission</td>
<td>a: [Ana+02]; [Sor+02]; [GR97a]; [GR97b]; [WM93]; [BD03]; [Jum08]; [Joo+03]; [Dut+01] i: [Gie+06]</td>
<td>f: [Men+00]</td>
<td>a: [BR99]; [TTM05] f: [BB03]</td>
<td></td>
<td>a: [TN90]; [Kim+99]; [EM10]</td>
<td>b: [LL95]; [HM96] de: [TN92] i: [JL95]</td>
</tr>
<tr>
<td>Ultrasonic technique</td>
<td>a: [RJv08]; [Jas+06]; [Jas+09]; [Rai+08] f: [Cas+98]; [GR97b]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Oil analysis</td>
<td>a: [Sor+02] c: [Wer+04] i: [Gie+06]; [MPP00]; [VPD05]; [ES08]</td>
<td>a: [BR99]; [FKC03] b: [LK06]</td>
<td>i: [PJ99]</td>
<td></td>
<td>a: [Tom98]</td>
<td></td>
</tr>
<tr>
<td>Strain</td>
<td>a: [Sor+02] c: [Wer+04] i: [Gie+06]; [MPP00]; [VPD05]; [ES08]</td>
<td>i: [MB96]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Continued on next page
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Table 1.1 – continued from previous page

<table>
<thead>
<tr>
<th>Technique</th>
<th>Blades</th>
<th>Rotor</th>
<th>Gearbox</th>
<th>Generator</th>
<th>Bearings</th>
<th>Tower</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electrical effects</td>
<td>i: [SL99]; [MT06]</td>
<td></td>
<td>a: [Sm1+93]; [YTC13]; [Dju+12]</td>
<td>i: [C GB14]</td>
<td>i: [TT02]</td>
<td></td>
</tr>
<tr>
<td>Shock Pulse methods</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>a: [But73]</td>
<td>de: [TN92]; f: [GMRT10]; [Zhe+08]</td>
</tr>
<tr>
<td>Process parameters</td>
<td>a: [ZM07]</td>
<td></td>
<td></td>
<td></td>
<td>a: [Mi+06]</td>
<td></td>
</tr>
<tr>
<td>Performance monitoring</td>
<td>i: [Sor+02]</td>
<td></td>
<td></td>
<td></td>
<td>a: [Mii+06]</td>
<td>lx: [DL05]</td>
</tr>
<tr>
<td>Radiographic inspections</td>
<td>i: [Jas+06]; [FPB11]</td>
<td></td>
<td></td>
<td></td>
<td>cd: [Hat04]</td>
<td></td>
</tr>
<tr>
<td>Thermography</td>
<td>i: [RM01]; [Sm1+93]; [BR99]</td>
<td>h: [ZM07]</td>
<td>h: [ZM07]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>i: [BR99]; [NS06]; a: [DG07]; [YCJ13]</td>
<td>i: [YCJ13]</td>
<td>i: [YCJ13]</td>
<td>i: [IH82]; [IY83]; [DG07]</td>
<td>i: [YCJ13]</td>
<td></td>
</tr>
</tbody>
</table>

In the case of the wind energy sector, CMSs are widely used to monitor the state of the mechanical components of WTs due to the increasing number of machines often located in remote places. As [Hau06] points out, the usage of CMSs is especially crucial for offshore wind farms due to restricted human accessibility and harsh environmental conditions. A robust CMS is very beneficial for the wind energy industry and in particular for offshore farms.

Various aspects of a CMS could still be improved thus it is an active research domain [Yan+08]; [TJ11]; [MBM12]; [Tch+13]; [BS13]. The overview of diverse techniques used for condition monitoring of WTs’ components is presented in Table 1.1 with a division according to the signal processing method applied. The table is based on [GM+12] and is complemented with more examples.

Table 1.1 is not exhaustive and some approaches and methods used in a CMS are missing. Among the most important it is worth adding the following:

- Data validation;
- Operational state control;
- Order tracking.
It is important for any further analysis to assure a good quality of the measures, thus a data validation is advised to execute in the case of each technique and component listed in Table 1.1. There are various approaches to data validation. One is based on the evaluation of the correctness of the vibration signal acquisition process [JBB11]; [JB13]. Another one is based on the detection of the non-stationarity in the vibration signals based only on the information contained in the signal itself [HM06]; [Mar07]; [MM09].

As pointed out in [BZ09a]; [Cha+12], it is very important to take into account the changes of load of the machinery being diagnosed. The operational states can be utilized in CMSs of machines working under constantly changing conditions. In such a case this signal processing approach enables the usage of relatively simple tools to compare data. It is applied to analyze measurements taken under similar operational conditions of the investigated machine. An example of this aspect of CMS can be found in [BJB12]; [JB12]; [Str+15].

In Table 1.1 it lacks the so called order tracking technique used for condition monitoring and diagnosis of rotating machinery. It can be applied to gearbox, generator, and bearing. This method is also referred to as an angular resampling and the basis are well explained in [FM97]. The more recent applications for condition monitoring and proposed enhancements can be found in [Bon+05]; [Wu+09]; [RSC12]; [UBA13].

A distinctive picture of the status of CMSs dedicated to WTs is presented in [CZT14]. In this report authors present an up-to-date and comprehensive comparison of commercially available WT's CMSs. One of the conclusions in this report mentions that ‘Successful CMSs must be able to adapt to the non-stationary, variable speed nature of WTs’ what is a very accurate remark.

Above all, the usage of a CMS has to be justified from an economical point of view. The financial margins of the wind energy business are very low, so a prolonged do wn-time of a WT could generate high economical losses [GWE14]. Some examples of the considerations of a CMS from economical aspect can be found e.g. in [ANA04]; [MA08]. The mentioned papers prove that it is possible to achieve considerable financial benefits by a proper employment of a CMS.

As it could be spotted from Table 1.1, the most common technique used nowadays is a vibration-based condition monitoring. The vibration technique has wide abilities and there is a big interest in its development. Moreover, a vibration-based condition monitoring is often the key component of a predictive maintenance since it provides indicators related to the evolution of potential faults and failures [APC13]; [LCB14]; [Egu+13]. This is the reason for focusing mainly on this method of CMSs throughout this thesis. The next subsection elaborates more on vibration monitoring for rotating machinery.

1.4.1 Vibration of Rotating Machinery

The rotating machinery generates vibrations during its operation. In the majority of cases there is a possibility to recognize specific patterns of the signal and to link it to a mechanical
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component. Some of generated vibrations are always present in the signal and are not an evidence of any fault, but just a part of a normal operation. On the other hand, specific patterns present in the signal are the sign of damages of a mechanical component.

The basic examples of normally present patterns in the vibration signals of a rotating machinery are shaft frequency and gear mesh frequency (GMF). These components generate vibrations which can be identified as harmonics (integer multiples) of the associated shaft rotation speed where the shaft frequency is the fundamental. In the case of gearboxes, the fundamental frequency of the harmonic family is equal to the GMF. The harmonic pattern can be usually easily found on the spectrum of a signal. On the contrary, the rolling-element bearings (REBs) generate cyclic vibrations which are not harmonics of the associated shaft speed.

Gearboxes generate also another easily identifiable vibration pattern to be seen on a spectrum. In the case of a simple gearbox consisting of two gears, each of them is mounted on a shaft. Due to a tooth deflation and a dynamic transmission error of the gearbox fluctuations, the torque transmitted by the gearbox is varying. This can be considered as an amplitude modulation effect [Ran11]. Gearbox wear causes a change in the geometry of the tooth surface. It is the reason for variation of the tooth contact point. This change in the gearbox operation is considered as a source of frequency modulation of the GMF. The above-mentioned amplitude and frequency modulations are easy to be seen in the frequency domain of a gearbox vibration signal and they are manifested as sidebands around the GMF and its harmonics. For a pair of operating gears it is normally possible to distinguish the two families of sidebands. Each one corresponds to the rotational speed of the shaft on which the gear is mounted. Moreover, to distinguish the shaft being the source of modulation it is enough to verify the distance between the peaks corresponding to the GMF (or its harmonics) and its modulation, which equals to the frequency of rotating shaft.

From a broader perspective, the classical approach of signal analysis offers a wide selection of diagnostic tools. In general, each tool is proper for a specific type of signal. E.g. if a steady-state signal is to be analysed, the Fourier Transform is suited to precisely estimate its frequency content. For determining the rotational speed values which excite the resonances of machinery, a time-frequency analysis would be an appropriate technique for the investigation of a signal acquired during a run-up test.

The fact that the change in the machine health manifests itself as the change in the vibration signature of the supervised machinery allows for the implementation of a CMS. However, the vibration signature of a rotating machinery changes also with the change of load or speed of the machinery [MHB04]. This fact makes the comparison of signals generated under changing operational conditions difficult. That is why the CMS of machines working under varying operational conditions is challenging and one way to overcome these difficulties is an employment of more sophisticated data validation algorithms. For condition monitoring purposes, the main interest is to use the signals acquired under the same, or as similar as possible, operational conditions including load and rotational speed. Because of the mentioned difficulties, section 1.6, dedicated to the description of typical faults of rotating machinery,
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is restricted to the case of signals generated by machinery working with constant speed and load. Such signals are stationary or cyclostationary.

1.4.2 Methods of Vibration Spectrum Estimation

A lot of methods used in vibration diagnosis use the Fourier Transform. Its basic concept is to represent the signal as a summation of sine waves. Primary application of Fourier series in machine vibration analysis was to capture periodic signals generated by a rotating machinery under constant rotational speed [Ran11].

The Fourier Transform $X(f)$ of a continuous signal $x(t)$ at frequency $f$ can be written as a complex number

$$X(f) = \int_{-\infty}^{\infty} x(t) \cdot e^{-j2\pi ft} dt. \quad (1.1)$$

When the signal $\tilde{x}[n]$ is a discrete and periodic sequence with period $N$, the Fourier series representation can be expressed as

$$\tilde{x}[n] = \frac{1}{N} \sum_{k} \tilde{X}[k] \cdot e^{-j(2\pi/N)kn}, \quad (1.2)$$

where $n$ is an integer number corresponding to a time moment, $1 < n < N$, $k$ is an integer, and the Fourier series coefficients $\tilde{X}[k]$ can be computed as

$$\tilde{X}[k] = DFT(\tilde{x}[n]) = \sum_{n=0}^{N-1} \tilde{x}[n] \cdot e^{-j(2\pi/N)kn}. \quad (1.3)$$

This representation is called the Discrete Fourier Transform (DFT). A detailed explanation of the theory of Fourier Transform can be found in vast number of signal processing publications as [OSB98].

1.5 Selected Signal Processing Techniques

1.5.1 Order Tracking

The measured signals are rarely acquired under perfectly constant speed and load conditions, as assumed for the presentation of typical faults in Section 1.6. Any change of those operational parameters during the record of an acceleration signal causes the effect of smearing energy in the frequency domain, which means that energy corresponding to a mechanical component is distributed in some narrow-band range instead of one peak. In order to get rid of this phenomenon, the order tracking technique has been developed [FM97]. Instead of a fixed time sampling period, the signal is sampled on the basis of equidistant angle position of a reference shaft. The effect of applying this technique on a signal acquired under varying speed
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Figure 1.6: Spectrum of the signal before and after order tracking which is applied to avoid effect of changing operation parameters during data acquisition.

It is presented in Figure 1.6. This technique allows for more precise narrow-band analysis and is widely applied in CMSs.

It is worth mentioning that after performing the order tracking on the signal the rectangular windowing for filter can be used. Thanks to integer number of samples per each revolution the effect of energy leakage is not present at estimated PSD [Ran11].

1.5.2 Time Synchronous Averaging

The time synchronous averaging of a signal has been applied over many years for the extraction of vibration information corresponding to a particular gear of a gearbox. This operation has a goal to intensify or even separate the deterministic part of the signal and reduce the random content, as well as the content not related with the averaging period of vibration signal [Bra11].

By definition the time synchronous average of a signal $y(t)$ is expressed as [McF87a]

$$y_a(t) = \frac{1}{N} \sum_{n=0}^{N-1} y(t + nT_R),$$  \hspace{1cm} (1.4)

where $N$ is a number of periodic sequences shifted by integer multiples of the periodic time $T_R$.

The time synchronous averaging is performed by averaging together the series of signal segments corresponding to one period of a synchronising signal. In frequency domain, this
operation can be seen as the application of a comb filter selecting the harmonics of the periodic frequency. In the case of finite length and discrete signals the removal of the entire discrete masking signal is not always possible, but often it is possible to adjust the number of averages to obtain this goal [McF87a].

From the practical point of view, it is important to average the signal which constitutes samples identically distributed for each period to be averaged. Even a slightest speed fluctuation in the recorded signal would cause a jitter after a number of averages. The solution for this problem is the usage of order tracking performed on the original signal and the selection of an integer number of samples per period to be used for averaging. This technique allows even for the separation of the individual planet gears in a planetary gearbox [McF94].

1.6 Typical Faults

This section describes the most common problems of the components which are objective of a CMS fault detection. The following sections cover such a components as shafts, rolling-element bearings, and gearboxes. The rotating machinery faults are described based mainly on [Ran11].

1.6.1 Shaft Problems

A vast number of faults manifest themselves at frequencies corresponding to the speed of the investigated shaft (shaft rotational speed expressed in revolution per minute – RPM), or its low harmonics and sub-harmonics. According to [Bus02] the most common vibration trouble sources are unbalance and misalignment. Each of them are identified to occur half the time when a problem with a rotating machinery is investigated. This section describes the most often encounter shaft-related problems as unbalance, misalignment, and looseness.

1.6.1.1 Unbalance

Unbalance (imbalance) occurs when the local centre of mass of the cross-section of the shaft differs from the centre of rotation, resulting in a heavy spot on a rotor. This heavy spot produces a centrifugal force which is the cause of high vibration amplitudes at a frequency equal to \(1 \times \text{RPM}\) in frequency domain. So it can be modelled as a sinusoidal waveform in the time domain. In the case of rigidly mounted machines, a raise of the vibration amplitude in the horizontal direction versus the vertical direction is expected. In the case of overhung rotors, an increase of axial vibrations can occur.
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1.6.1.2 Misalignment

Misalignment occurs when the shaft axes of two mating parts create an angle or are offset to each other, the mixture of both types of misalignment is also possible. This fault is typical for couplings and bearing components and is the cause of higher radial or axial vibrations, depending on the misalignment type. In the case of an angular misalignment, the axial vibration amplitudes raise together with a phase difference of 180° axially across couplings. Offset misalignment type typically manifests also in raised axial vibration amplitudes, but a phase difference observed is 180° radially across couplings. Depending on the type and the design of the coupling as well as upon the share of angular versus offset misalignment problems, a raise of the amplitude of the dominant frequencies can be observed at 1 × RPM, 2 × RPM, or both together. The time domain signals of vibration measured on a machine with misalignment problems typically show periodic patterns with one or two cycles per revolution of shaft. Moreover, in the case of a fundamental shaft frequency (1 × RPM) being the frequency with a raised amplitude due to a misalignment problem, the comparison of the phases of the signals at different ends of the shaft are necessary to distinguish it from an unbalance problem.

1.6.1.3 Looseness

In the case of rotating components which do not fit correctly, the problem of a mechanical looseness can be observed. This could occur due to a loose or a distorted machine feet (soft feet), a loose foundation, a weak grouting, loose bolts or bedplates. The looseness problem can be modelled in time domain signal as high random impacting patterns and in some instances the waveform may appear truncated. In the frequency domain the spectrum typically shows higher amplitudes of shaft related components up to its high harmonics, 1 × to 10 × RPM, and in some cases the sub-harmonics $\frac{1}{2} ×$ RPM and its multiplies can be raised.

1.6.2 Rolling-Element Bearing Defects

There can be various reasons for a fault of a bearing and any combination of following can be a cause: design, manufacture, assembly, operation, maintenance. A common group of rolling-element bearing (REB) fault is caused by a material degradation. [ISO04] presents a classification of bearing failure which is based on the features visible on functional surfaces of a REB. This standard lists failure caused by fatigue, wear, and corrosion which are manifested by a REB's surface damage. There are different types of surface degradation and they can be described as flaking, spalling (pitting), or peeling.

There are four main types of REB characteristic fault frequencies which are related to above-mentioned material degradation. The characteristic fault frequencies depend on the bearing geometry, $n_r$ the number of rolling elements, $d_r$ the diameter of rolling elements, $d_p$ the pitch diameter, and $\phi$ the angle of the load from the radial plane, as well as speed of shaft $f_r$. The equations for the REB characteristic fault frequencies are listed below along with
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A description of each type of the fault as each of them causes a specific pattern of vibration which is normally not present for a healthy REB.

- **Fundamental Train Frequency (FTF)**

  \[
  FTF = \frac{f_r}{2} \left\{1 - \frac{d_r}{d_p} \cos(\phi)\right\}.
  \]  

  Defects of a REB cage are normally present along with other problems, such as rolling element defects described in the following points of this list. Cage problem is frequently a cause of a rapid failure. This defect does not produce a high amplitude of vibration and is mainly detectable as a sideband frequency component, whose value corresponds to Fundamental Train Frequency;

- **Ball Spin Frequency (BSF)**

  \[
  BSF = \frac{f_r \cdot d_r}{2d_r} \left\{1 - \left(\frac{d_r}{d_p} \cos(\phi)\right)^2\right\}.
  \]  

  A damage of the surface of a bearing rolling element excites Ball Spin Frequency. The characteristic fault frequency generated by rolling elements with damaged surface can be modelled by Equation (1.6). This problem can appear at the fundamental or second harmonic which are surrounded by sidebands corresponding to the cage characteristic frequency. It is also possible to notice impacts in the time domain signal representation which are at a distance corresponding to the fundamental frequency of the ball spin;

- **Ball Passing Frequency – Outer Race (BPFO)**

  \[
  BPFO = \frac{n_r f_r}{2} \left\{1 - \frac{d_r}{d_p} \cos(\phi)\right\}.
  \]  

  The Ball Passing Frequency – Outer Race is excited by a rolling element passing across a defect on the surface of the outer race. This problem is possible to spot by the appearance of several harmonics of the fundamental BPFO, which raises in amplitude. In the case of a rotating outer race and a fixed inner race, BPFO frequencies can be modulated by the shaft speed which results in the appearance of sidebands around the BPFO defect. The time domain signal typically shows high impacts with a period corresponding to the fundamental BPFO or related dominant harmonic;

- **Ball Passing Frequency – Inner Race (BPFI)**

  \[
  BPFI = \frac{n_r f_r}{2} \left\{1 + \frac{d_r}{d_p} \cos(\phi)\right\}.
  \]  

  The Ball Passing Frequency – Inner Race fault is created similarly to the BPFO one. In the majority of cases, the inner ring of a rolling-element bearing rotates together with the shaft, thus a modulation related to the shaft speed can be observed. This once per revolution modulation can be produced when a BPFI fault passes through the load zone.
Generally, four stages of rolling-element bearing (REB) faults are distinguished. It is established and agreed that the early stage of a REB problem appears in the ultrasonic range (e.g. up to 20kHz and even higher). The second stage is characterised by an increase of ultrasonic frequencies as well as the natural frequencies which are excited by a very minor REB defect. It is possible to distinguish the harmonics of the fundamental bearing characteristic fault frequencies. The next stage of REB problem is when the number of characteristic fault frequency harmonics increases and when sidebands appear around those frequencies. Ultrasonic levels also continue to rise. The bearing should be replaced at this stage. The fourth stage of a REB fault is characterised by a random and broadband high frequency noise which can replace characteristic fault frequencies.

1.6.3 Gear Defects

Gearbox problems include wear, which is visible on a tooth surface as pitting, spalling, scratching, or scraping, corrosion, permanent deformation, chipped or broken teeth, or misalignment. Some of this problems are further defined in following subsections and a detailed description of the mentioned and more gear degradation patterns is given in [ISO95].

The gear mesh frequency (GMF) is a characteristic frequency crucial in monitoring and diagnosis of a gear-set and can be computed as

\[ GMF = f_r \cdot z, \]  

where \( z \) corresponds to the number of teeth of the gear. There is always one GMF present per each pair of gears and it is always present regardless of gear condition. The amplitude of the GMF may increase due to load or gear condition. Sidebands related to each shaft of gearbox are considered as the key to diagnose gear faults and the spacing of sidebands shows which shaft the faulty gear is on.

1.6.3.1 Worn Gears

A distributed lack of material without any local damage of the tooth surface is caused by a wear phenomenon. This problem appears on the spectrum as the raised sideband amplitude which are equally spaced on both sides of the fundamental GMF and its harmonics. The presence of sidebands is not a good enough fault indicator since the healthy gearbox also generates this pattern, the key factor is the amplitude of those sidebands. Worn gears can also excite the natural frequencies of the gears, casing, or both.

1.6.3.2 Chipped / Broken Gear Teeth

A single chipped or broken gear tooth generates vibration corresponding to one impact per revolution of the shaft with gear mounted on and corresponds to the frequency equal to fundamental shaft speed \( 1 \times \text{RPM} \). It is easy to confuse this fault with other shaft related
problems. The chipped or broken gear teeth can be identified using a time domain signal where a once-per-revolution impact is followed by a ring down from the shaft with the defective gear tooth on.

1.6.3.3 Misaligned Gears

Misaligned gears occur once the shaft with mounted gears are badly oriented. This fault is generally visible in frequency domain as an increase of the level of the vibrations corresponding to harmonics of GMF, $2 \times$ GMF, and $3 \times$ GMF as well as its shaft related sidebands. The diagnosis of this problem can be facilitated by the inspection of the time domain signal. If the misaligned gear problem last for sometimes it is typical that the gear is also worn.

1.7 Diagnostic Features

In order to detect the above-mentioned defects, this section shortly describes the more popular techniques and generated features according to the following division:

- Wide-band features;
- Narrow-band features;
- Demodulation analysis.

1.7.1 Wide-band Features

Wide-band features in the majority of cases are computed with the usage of the entire length and frequency range of the investigated signal. These features are simple and mostly based on statistical properties of the signal. In traditional CMS, these general indicators are always employed. The basic list of wide-band features includes [SF84]

- Mean value $\bar{x}$ – the first order arithmetic mean of a vibration signal $x[n]$ for a defined range from first to last sample $N$ computed according to equation

$$\bar{x} = \frac{\sum_{n=1}^{N} x[n]}{N}; \quad (1.10)$$

- Root mean square (RMS) $x_{\text{rms}}$ – the second order statistical measure of the energy of vibration signal computed according to equation

$$x_{\text{rms}} = \sqrt{\frac{\sum_{n=1}^{N} x^2[n]}{N}}; \quad (1.11)$$
• Velocity root mean square (VRMS) $x_{vrms}$ - unlike other wide-band features the VRMS is computed from a specified frequency range, the one which is available from velocity transducers, usually assumed to be from 10 Hz to 1 kHz. This diagnostic feature originates from the history of the vibro-diagnostic development where the sensors for velocity measurement were widely applied and is still present in formal requirements like ISO standards. It is easy to compute this feature also from acceleration signal by filtering the frequency content of signal. After obtaining signal $x_v$ in the required frequency range, the VRMS can be computed in the same manner as RMS

$$x_{vrms} = \sqrt{\frac{\sum_{n=1}^{N} x_v^2[n]}{N}}; \quad (1.12)$$

• Peak to peak (PP) - the biggest difference between positive and negative amplitudes of the signal

$$PP = \max_{0<t<T} x[t] - \min_{0<t<T} x[t]; \quad (1.13)$$

• Zero to peak (ZP) - the highest absolute amplitude of the vibration signal

$$ZP = \max_{0<t<T} |x[t]|; \quad (1.14)$$

• Crest factor (CF) - the ratio of the highest value to the effective value of signal

$$CF = \frac{PP}{x_{rms}}; \quad (1.15)$$

• Skewness (Sk) - the third order statistical moment

$$Sk = \frac{\sum_{n=1}^{N} (x[n] - \bar{x})^3 / N}{\left(\sqrt[3]{\sum_{n=1}^{N} (x[n] - \bar{x})^2 / N}\right)^3}; \quad (1.16)$$

• Kurtosis (K) - the fourth order statistical moment normalized by the variance. Commonly it is described as the statistical measurement of the 'peakiness' of a signal and computed with the formula

$$K = \frac{\mu_4}{\sigma^4} = \frac{\sum_{n=1}^{N} (x[n] - \bar{x})^4 / N}{\left(\sqrt[4]{\sum_{n=1}^{N} (x[n] - \bar{x})^2 / N}\right)^4}, \quad (1.17)$$

where $\mu_4$ is the $4^{th}$ moment about the mean value and $\sigma$ is a standard deviation of the signal. It is a common practice to subtract the value 3 from the result obtained with usage of Equation (1.17) which is explained by the fact that after this operation the kurtosis of a normal distribution equals zero.
1.7.2 Narrow-band Features

The next group of diagnostic indicators popular in CMS are narrow-band features. This group is dedicated to compute energy in bands which are selected according to the kinematic configuration of the system. This group of analysis could be used for most kinematic components including shafts, gearboxes, and bearings. Depending on the CMS the width of the band used for the definition of narrow-band features can vary. One of popular approaches is to set a bandwidth as a percentage of characteristic fault frequency, e.g. band-width equal to 3% of this frequency. Although it is possible to compute a precise value of the frequency corresponding to a kinematic component, provided the rotational speed is measured correctly, the band for narrow-band energy computation is usually selected as a much wider one. It is due to the approximations in signal processing as well as the slippage phenomena observed during contact of machine elements.

One approach for computing the energy in a band is to filter the signal in time domain $x_{NB}$ and compute its RMS as defined in Equation (1.11). Another methodology makes usage of Parseval’s theorem which allows the computation of RMS directly from a vibration spectrum $X$ according to the equation

$$x_{NB,\text{rms}} = \sqrt{\frac{1}{N} \sum_{n=1}^{N} x_{NB}^2[n]} = \sqrt{\frac{1}{M^2} \sum_{k=f_L}^{f_H} |X[k]|^2},$$

(1.18)

where $f_L$ represents a lower frequency of a filter, $f_H$ is its upper frequency, and both have integer values. $M$ corresponds to the number of samples in the bandwidth from $f_L$ to $f_H$.

Any of the statistical indicators mentioned in section 1.7.1 can be computed from a narrow-band filtered signal, but it is not very popular in CMS.

1.7.2.1 Gearbox Specific Features

Apart from the above-mentioned features, there are some indicators proposed specifically to detect a gearbox fault [Tow97]; [SP05]; [VKŠ05]; [SSE11]. Some examples are listed below.

- Energy ratio ($ER$) – the ratio between the energy of a difference signal, being the remainder of the vibration signal after removing the components excited by a gearbox, and the energy of the regular meshing component expressed as [DL03]

$$ER = \frac{\text{RMS}(d)}{\text{RMS}(r)},$$

(1.19)

where $\text{RMS}(d)$ is the standard deviation of the difference signal and $\text{RMS}(r)$ is the standard deviation of the mesh frequency and its harmonics;
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- Zero-order figure of merit $FM_0$ – the parameter defined as the division of the peak-to-peak value $PP$ and the energy of the mesh frequency and its harmonics $A(i)$ [DL03]

$$FM_0 = \frac{PP}{\sum_{i=0}^{N} A(i)}, \quad (1.20)$$

where $i$ is the number of GMF harmonics;

- Sideband Energy Ratio$^\text{TM}$ ($SER$) – the indicator which gives a ratio between the sum of amplitudes of sidebands and the amplitude of mesh frequency [Han+]

$$SER = \frac{\sum_{i=-6}^{6} A_{S,i}}{A_{GMF}}, \quad (1.21)$$

where $A_{S,i}$ is the amplitude of $i$–th sideband and $A_{GMF}$ is the amplitude of the center mesh frequency. This indicator can be separately calculated for fundamental gear mesh frequency and its harmonics.

The list of dedicated features for gearbox diagnosis is much longer. It could be extended by examples as a sideband level factor [VKŠ05] or sidebands index computed from the signal after the time synchronous averaging [Szc89], and many more [SSE11].

1.7.3 Features of Demodulation Analysis

The fault detection methods based on the demodulation of a signal are called envelope analysis. This group of techniques takes advantage of the fact that the vibration of one element of a rotating machinery influences other components. This phenomenon is sometimes easy to be noticed in the frequency domain of a signal, like in the case of the GMF with visible sidebands which are due to modulation by high and low speed shafts. The modulation is not always as easy to spot and can be hidden in a wide-band noise, like in the case of REB faults which are detectable in the resonance frequencies of the machine. In order to achieve that separation of low frequency components related to impacts of REB from high frequency signal, typically above 4 kHz, the envelope analysis is used. This procedure for detection of a REB fault is presented in Figure 1.7.

The envelope analysis method consists respectively of a band-pass filter of a signal carrying information on a bearing fault, a demodulation, and Fourier transform computation of the envelope signal. More details on the methodology are given in chapter 5. Some CMSs use the envelope analysis and compute features based on results of this technique. An example of feature is the narrow-band RMS computed from the envelope spectrum at the frequency corresponding to the characteristic fault frequency.

It is important to note that rotating machinery components such a REB and gear defects excite resonance frequencies [Bra86]. Thus the fault changes the modulation of the signal
related to these components. In the case of REB diagnosis the demodulation is performed to find characteristic fault frequencies in the envelope spectrum, but tracking the changes of demodulation signal also brings the information of changes in the machinery health, so the modulation could be used to spot and evaluate fault development and condition of the rotating machinery.

Apart from this, the modulation phenomenon is also used for gearbox diagnosis. An example is the feature called $NB4$ computed from the envelope of the analytic signal $E$

$$E = |\pi[\tau]| = \sqrt{a^2[\tau]} + \mathcal{H}\{a^2[\tau]\}$$

where $a[\tau]$ is an input analogue band-passed signal and $\mathcal{H}\{\cdot\}$ is the Hilbert transform. $NB4$ is calculated as the time averaged kurtosis of the envelope of the signal $E$ that is band-pass filtered about the mesh frequency [DL03]. $NB4$ is determined by dividing the $4^{th}$ statistical moments of the envelope signal, raised to the second power

$$NB4 = \left\{ \frac{1}{M} \sum_{j=1}^{M} \left[ \frac{1}{N} \sum_{i=1}^{N} (E_{ij} - \bar{E})^2 \right] \right\}^{\frac{1}{2}}$$

Figure 1.7: Procedure for envelope analysis using Hilbert transform technique [HR00].
where $\bar{E}$ is the mean value of the enveloped signal, $N$ the total number of data points in time record, $M$ the number of averages, $i$ the index of data points in time domain, and $j$ the index of time record in averaged period.

1.8 Reliability Analysis

The important aspect and capability of a CMS is the possibility of the time prediction concerning the safe and reliable operation of the machine. It is among the biggest benefits delivered by a CMS. As pointed out in [Hen+09] the phase of the maintenance decision making is the least developed in CMS. One way to perform this step is a trend analysis which is based mostly on engineering experience. Another popular way for this prediction is the calculation of the remaining useful life (RUL) of mechanical components.

[Hen+09] describes two basic approaches for the evaluation of the RUL. One is ‘model-based’ which means that the model of failure is created. It could be done by physical or mathematical means, e.g. the crack growth is simulated and by measuring the size of the crack it is possible to calculate the RUL. This approach needs a reliable information on the state of machinery which is not always available. The other technique is called ‘data-driven’ and is based on a statistical processing of historical data. It could either use multiple historical cases if available or extrapolate the health indicators of the monitored component into the future. Each approach needs trends of features resulting from the data processing step of the CMS. A good review of a prognostic implementation is presented in [BLJ06]. Moreover, this subject is of permanent interest of researchers. An example of that is a paper on multi-branch Hidden Markov Models applied on multi-state systems [LCB14] where the novel model for the RUL estimation is proposed. This approach takes into the account multiple degradation mechanisms of a mechanical system.

1.9 Standards and Regulations

As the wind industry matures, the established methods used in WT monitoring are becoming official standards. The two main regulations are International Organization for Standardization (ISO) [ISO15b] and Verein Deutscher Ingenieure (eng. Association of German Engineers) (VDI) [VDI14]. Moreover, it happens that an insurance company requires to meet some internal specifications like Allianz Zentrum für Technik (AZT), that is why this section is focused only on ISO and VDI standards.

VDI is an engineering association and one of its interests is wind turbine industry, thus the VDI 3834 comes into existence. This standard is entitled Measurement and evaluation of the mechanical vibration of wind turbines and their components and covers the machines from 100 kW of nominal power. This standard does not foresee the upper limit, since it turned out, that bigger units do not require other zone boundaries. There are separate releases of VDI 3834 dedicated to:
• Wind turbines with gearbox – Part 1;
• Direct drive wind turbines (without a gearbox) – Part 2.

At present only Part 1 of the VDI 3834 is available and in comparison to its first edition from 2009 there is no longer distinction of onshore and offshore wind turbines – both types are covered by one document only. Part 2 is in preparation.

The VDI 3834 series of guidelines provides information about the measurement and the evaluation of the mechanical vibration of wind turbines and their components. Described instructions on measurement and interpretation includes:

• Nacelle and tower;
• Rotor bearing with roller bearings;
• Gearbox;
• Generator;
• Requirements made of the measuring device;
• Mounting and connection of the vibration transducers;
• Operating condition during measurements.

Each subsection concerns wind turbine components and consists of information about characteristic quantities, measuring positions and directions. The document describes the evaluation criteria of vibration. RMS values of vibrations are divided into three amplitude level for each component. The 1\textsuperscript{st} level means a good component condition suitable for running in continuous operation. The 2\textsuperscript{nd} level consists of vibration values that might be tolerated, but continuous operation may cause a wind turbine failure. This level requires the investigation of which excitations are responsible for the increase of that value. The fall within the 3\textsuperscript{rd} level is regarded as dangerous and a damage of wind turbine components could happen. The representation of those thresholds is presented in Figure 1.8.

It is important to notice that VDI 3834 it not mentioned in vibration-based CMS. The document explicitly points out that recommended vibration guide values are not suitable for use as limit values in CMS. It is also noted that individual threshold setting and more advanced analysis is required by vibration-based CMS installed in wind turbines to provide early detection of faults.

The recently published, May 2015, ISO 10816-21 is the international standard, which describes the guides for horizontal axis WT with a mechanical gearbox and output power exceeding 200 kW. The standard is entitled \textit{Mechanical vibration – Evaluation of machine vibration by measurements on non-rotating parts – Part 21: Horizontal axis wind turbines with gearbox.} This standard is in line with [VDI14] and also points out that the vibration-based
condition monitoring systems installed in wind turbines for early faults detection require more advanced analyses than are described in ISO 10816-21. Similarly to VDI standard the ISO document states that given values of limits are not suitable for use in CMSs. Moreover, ISO 10816-21 point out that following documents present requirements for CMSs [ISO02]; [ISO05]; [ISO b].

The ISO 16079-1 is entitled Condition monitoring and diagnostics of wind turbines – Part 1: General guidelines and seems to be a standard we are the most interested in, but this document is under development. This leaves us with the international standard ISO 13373 which is entitled Condition monitoring and diagnostics of machines – Vibration condition monitoring and has following parts:

- Part 1: General procedures;
- Part 2: Processing, analysis and presentation of vibration data;
- Part 3: Basic techniques for diagnostics (under preparation).

The ISO 13373 is neither dedicated to apply at WT nor indicates that it is the machine which needs other treatment. Thus, this standard can be used by a WT’s dedicated CMS. ISO 13373-1 describes guidelines for vibration condition monitoring of machines. While ISO 13373-2, contains guidelines for the processing, presentation and analysis of the vibration data thus obtained, and that can be used for diagnostics to determine the nature or root causes of problems. This standard describes the acquisition part of the system with general information on signal conditioning, analog and digital systems, signal conditioners, and filtering. Afterwards data processing and analysis are characterized including time domain analysis, frequency domain analysis, display of results during operational changes, real-time analysis and real-time bandwidth, order tracking (analog and digital), octave and fractional-octave
analysis, cepstrum analysis, and other techniques. This gives a wide range of tools to select from which are suited for various applications.

Another standard closely related to condition monitoring in more general way, neither the technique is specified nor a list of the machine types addressed is included, is ISO 13379, which is entitled *Condition monitoring and diagnostics of machines — Data interpretation and diagnostics techniques*. This standard consists of three parts:

- Part 1: General guidelines [ISO12];
- Part 2: Data-driven applications [ISO15a];
- Part 3: Knowledge-based applications.

The first part of ISO 13379 describes procedures for the data interpretation and diagnostics of machines. Among others, it is intended to give an appropriate approach to achieve a diagnosis of machine faults. The second part of ISO 13379 contains guidelines that can be used to determine the condition of a machine relative to a set of parameters characterizing the normal behaviour of a machine. A CMS described in this standard presents a modern system which is suited to monitor a specific machine. The technique usually applied by this data-driven CMS is pattern recognition followed by pattern classification. The third part is not published yet.

A parent standard for the above-mentioned is ISO 17359 [ISO11]. It is entitled *Condition monitoring and diagnostics of machines — General guidelines* and applies to all machines. This standard tackles vast number of issues and is not restricted to any technique which can be used in CMS. Thus the ISO 17359 is a good document to start building a condition monitoring of any type of machine.

### 1.10 CMS Installation

As the major interest of this thesis is the development of WT CMS an example of such an installation is presented in this section. This case is the CMS prototype developed for the European Innovation Project KAStrion which is described in section 2.4.

This thesis considers the most popular nowadays WT type which is a horizontal axis wind turbine with gearbox and rotor operating upwind [The15]. There are also numerous other WT configurations [Hau06] including direct-drive concept.

The main objective of vibration-based CMS is to supervise the health of drive train components including

- Main bearing;
- Gearbox;
Figure 1.9: Localization of sensors for vibration-based CMS of WT with a planetary gearbox for the Innovation Project KAStrion.

- Generator.

The common approach is to detect faults of these parts and its sub-components by the usage of kinematic information, which allows to compute characteristic fault frequencies of mechanical components.

The vibration-based condition monitoring configuration of the WT drive train used within Innovation Project KAStrion is presented in Figure 1.9. It consists of six sensors for measuring the acceleration on non-rotating parts as well as the measurement of operation parameters. The second group includes the speed of high speed shaft (HSS), output power, orientation of the nacelle, and wind measurement. As [Jab12] points out, a modern CMS requires to conduct an advanced data validation of measured signals. Another advantage of state-of-the-art systems is the possibility of sending to a server and to diagnostics experts not only values of computed features, but also raw data for further analysis. An exhaustive study on the optimal configuration of a CMS is presented in [Jab12].
AStrion is a data-driven and fully automatic spectrum analyser. This approach for signal processing is under development in GIPSA-Lab. AStrion can serve as a core of a CMS. In this chapter a general introduction to AStrion idea is given. A short explanation on the function of each signal processing step, which is called a module of the AStrion tool, is also presented. The following section contains a deeper explanation on selected modules of AStrion and its results which are used as an input for methods proposed in this thesis. This chapter is concluded by a section on the European Innovation Project KAStrion, which this thesis is a part of.

2.1 System Architecture

As a minimum, AStrion requires a discrete time signal and its sampling frequency to perform the analysis of a single time domain signal. However, by using additional inputs as the rotational speed signal or the kinematic information on the system configuration it is possible to perform additional AStrion analysis. Figure 2.1 shows the way of processing a single time signal. In 2012, the AStrion algorithm consisted of three modules:

- AStrion-D – Data validation module executes a number of test to verify the quality of a measured signal. This module tests time domain as well as time-frequency domain of the inspected signal. Furthermore, a non-stationarity index of the investigated signal is computed. More details on this AStrion step are presented in [MM09]; [MM10] and in section 2.2.1;

- AStrion-I – Identification of peaks in an investigated signal. This module analyses the signal and performs several spectral estimations to classify its spectral content.
AStrion-I provides the so-called identity cards of each detected frequency pattern. The identity card for each peak among others includes its amplitude, frequency, class (sine wave, narrow band, noise, and alarms, as well as transitional classes), probability of misclassifying, and local signal-to-noise ratio (SNR). This AStrion module is based on the PhD thesis [Dur99];

• AStrion-H – Harmonic and sideband detection module seeks for patterns in the identity cards of an investigated signal. This module groups series of peaks which are harmonics of a fundamental frequency. In the second step, each peak within a detected harmonic series is assumed to be potentially a carrier frequency. The algorithm tries to find frequency peaks which belong to its modulation pattern, such a group is called sideband series. More details on AStrion-H can be found in [GMM13]; [MMG13] as well as in section 2.2.2.

2.2 Details on Selected AStrion Modules

This section covers the aspects of AStrion methodology which are the most important to understand signal processing methods presented in this thesis. The explanation of algorithms includes their outputs, which are simultaneously inputs for the other AStrion modules. Some of these results are also utilized as inputs for the proposed methods.
2.2. Details on Selected AStrion Modules

2.2.1 AStrion-D – Data Validation

The aim of AStrion-D module is to verify the quality of the analysed signal. A number of tests is performed including time saturation test, Shannon sampling test, non-stationarity detection tests, and periodicity tests. A lot of details on the algorithms applied in this module can be found in [HM06]; [MM09]; [MM10]. This section focuses only on the results of AStrion-D module which are essential for the following.

Among other results, AStrion-D computes a spectrogram of the signal and detects non-stationary time-frequency points. The two tests for detection of non-stationarities of the signal are detailed in [Mar05]; [MM09]. The first test detects time and frequency non-stationarity based on the time-frequency representation of the signal. This test is the binary hypothesis test which divides all the time-frequency tiles into one of the following subsets:

- the time-frequency tiles whose process is random and stationary, and eventually added with a deterministic process;
- the time-frequency tiles whose process in non-stationary.

This classification is performed for each frequency and is specified from the Neyman-Pearson criterion. The second test is performed in the frequency domain and it is proposed to avoid an influence of the time and frequency resolution of a time-frequency approach. This test is based on the normalized-variance properties of a spectral estimator. An example of the detected non-stationarities by this tests is shown in Figure 2.2. As it can be spotted from the legend of the right-hand figure, the level of the non-stationarity is evaluated and divided into four groups. The lowest non-stationarity is represented by a blue colour (level 1) while the highest level of detected non-stationarity is represented by a red colour (level 4).

From this thesis point of view, another important output of AStrion-D is a non-stationarity index [MM09]. This feature is computed by the fusion of the algorithm results from the time domain and from the frequency domain. More precisely, the frequency domain test consists of two different non-stationarity detections; the first is the detection of non-stationarities in the frequency projection and the second is the detection by normalized variance test in the TF representation of the signal. In this way a global non-stationarity index of the TF plane is obtained. The following equation shows how this index is evaluated

\[
StatIndex = \left\lfloor \frac{t_{Det}}{P} \times \frac{f_{Det} - f_{NonConf} + f_{New}}{K} \times 100 \right\rfloor,
\]

where \( \lfloor \cdot \rfloor \) represents a floor operation, \( t_{Det} \) is the number of the non-stationary time segments, \( P \) is the number of all time segments in a spectrogram, \( f_{Det} \) is the number of frequency channels with detected non-stationarity obtained in the first frequency domain test, \( f_{NonConf} \) is the number of non-confirmed frequency channels with respect to the total number of segments in a spectrogram and also can be seen as a false alarm rate computed in the second frequency domain test, \( f_{New} \) is the number of new frequency channels detected in the second frequency domain test, and \( K \) is the Fourier channel number.
A stationary signal has $StatIndex = 0\%$ whereas $StatIndex = 100\%$ corresponds to a fully non-stationary signal. Based on this value, AStrion-D informs the user that a signal is stationary or raises a warning or alarm, depending on the value of the stationary index.

### 2.2.2 AStrion-H – Harmonics & Sidebands

The task of this module is to identify and characterise frequency patterns in an investigated signal. As mentioned in section 2.1, AStrion-H uses the identity cards to group the detected peaks into two categories of series. The first one contains harmonics which are integer multiples of a fundamental frequency. The second group contains sideband series which are detected around a peak belonging to a harmonic series. One sideband series is distinguished by a carrier frequency and a modulation frequency, thus, for one harmonic series, AStrion-H can detect separate sideband series for the different peaks of the series. In addition to this multiple sidebands, series can be found for each peak being considered as a carrier frequency. The visualisation of various sideband series corresponding to one harmonic series is presented in Figure 2.3.

The harmonic and sideband pattern detection is performed with certain rules which can be found in [GMM13]; [MMG13], but more important from this thesis point of view is the
characterisation of detected series by features computed by AStrion-H. For each harmonic series $\mathbf{H}$, the following indicators are computed:

- the fundamental frequency of the series $\mathbf{H}$ expressed in $Hz$ – it is allowed that the fundamental frequency is not present and then the series starts from the second harmonic;
- the number of peaks constituting the series $\mathbf{H}$ – some gaps in $\mathbf{H}$ are allowed;
- the energy of the series $\mathbf{H}$ computed according to
  \[ E = A_1^2 + A_2^2 + \ldots + A_n^2, \]  
  \[ (2.2) \]
  where $A_i$ is the amplitude of peak $i$ present in the series $\mathbf{H}$, $i$ is greater than or equal to 1, has integer values up to $n$, and $i$ equal to 1 corresponds to the fundamental frequency;
- the density of $\mathbf{H}$ which characterises the number of missing peaks in the series $\mathbf{H}$. This feature has a value from 0 to 1 and is expressed as
  \[ \text{Den} = \frac{N(\mathbf{H})}{r_{\text{max}}}, \]  
  \[ (2.3) \]
  where $N(\mathbf{H})$ is the number of peaks in $\mathbf{H}$ and $r_{\text{max}}$ is the rank of the last harmonic in $\mathbf{H}$;
- the richness of $\mathbf{H}$ which indicates the size of the series relative to the entire spectrum of the signal. This indicator can have a value from 0 to 1 and is computed in the following way
  \[ \text{Rich} = \frac{r_{\text{max}}}{\nu_F}, \]  
  \[ (2.4) \]
  where $\lfloor \cdot \rfloor$ is an integer operator, $\nu_i$ corresponds to the value of the fundamental frequency of the series $\mathbf{H}$, and $\nu_F$ is the highest detected frequency in the investigated signal;
Chapter 2. AStrion Approach

- the total harmonic distortion (THD) of the series $H$ which expresses the classical measurement of the harmonic distortion \cite{Slo01}. It is computed in the following way

$$THD = \sqrt{\frac{A_2^2 + A_3^2 + \ldots + A_n^2}{A_1^2}},$$  

where the energy $A_i$ is the amplitude of peak $i$ present in the series $H$, $i$ is greater than or equal to 1, has integer values up to $n$, and $i$ equal to 1 corresponds to the fundamental frequency.

The features computed for the sidebands series are similar to the ones for harmonic series. The differences are

- Instead of the fundamental frequency, the carrier frequency and the modulation frequency represent the general identification of a sidebands series;
- Each of the above-mentioned features is computed separately for the left- and right-hand side of the carrier frequency.

2.3 Outlook of AStrion

AStrion presented in section 2.1 is the state of the development of this idea in 2012, at the beginning of this thesis. In order to present to the reader the whole idea the research parallel to this thesis is briefly mentioned.

One additional module has been developed to allow AStrion operate on the signal after order tracking. It is called AStrion-A, which stands for the angular resampling module, and it performs resampling from time-frequency domain into angle-order domain before AStrion-ADIH modules provided the speed signal is available. This order tracking operation serves to suppress non-stationarities of spectral components which originate in mechanical phenomena and are caused by small speed variation during the signal acquisition. Details of this algorithm can be found in \cite{Fir+14}.

Apart from the modules presented throughout this thesis, there are two additional AStrion modules, which work as a core of a data-driven CMS. The first one tracks the time-frequency component module, AStrion-T. It tracks the results produced by all previous modules from time signals which are acquired in different time stamps. AStrion-T produces the trends of all the features computed by AStrion-ADIH modules (in practice it also takes into account the results of modules proposed in this thesis). The second module is AStrion-S which is the surveillance of the system. The goal of it is to fuse all available information in order to detect abnormal trends without setting predefined thresholds. Alarms raised by this module should serve the user as an early information on upcoming failures. A flowchart of AStrion-S operation is presented in Figure 2.4. The details on AStrion-T can be found in \cite{GMM14}; \cite{GMM15}; \cite{Ger15}, while AStrion-S module is still under development.
2.4 Innovation Project KAStrian

The Innovation Project KAStrian is entitled *Current and vibration analysis for a preventive and predictive condition based maintenance in offshore wind farms*. It was funded by the European Institute of Innovation and Technology (EIT) through KIC InnoEnergy which is a European company for innovation, business creation and education in sustainable energy. This project is performed by an international consortium of academic and industrial partners which are Grenoble INP, INP Toulouse, EC Systems, CETIM, VALEMO, and MECAL. Further details can be found also on-line at [http://www.gipsa-lab.fr/projet/KASTRION/](http://www.gipsa-lab.fr/projet/KASTRION/).

KAStrian aims at maximizing the production time of offshore wind turbine farms by delivering a complete condition monitoring system. The Innovation Project KAStrian is business oriented and aims to deliver a maintenance system in the wind energy sector. Targeted customers are wind energy operators, expert and service companies in wind energy turbine monitoring, and wind turbine manufacturers. The business opportunity is based on the assumption that the maintenance and condition monitoring of wind farms are key to achieve a reliable prediction of the production capacity as well as to minimise the downtimes of machines. Therefore it is an important factor to maximize the revenue stream of wind farms.

KAStrian’s solution to minimize the maintenance cost of wind turbines is twofold. Firstly the KAStrian CMS is built upon a stand-alone analysis system which delivers an innovative on-site pre-diagnostic of the machine based on a multi-modal spectral monitoring technology. Secondly this CMS is connected to a tailored diagnostic center which delivers a periodic

---

![Flowchart of the AStrion tracking and surveillance modules - multiple signals usage.](image-url)
reporting on the technical state of each machine of the farm as well as provides an on-line access to the current information on the state of supervised systems.

The unique concept of the KAStrion CMS is the main differentiator face to systems present on the market. The advantages of KAStrion start at the system prototyping and validation. Thanks to the CETIM test rig designed and built as a small scale imitation of a wind turbine drive train it is possible to create typical faults and check the implemented algorithms on signals captured during the changing health condition of selected components. In addition to CMSs available on the market, KAStrion also offers poly-phase electrical analysis. Moreover, KAStrion is reliable due to maximal possible autonomy of AStrion algorithms with a minimal user dependencies. Most settings are signal dependent and are selected internally. Finally, thanks to cooperation with Valemo the prototype version of the system has been installed on two WTs which provided the possibility of a signal processing algorithm validation on real-world WT signals.

This study is a development of the CMS called KAStrion. Throughout this thesis some signal-processing methods are proposed to fulfil the objectives of KAStrion by improving and completing AStrion methodology presented in section 2.1.
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3.1 State of the Art

For reliable operation of CMSs it is important to compare diagnostic features computed from signals acquired under constant load and speed of investigated machine as well as similar operational conditions, as pointed in [BZ09a]; [JB13]. Generally, the established methods used in diagnosis and CMS cope well with stationary signals. However, in the case of a small speed fluctuation, the order tracking method [FM97] is applied and in the majority of cases this is sufficient for a proper diagnosis. The challenge starts in the case of a continuous and high variation of the machine operating conditions or load, as in the case of a WT. That is why even a CMS supplied with the best post-processing algorithms will have real difficulties working on non-stationary signals. It explains the need for the selection of the best stationary signal for a robust condition monitoring and diagnosis.

An interesting way to deal with the problem of changing operational conditions in a gearbox diagnosis is presented in [BZ09a]. The authors proposed a feature which is plotted against operational parameter, in the presented case it is a rotational speed, that changes linearly in a limited range of operating conditions. However, this paper does not address an issue of a data selection and a rejection of samples with possible external impacts not related to the operation of the machine in the real-world condition.
The diagnosis of rolling-element bearings working under changing operational condition is also of big interest. An example could be [MZ11], where the authors propose to filter out impact signals related to the bearing fault. This approach is oriented to detect a specific type of a fault by taking into account the whole provided signal and thanks to a normalization it is an adaptive method suited for the non-stationary time-series.

There are various approaches to detect a change in the signal stationarity. There are model-based methods [BB83]; [Pop99] and statistical parameters driven [Oli+90]; [BN91]; [WW04], but recently the most popular ones employ a time-frequency (TF) signal representation [LD98a]; [Bor+10]; [Sou+12]; [Mar05].

There are various application domains for the above-mentioned non-stationary detection techniques including speech processing, image processing, vibroacoustic signals, automatic analysis of biomedical signals, or even seismic signals. However, an advantage of applying these methods in fault detection is not well proven and rather they can serve as an auxiliary tool. For fault detection facilitation a feature related to detected non-stationarity has been introduced. In the literature there are also proposals of stationary index estimation which are based on TF plane only, as in [LD98b], or combine time and TF non-stationarity detection, as in AStrion-D described in section 2.2.1.

The selection of a stationary part of a vibration signal by cropping out its TF representation is proposed in this chapter. This technique takes advantage of the method already applied in AStrion and briefly described in section 2.2.1.

This chapter proposes to use the results of non-stationary detection in TF representation and select the biggest possible part of the signal with the lowest non-stationarity. It is called cropping out time-frequency plane since the output of this algorithm is a truncated time signal in terms of its time duration as well as frequency range. A similar approach has been presented in [Zil06], but this is applied on low probability of intercept radar data and has a goal to isolate a modulation.

3.2 Stationary Signals

The definition of the stationarity is based on the statistical properties of the signal and it says that a signal is strictly stationary (ergodic) while its statistical properties does not change with time [OSB98]. Moreover, a signal weakly stationary, also described as a wide-sense stationary signal, can be defined if only its first and second order moment meets the above-mentioned condition. If the probability distribution varies with time, the signal is non-stationary.

In an engineering approach it is important to bear in mind that speaking about stationary and non-stationary signals, it is the probability distribution of the signal that is referred to, and not the process which generates this signal [NK03].
3.3 Cropping out a Time-Frequency Representation

3.3.1 Framework

The considerations in this chapter are based on the detection of a non-stationarity in a spectrogram which has been briefly introduced in chapter 2.2.1. More details are given in [MM09]; [Mar05]. The discrete time signal $x[n]$ of the length $N$ and sampling frequency $F_s$ can be represented in a TF plane as the spectrogram

$$S_x[n,k] = \frac{1}{NF_s} \left| \sum_{m=0}^{N-1} x[m]w[m-nD]e^{-2\pi jkm/K} \right|^2,$$

(3.1)

where $k$ is the frequency variable, $w[m]$ is the time window, $D$ is the time-shift of the window, and $K$ is the Fourier bin number.

Launching AStrion-D, all the tiles corresponding to non-stationary events in the TF representation of the signal are detected, as illustrated in Figure 2.2 (b). Based on this non-stationarity detection results, this thesis proposes further processing in order to extract a TF area which has a lower stationary index, the index being recalled in Equation (2.1).

The following glossary is adopted:

- **Tile** – a single bin of the TF representation;
- **Time segment ($t_{seg}$)** – a subset of the spectrogram $S_x[n,k]$ which meets the following condition
  $$\mathcal{L}_x[n] = \{(n,k) \in \mathbb{R}^2 / \exists S_x[n,k] \text{ for a given } x[n]\},$$

  (3.2)
  $\mathcal{L}_x[n]$ is a cross section of $S_x[n,k]$ at constant time $n$;
- **Frequency segment ($f_{seg}$)** – a subset of the spectrogram $S_x[n,k]$ which meets the following condition
  $$\mathcal{L}_x[k] = \{(n,k) \in \mathbb{R}^2 / \exists S_x[n,k] \text{ for a given } x[n]\},$$

  (3.3)
  $\mathcal{L}_x[k]$ is a cross section of $S_x[n,k]$ at constant frequency $k$;
- **Area ($A$)** – a selected part of the TF representation.

The terminology is also illustrated in Figure 3.1.

3.3.2 Details of the Cropping Time-Frequency Plane Method

To assure a manageable computation time and usability of obtained results, some presumptions on the signal under study have been made. First of all, the selected frequency segments always start from the minimal frequency equal to $0 \text{ Hz}$. This selection is made because of
the nature of vibration signals, which are object of this study. A lot of valuable information is present in the relatively low frequency, that is the frequency corresponding to fundamental characteristic frequency value and its first few harmonics. Moreover, this restriction assures that the computation time is highly reduced for the proposed iterative method. Secondly, the selected area has to be rectangular. It is determined by the further usage of the obtained result, which makes the post-processing of the cropped signal feasible. Thirdly, the minimal number of the time segments has to be determined. This value depends upon the required spectral frequency resolution $\Delta f$ of the signal, which in turn depends on the mechanical system under investigation. Finally, the minimal number of the frequency segments has to be defined as well. As a general rule we propose to use at least $10\%$ of the original signal length and $5\%$ of the available frequency range (Nyquist frequency divided by two), but these values could be changed according to the user requirements.

The minimal duration of the signal can be adjusted according to the system. It is enough to determine the lowest frequency of interest which is present in the investigated mechanical system. It could be the slowest characteristic shaft frequency or a fault frequency of the rolling-element bearing, let it be $f_{\text{min}}$. Then the minimal signal length to capture this phenomenon is expressed as

$$t_{\text{min}} = \frac{1}{f_{\text{min}}}.$$  \hspace{1cm} (3.4)

In the case of processing a real-world signal it is advised to double the obtained time $t_{\text{min}}$ or even multiply it by the factor of 4 since the more full cycles of mechanical related vibration are registered, the easier it is to obtain relevant results.

Similarly, the minimal frequency range could be determined according to the investigated system. Let $F_{\text{inv}}$ be the frequency corresponding to the investigated mechanical component, then the minimal frequency range to capture should be at least the double value which is expressed as

$$f_{\text{min}} = 2 \cdot F_{\text{inv}}.$$  \hspace{1cm} (3.5)

The goal of the proposed method is to select the biggest possible area from the TF representation which is stationary up to a certain level. The quantity $T_i$ is used as the measure of
3.3. Cropping out a Time-Frequency Representation

the stationarity of the area and it is inspired by the non-stationarity rate definition proposed for AStrion-D [MM09]. The \( T_i \) is defined as

\[
T_i = \frac{NST_i}{AT_i} \cdot \frac{NSF_i}{AF_i} \cdot 100\%,
\]

where \( NST_i \) is the number of time segments containing non-stationary tiles in the considered time range \( AT_i \), and \( NSF_i \) is the number of frequency segments containing non-stationary tiles in the considered frequency range \( AF_i \). Based on the user needs the accepted level of non-stationarity, referred to as a threshold \( T_S \), can be adapted and only the area which meets the condition

\[
T_i \leq T_S
\]

is considered as an allowable result for further cropping. The selection of the \( T_S \) value is important. Please note that \( T_S = 0\% \) applied on real-world noisy signals is a too low value, since it is a frequent phenomenon that some non-stationary spectral component appears. Based on tested examples the threshold value \( T_S \) is fixed to 4\%, which allows to reduce the non-stationarity of the signal after cropping operation as well as to preserve a sufficient time duration of the investigated signal. Moreover, the threshold \( T_S = 4\% \) is the beginning of the serious warning on the non-stationarity of the signal proposed in [MM09].

Figure 3.2 presents the detailed flowchart of the iterative algorithm for selecting the stationary part of the signal. It consists of two loops. The first one, the main loop with blocks in light blue colour, is to select the time tile to start with \( t_0 \) and preserve the biggest area \( A_i \) for the starting conditions. The second loop is executed under the first one and iterates through the TF plane to select the biggest area \( A_i \) which fulfills the condition with a selected threshold \( T_S \). The blocks of this loop are in dark blue colour. Finally, the algorithm selects the biggest area \( A_{\text{max}} \) among all the results kept in the main loop \( A_i \). Afterwards, the \( A_{\text{max}} \) is used for cropping the signal.

The cropping operation on the signal is executed without any filter application. In the proposed approach the first step to obtain the result is to truncate the signal in the time domain according to the \( A_{\text{max}} \). The next step is to make use of the selected frequency band and analyse the signal only up to evaluated frequency, which is possible in AStrion. This method enables the operation only on the specified part of all the frequency segments of the signal spectrum.

An important part of the algorithm is a decision block in the centre of Figure 3.2. \( (T_i < 6 \cdot T_S ?) \) operation has a function of stopping the inner loop of area seeking. This condition uses a multiplied value of the defined threshold \( T_S \) in order to allow the algorithm to include in the final result non-stationarities gathered in one region of the TF signal representation in the case of a big stationary area is present after this non-stationary tiles. Thanks to this condition, the algorithm does not stop immediately after encountering an area which does not meet the defined conditions but instead of that it keeps looking for a possible bigger area with the non-stationary tiles below the defined threshold value \( T_S \).

The algorithm presented in Figure 3.2 has a priority to increase the selection area in the frequency direction. Nevertheless, it is proposed to execute the same iterative algorithm the
Figure 3.2: Flowchart of cropping, with the frequency priority setting, the TF representation of a signal.
3.4 Validation on a Simulated Signal

Table 3.1: Changes to perform to blocks in Figure 3.2 to obtain time priority version of AStrion-C algorithm.

<table>
<thead>
<tr>
<th>Frequency priority</th>
<th>Time priority</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decrease the number of tiles in the frequency direction and increase in the time direction</td>
<td>Decrease the number of tiles in the time direction and increase the number of tiles in the frequency direction</td>
</tr>
<tr>
<td>Increase the number of tiles in the frequency direction</td>
<td>Increase the number of tiles in the time direction</td>
</tr>
</tbody>
</table>

second time on the signal with a change to time priority. It is simply applied by changing the action performed after checking the condition ($T_i < 2 \cdot T_S$) in the manner presented in Table 3.1.

The implementation of the block executed in the case that the condition ($T_i < 2 \cdot T_S$) is not met is more complex than presented in Figure 3.2. Additional parameters are defined and two different scenarios in this situation are possible. The first one is a decrease of the number of frequency segments and increase of the number of time segments by the value of one provided that in the previous iteration $i-1$ the area is not increased in the time direction and in the iteration $i-2$ the area is not decreased in the frequency direction. Otherwise, the second scenario is performed which is the increase in the frequency direction only. In the case of time priority these conditions are defined in the same manner but time and frequency indexes are reversed. This procedure allows to steadily increase the prioritized direction.

3.4 Validation on a Simulated Signal

The above-described signal processing method has been tested on a simulated signal. The signal is prepared to contain strong non-stationarities made of two frequency components. One component has a constantly increasing frequency value from 10 Hz to 30 Hz and another is reversed. The signal has also a pure sine wave component at 15 Hz for a finite duration at the beginning of the signal as well as a wide-band noise at frequency around 33 Hz also during restricted time of the signal duration in the middle of it. To all those pure frequency components a white noise is added with the SNR equal to 15 dB.

The signal has parameters as listed in Table 3.2. The time domain view of the signal is presented in Figure 3.3 and spectrogram of the signal in Figure 3.4 (a) along with non-stationary tiles detected by AStrion-D in Figure 3.4 (b). AStrion-D computed the non-stationarity rate which equals to 48% for this simulated signal.

The time signal has been divided into 96 time segments and 513 frequency segments. Assuming that a minimal signal duration at the input of the algorithm is 10%, $t_{\text{min}}$ equals to 10 time segments. Thus, the algorithm has performed 86 iterations as presented in Figure 3.2 starting from time segments $t_0$ equal to 1 and has the highest value equal to 86 as the following
Figure 3.3: Simulated signal in the time domain.

Figure 3.4: Simulated signal in the frequency domain (a) spectrogram computed by AStrion-D and (b) its non-stationarities detected in the signal. The non-stationarity rate computed by AStrion-D equals to 48%.
Table 3.2: Simulated signal parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sampling frequency</td>
<td>100 Hz</td>
</tr>
<tr>
<td>Number of samples</td>
<td>25,000</td>
</tr>
<tr>
<td>Signal duration</td>
<td>250 s</td>
</tr>
</tbody>
</table>

Figure 3.5: Presentation of AStrion-C result represented by dashed lines; (a) spectrogram and (b) its non-stationarities detected in the signal. The non-stationarity rate for the selected part of the signal computed by AStrion-D equals to 4%.

Moreover, to give an insight view of the inner steps of the proposed algorithm the sub-iterative searching of the biggest area is presented. The result corresponds to the smaller loop of the algorithm presented in Figure 3.2 while the $j$ is equal to 2 and $i$ is iteratively increased. This iteration starts from time segments in a range $2 - 12$, this can be noted from Figure 3.6 (a), and a range of the frequency segments equal to $1 - 25$. During this iteration of
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Figure 3.6: Evolution of parameters during the iterative searching of the biggest area to be cropped. (a) number of time segments, (b) number of frequency segments, and (c) size of area. The vertical dashed magenta lines show the 185th iteration that corresponds to the biggest area $A_{\text{max}}$ selected by AStrion-C.

Figure 3.7: Evolution of the $T_i$ during the iterative searching for the biggest area in the iteration corresponding to $j$ equal to 2. The vertical dashed magenta line shows the 185th iteration that corresponds to the biggest area $A_{\text{max}}$ selected by AStrion-C for the investigated signal.

The algorithm 222 sub-iterations are performed and changes of basic parameters are shown in Figure 3.6 as well as a $T_i$ value computed for each verified area is presented in Figure 3.7. In all figures presenting the details of sub-iterations there is a dashed magenta line which represents an iteration with the biggest area meeting the condition $T_i < T_S$, in the presented example it is at 185th sub-iteration. The selected area is depicted by a dashed magenta lines in Figure 3.5 and captures the time segments from 2 to 96 and frequency segments up to 127, which corresponds to the frequency 12.38 Hz.

This result is exploited further on by a cropping operation. This starts from the signal truncation in the time domain for the length corresponding to the time segments which creates the final area. Subsequently, the selection of the frequency range of the cropped signal is applied. This operation is performed without any filter operation but the frequency truncation is managed internally by AStrion – selected percentage of full spectrum is further analysed. The non-stationarity index computed by AStrion-D for selected area equals 4%, which is a significant difference in comparison to the non-stationarity index of an original signal.
3.5 Conclusions and Perspectives

The presented example illustrates that the proposed algorithm is able to select a stationary part of a signal. This result is presented in Figure 3.5 and intuitively one can say that the area marked out by a dashed line is an appropriate selection. For the internal purpose of validation, this algorithm has been used on a vast number of signals, which includes simulated and real-world signals starting on simple examples and finishing on more complex ones, in terms of richness of spectral components. In section 6.3 the application of AStrion-C on a real-world signal measured on the test rig will be described. Another example will be presented in section 6.4 with the use of the proposed algorithm on a WT vibration signal of 60 s length with a significant speed fluctuation.

The validation of the proposed algorithm allows us to integrate it into the whole AStrion methodology. AStrion-C can be thus considered as a means to deal automatically with non-stationary signals, which is a necessity for a usage within an automatic CMS. The presented examples show that it is possible to select more stationary part of the signal relevant for a further analysis.

Apart from its usage presented in this chapter, AStrion-C has a potential to be employed for a signal acquisition and more precisely its validation. The presented method for the stationary signal selection could be used for recording the best possible signals from an online measurement by a CMS.

Another perspective for the proposed algorithm is the selection of stationary areas from a signal containing strong impacts. Such a signal could make a diagnosis of a machine very difficult. An example of this situation is a power press, which works with frequently and constantly repeated impacts.
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This chapter is dedicated to describe a signal-processing methods proposed for automatic usage of the available information on the system within AStrion methodology. This chapter starts with a description of state of the art including the explanation of the dependencies of the components geometry with the characteristic frequency generated by the machinery. The proposed method is then described in section 4.2 and validated on a real-world vibration signal in section 4.3.

4.1 State of the Art

Characteristic fault frequencies arise from the geometry of the mechanical parts of an investigated system and help to find and identify the origin of a fault. These frequencies are easy to estimate for such components as gears, shafts, and rolling-element bearings (REBs), which are important parts of a wind turbine drive train. An overview of the known fault frequencies concerning WTs is given in section 1.6.

In the case of gearboxes, a characteristic pattern of vibrations due to teeth meshing is always generated and its changes indicate a fault. Figure 4.1 (a) presents a technical drawing of a spur gear with its basic dimensions and Figure 4.1 (b) shows a vibration signal model
of a faulty gearbox for the case of a local damage as well as a distributed one, both figures are cited from [Ran11]. Figure 4.1 (b) presents time domains and frequency domains of both types of faults. Sidebands of the GMF are present in the local and distributed faults, but only the second one presents a clear amplitude modulation pattern in the time domain signal.

REBs do not produce characteristic vibration patterns in a good condition, but in the case of a failure the appearance of certain signal patterns informs about a corresponding type of damage. An established method for REBs diagnosis is the so called envelope analysis [RA11]. Figure 4.2 shows dimensions of a REB in its top part and model vibration signals generated by common fault types. Vibration patterns are presented in time domain as well as an envelope signal is given.

The equations to calculate the values of the characteristic fault frequencies of a rotating machinery are presented in Table 4.1, where \( f_r \) is the shaft speed expressed in Hz, \( z \) is the number of teeth of a gear, \( n_r \) is the number of rolling elements in a bearing, \( d_r \) is the diameter of the rolling elements, \( d_p \) is the pitch diameter, and \( \phi \) is the angle of the load from the radial plane.

Table 4.1 presents formulae based on theoretical models for calculating the characteristic frequencies of rotating machinery components and are referred to as theoretical values. It is important to notice that in the case of a REB, the characteristic fault frequencies as BPFO, BPI, FTF, BSF assume no slippage, whereas it must occur when the bearing is running. This is the reason why the actual characteristic frequencies may vary slightly in the real-world applications in comparison to these theoretical values. In practice, it is normal to see a random variation of the theoretical REB characteristic fault frequencies in the order 1–2% [RA11].
4.1. State of the Art

通常，旋转频率 $f_r$ 只能在风力发电机的高速轴（HSS）上测量。在这种情况下，有必要计算每个轴上的相对值 $f_r$。这种重新计算是通过使用当前齿轮箱阶段在调查系统中的速度比来执行的。

此外，CMS 的一个标准方法是基于系统，并直接使用特征频率来计算健康指标，而不是分析先前获得的谐波和调制系列。没有一种方法能仅使用 kinematic 信息来为早期获得的谐波和调制系列添加信息，如在随后部分所示。

因此，提出了一种自动方法来将之前检测到的模式与特征故障频率相关联，这种方法被称为 AStrion-K。该技术的详细信息和挑战将在下一节中介绍。

![Figure 4.2: A drawing of a REB with its typical faults [RA11].](image)
Table 4.1: Selected formulae for calculating characteristic fault frequencies [Ran11].

<table>
<thead>
<tr>
<th>Fault frequency name</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Shaft</strong></td>
<td></td>
</tr>
<tr>
<td>Shaft Speed Frequency</td>
<td>( SSF = f_r )</td>
</tr>
<tr>
<td><strong>Gearbox</strong></td>
<td></td>
</tr>
<tr>
<td>Gear Mesh Frequency</td>
<td>( GMF = f_r \cdot z )</td>
</tr>
<tr>
<td><strong>Rolling-element bearing</strong></td>
<td></td>
</tr>
<tr>
<td>Ball-Pass Frequency of Outer Race</td>
<td>( BPFO = \frac{n_r f_r}{2} \left{1 - \frac{d_r}{d_p} \cos(\phi)\right} )</td>
</tr>
<tr>
<td>Ball-Pass Frequency of Inner Race</td>
<td>( BPFI = \frac{n_r f_r}{2} \left{1 + \frac{d_r}{d_p} \cos(\phi)\right} )</td>
</tr>
<tr>
<td>Fundamental Train Frequency</td>
<td>( FTF = \frac{f_r}{2} \left{1 - \frac{d_r}{d_p} \cos(\phi)\right} )</td>
</tr>
<tr>
<td>Ball Spin Frequency</td>
<td>( BSF = \frac{f_r \cdot d_p}{2d_r} \left{1 - \left(\frac{d_r}{d_p} \cos(\phi)\right)^2\right} )</td>
</tr>
</tbody>
</table>

4.2 Characteristic Fault Frequency Association

The proposed method for kinematic information usage is a data-driven approach. It requires an a-priori interpretation of a spectral content of a signal as well as a harmonic and sideband pattern recognition which are provided by AStrion-IH performed earlier. The spectrum identification pre-requisite is obtained by AStrion-I briefly described in section 2.1 and more details are given in [Mai+06]. The proposed algorithm assumes also that the harmonic series and modulation sideband series are detected previously with the method described in section 2.2.2. In this section the proposed algorithm associates characteristic fault frequencies with previously detected harmonic and sideband series. It is an iterative method, which performs an association with each characteristic frequency provided by the kinematic information of the system.

In the first step of this method the characteristic frequencies have to be calculated for each mechanical component as shown in Table 4.1. In order to compute it automatically for the investigated signal the measured rotational speed and the list of characteristic frequencies expressed in orders is needed for this operation. The order values originate in the order tracking method mentioned in section 1.5.1 and are equivalent to the characteristic frequencies computed for the rotational speed equal to 1 Hz. The order values are expressed in the unit of orders. The order values are popularly used as a reference, since they can be directly applied on a signal after angular resampling, which is also called order tracking. More details on the resampling can be found in [FM97]; [Ran11]; [Fir+14].
4.2. Characteristic Fault Frequency Association

In the case of more complex systems, such as a wind turbine drive train, the mechanical components are carried by several shafts. It is popularly done in the case of wind turbines that only a high speed shaft speed is measured, which serves as a reference shaft. As a consequence, the speed of other shafts has to be calculated from the gear ratios. This permits to reduce the cost of sensors for the measurement of the rotational speed.

The association of the characteristic fault frequencies is performed in two steps. Firstly, the harmonic series which meet a criterion are identified as candidates for the association. The second step is the selection of one final candidate. These two steps are executed for the harmonic series and afterwards the same set of operations is performed on the modulation sidebands series. The association details are explained separately for rolling-element bearings and other components in the following subsections.

4.2.1 Shafts and Gearboxes Association

The selection step is based on a relative difference between the theoretical $f_t$ and the detected $f_d$ value of the characteristic fault frequency defined as

$$ RFD_i = \left| \frac{f_{d,i} - f_{t,j}}{f_{t,j}} \right| \cdot 100\% < \eta, $$

where $i$ is the index of a series, $j$ is the index of a characteristic frequency calculated for the investigated kinematic configuration, $f_{d,i}$ is the fundamental frequency of the detected series, $f_{t,j}$ is the theoretical frequency based on the system kinematics. Only series with a value of $RFD_i$ lower than a threshold $\eta$ are kept. It is selected that $\eta$ equals to 1% of the investigated theoretical frequency $f_{t,j}$.

Usually, a real-world signal has so many peaks detected that even in a small range defined by the threshold $\eta$ there are numerous candidates for the association. The second step is to select only one series for the final association. The association of series with the characteristic fault frequencies corresponding to shafts and gearboxes is intuitive. The proper series $S_j$ to be associated is selected as the one with the lowest $RFD_i$ value among the candidates from the first step of the association

$$ S_j := \{ b \in RFD : b \leq a \forall a \in RFD \}, $$

where $RFD$ is a set of all relative frequency difference values kept from the first step of the association algorithm for the inspected characteristic frequency.

4.2.2 REB Association

The REBs are always subject to the slippage phenomenon mentioned earlier which causes the variation of the measured and the theoretical frequency in the order 1-2% [RA11]. This issue is addressed in AStrion-K module, which has never been attempted before. This is the reason for the proposal of a different association method for REBs.
The first step of the association is similar to the one performed for the other mechanical components and defined in Equation 4.1. The difference is in the threshold $\eta$ which is proposed to be bigger and equals to $\eta + \delta \eta$. Then the condition for selecting the candidates for the association is the following

$$RFD_i = \left| \frac{f_{d,i} - f_{t,i}}{f_{t,j}} \right| \cdot 100\% < \eta + \delta \eta,$$

(4.3)

this change is due to the slippage phenomenon. We propose to use $\eta + \delta \eta$ equal to 2%.

In the case of rolling-element bearings the lowest $RFD_i$ value is not a sufficient indicator because of the slippage phenomenon, which can be random. As a consequence, earlier computed $RFD_i$ is not used at all for the final selection of one candidate and an additional parameter is proposed. It is a bearing series indicator defined as

$$BSI_i = \frac{E_i}{E_{max,i}} + \frac{Den_i}{2},$$

(4.4)

where $E_i$ is the energy of the series under investigation, see Equation (2.2), $E_{max,i}$ is the energy of the series with the highest energy among the series selected in the first step, and $Den_i$ is the density of the series, see Equation (2.3). These features are computed by AStrion-H which is presented in section 2.2.2. $BSI_i$ can have a value from 0 to 1, where the highest value describes a series with the highest energy among selected candidates and without gaps within the peaks constituting a series. Therefore, the series $B_j$ with the highest $BSI_i$ is selected to be associated to a REB characteristic fault frequency

$$B_j := \{b \in BSI : b \geq a \forall a \in BSI\},$$

(4.5)

where $BSI$ is a set of all bearing series indicator values kept from the first step of the association algorithm for the investigated characteristic fault frequency.

The $BSI_i$ factor has been determined after an empirical inspection of numerous examples from real-world signals acquired on different systems.

### 4.2.3 Additional Remarks

The above explanation gives details on a single iteration of the proposed method to associate one characteristic frequency. Figure 4.3 shows a flowchart of the proposed method and indicates its iterative workflow.

The closest to the proposed method found in literature [Gel+00] uses a different amplitude and frequency estimation of the spectral content and associates a single frequency and not a detected harmonic or sideband series, as well as does not precisely indicate the condition of decision making for harmonic frequency selection. Additionally, a slippage phenomenon which occurs in REB is also considered in this thesis.
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Figure 4.3: Flowchart of the characteristic fault frequency association algorithm.
There is one major difference in the results of the proposed method for harmonic and sideband series. In the first group each occurrence of a characteristic frequency is unique: only one harmonic series can have an association with a particular characteristic frequency. Whereas, in the final result of sideband series association a multiple number of these series can have a label with the same name of a characteristic frequency. It is caused by the fact that for each carrier frequency of a detected modulation series, one characteristic fault frequency can be associated.

Moreover, the kinematic module is optional for AStrion and it is possible to execute all other AStrion modules without kinematic data. Nevertheless, the employment of the kinematic information makes the interpretation of AStrion results easier by highlighting the most relevant patterns detected by AStrion-H in the investigated spectrum which arise from mechanical parts of investigated system.

In section 4.3 a few examples of $BSI_i$ on real-world data are presented. For chosen mechanical components, the $RFD_i$ value of all series selected in the first step as candidates for association are given along with other features that describe harmonic and sideband series.

### 4.3 Validation

The validation of the proposed method is performed on a real-world signal. This decision has been made because of the nature of the presented algorithm which is dedicated to work on complex signals with a vast number of spectral components. Moreover, with a simple simulated signal it would be too trivial to obtain a good performance of AStrion-K, especially the REB association would be hard to test due to the slippage phenomenon which causes a random variation of the frequency. Therefore, for the validation of the proposed signal-processing method, a single vibration signal originating in GOTIX test rig is used. This section opens with a description of the GOTIX test rig and it is followed by the detailed results of AStrion-K on a selected signal.

#### 4.3.1 GOTIX

The GOTIX test rig is a simple set-up designed for the fault characterisation of an electrically driven mechanical system within ‘GOTIX’ project (http://www.gipsa-lab.grenoble-inp.fr/projet/gotix/).

Figure 4.4 presents the most important kinematic components of this test rig and Figure 4.5 shows the gearbox of the test rig. The GOTIX test rig consists of a single stage of parallel gearbox and bearing supporting its two shafts. It is equipped with a three-phase asynchronous motor of a nominal power equal to 55 kW. The test rig operates at a constant speed and the aim of the ‘GOTIX’ project is to observe the wearing effect of the gearbox.
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![Diagram of main mechanical components of the GOTIX test rig]

Figure 4.4: Main mechanical components of the GOTIX test rig.

Table 4.2: Characteristic frequencies of the GOTIX test rig gears expressed in orders.

<table>
<thead>
<tr>
<th>Component name</th>
<th>Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>GMF</td>
<td>57</td>
</tr>
<tr>
<td>High speed shaft = smaller wheel relative frequency</td>
<td>3.8</td>
</tr>
<tr>
<td>Low speed shaft = bigger wheel relative frequency</td>
<td>1</td>
</tr>
</tbody>
</table>

The gearbox works as a multiplier which has a ratio equal to 1 : 3.8. The GOTIX test rig is not complicated from the mechanical point of view, henceforth it is used for the purpose of the validation of the proposed method. The list of characteristic fault frequencies which originate in gearbox-related components is given in Table 4.2 and bearing ones in Table 4.3. These two tables contain the theoretical values of the characteristic frequencies computed as defined in Table 4.1. The values in Tables 4.2 and 4.3 are given in orders which means that they are calculated for a shaft speed equal to 1 Hz. Moreover, the frequency of each component is calculated assuming that the test rig works with the speed of low speed shaft equal to 1 Hz. The speed of the high speed shaft is calculated with the application of the gear ratio as well as the characteristics orders of REBs supporting the high speed shaft are recalculated accordingly. Please note, that the GOTIX test rig is equipped with four identical REBs, but in the kinematic list used as an input for AStrion-K their characteristic order values are the same only for the bearings working on the same shaft, see Table 4.3.

The test rig is equipped with the sensors to record various parameters. The installed measurement channels include such sensors as:

- 6 accelerometers;

Table 4.3: Characteristic frequencies of the GOTIX test rig bearings expressed in orders.

<table>
<thead>
<tr>
<th>REB name</th>
<th>BPFO</th>
<th>BPFI</th>
<th>FTF</th>
<th>BSF2</th>
</tr>
</thead>
<tbody>
<tr>
<td>NU 206 E = Bearing 1 &amp; 2</td>
<td>5.24</td>
<td>7.76</td>
<td>0.4</td>
<td>4.97</td>
</tr>
<tr>
<td>NU 206 E = Bearing 3 &amp; 4</td>
<td>23.48</td>
<td>33.55</td>
<td>1.56</td>
<td>20.56</td>
</tr>
</tbody>
</table>
Figure 4.5: The gearbox of the GOTIX test rig.

Table 4.4: The GOTIX test rig signal parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sampling frequency</td>
<td>25,600 Hz</td>
</tr>
<tr>
<td>Number of samples</td>
<td>2,048,000</td>
</tr>
<tr>
<td>Signal duration</td>
<td>80 s</td>
</tr>
<tr>
<td>LSS speed</td>
<td>$\sim 473.75$ RPM</td>
</tr>
<tr>
<td>HSS speed</td>
<td>$\sim 1800$ RPM</td>
</tr>
<tr>
<td>Torque</td>
<td>$\sim 206$ Nm</td>
</tr>
</tbody>
</table>

- 1 tachometer sensor;
- 2 optical encoders;
- 1 torque-meter;
- 3 current probes;
- 3 voltage probes;
- 4 thermocouples.

The vibration signal used in this section originates in an accelerometer placed on the housing of the gearbox close to the bearing 4, which is the bearing supporting high speed shaft from the generator side. This accelerometer is oriented vertically and it is referenced to as 24RV. The data acquisition parameters along with the operational conditions are presented in Table 4.4.
4.3. Validation

4.3.2 AStrion-K Results

The signal is processed by AStrion-DIH as described in chapter 2. As a result, 13,573 spectral components are identified and AStrion-H detects 948 harmonic series and 106,841 sideband series. These harmonic and sideband series are used to be associated with the characteristic frequencies listed in Tables 4.2 and 4.3.

Some examples of the proposed method results together with their middle steps are presented in Table 4.5. Each of the examples is separated with a double horizontal line and the series to be selected for the final association is in the highlighted row. A double vertical line divides the data available from the previous AStrion steps on the left-hand side, and AStrion-K information on the right-hand side. The ‘Theoretical frequency (Hz)’ column contains the values of the characteristic fault frequencies after taking into account the value of the rotational speed. In the investigated case the reference speed equals to 473.75 RPM and after changing the unit it is equal to $\sim 7.9$ Hz, so as a preparation for association all the values of characteristic orders, presented in Tables 4.2 and 4.3 need to be multiplied by $\sim 7.9$ Hz. For example, in the GMF frequency it results in a value of 450.065 Hz as a characteristic frequency for further association.

The first two examples show an association of the shaft frequencies with the previously detected harmonic series. In the first case, it occurred to be very easy since only one harmonic series is present in the range of the low speed shaft frequency and AStrion-K labels this harmonic series as corresponding to the frequency of this shaft. The second example shows that two harmonic series are selected as possible candidates for the association, according to Equation (4.1). After that, the series with the lowest $RFD_i$, as defined in Equation (4.2), is selected to represent the high speed shaft frequency. The $BSI_i$ value is not computed in these cases because it is used only for bearings and this information is available together with the names of the characteristic frequencies.

The third example shows the process of association of the BPFI characteristic fault frequency of the bearings 1 and 2. Because of the fact that exactly the same type of rolling-element bearings is used multiple times and they are operate at the same speed in the investigated system, it is not possible to distinguish between these mechanical components since their characteristic fault frequencies are the same. In the first step of AStrion-K, the algorithm selected four harmonic series that meet the condition given in Equation (4.3). All the selected candidates have the $RFD_i$ value lower than two. In the second step of the proposed algorithm, the values of $BSI_i$ are calculated according to Equation (4.4) and the harmonic series with the highest, as defined in Equation (4.5), $BSI_i$ is selected for final association.

The fourth example presented in Table 4.5 shows the association of the GMF to a harmonic series. In the first step, AStrion-K selected three harmonic series and the final selection is based on the lowest value of $RFD_i$, which is equal to 0.007. Such a high precision is expected from the gearbox-originating spectral component and to double-check the correctness of this association one can compare the number of peaks and energy of this series with other proximate
series. The high values of these features are an indication that AStrion-K properly associated the GMF frequency.

The last three examples presented in Table 4.5 are very trivial. Each presents the association of the low speed shaft frequency with a modulation series around the fundamental GMF frequency, its 2\textsuperscript{nd}, and 3\textsuperscript{rd} harmonic respectively. In all these cases only one sideband series is selected in the first step of AStrion-K and associated afterwards. This simple example presents the important difference of the proposed method results between harmonic and sidebands series. It illustrates the possibility of association of the same characteristic frequency with multiple sidebands series with a different carrier frequency. In the case of harmonic series each characteristic frequency could be associated only once for all the harmonic series detected in the investigated signal. For these examples a sign ‘|’ in some cells is used to distinguish the feature values between left-hand and right-hand side of the carrier frequency.

4.4 Conclusions and Perspectives

The presented example shows step by step the operations of the proposed algorithm for the association of the detected spectral patterns in the signal with the theoretical characteristic frequencies corresponding to the mechanical components of the investigated system. These results show that AStrion-K algorithm can accomplish the research of the characteristic frequencies. The method for selecting a bearing characteristic fault frequency is also proposed and it gives an approach to deal with a slippage phenomenon present in bearings during their operation.

The proposed method can be easily used in an automatic and data-driven CMS. It is ready for an efficient labelling of the spectral component of mechanical origin. What is more, the result of this method could be simply employed to compute a component specific health indicator which could help precisely to identify a problem present in the system. For example the ratio of the first and second harmonic amplitudes of a harmonic series associated with a shaft could inform about a misalignment problem. Such an indicator could be computed for series associated with the characteristic frequency of a shaft only.
Table 4.5: Detailed results of AStrion-K on the example of GOTIX 5797th Track 1 signal. Possible association results selected according to Equations (4.1) and (4.3) are grouped between double lines and final series to be associated are highlighted.

<table>
<thead>
<tr>
<th>Type</th>
<th>Freq. (Hz)</th>
<th>Carrier freq. (Hz)</th>
<th>Modulation freq. (Hz)</th>
<th>Number of peaks</th>
<th>Energy $(10^{-5})$</th>
<th>Density</th>
<th>Selected component name</th>
<th>Theoretical freq. (Hz)</th>
<th>RFD$_i$</th>
<th>BSI$_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Harmonic</td>
<td>7.894</td>
<td>—</td>
<td>—</td>
<td>5</td>
<td>0.2</td>
<td>0.714</td>
<td>Low speed shaft</td>
<td>7.896</td>
<td>0.02</td>
<td>—</td>
</tr>
<tr>
<td>Harmonic</td>
<td>30.002</td>
<td>—</td>
<td>—</td>
<td>4</td>
<td>9.2$^{-5}$</td>
<td>0.6</td>
<td>High speed shaft</td>
<td>30.004</td>
<td>0.006</td>
<td>—</td>
</tr>
<tr>
<td>Harmonic</td>
<td>30.261</td>
<td>—</td>
<td>—</td>
<td>3</td>
<td>9.9$^{-5}$</td>
<td>0.9</td>
<td>High speed shaft</td>
<td>30.004</td>
<td>0.857</td>
<td>—</td>
</tr>
<tr>
<td>Harmonic</td>
<td>60.157</td>
<td>—</td>
<td>—</td>
<td>4</td>
<td>0</td>
<td>0.5</td>
<td>Bearing 1 &amp; 2.BPFI</td>
<td>61.272</td>
<td>1.82</td>
<td>0.25</td>
</tr>
<tr>
<td>Harmonic</td>
<td>60.708</td>
<td>—</td>
<td>—</td>
<td>3</td>
<td>0.1</td>
<td>0.75</td>
<td>Bearing 1 &amp; 2.BPFI</td>
<td>61.272</td>
<td>0.92</td>
<td>0.475</td>
</tr>
<tr>
<td>Harmonic</td>
<td>61.034</td>
<td>—</td>
<td>—</td>
<td>3</td>
<td>0.5</td>
<td>0.5</td>
<td>Bearing 1 &amp; 2.BPFI</td>
<td>61.272</td>
<td>0.388</td>
<td>0.75</td>
</tr>
<tr>
<td>Harmonic</td>
<td>61.717</td>
<td>—</td>
<td>—</td>
<td>3</td>
<td>0.3</td>
<td>0.75</td>
<td>Bearing 1 &amp; 2.BPFI</td>
<td>61.272</td>
<td>0.726</td>
<td>0.675</td>
</tr>
<tr>
<td>Harmonic</td>
<td>446.806</td>
<td>—</td>
<td>—</td>
<td>3</td>
<td>76</td>
<td>0.75</td>
<td>Gearbox, GMF</td>
<td>450.065</td>
<td>0.724</td>
<td>—</td>
</tr>
<tr>
<td>Harmonic</td>
<td>450.032</td>
<td>—</td>
<td>—</td>
<td>15</td>
<td>2,749,000</td>
<td>1</td>
<td>Gearbox, GMF</td>
<td>450.065</td>
<td>0.007</td>
<td>—</td>
</tr>
<tr>
<td>Harmonic</td>
<td>453.261</td>
<td>—</td>
<td>—</td>
<td>3</td>
<td>62</td>
<td>0.75</td>
<td>Gearbox, GMF</td>
<td>450.065</td>
<td>0.71</td>
<td>—</td>
</tr>
<tr>
<td>Sideband</td>
<td>—</td>
<td>450.32</td>
<td>7.895</td>
<td>8</td>
<td>11</td>
<td>10</td>
<td>0.8</td>
<td>0.917</td>
<td>7.896</td>
<td>0.007</td>
</tr>
<tr>
<td>Sideband</td>
<td>—</td>
<td>900.063</td>
<td>7.895</td>
<td>17</td>
<td>36</td>
<td>3220</td>
<td>0.944</td>
<td>1</td>
<td>7.896</td>
<td>0.007</td>
</tr>
<tr>
<td>Sideband</td>
<td>—</td>
<td>1330.095</td>
<td>7.895</td>
<td>18</td>
<td>17</td>
<td>4160</td>
<td>1</td>
<td>1</td>
<td>7.896</td>
<td>0.007</td>
</tr>
</tbody>
</table>

4.4. Conclusions and Perspectives
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All-Sidebands Demodulation – AStrion-M
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5.1 State of the Art

The demodulation operation aims to extract the original baseband signal by removing the modulation effect. Compared to the traditional Fourier transform, which assumes that the investigated signal is a sum of a number of sine waves, the Hilbert transform (HT) allows to analyse the signals constituted of a single but modulated sine wave. The vibration signals have multi-component content and this is the reason why HT can be applied only after the filtering of a single component from the signal.

The demodulation is successfully applied in gearbox fault diagnosis for years. [McF86] presents the use of amplitude and frequency demodulation for a fatigue crack in a gear and concludes that a phase modulation detection is important in the early fault detection. [ML96] introduce a model-based demodulation scheme to derive amplitude and phase modulation signals from a gear’s vibration signal average. [Bri+97] proposes two methods for adaptive demodulation for the detection of the gear crack. [Cha+12] states that for a gearbox working under changing operational conditions there are amplitude and frequency modulations present simultaneously, which is relevant in the wind turbine application. There is still interest to derive more from the demodulation. [CG11] proposes some new health indicators based on
the amplitude demodulation obtained from the time synchronous averaging of a signal to make the proposed technique adaptive. And a number of other developments about demodulation is proposed in [Tow97]; [SP05]; [Fen+12]; [Mei12]; [CR14]; [RCS14b]; [Fen+15]. Moreover, the demodulation technique is also used on electrical data for gearbox diagnosis [MK06].

The demodulation technique also proved its value for REB fault detection. In this case the amplitude demodulation is widely used and some examples are given in [MD03]; [LS10]; [RCS14a]. An exhaustive description of methods used for REB diagnostics, including the demodulation, is given in [RA11]. The main interest for bearing diagnostics is the so called narrowband envelope analysis. In general, this method performs the amplitude demodulation of a selected bandwidth in order to find the REB fault frequencies. The optimal bandwidth depends on the system, so there is a number of methods for selecting a carrier frequency and its spectral bands for a demodulation [BJ10]; [BJ11]; [OWZ14]; [LLW15]. The need for those techniques arises due to the fact that for bearing diagnosis it is recommended to select the appropriate resonance frequency of bearing for each investigated case separately.

For both, gearboxes and REBs, the demodulation techniques proposed in the above-mentioned papers are focused on the demodulation of one selected band, or the selection of this band. Mostly these techniques are best for separate diagnosis of a case, which is a disadvantage for an automatic CMS.

[Zh +14] presents statistical condition indicators as RMS, Crest Factor, Kurtosis, and Peak-to-Peak computed from the amplitude and frequency modulation functions. However, there are no details on the technique to obtain the demodulated signal. The narrow-band analysis is mentioned along with the amplitude and frequency modulation, but this paper also points out that these analyses are not limited to narrow-band signals. In [Zh +14] the band to demodulate is selected arbitrarily.

As mentioned above there are multiple advantages of the demodulation technique used in the fault detection. Therefore, this chapter proposes a data-driven and automatic demodulation method which is referred to as AStrion-M. It proposes to perform the amplitude and frequency demodulation of all-sidebands previously detected by AStrion-H, as described in section 2.2.2. Thanks to the usage of the AStrion-H results, this method does not need a manual selection of the carrier frequency nor the demodulation bandwidth. The advantage of this approach for the demodulation is that this operation is applied according to spectral content of the signal only. Moreover, the proposed method performs demodulation of all the modulation sidebands detected in the investigated signal and does not try to find only one demodulation bandwidth, as it it described in the literature. The health indicators proposed by this method give an insight in the health of the mechanical components which cause a modulation and are automatically computed for all the modulation series detected in an investigated signal.

The details of each step of AStrion-M algorithm are described in the next section and afterwards a validation of this method is presented with the usage of a simulated signal in section 5.3.
5.2 Details of Algorithm

5.2.1 Signal Model and Method Overview

A discrete signal $y[n]$ is considered as the sum of a band-limited deterministic part $s[n]$ and a wide-band random part $e[n]$

$$y[n] = s[n] + e[n].$$  \hspace{1cm} (5.1)

$s[n]$ can be expressed as

$$s[n] = A[n] \cos(\Phi[n]),$$  \hspace{1cm} (5.2)

where $A[n]$ is the amplitude modulation and $\Phi[n]$ is the instantaneous phase modulation.

The amplitude modulation can be written as

$$A[n] = A_0 (1 - \alpha \cos(2\pi f_a n)),$$  \hspace{1cm} (5.3)

where $A_0$ is the average amplitude, $\alpha$ is the amplitude modulation index, and $f_a$ is the frequency of the amplitude modulation function.

The instantaneous phase $\Phi[n]$ and instantaneous frequency $F[n]$ modulation functions are written as

$$\Phi[n] = 2\pi f_0 n + \beta \sin(2\pi f_\Phi n),$$
$$F[n] = f_0 + \beta f_\Phi \cos(2\pi f_\Phi n).$$  \hspace{1cm} (5.4)

where $f_0$ is the carrier frequency, which depends on the rotational speed and the resolution of the tachometer, $\beta$ is the frequency modulation index, and $f_\Phi$ is the frequency of the phase modulation function. Since the signal is modulated simultaneously in the amplitude and frequency, the Fourier series expansion $s[n]$ of Equation (5.2) is

$$s[n] = A_0 \sum_{k=0}^{+\infty} (J_k(\beta) + \alpha J_{k+1}(\beta)) \cos(2\pi (f_0 \pm k f_\Phi) n),$$  \hspace{1cm} (5.5)

where $k$ is the order of the sideband, $k = 0$ corresponds to the carrier frequency, and $J_k(\cdot)$ is the Jacobian polynomial of order $k$. $\beta$ is determined by

$$\beta = \frac{f_0}{f_\Phi} \cdot r_{FM} \cdot \frac{2\pi}{\Delta \phi},$$  \hspace{1cm} (5.6)

where $\frac{2\pi}{\Delta \phi}$ is the tachometer resolution that specifies the number of tachometer samples per revolution, and $r_{FM}$ is the frequency modulation rate, which rarely exceeds 10\% for a rotating shaft. As the frequency modulation yields an infinite number of sidebands, the Bedrosian theorem is not respected. However, under the hypotheses [Pac+13] that

- the carrier frequency $f_0$ is significantly higher than the frequency modulation frequency $f_\Phi$;
- the sideband power becomes negligible at the maximum frequency of $A[n]$;
the amplitude modulation $A[n]$ and the phase modulation $\Phi[n]$ can be recovered from the signal $s[n]$ using the Hilbert transform. The instantaneous frequency modulation $F[n]$ can be obtained from the phase signal $\Phi[n]$.

The demodulation algorithm can be decomposed into two steps. In the first step, the signal is band-pass filtered around the carrier frequency $f_0$, in order to isolate the spectral components irrelevant to the phenomena to be analyzed. In the second step, the amplitude and frequency modulation functions are calculated after a synchronous averaging. The different steps of the algorithm are described in the following subsections. Figure 5.1 presents a flowchart of the proposed method.

5.2.2 Multi-Rate Filtering Technique

As mentioned in section 1.7.3, the envelope analysis which uses the complex filtering to perform the Hilbert transform (HT) [RA11] based demodulation is among the most popular techniques for the REB fault detection. This approach gives very good results for the amplitude demodulation, although it is not as good in the case of the frequency demodulation. Therefore, in order to obtain the best possible precision of the demodulation the multi-rate filtering is proposed in AStrion-M.

The filtering method aims to preserve all of the spectral information within a frequency band $B$

$$B = [f_{inf}, f_{sup}], \quad (5.7)$$

where $f_{inf}$ and $f_{sup}$ are the lower and upper frequency boundaries of the filter, respectively, whereby both should be positive and below the Shannon frequency $\frac{F_s}{2}$. The filter bandwidth is defined by $\Delta B = f_{sup} - f_{inf}$.

The challenge comes if the bandwidth is very small or if the filter band is very close to the extreme values (0 and/or $\frac{F_s}{2}$). The design of a stable filter that satisfies the desired performance is difficult, as a filter is stable at very low order only. As a solution, and as originally used for reduction of the amount of data [MB76], based on a multi-rate filter we propose a new filtering technique that automatically decomposes a difficult filtering task into $N_q$ iterations, each of which is comprised of a chain of three essential operations, as described in subsection 5.2.2.2.

5.2.2.1 Choice of the Filter Bandwidth

On the Fourier spectrum of a signal expressed as in Equations (5.2) and (5.5), the phase modulation will create an infinite number of sidebands, at both sides of the carrier frequency $f_0$, and which are spaced at an even interval $f_\Phi$. The energy of the high-order sideband is often hard to distinguish from the noise level, thus it is decided to demodulate only the frequency bandwidth which carries relevant energy to identify the modulation sideband from the noise. The filter bandwidth is then selected based on the peak identification by AStrion-DI and
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List of modulation sidebands series including $f_{\phi,i}$, $f_{0,i}$, $K_{inf,i}$, and $K_{sup,i}$

Raw vibration signal $y[n]$

Demodulation bandwidth $B_i$, definition

Filtering the signal to obtain $y_B[n]$  

Time Synchronous Averaging to obtain $y_T[\tau]$  

Hilbert Transform to compute $\hat{A}[\tau]$ and $\hat{F}[\tau]$  

Amplitude and frequency modulation features calculation: $\bar{A}$, $PP_A$, $Kurt_A$, $MI_A$, $PN_A$, $E_A$, $\bar{F}$, $PP_F$, $Kurt_F$, $MI_F$, $PN_F$, $E_F$

All sidebands demodulated?  

No: Sidebands series complemented by amplitude and frequency modulation features

Yes: Sidebands series complemented by amplitude and frequency modulation features

Figure 5.1: Proposed demodulation algorithm.
harmonic and sideband recognition by AStrion-H described in chapter 2. Therefore, the filter bandwidth can be chosen as

\[
\begin{align*}
    f_{\text{inf}} &= f_0 + K_{\text{inf}} \times f_\Phi, & K_{\text{inf}} \in \mathbb{Z}, K_{\text{inf}} < 0, \\
    f_{\text{sup}} &= f_0 + K_{\text{sup}} \times f_\Phi, & K_{\text{sup}} \in \mathbb{Z}, K_{\text{sup}} > 0,
\end{align*}
\]  

(5.8)

where \( K_{\text{inf}} \) is the lowest order of the sidebands, and \( K_{\text{sup}} \) is the highest order of the sidebands. The filter bandwidth is proportional to \(|K_{\text{sup}}| - |K_{\text{inf}}|\).

As no preliminary information is available on the modulation, filtering by empirically fixing \( K_{\text{sup}} \) and \( K_{\text{inf}} \) might distort the modulated signal, which may degrade the precision and is not the case for the proposed method. The proposed data-driven method uses an automatic algorithm presented in [GMM13]; [Ger15], and described in section 2.2.2. It is initially applied to identify all of the harmonic series and sidebands of the spectrum, and to calculate the important parameters for the filter design, such as \( f_\Phi \), \( f_0 \), \( K_{\text{inf}} \), and \( K_{\text{sup}} \), as long as the selected sidebands verify Carson’s law [Car22]. Through this approach, all of the detectable sideband orders are taken into account for the demodulation.

### 5.2.2.2 Methodology of the Multi-Rate Filter

The multi-rate filter consists of three basic operations: a frequency shift that applies a negative frequency shift \(-\Delta f_q\) to the entire frequency contents; a filter that filters over the target filter band \( B_q \); and a down-sampling that decimates the signal by a factor \( D_q \).

For the filtering operation, a filter of sharp roll-off is required, and therefore the elliptic filter was selected. Additionally, in the down-sampling operation and the frequency shifting step, a low-pass Butterworth filter is used to avoid the spectrum aliasing, considering its ripple-free feature.

The core operation is the filtering. The other two are preliminary operations that help to carry out the filtering operation under extreme conditions. The down-sampling operation helps to reduce the sampling frequency, and the frequency shifting operation helps to increase the down-sampling ratio to the maximum. Based on these three operations, the iterations of the algorithm are arranged as follows:

- **Initialization**: \( q = 1 \), \( B_0 = B_q \), \( y_0[n] = y[n] \), and \( F_{s,0} = F_{s,y} \).

- **In iteration \((q)\)**:

  1. Verify if the stability criterion of the elliptic filter is satisfied over the target band \( B_q \). If so, go to the step 2, otherwise skip the next step and go to step 3;
  2. Perform a filtering operation over \( B_q \) on \( y_{q-1}[n] \) to get the filtered signal \( y_{B}[n] \), and go to the end;
  3. Perform a frequency shifting operation, which consists of:
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— Calculate the negative frequency shift $-\Delta f_q$. Apply a high-pass filter over $[\Delta f_q, \frac{F_{s,q}-1}{2}]$ on $y_{q-1}[n]$, and carry out frequency shifting to yield

$$y_{shift,q}[n] = \Re \left\{ e^{-2\pi \Delta f_q \frac{n}{F_{s,q}-1}} \times \mathcal{H}\{y_q[n]\} \right\}, \quad (5.9)$$

where $\Re$ is the operator to take the real part, and $\mathcal{H}\{\cdot\}$ is the Hilbert transform;

— $B_q = B_{q-1} - \Delta f_q$.

4 Perform a down-sampling operation;

— Calculate the down-sampling rate $D_q$. Apply a low-pass filter over $[0, \frac{F_{s,q}-1}{2D_q}]$ on $y_{q-1}[n]$, and down-sample the signal as

$$y_{down,q}[n] = \text{Decimate}\left\{y_{shift,q}[n]; D_q\right\}; \quad (5.10)$$

$$F_{s,q} = \frac{F_{s,q-1}}{D_q};$$

5 Update the signal for the next iteration $y_{q+1}[n] = y_{down,q}[n]$. Increment the iteration index $q \leftarrow q + 1$, and perform step (2) again.

• End: $F_s = F_{s,q}$, define the filtered signals as $y_B[n]$.

The great advantage of the proposed method is that it is a data-driven approach. The multi-rate filter can automatically choose the optimal number of iterations and the optimal configurations of the operations.

5.2.2.3 Configurations of the Digital Filters

As mentioned in the section 5.2.2.1 the proposed multi-rate filter uses two types of filters. The elliptic filter is employed for the filtering operation and the low-pass Butterworth filter is used for the down-sampling and frequency shifting steps. The specifications of the filters are presented in Table 5.1.

The multi-rate filter algorithm selects the highest order of the filter that satisfies a stability criterion on the maximum of all of the poles. If the selected filter order is below the lowest feasible to execute order, the filter bandwidth is considered too narrow for the filter design. In this situation, the down-sampling and frequency shifting operations are required. The details of the down-sampling rate selection and the frequency shift steps that are applied in the proposed filtering operation are given in 5.2.2.4.

5.2.2.4 Down-sampling Rates and Frequency Shift Steps

The distribution of the down-sampling rates in all of the iterations is an important configuration of this method, and it depends first on the final sampling frequency $F_s = C \cdot DB$, where
Table 5.1: Specification of the digital filters used in the multi-rate filtering.

<table>
<thead>
<tr>
<th>Type</th>
<th>Butterworth</th>
<th>Elliptic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nature and operations involved</td>
<td>Low-pass &amp; high-pass</td>
<td>Band-pass</td>
</tr>
<tr>
<td>Pass-band ripple</td>
<td>—</td>
<td>0.005 dB</td>
</tr>
<tr>
<td>Stop-band ripple</td>
<td>—</td>
<td>−80 dB</td>
</tr>
<tr>
<td>Stability criterion on the maximum of all of the poles</td>
<td>&lt; 0.95</td>
<td>&lt; 0.996</td>
</tr>
<tr>
<td>Lowest order</td>
<td>10</td>
<td>8</td>
</tr>
</tbody>
</table>

$C$ is a factor between 4 and 10 that ensures a wide filter band and a high sampling frequency at the same time. The overall down-sampling rate $D$ is factorized by $D = 2^{L^{(2)}} q 3^{L^{(3)}}$ by

$$
\{ L^{(2)}, L^{(3)} \} = \arg \max_{\{l^{(2)}, l^{(3)}\} \in \mathbb{Z}^2} \left\{ \frac{F_{s,q}}{F_s} - 2^{l^{(2)}} 3^{l^{(3)}} \right\}
$$

subject to

$$
\frac{F_{s,q}}{F_s} - 2^{l^{(2)}} 3^{l^{(3)}} \geq 0
$$

(5.11)

The factors 2 and 3 are alternatively arranged in a vector $d$

$$
d = \{d_l\}_{L^{(2)}+L^{(3)}} = [2, 3, 2, 3, \ldots].
$$

(5.12)

$L_q^{(2)}$ factors of 2 and $L_q^{(3)}$ factors of 3 will be taken from $d$ in each down-sampling operation, to form the down-sampling factor $D_q$. At the end of all of the iterations, $d$ will be empty $d = \emptyset$. Therefore, the total number of iterations $N_q$ cannot exceed $(L^{(2)} + L^{(3)})$.

In each iteration $(q)$, the algorithm calculates the down-sampling factor $D_q$ by selecting $L_q$ elements from $d$ according to $D_q = \prod_{l=1}^{L_q+1} d_l$, where $L_q$ defines the narrowest band $[0, (F_{s,q-1})/(2D_q)]$ where a low-pass Butterworth filter satisfies the filter stability criterion. $d$ is then updated by removing the first $L_q$ factors $d \leftarrow d/[d_1, \ldots, d_{L_q}]$. If $D_q = 1$, the down-sampling operation will simply be skipped.

The operations aim to down-sample the signal to a sufficiently low sampling frequency to achieve the filter bandwidth $\Delta B$. Hence, the frequency shifting operations will carry the filter band $B$ to $(B - f_{inf})$ where the lower frequency boundary is 0. The total frequency shift is therefore $-f_{inf}$ and is divided evenly into $M$ smaller portions. In each iteration $(q)$, the algorithm takes $M_q$ portions to shift the frequency contents of the signal by $-\Delta f_q = -\frac{M_q}{M} f_{inf}$.

In each iteration $(q)$, by finding the narrowest band $[\frac{M_q+1}{M} f_{inf}, \frac{F_{s,q-1}}{2}]$ where a high-pass Butterworth filter satisfies the stability criterion $M_q$ calculates. $\Delta f$ is then updated by

$$
\Delta f \leftarrow \Delta f - \Delta f_q.
$$

(5.13)

If the above process returns $\Delta f_q = 0$, the frequency shifting operation will be skipped.
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5.2.3 Time Synchronous Averaging

The time synchronous averaging calculates a period-wise average of a periodical signal. It also helps to eliminate all of the spectral content that is incoherent with the period. A review on the available methods for time synchronous averaging is presented in [BK09].

Generally, the period of the signal obtained by the multi-rate filter, which is sampled at $T_y = \frac{F_s}{P}$ points per period, has not an integer number of points per period. Therefore, the signal $y_B$ has to be a-priori resampled with an interpolation to contain an integer number of points per period which is a classical method [McF87a]. The interpolated signal $y_{T_z}[n]$ is further processed by

$$y_{\tau} = \frac{1}{N_T} \sum_{t=0}^{N_T-1} y_{T_z}[tT_z + \tau] \times w[t].$$  \hspace{1cm} (5.14)

where $\tau$ is the discrete time index, $y_{\tau}$ is the averaged of signal $y_{T_z}[n]$, $N_T$ is the total number of periods of $y_{T_z}$, and $w[t], t = 0, \ldots, N_T - 1$ is a window of $N_T$ points. To reduce the border effects of the filtering, we propose to use a Hann window.

5.2.4 Demodulation Based on the Synchronous Averaged Signal

The averaged signal $y_{\tau}$ obtained from Equation (5.14) after the multi-rate filtering can be regarded as band-limited and mono-component, as it contains only one carrier and its associated sidebands. Therefore, a Hilbert transform can be applied to yield an analytical signal [HR00]

$$y_H[\tau] = y_{\tau} + j \cdot \mathcal{H}\{y_{\tau}\},$$ \hspace{1cm} (5.15)

where $j$ is the imaginary unit, and $\mathcal{H}\{\cdot\}$ is the Hilbert transform. $y_H[\tau]$ can be represented by

$$y_H[\tau] = \hat{A}[\tau]e^{j\hat{\Phi}[\tau]},$$ \hspace{1cm} (5.16)

where $\hat{A}[\tau]$ and $\hat{\Phi}[\tau]$ are estimations of the demodulated amplitude $A[\tau]$ and the phase $\Phi[\tau]$, respectively, defined in Equations (5.3) and (5.4), and can be calculated from the modulus and the argument of $y_H[\tau]$

$$\hat{A}[\tau] = |y_H[\tau]|,$$ \hspace{1cm} (5.17)

$$\hat{\Phi}[\tau] = \arctan\left(\frac{\text{imag}(y_H[\tau])}{\text{real}(y_H[\tau])}\right).$$ \hspace{1cm} (5.18)

The demodulated frequency $\hat{F}[\tau]$ can be obtained by differentiating $\hat{\Phi}[\tau]$ [Boa03]

$$\hat{F}[\tau] = \frac{1}{2\pi} \frac{\hat{\Phi}[\tau] - \hat{\Phi}[\tau - 1]}{F_S}.$$ \hspace{1cm} (5.19)

It is worth noting that a frequency domain technique is the most efficient way to obtain an analytical signal, but the time domain method has an advantage of providing an exact linear
Table 5.2: Features calculated from the demodulated amplitude $\hat{A}[\tau]$ and frequency $\hat{F}[\tau]$.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>$\bar{A} = \frac{\sum_{\tau=1}^{T} \hat{A}[\tau]}{T}$</td>
</tr>
<tr>
<td></td>
<td>$\bar{F} = \frac{\sum_{\tau=1}^{T} \hat{F}[\tau]}{T}$</td>
</tr>
<tr>
<td>Peak-to-Peak</td>
<td>$PP_A = \max \hat{A}[\tau] - \min \hat{A}[\tau]$</td>
</tr>
<tr>
<td></td>
<td>$PP_F = \max \hat{F}[\tau] - \min \hat{F}[\tau]$</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>$Kurt_A = \frac{\left( \sum_{\tau=1}^{T} \hat{A}^4[\tau] \right) / T}{\left( \left( \sum_{\tau=1}^{T} \hat{A}^2[\tau] \right) / T \right)^2}$</td>
</tr>
<tr>
<td></td>
<td>$Kurt_F = \frac{\left( \sum_{\tau=1}^{T} \hat{F}^4[\tau] \right) / T}{\left( \left( \sum_{\tau=1}^{T} \hat{F}^2[\tau] \right) / T \right)^2}$</td>
</tr>
<tr>
<td>Modulation index</td>
<td>$MI_A = \frac{\max {\hat{A}[\tau]} - \min {\hat{A}[\tau]}}{\bar{A}}$</td>
</tr>
<tr>
<td></td>
<td>$MI_F = \frac{\max {\hat{F}[\tau]} - \min {\hat{F}[\tau]}}{\bar{F}}$</td>
</tr>
</tbody>
</table>

phase [Fel11]. Therefore, the time domain based approach is selected in AStrion-M, which allows us to exploit the amplitude and frequency modulations.

5.2.5 Features of Modulation Sidebands

It is proposed to use the demodulated signals in the time domain to compute statistical health indicators. Table 5.2 shows the scalar features that are derived from the demodulated functions $\hat{A}[\tau]$ and $\hat{F}[\tau]$. These values serve as mechanical fault indicators since the detected modulation in a vibration signal often has an origin in the deterioration of mechanical components.

A further run of AStrion [Mai+06; GMM13] on $\hat{A}[\tau]$ and $\hat{F}[\tau]$ yields the number of peaks ($PN_A$ and $PN_F$ respectively) and the energy ($E_A$ and $E_F$ respectively) of the harmonic series, which has a fundamental frequency equal to modulation frequency of investigated modulation series. These values contribute to two additional features for $\hat{A}[\tau]$ and $\hat{F}[\tau]$, but they are not always present which is due to the nature of AStrion method described in chapter 2.

5.3 Validation on Simulated Signal

The above-described method is validated on a simulated signal. The signal constitutes of a sine wave modulated in amplitude and frequency simultaneously. In both cases the modulation functions are sine waves. The simulated signal has parameters as listed in Table 5.3. The time domain view of the signal is presented in Figure 5.2. The carrier frequency of the simulated modulation equals to 5000 Hz and the deviation of the modulation equals to 100 Hz. A noise is also added with a SNR = 15 dB. Moreover, two pure sine components are added to the final signal at frequencies equal to 2500 Hz and 7500 Hz to create harmonic series possible to detect by AStrion-H algorithm. More details on AStrion-H can be found in section 2.2.2.
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Table 5.3: Amplitude and frequency modulated signal parameters.

<table>
<thead>
<tr>
<th>Sampling frequency</th>
<th>25,000 Hz</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of samples</td>
<td>250,000</td>
</tr>
<tr>
<td>Signal duration</td>
<td>10 s</td>
</tr>
</tbody>
</table>

Figure 5.2: Simulated signal in the time domain.

Figure 5.3: Detected harmonic series in the simulated signal. AStrion representation of the spectrum with peaks illustrated by two color lines: the blue part at the top corresponds to very low probability of misclassifying the class of the peak, which in this case corresponds to the pure sine wave depicted by red color.

The signal is processed by AStrion-DIH which results in finding one harmonic series with fundamental frequency equal 2500 Hz and two consecutive harmonic peaks. This result is presented in Figure 5.3.

For further comparison all the features proposed to be calculated on the demodulated functions, as shown in Table 5.2, are also computed for the input simulated amplitude and frequency modulation functions, their values are presented in Table 5.4 in the row described as simulated.
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Figure 5.4: Modulation series, detected by AStrion-H, around carrier frequency which is equal to 5000 Hz. AStrion representation of the spectrum with peaks illustrated by two color lines: the blue part at the top corresponds to very low probability of misclassifying the class of the peak, which are sine waves and sine wave / doubt narrow band classes depicted by red line and yellow dashed line respectively. The brown color arrows below the peaks indicate the modulation series and the order of the sideband is marked by the number under the arrow.

Verifying the AStrion-H results on detected modulation sidebands series the bandwidth for proposed algorithm is calculated. Figure 5.4 illustrates detected sideband series for demodulation. This sidebands series has the carrier frequency \( f_0 \) estimated to be 5000 Hz, a modulation frequency \( f_\Phi \) estimated to be 13 Hz, and four sidebands on each side of the carrier frequency without any gaps between them, thus \( K_{inf} = -4 \) and \( K_{sup} = 4 \).

The bandwidth is calculated according to Equation (5.8). \( f_{inf} = 5000 - 4 \cdot 13 = 4948 \) Hz and \( f_{sup} = 5000 + 4 \cdot 13 = 5052 \) Hz, thus a demodulation bandwidth \( B = 104 \) Hz.

The multi-rate filter, as presented in section 5.2.2.2, accomplished the filtering in 2 iterations constituted of an automatic selection of the frequency shift and a signal decimation. In the first step the signal is high-pass filtered from the frequency equal 4948 Hz, then shifted by frequency \( \Delta f_q \) estimated to 4948 Hz and down-sampled by a factor of 6, so its sampling frequency equals 4.166.67 Hz. The second iteration starts from low-pass filtering operation until frequency 104 Hz which is followed by the down-sampling operation with a factor of 9. Finally, the down-sampled signal is sampled at a frequency equal to 462.96 Hz. Figure 5.5 presents the result of the multi-rate filtering. Figure 5.5 (a) shows the time domain of the simulated signal in red and the result of the filter operation in blue. Figure 5.5 (b) presents the zoom of first two seconds. Using the same fashion the frequency domain of the simulated signal and the result of the multi-rate filter is presented in Figures 5.5 (c) and (d).

After a synchronous averaging is done as specified in section 5.2.3 and then a demodulation as in section 5.2.4, the values of the features calculated from the demodulated amplitude and frequency as defined in section 5.2.5 are computed. In this case there are no additional features obtained for this demodulation, since the second run of AStrion on the amplitude \( \hat{A}[\tau] \) and frequency \( \hat{F}[\tau] \) demodulation functions did not yield the harmonic series corresponding to the modulation frequency.
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Figure 5.5: Filtering results (blue) compared with input simulated signal (red). (a) time domain signal and its zoom (b), (c) frequency domain signal with a zoom of selected frequency range (d).

Furthermore, the final result of the demodulation is compared with the theoretical signals used for creating the simulated signal. This result is presented in Figure 5.6. There is noticeable oscillation of computed demodulation signals which could be caused by the added noise, the filtering, or the Hilbert Transform. This result is considered as a good algorithm performance.

For the purpose of the validation, the whole procedure from signal simulation to features calculation is executed one hundred times to generate signals with a different noise and avoid influence of random component on the results. Table 5.4 presents the final result of the proposed method, which is the mean value of the obtained features from the amplitude $\hat{A}[\tau]$ and frequency $\hat{F}[\tau]$ demodulation functions. The standard deviation $\sigma$ is also computed for the one hundred simulated signals for each feature. Moreover, the values corresponding to the proposed features are also computed on the simulated amplitude and frequency modulation functions and presented in Table 5.4.
Table 5.4: Comparison of features calculated from the simulated and demodulated amplitude and frequency signals. $\sigma$ is the standard deviation calculated for 100 simulations.

<table>
<thead>
<tr>
<th></th>
<th>$A$</th>
<th>$PP_A$</th>
<th>$Kurt_A$</th>
<th>$MI_A$</th>
<th>$F$</th>
<th>$PP_F$</th>
<th>$Kurt_F$</th>
<th>$MI_F$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulated</td>
<td>1</td>
<td>1</td>
<td>1.5</td>
<td>1</td>
<td>5000</td>
<td>100</td>
<td>1.5</td>
<td>0.02</td>
</tr>
<tr>
<td>Demodulated</td>
<td>0.72</td>
<td>1.048</td>
<td>1.494</td>
<td>1.456</td>
<td>4999.998</td>
<td>110.938</td>
<td>1.511</td>
<td>0.022</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>4.6$^{-4}$</td>
<td>8.1$^{-3}$</td>
<td>2.6$^{-3}$</td>
<td>1.1$^{-2}$</td>
<td>8.4$^{-4}$</td>
<td>1.63</td>
<td>9.12$^{-4}$</td>
<td>3.26$^{-4}$</td>
</tr>
</tbody>
</table>

Figure 5.6: Demodulation results (blue) compared with input modulation signal (red). (a) amplitude modulation and its zoom (b), (c) frequency modulation with a zoom of selected figure part (d).

After comparing the values of the proposed features computed for simulated and demodulated modulation signals, shown in Table 5.4, one can note that in the majority of the cases the results are proximate to each other. The biggest difference is in the case of the $A$ and $MI_A$ where the error in the first indicator influenced the result of the second one. As men-
mentioned before, several reasons could cause such a difference, including the filtering and Hilbert transform.

5.4 Conclusions and Perspectives

The proposed algorithm is validated on a simulated signal. AStrion-M is able to automatically adjust multiple parameters in order to perform the demodulation and then compute features. It is suited for a precise computation of detected modulations in the investigated signal. The proposed method has the capacity to manage the demodulation of all the detected modulation series whatever is their bandwidth and despite their abundant number, which could be the case for real-world signals.

The proposed method is a good tool for a gearbox problem identification, since these are accompanied with various types of signal modulation. Therefore, an example of AStrion-M results on wind turbine gearbox will be shown in section 6.8.

ASTrion-M performance will be illustrated on a real-world signal in section 6.9 as well as on the obtained features during the entire rolling-element bearing life span. This shows an ability of the proposed algorithm to observe a bearing fault by tracking the change in the proposed features.

ASTrion-M method is ready to be used with an adaptive and automatic CMS. The proposed method can be used as an advanced signal processing technique able to diagnose mechanical systems. AStrion-M is described in the publications [Fir+14] and has been transferred for the commercial application to a partner of two European projects: Innovation Project KASTrion and SUPREME within European Union Seventh Framework Programme ([FP7/2007-2013] [FP7/2007-2011]).
This chapter presents and discusses the results of proposed signal processing techniques applied to real-world signals. Data investigated in this thesis originate in the machines used within Innovation Project KAStrion. The CETIM test rig and the wind turbines at Arfons are described in the following sections. Afterwards this chapter presents six real-world cases in separate sections.

6.1 Test Rig Data – CETIM

On behalf of the Innovation Project KAStrion, see section 2.4, a test rig has been designed and installed in CETIM. This test rig simulates a wind turbine drive train configuration at a smaller scale. The detailed description of the CETIM test rig can be found in [SZB15].
Figure 6.1 presents the most important kinematic components of the test rig and Figure 6.2 shows the test rig ready for tests. The test rig is driven by a 10 kW generator. This power was compared with a WT’s power and the obtained ratio was used as the scaling factor for the design of the test rig. The test rig is driven by a geared-motor which has the possibility of controlling its input speed. The constant or variable input speed value can be selected according to the conducted tests. Furthermore, the fluctuation of an input speed has been recorded on a real wind turbine and this speed profile can be an input of the geared-motor to simulate real-world wind speed changes.

The two-stage planetary and the one-stage parallel gearbox work as a multiplier which has a ratio equal to 1:100.75. The geared-motor simulates the blades driven by the wind and has a nominal operating speed equal to 18 RPM. This is equal to the speed of the low speed shaft (LSS) which after a transmission via gearboxes gives a rotational speed of the high speed shaft (HSS) equal to 1813.5 RPM.

The CETIM test rig is a complex construction with a big number of mechanical components. The list of characteristic fault frequencies which originate from the gearbox components is given in Table 6.1 and from the bearings in Table 6.2. These two tables contain the theoretical values of the characteristic frequencies computed as defined in Table 4.1. The values in Tables 6.1 and 6.2 are given in orders which means that they are calculated for a shaft speed equal to 1 Hz. Moreover, the frequency of each component is calculated assuming that the test rig works with the speed of the HSS equal to 1 Hz. The speeds of the other shafts are calculated from the gear ratios. This approach enables the possibility to measure only one speed value a speed value that of the HSS.

It is worth mentioning that in the case of WT’s the power is transmitted from the blades through gearbox to generator. For the test rig the power is provided by a geared-motor. The consecutive stages of the gearbox are named according to the direction of the power transmission. The calculation of characteristic frequencies starts from the HSS, because of
speed measurement taken there, and it has the opposite direction than the stages names of the gearbox. That is why the stage one of the planetary gear has lower characteristic frequencies that the stage two of the planetary gear.

The test rig is also equipped with three additional hydraulic cylinders to enable an accelerated degradation of the selected components by controlling the external forces on the bearings. The cylinders are grouped in two loading units. The first one can load the main bearing in the axial and radial directions and the second one can load a bearing supporting the HSS at the output of the gearbox in the radial direction. The hydraulic cylinders enable also a gearbox deterioration test. Each of those components will be separately damaged by performing a specific test.

A deterioration test consists of specific operation condition periods applied on a cyclic basis which allows us to observe changes in the vibrations of a component up to its degradation. This thesis focuses only on the case of the main bearing defect of the test rig.

The main bearing used in the test rig is a radial spherical roller bearing type. The bearing on the LSS can be loaded axially and radially. This bearing has a 50 mm inside diameter and can be loaded with a maximal radial force equal to 100 kN, a maximal axial force equal to 25 kN, and maximal rotational speed equal to 30 RPM. The main bearing deterioration test has been designed to have a life span of around 24 days.

As each of the deterioration tests conducted on CETIM test rig, the main bearing degradation test consist of two phases which are repeated one after another until the bearing is faulty:
Table 6.1: Characteristic frequencies of the CETIM test rig gears expressed in orders.

<table>
<thead>
<tr>
<th>Component name</th>
<th>Order</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Parallel gearbox</strong></td>
<td></td>
</tr>
<tr>
<td>GMF</td>
<td>16</td>
</tr>
<tr>
<td>HSS = smaller wheel relative frequency</td>
<td>1</td>
</tr>
<tr>
<td>Sun shaft of planetary gearbox output = bigger wheel relative frequency</td>
<td>0.307692</td>
</tr>
<tr>
<td><strong>Two-stage planetary gearbox</strong></td>
<td></td>
</tr>
<tr>
<td>Planetary gearbox stage 2 – planet frequency</td>
<td>0.091315</td>
</tr>
<tr>
<td>Planetary gearbox stage 2 input shaft = planetary gear stage 1 sun shaft</td>
<td>0.069479</td>
</tr>
<tr>
<td>GMF</td>
<td>1.07196</td>
</tr>
<tr>
<td>Planetary gearbox stage 1 – planet frequency over ring</td>
<td>0.029777</td>
</tr>
<tr>
<td>Planetary gearbox stage 1 – planet frequency</td>
<td>0.014437</td>
</tr>
<tr>
<td>LSS</td>
<td>0.009926</td>
</tr>
</tbody>
</table>

Table 6.2: Characteristic frequencies of the CETIM test rig bearings expressed in orders.

<table>
<thead>
<tr>
<th>REB name</th>
<th>BPFO</th>
<th>BPFI</th>
<th>FTF</th>
<th>BSF2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Generator shaft bearing</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6309-2Z</td>
<td>3.04</td>
<td>4.96</td>
<td>0.38</td>
<td>1.96</td>
</tr>
<tr>
<td><strong>High speed shaft bearings</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SKF BS2-2208-2CSK-VT143</td>
<td>6.62</td>
<td>9.36</td>
<td>0.415</td>
<td>2.81</td>
</tr>
<tr>
<td>SKF 6407</td>
<td>2.53</td>
<td>4.47</td>
<td>0.361</td>
<td>1.66</td>
</tr>
<tr>
<td><strong>Parallel gearbox bearings</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SKF 6307</td>
<td>0.941538</td>
<td>1.52</td>
<td>0.117846</td>
<td>0.618462</td>
</tr>
<tr>
<td><strong>Planetary gearbox bearings</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NTN 61910</td>
<td>2.190769</td>
<td>2.732308</td>
<td>0.136923</td>
<td>1.375385</td>
</tr>
<tr>
<td>Needle 35</td>
<td>1.012612</td>
<td>1.559991</td>
<td>n/a</td>
<td>0.721481</td>
</tr>
<tr>
<td>SKF 61818</td>
<td>0.805955</td>
<td>0.931017</td>
<td>0.032308</td>
<td>0.496079</td>
</tr>
<tr>
<td>Needle 5</td>
<td>0.219752</td>
<td>0.296677</td>
<td>n/a</td>
<td>0.148615</td>
</tr>
<tr>
<td>NTN 46790</td>
<td>0.197122</td>
<td>0.219752</td>
<td>0.004695</td>
<td>0.176675</td>
</tr>
<tr>
<td><strong>Low speed shaft bearings</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SKF 22310E</td>
<td>0.056675</td>
<td>0.082283</td>
<td>0.00405</td>
<td>0.025211</td>
</tr>
<tr>
<td>SKF 22210E</td>
<td>0.075732</td>
<td>0.102928</td>
<td>0.00405</td>
<td>0.031464</td>
</tr>
<tr>
<td>SKF 21312E</td>
<td>0.089826</td>
<td>0.119107</td>
<td>0.004278</td>
<td>0.034839</td>
</tr>
</tbody>
</table>
6.1. Test Rig Data – CETIM

the degradation phase and the measurement phase. The degradation phase is the operation of the test rig during 5 h 33 min under a constant radial and axial load equal to 60 kN and 15 kN respectively as well as 100 Nm of torque applied on the LSS. The measurement phase lasts for around 1 h and is more complex than the first test phase. The changes of the test rig operational parameters are presented in Figure 6.3. In this study only the part of this measurement phase is used. The signals correspond to the CETIM test rig operating under a constant speed, which is equal to 20 RPM at the LSS, a radial force equal to 60 kN, an axial force equal to 15 kN, and without torque. These measurement segment is around 150 s long and is marked in Figure 6.3 along with the segments corresponding to the variable speed, which simulates real-world wind profile.

The test rig is heavily equipped with sensors:

- accelerometers: 11 single-axis accelerometers with frequency range 0.5 Hz – 10 kHz and 1 tri-axial accelerometer 0.5 Hz – 5 kHz;
- 6 thermocouples;
- 3 tachometer sensors;
- 2 torque-meters, one per LSS and HSS;
- 3 current probes;
- 3 voltage probes.

Moreover, the instrumentation of the test rig comprises two data acquisition systems. One is the National Instrument data acquisition system installed by CETIM and used as a reference and the other one is the prototype of the KAStrion acquisition system installed by EC Systems.

If not indicated differently, all the below-presented CETIM test rig cases originate in National Instrument measurements. The data acquisition parameter along with the operational

![Figure 6.3: A measurement cycle on CETIM test rig.](image-url)
conditions are presented in Table 6.3. During the time between the measurements, the test rig was working with the settings causing deterioration of the main bearing.

All the vibration signals presented in this thesis were acquired by the accelerometers placed on the main bearing where a fault occurred. One accelerometer is placed axially and two others radially on the casing of the main bearing. One radial accelerometer is oriented horizontally and the other one vertically.

### 6.2 Wind Turbine Data – Arfons

Arfons is a small rural town in southern France where a wind plant called Arfons-Sor is located. This wind farm is owned by Valorem and maintained by Valemo, a partner in the consortium of the Innovation Project KASTrión. At present there are 11 operating wind turbines in Arfons. Figure 6.4 shows the location of the village and of the WTs. A prototype of the KASTrión system is installed on two WTs marked as WT6 and WT8 in Figure 6.4 (b).

An example of WTs operating in Arfons is shown in Figure 6.5 (a). All WTs installed in Arfons are designed by ALSTOM Ecotècnia and are of the same type 80 2.0. Those WTs are 2 MW rated power, 80 m rotor diameter, 70 m hub height, and operate within the range of 3 m/s – 25 m/s for the wind speed at the height of hub. The WTs type can be described as a horizontal axis, upwind, three blades with a gearbox which is in line with the generator. The gearbox of Arfons WTs consists of a planetary gearbox with two parallel stages. The main mechanical components of the drive train are presented in Figure 6.5 (b).

The list of the characteristic fault frequencies which originate from the gearbox is given in Table 6.4 and from the bearings in Table 6.5. These two tables contain the theoretical values of the characteristic frequencies computed as defined in Table 4.1. And again the values are relative to speed of the HSS equal to 1 Hz which makes them order values. This is necessary because of the fact that the rotational speed value is measured only on the HSS of a WT.

All data available from Arfons WTs are registered by the prototype of the KASTrión CMS. The parameters of the available vibration signals are presented in Table 6.6.
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Figure 6.4: Arfons wind farm location.

(a) Arfons location [Goo15] \hspace{1cm} (b) Arfons’ wind turbines arrangement

Figure 6.5: Presentation of the wind turbines in Arfons. \(a\) shows two turbines on site and \(b\) demonstrates the kinematic configuration of the WT’s drive train.
Table 6.4: Characteristic frequencies of Arfons wind turbine gears expressed in orders.

<table>
<thead>
<tr>
<th>Component name</th>
<th>Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>Two-stage parallel gearbox</td>
<td></td>
</tr>
<tr>
<td>GMF – stage 2</td>
<td>26</td>
</tr>
<tr>
<td>HSS = smaller wheel relative frequency</td>
<td>1</td>
</tr>
<tr>
<td>Intermediate shaft = bigger wheel relative frequency for stage 2 and smaller wheel relative frequency of stage 1</td>
<td>0.234234</td>
</tr>
<tr>
<td>GMF – stage 1</td>
<td>4.918919</td>
</tr>
<tr>
<td>Sun shaft = bigger wheel relative frequency of stage 1</td>
<td>0.056539</td>
</tr>
<tr>
<td>Planetary gearbox</td>
<td></td>
</tr>
<tr>
<td>GMF</td>
<td>0.885259</td>
</tr>
<tr>
<td>Planetary gear – planet frequency</td>
<td>0.015346</td>
</tr>
<tr>
<td>LSS</td>
<td>0.009947</td>
</tr>
</tbody>
</table>

Table 6.5: Characteristic frequencies of Arfons wind turbine bearings expressed in orders.

<table>
<thead>
<tr>
<th>REB name</th>
<th>BPFO</th>
<th>BPFI</th>
<th>FTF</th>
<th>BSF2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Generator shaft bearing</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6330-MC3</td>
<td>3.57</td>
<td>5.43</td>
<td>0.4</td>
<td>2.32</td>
</tr>
<tr>
<td>High speed shaft bearing</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(59) NSK HR30326</td>
<td>6.15</td>
<td>8.85</td>
<td>0.41</td>
<td>2.64</td>
</tr>
<tr>
<td>Parallel gearbox – stage 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(58) SKF NU 2328</td>
<td>5.68</td>
<td>8.32</td>
<td>0.405</td>
<td>5.1</td>
</tr>
<tr>
<td>(56) SKF NU238</td>
<td>1.909009</td>
<td>2.541441</td>
<td>0.100486</td>
<td>0.810496</td>
</tr>
<tr>
<td>Parallel gearbox – stage 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(57) NSK HR30334</td>
<td>1.440541</td>
<td>2.072973</td>
<td>0.096036</td>
<td>0.618378</td>
</tr>
<tr>
<td>(55) SKF 6026</td>
<td>0.370954</td>
<td>0.477079</td>
<td>0.024708</td>
<td>0.444908</td>
</tr>
<tr>
<td>(53) SKF NJ2988</td>
<td>0.830904</td>
<td>0.978130</td>
<td>0.026008</td>
<td>0.701087</td>
</tr>
<tr>
<td>Planetary gearbox</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(51) SKF EE243190</td>
<td>1.334327</td>
<td>1.492637</td>
<td>0.972476</td>
<td>0.026687</td>
</tr>
<tr>
<td>(52) LB 3U240</td>
<td>0.001048</td>
<td>0.001509</td>
<td>0.000104</td>
<td>0.000686</td>
</tr>
<tr>
<td>Low speed shaft bearings</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TIMKEN XC25695C</td>
<td>0.290721</td>
<td>0.316046</td>
<td>0.004765</td>
<td>0.113525</td>
</tr>
<tr>
<td>TIMKEN XC2364CA</td>
<td>0.215343</td>
<td>0.242219</td>
<td>0.004685</td>
<td>0.082162</td>
</tr>
</tbody>
</table>

Table 6.6: Arfons signal parameters.

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Sampling frequency</td>
<td>25,000 Hz</td>
</tr>
<tr>
<td>Signal duration (sensor dependent)</td>
<td>10 s – 60 s</td>
</tr>
<tr>
<td>Number of samples</td>
<td>250,000 – 1,500,000</td>
</tr>
</tbody>
</table>
6.3 Case Study 1 – AStrion-C on Non-stationary CETIM Data

This section presents the results of AStrion-C, the signal processing method described in chapter 3, on a real-world signal acquired on the CETIM test rig which is described in section 6.1. The goal of this section is to depict the performance of the proposed method on a relatively simple example.

The investigated vibration signal is recorded by an accelerometer placed on the main bearing of the test rig and oriented horizontally. For the sake of reference this signal is named as ‘20140408-171328 Acceleration 5 KAStrionBenchNI Test14T11S4’. The time domain view of the investigated signal is presented in Figure 6.6. The signal lasts 150.41 s and is sampled at 39,062.5 Hz.

The data are registered under stationary operational conditions of the test rig which means the constant rotational speed and constant load during the entire time of the signal acquisition. In general all the signals measured at CETIM test rig for these conditions are completely stationary according to AStrion-D test although the selected signal is very particular. In the middle of the measurement there is an extremely strong shock visible in the signal. It is present before the 50th second of the measurement as shown in Figure 6.6. The most probable explanation of this phenomenon is that a particle of the steel from one of the races of the main bearing has detached due to the flaking and has been hit by passing rolling elements. This explanation is plausible because of the fact that the recording corresponds to the 163rd hour of the test and the first indication of the main bearing defect appeared in the 138th hour according to the narrow-band RMS analysis.

![Figure 6.6: The time domain signal registered on 2014.04.08 at 17:13:28 by accelerometer 5 at CETIM test rig.](image)
The first step in processing the signal is to obtain the non-stationary tiles of the signal by applying AStrion-D, earlier developed AStrion module which is briefly described in section 2.2.1. In this example the obtained spectrogram has a dimension of 88 time segments and 131,073 frequency segments. The spectrogram and the results of non-stationarity test are presented in Figure 6.7. The non-stationarity index computed by AStrion-D method is equal to 99% which corresponds to almost maximum non-stationarity rate of the signal.

The high non-stationarity rate computed by AStrion-D could be surprising, but this result originates in the methodology applied in AStrion-D. Similarly to Equation 3.6, AStrion-D separately verifies the number of the time segments and the frequency segments containing any non-stationarity. In the extreme case it could happen that in each time segment there is only one non-stationary tile and also in each frequency segment there is only one non-stationary tile. A combination of these would give a non-stationarity rate equal to 100% computed by AStrion-D. In fact, the investigated signal is not far away from such a situation. It is easy to notice that probably for each frequency value there is at least one non-stationary tile detected and their position corresponds to the high peak of the signal amplitude presented in Figure 6.6. To perceive the non-stationary tiles distributed along the time segments it is necessary to verify the zoom views of the signal. Figure 6.8 shows that in the frequency range from 2920 Hz to 3150 Hz there are some non-stationarity detections for various time segments of the signal.
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(a) Spectrogram

(b) Non-stationarities

Figure 6.8: The zoom of spectrogram and non-stationarity detection test of AStrion-D which shows the non-stationary tiles being the reason for the non-stationarity rate equal to 99%.

(a) Spectrogram

(b) Non-stationarities

Figure 6.9: The result of AStrion-C marked by dotted lines on the (a) spectrogram of the investigated signal and (b) detected non-stationarities on the TF plot. The non-stationarity rate computed by AStrion-D equals to 0% for the selected area.
Based on the AStrion-D result the proposed algorithm searches for the stationary part of the signal. The biggest area is identified in the $30^{th}$ iteration of the searching. Moreover, the same result is captured twice, for the frequency and the time priority version of the proposed algorithm. These results were then merged into the final one which covers the entire frequency span and time range from 49.57 s to the end of the signal, as presented in Figure 6.9. For the cropped signal the non-stationarity rate computed by AStrion-D equals to 0%, which corresponds to the stationary signal according to AStrion-D definition.

In this section the CETIM test rig signal is used for presenting AStrion-C result. The example showed that the proposed method is suitable for the automatic CMS and copes well with the signal containing a strong wide-band frequency component during a short time. It leads to the conclusion that AStrion-C could be a good proposal for monitoring machines which are exposed to periodic shocks not related to diagnosis, e.g. a power press.

6.4 Case Study 2 – AStrion-C on Highly Non-stationary Arfons Data

This section illustrates AStrion-C again, the signal processing method described in chapter 3, on a real-world signal acquired on one of the Arfons wind turbines.

The investigated vibration data are acquired by an accelerometer placed on the main bearing of a WT6. The signal lasts 60 s and is sampled at 25,000 Hz. Due to the long measurement time it has been captured with a variable wind speed that decreased which caused the average rotational speed of HSS to decrease as well. The change in the measured shaft speed is significant, during 60 s it drops from almost 1800 RPM to below 1550 RPM at the end of the recording. These signals together with the raw vibration signal are presented in Figure 6.10.

For the purposes of this section the signal is analysed twice, first in the time domain and then in the angle domain after order tracking. Figure 6.11 presents the overlapping signal in the time domain and in the angle domain. The order tracking is executed with AStrion-A module (see chapter 2) and the obtained signal is sampled at 890 orders and lasts 1685 rev. Such a type of highly non-stationary signal due to a considerable speed variation is normally analysed with an order-tracking based methods, but too high speed fluctuation may nevertheless prevent a correct diagnosis.

The comparison of the low frequency and low order components on a spectrum view for the investigated signal is presented in Figure 6.12. It is important to highlight that after angular resampling of the signal some components, which were fluctuating beforehand, are stationary after this operation. For example, as shown in Table 6.4, it is the case for the characteristic frequency corresponding to the second stage of the parallel gearbox equal to order 26 and taking into account the average speed of the recorded signal, which is around 30 RPM, it corresponds to 780 Hz in the time domain signal. The second harmonic of this GMF is the easiest to spot in Figure 6.12 and one can see a frequency component in Figure 6.12 (a)
starting around 1600 Hz and then changing together with the change of the speed whereas this component corresponds to the straight line in Figure 6.12 (b) which stands for the constant order value equal to order 52.

As one can note pulses in the time signal are visible in the view presented in e.g. Figure 6.10. These shock impulses correspond to the wide-band non-stationarities detected in the signal and are also visible in Figure 6.13 (b) as the vertical red lines. The origin of these shocks is not known. The frequency of their occurrence does not correspond to any mechanical component listed in Tables 6.4 and 6.5, so we are not interested in capturing this phenomenon for further diagnosis in this study. However, ASTrion is able to detect the presence of such structures thanks to ASTrion-D, briefly presented in section 2.2.1. There is a number of possible causes for these shocks but there is no enough data to find out the true one. It could be due to the control system of the wind turbine which changes the yaw of the nacelle or the pitch of the blades during the changing wind or even a different phenomenon.

The first step in processing the signal is to obtain the non-stationary tiles of the signal by applying ASTrion-D, as described in section 2.2.1. In this example the obtained spectrogram has a dimension of 90 time segments and 32,769 frequency segments. The non-stationarity index computed by ASTrion-D method is equal to 67% which is considered as a high non-stationarity rate, since 0% corresponds to a stationary signal. Based on this result the proposed algorithm searches for the stationary part of the signal.

The biggest area which meets the condition given in Equation 3.7 for $T_s$ equals to 4% is found in the 43$^{th}$ iteration and has the dimension of 16 overlapping time segments by 32,769
Figure 6.11: The investigated vibration signal in the time domain (pink line) and in the angle domain (blue line).

(a) Full view

(b) Zoom of the signals in the range of 0 s – 2 s corresponding to 0 rev. – ∼ 56 rev.
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(a) Time domain signal

(b) Angle domain signal

Figure 6.12: The zooms (a) in the frequency domain and (b) the corresponding part of the signal in the order domain.

frequency segments, which is the full available frequency range. This means that the selected area lasts 10 s and starts at the 28th second. Figure 6.13 presents the result depicted by dotted lines on the spectrogram as well as on the detected non-stationary tiles on the TF plane of the full-length signal. The selected part of the investigated signal is then processed once again by AStrion-D algorithm. Figure 6.14 shows its result on the TF plane. The non-stationary index computed on the cropped signal equals to 56%, which is a lower value than the one obtained for the full-length signal. This time-frequency representation of the signal consists of 60 time segments and 8193 frequency segments.

The idea is now to test the method after an angular resampling performed by AStrion-A module (see chapter 2). It results in obtaining a signal which is sampled at 890 orders and 1685 rev. long. This signal is again processed by AStrion-D, see section 2.2.1, to detect non-stationarities. In this step an angle-order representation of the signal is computed which consists of 90 angle segments and 32,769 order segments. The non-stationarity rate estimated by AStrion-D equals to 88%. This non-stationarity is higher than in the time domain signal due to strong spectral components around 160 orders and above 300 orders. The change of these spectral components is directly associated with the changing speed of the HSS. In the time domain these spectral components are visible at 4500 Hz and 9000 Hz respectively and can be linked to the inverter frequency.
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Figure 6.13: Time domain signal processed by AStrion-D with the AStrion-C result marked by dotted lines, (a) spectrogram of the investigated signal and (b) detected non-stationarities on the TF plot. The non-stationarity rate for the entire signal equals to 67%.

Figure 6.14: The part of the time domain signal cropped according to results of AStrion-C and processed by AStrion-D which computed the non-stationarity rate for the cropped signal equals to 56%, (a) spectrogram of the investigated signal and (b) detected non-stationarities on the TF plot.
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Figure 6.15: Angle domain signal processed by AStrion-D with the AStrion-C result marked by dotted lines, (a) spectrogram of the investigated signal and (b) detected non-stationarities on the angle-order plot. The non-stationarity rate for the full signal equals to 88%.

Figure 6.16: The part of the angle domain signal cropped according to results of AStrion-C and processed by AStrion-D which computed that the non-stationarity rate equals to 24% for these area, (a) spectrogram of the investigated signal and (b) detected non-stationarities on the angle-order plot.
The proposed AStrion-C algorithm selected the biggest stationary area according to the defined conditions in the 44th iteration. The selected part of the signal has the dimension of 10 angle segments by 22,298 order segments. This means that the selected area corresponds to the signal 168.45 $2\pi$ long which starts from the 805th rev. of the angle domain signal. In the other direction the signal is restricted to the order corresponding to 605.6 orders. Figure 6.15 presents the result of the cropping algorithm depicted by dotted lines on the spectrogram and on the detected non-stationary tiles on the angle-order full-length signal representation. The non-stationary index computed by AStrion-D on the result of AStrion-C equals to 24%. This is a significant decrease of the non-stationarity detected in the signal in comparison to the full-length signal.

Figure 6.16 shows the non-stationarity detection results of AStrion-D on the signal cropped as evaluated by AStrion-C. This new angle-order representation of the signal consists of 72 angle segments and 4097 order segments.

A weakness of the proposed algorithm is revealed by the time-domain signal presented in this section. Due to low time resolution of the spectrogram there is a high non-stationarity present in the AStrion-C result after computing a new spectrogram for the cropped result. It is visible as an almost vertical line the most to the right in Figure 6.14 (b). Another fragility of the proposed algorithm could be pointed out by observing the result of AStrion-C applied on the signal after order tracking. One could suggest that it would be more appropriate to analyse the entire order range, since the detected non-stationarity just above the result of AStrion-C appears to be at the same level, so should not affect much the signal after truncation. However, for the proposed method the number of non-stationary tiles in the area of the signal above the selected one is too high to include this part of the signal in the final result.

Taking into account that the selected signal is highly non-stationary and difficult to interpret for diagnostic purposes this section presents a good performance of the proposed method. AStrion-C managed to select reasonable parts of the time and the angle domain signals as proposals for usage in further processing.

### 6.5 Case Study 3 – AStrion-K on CETIM Data

This section presents the application of AStrion-K on a single signal measured on the CETIM test rig. For the sake of reference the selected signal is marked as ‘20131119-091010 Acceleration 5 KAStrionBenchNI Test12T115o’, which means that it comes from the accelerometer number 5 placed on the main bearing and its acquisition started on 19th November 2013 at 9:10 a.m.

As explained in chapter 4, the signal is processed by AStrion-DIH. As a result 24,162 spectral components are identified and AStrion-H detects 535 harmonic series and 7819 sideband series. These harmonic and sideband series should be associated with the characteristic frequencies listed in Tables 6.1 and 6.2.
Some associations provided by AStrion-K are presented in Table 6.7. Each of the examples is separated with a double horizontal line and the series selected for the final association is in the highlighted row. A double vertical line divides the data available from the previous AStrion-DIH steps on the left-hand side, and AStrion-K information on the right-hand side. The 'Theoretical frequency (Hz)' column contains the values of the characteristic fault frequencies after taking into account the value of rotational speed.

The first four associations show the cases of the selected rolling-element bearing frequencies with previously detected harmonic series. As one can notice, there is a various number of series taken into account for each example. This depends on the number of the harmonic series which are detected proximate to the theoretical frequency corresponding to the mechanical component and which meets the condition given in Equation (4.3) which in the case of a REB has a form $RFD_i < \eta + \delta \eta$. In the second step of AStrion-K the final series to be associated is selected based on the highest bearing series indicator ($BSI_i$) among the selected candidates in the first step as all the first four associations are made for a bearing components. The detailed explanation on the $BSI_i$ is presented in section 4.2.

In the first two examples the series selected for the association, apart from the highest bearing series indicator ($BSI_i$) value, has also the lowest value of the relative frequency difference ($RFD_i$) in their groups. For the first association the characteristic fault frequency corresponding to the BPF of the main bearing, which is described as SKF 22210E, has the biggest number of peaks in the harmonic series, the highest energy and density among the series selected in the first step of the proposed algorithm. In the second association the characteristic fault frequency corresponding to the FTF of a gearbox bearing has the biggest number of peaks consisting of harmonic series and the highest density. Although the energy of the selected series is not the highest one among earlier selected series, this one is chosen to be a representative of the characteristic fault frequency. In the third and fourth associations shown in Table 6.7, one can note that some frequencies are much closer to the theoretical frequency, as their $RFD_i$ is closer to zero, than for the selected series. In the fourth association the difference is very significant, since other series has $RFD_i$ equal to 0.006, while the selected one has a $RFD_i$ equal to 0.684. The difference in the value of the energy of these two series has a major influence on the final selection for the association.

In the fifth association presented in Table 6.7 there is an association of a GMF with a harmonic series. The number of proximate series is high. There are thirteen series which satisfies the condition of Equation (4.1), thus there are thirteen candidates selected in the first step of AStrion-K to be associated. This time we are considering a characteristic frequency of the gearbox, so the final series to be associated is selected based on the lowest value of the $RFD_i$, as explained in section 4.2. In this case it is the series that has the $RFD_i$ value equal to 0.002. Such a precision is expected of the spectral pattern generated by meshing gears and to double-check this association the number of peaks in the series and its energy can be verified. As it is possible to spot in Table 6.7, these two parameters are the highest in this group of series and what is more important the energy is several orders higher. These confirms the correct result of the proposed method.
<table>
<thead>
<tr>
<th>Component</th>
<th>Type</th>
<th>Density</th>
<th>Number of Peaks (10 Hz)</th>
<th>Peak (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SKF 6307.BSF2</td>
<td>0.75</td>
<td>6</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>SKF 6307.BSF2</td>
<td>0.75</td>
<td>2</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>SKF 22210E.BPFI</td>
<td>0.75</td>
<td>10</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>SKF 22210E.BPFI</td>
<td>0.75</td>
<td>10</td>
<td>3</td>
<td>2</td>
</tr>
</tbody>
</table>

- Theoretical components are highlighted.
- Theoretical components are based on association and according to Equation (4.1) and (4.2), they are inferred between double lines and final cases to be associated.
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The last association shown in Table 6.7 presents an association of a BPFO frequency of a bearing with detected modulation sideband series. The modulation has a carrier frequency which is also the 5\textsuperscript{th} harmonic of the previously considered GMF frequency. In the case of sideband series the same rules that for the association of the harmonic series are applied. In the first step of the algorithm three series meet the condition on $RFD_i$, as defined in Equation (4.1), and in the second step only one series is selected based on the highest $BSI_i$ value. In the end, the selected series has not the lowest value of $RFD_i$, but has the highest energy and considerably high density among the series in the group selected in the first step.

6.6 Case Study 4 – AStrion-K on WT’s Vibration Signals

This section presents the results of AStrion-K, the kinematic association proposed in chapter 4. The algorithm is tested on real-world signals acquired on a wind turbine. The mechanical system and installation is featured in section 6.2. The below presented data come from one accelerometer placed on the front side of the generator of WT 8, which is shown in Figure 6.4 (b) whereas the localisation of all the sensors is presented in Figure 1.9.

There are 165 signals between 10\textsuperscript{th} February to 31\textsuperscript{st} December 2014 acquired under similar WT’s operational state. The data are chosen based on the HSS rotational speed only. In this case the speed is within the range 1780 RPM – 1795 RPM. The speed values of all the investigated signals are presented in Figure 6.17.

Each of the signals is processed by AStrion-ADIHKMT algorithm, for details please refer to chapter 2. This includes order tracking, data validation, peak identification, harmonic and sideband detection, kinematic association, sideband demodulation, and tracking of the spectral components. Thanks to AStrion-T, the tracking method, it is possible to easily display the evolution of the computed features over multiple signals. The high speed shaft is selected as the component of interest for this case study.

Figure 6.17: Average speed of the high speed shaft displayed for every investigated vibration signal acquired in 2014 by accelerometer located on the generator of the WT8 and during the wind turbine was operating within the range 1780 RPM – 1795 RPM of HSS.
Among all the signals it was possible to automatically identify the harmonic series associated to HSS characteristic frequency. Figure 6.18 presents the fundamental order value of the harmonic series associated with HSS characteristic frequency. There are 161 points in this figure and it means that only few times the sleep state, depicted by dashed lines, of AStrion-T has been used. The association with HSS is presented in Figure 6.18 and it shows the robustness of the whole proposed data-driven method for condition monitoring, since even in the case of not detecting the series to be associated with HSS characteristic frequency the tracking performed by AStrion-T is continuous.

Figure 6.19 presents another indicator computed by AStrion-H, which is the energy of the harmonic series associated with the HSS. One can observe a significant change of its value between the beginning and the end of the year 2014. The lack of data in two periods, 21\textsuperscript{st} June – 31\textsuperscript{st} July and 5\textsuperscript{th} September – 30\textsuperscript{th} October, corresponds to periods where the CMS did not record vibration data. These periods were used for maintenance actions. Among others a realignment of the gearbox and the generator has been executed on 16\textsuperscript{th} of July.
and the change in the system performance is noticeable by observing the indicator shown in Figure 6.19. Unfortunately, there is no vibration data recorded on this WT prior to the presented period thus it is not possible to observe the augmentation of this indicator and the development of the problem.

Besides AStrion does not have any specific indicator for this type of fault, the change of energy is enough to depict it. This example shows that the AStrion methodology is capable to cope with real-world malfunction of a wind turbine case.

### 6.7 Case Study 5 – AStrion-K on Electrical Data

The CETIM test rig, described in section 6.1, has been also used to test the ability of a fault detection from 3-phase current and voltage measurements. The electrical signature analysis methods, referred to as SMESA and detailed in [CGB14]; [Cab+15], were successfully applied to detect a main bearing fault. Figure 6.20 shows a change of the mechanical fault detector defined as the narrow-band RMS value (see Equation (1.18)) computed around frequency $3.45 \, \text{Hz}$ which corresponds to the main bearing SKF 22210E fault of BPFI type. This indicator is evaluated by SMESA on 21 voltage signals measured during a stationary operation of the test rig. Figure 6.20 presents the test history results from the $10^{th}$ hour, the beginning of the high degradation test, until the $190^{th}$ hour while the main bearing was disassembled for an inspection. The evolution of the mechanical fault detection indicator [Cab+15], presented in Figure 6.20, is shown to depict the capabilities of SMESA method for fault detection.

![Mechanical fault detection indicator](image)

**Figure 6.20:** The evolution of the mechanical fault detection indicator during the main bearing degradation test for positive-sequence components of instantaneous amplitudes and frequency [Cab+15].
In this section the ability of AStrion-K usage on non-vibration data is tested. The input information is:

- Kinematic data of the CETIM test rig as presented in Table 6.1 and Table 6.2;
- Rotational speed of the HSS, which is constant during the considered measurements and equal to 2015 RPM;
- Instantaneous amplitude and frequency estimated by SMESA from the positive sequence component of the voltages, which are briefly the instantaneous amplitude and frequency [Boa92] of mono-component voltage signal obtained by filtering the three-phase signals around the fundamental frequency. For details on obtaining the signals please refer to [CGB14].

The instantaneous amplitude and frequency signals are obtained from the 3-phase voltage measurements originally sampled at 25 kHz. As a part of the signal processing executed by SMESA, the signals are down-sampled to a sampling frequency equal to 977 Hz. Among all the signals two are selected to serve as AStrion-K examples in this section. At the 158th hour of the test one is the presented instantaneous amplitude and the other one the instantaneous frequency estimated from the positive sequence component of the voltages. The signals in the time domain are presented in Figure 6.21.

The two mentioned signals are processed by AStrion-DIH as explained in chapter 2. The detected harmonic and sideband series are then associated with the characteristic frequencies of the system as described in chapter 4. The results can be viewed in a web-browser based displaying tool which is presented in Figure 6.22. The highlighted series corresponds to the main bearing BPFO and BPFI characteristic fault frequencies. The mentioned series are also displayed in the spectrum representation by coloured arrows pointing out the peaks which belong to the series. The arrow colours correspond to the highlighted harmonic series.

Table 6.8 shows the full list of the associated series, both harmonic and sidebands, of the instantaneous amplitude and frequency estimated from the positive sequence component of the voltages. AStrion-K results are presented on the right-hand side of Table 6.8. In this table the column ‘Theoretical freq. (Hz)’ presents the result of the frequency estimation according to the speed of the investigated signal, as depicted by block ‘Calculation of characteristic fault frequencies’ in Figure 4.3. Employing the same colours as in Figure 6.22 the main bearing fault frequencies are highlighted in Table 6.8.

Figure 6.22 and Table 6.8 show the obtained results of the association performed by AStrion-K algorithm. Due to the signal processing done by SMESA the number of spectral components detected by AStrion-DI and then the number of patterns detected by AStrion-H is rather low. This is the reason why also a low number of the kinematic components was associated by AStrion-K and this operation is simple. In all the cases the selected candidates in the first step became the final series for the association in the second step of the AStrion-K methodology presented in chapter 4. Moreover, it is worth highlighting that for both signals,
Table 6.8: List of all the results of AStrion-K obtained on the instantaneous amplitude and the instantaneous frequency estimated from the positive sequence component of the voltages measured in 158th hour of the main bearing test. Series corresponding to the damaged main bearing are highlighted using the same colors as in Figure 6.22.

<table>
<thead>
<tr>
<th>Type</th>
<th>Freq. (Hz)</th>
<th>Carrier freq. (Hz)</th>
<th>Modulation freq. (Hz)</th>
<th>Number of peaks</th>
<th>Energy</th>
<th>Density</th>
<th>Selected component name</th>
<th>Theoretical freq. (Hz)</th>
<th>RFD</th>
<th>BSI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instantaneous amplitude estimated from the positive sequence component of the voltages</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Harmonic 1</td>
<td>3</td>
<td>—</td>
<td>—</td>
<td>3</td>
<td>0.005917</td>
<td>0.6</td>
<td>Planet frequency over ring</td>
<td>1</td>
<td>0.013</td>
<td>—</td>
</tr>
<tr>
<td>Harmonic 2.333</td>
<td>—</td>
<td>—</td>
<td>3</td>
<td>0.041193</td>
<td>1</td>
<td>Planet stage 1 - sun shaft</td>
<td>2.333</td>
<td>0.008</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Sideband —</td>
<td>6.999</td>
<td>1</td>
<td>2</td>
<td>0.0077 0.0105</td>
<td>1 1</td>
<td>Planet frequency over ring</td>
<td>1</td>
<td>0.032</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Harmonic 2.577</td>
<td>—</td>
<td>—</td>
<td>3</td>
<td>0.001179</td>
<td>0.75</td>
<td>SKF 2210E.BPFO</td>
<td>2.543 1.308 0.875</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Harmonic 3</td>
<td>—</td>
<td>—</td>
<td>4</td>
<td>0.00986</td>
<td>1</td>
<td>SKF 21312E.BPFO</td>
<td>3.017 0.566 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sideband —</td>
<td>6</td>
<td>0.333</td>
<td>3 4</td>
<td>0.0058 0.0111</td>
<td>0.75 0.57</td>
<td>Low speed shaft</td>
<td>0.333 0.024 —</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Harmonic 3.447</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>3</td>
<td>0.010284</td>
<td>1</td>
<td>SKF 2210E.BPFI</td>
<td>3.457 0.29 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Harmonic 4</td>
<td>—</td>
<td>—</td>
<td>3</td>
<td>0.009411</td>
<td>0.75</td>
<td>SKF 6307.FTF</td>
<td>3.958 1.075 0.875</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Harmonic 4</td>
<td>—</td>
<td>—</td>
<td>3</td>
<td>0.009411</td>
<td>0.75</td>
<td>SKF 21312E.BPFI</td>
<td>4 0.005 0.875</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Harmonic 33.584</td>
<td>—</td>
<td>—</td>
<td>4</td>
<td>0</td>
<td>0.8</td>
<td>High speed shaft</td>
<td>33.583 0.002 —</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Harmonic 33.584</td>
<td>—</td>
<td>—</td>
<td>4</td>
<td>0</td>
<td>0.8</td>
<td>Needle 35.BPFO</td>
<td>34.007 1.244 0.9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Harmonic 91.552</td>
<td>—</td>
<td>—</td>
<td>2</td>
<td>0</td>
<td>0.667</td>
<td>NTN 61910.BPFI</td>
<td>91.76 0.226 0.833</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Instantaneous frequency estimated from the positive sequence component of the voltages</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Harmonic 1</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>5</td>
<td>0.000036</td>
<td>0.714</td>
<td>Planet frequency over ring</td>
<td>1</td>
<td>0.013</td>
<td>—</td>
</tr>
<tr>
<td>Sideband —</td>
<td>6</td>
<td>0.333</td>
<td>3 4</td>
<td>-0.0001 &lt;0.0001</td>
<td>1 0.5714</td>
<td>Low speed shaft</td>
<td>0.333 0.024 —</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Harmonic 2.333</td>
<td>—</td>
<td>—</td>
<td>3</td>
<td>0.000127</td>
<td>1</td>
<td>Planet stage 1 - sun shaft</td>
<td>2.333</td>
<td>0.008</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Sideband —</td>
<td>7</td>
<td>1</td>
<td>2 2</td>
<td>-0.0001 &lt;0.0001</td>
<td>1 1</td>
<td>Planet frequency over ring</td>
<td>1</td>
<td>0.005</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Harmonic 2.576</td>
<td>—</td>
<td>—</td>
<td>2</td>
<td>0.000002</td>
<td>0.667</td>
<td>SKF 2210E.BPFO</td>
<td>2.543 1.286 0.833</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Harmonic 3</td>
<td>—</td>
<td>—</td>
<td>4</td>
<td>0.00017</td>
<td>1</td>
<td>SKF 21312E.BPFI</td>
<td>3.017 0.566 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sideband —</td>
<td>6</td>
<td>0.333</td>
<td>3 4</td>
<td>-0.0001 &lt;0.0001</td>
<td>1 0.5714</td>
<td>Low speed shaft</td>
<td>0.333 0.024 —</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Harmonic 3.446</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>3</td>
<td>0.000019</td>
<td>1</td>
<td>SKF 2210E.BPFI</td>
<td>3.457 0.301 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Harmonic 4</td>
<td>—</td>
<td>—</td>
<td>3</td>
<td>0.00001</td>
<td>0.75</td>
<td>SKF 6307.FTF</td>
<td>3.958 1.07 0.875</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Harmonic 4</td>
<td>—</td>
<td>—</td>
<td>3</td>
<td>0.00001</td>
<td>0.75</td>
<td>SKF 21312E.BPFI</td>
<td>4 0.001 0.875</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Harmonic 7.363</td>
<td>—</td>
<td>—</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>Needle 6.BPFO</td>
<td>7.38 0.235 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Harmonic 7.363</td>
<td>—</td>
<td>—</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>NTN 46790.BPFI</td>
<td>7.38 0.235 1</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Figure 6.21: Time domain view of (a) the instantaneous amplitude and (b) the instantaneous frequency estimated from the positive sequence component of the voltages measured in 158th hour of the test. Results of SMESA method and inputs for AStrion algorithms.

This example proves two advantages of the approach. The first one is the fact that due to the electrical analysis it is possible to detect the main bearing fault. It is important to add that the location of this mechanical defect is on the other side of the CETIM test rig compared to the generator, where the voltages are measured. This distance and the intermediate mechanical components, including the gearbox, are not a barrier for the fault detection with the usage of the electrical analysis. The second advantage is that AStrion managed to automatically
Figure 6.22: Selected harmonic series corresponding to the main bearing fault frequencies in AStrion results representation for (a) the instantaneous amplitude and (b) the instantaneous frequency estimated from the positive sequence component of the voltages measured in 158th hour of the test, which were computed by SMESA.
associate the BPFO and BPFI fault frequencies of the main bearing as early as in 158th hour of the test with the usage of voltage signals.

### 6.8 Case Study 6 – AStrion-KM on Arfons Data

This section presents a detailed performance of AStrion-K and AStrion-M, which are described in chapters 4 and 5 respectively, on the real-world signal of a WT. A single signal is selected and this section does not show any evolution of the proposed health indicators.

The below described signal is measured on the WT number 6, as described in section 6.2. The selected signal is recorded with the accelerometer number 4, which is placed on the gearbox housing and more precisely close to its second parallel stage. The acquisition of the signal started 7 seconds after 11 a.m. on 31st January 2015. The details on the inspected signal are given in Table 6.9, where some parameters are shown for the time domain and the angle domain signal, since angular resampling is performed with the usage of AStrion-A, as mentioned in section 2.1.

Table 6.9: Parameters of investigated signal before and after angular resampling together with the average rotational speed of HSS of WT6.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sampling frequency</td>
<td>25,000 Hz</td>
</tr>
<tr>
<td>Signal duration</td>
<td>20 s</td>
</tr>
<tr>
<td>Number of samples</td>
<td>500,000</td>
</tr>
<tr>
<td>Average rotation speed</td>
<td>1796.15 RPM</td>
</tr>
<tr>
<td>Sampling order</td>
<td>835 Orders</td>
</tr>
<tr>
<td>Number of samples after angular resampling</td>
<td>500,000</td>
</tr>
<tr>
<td>Signal duration after angular resampling</td>
<td>599.14 rev.</td>
</tr>
</tbody>
</table>

### 6.8.1 AStrion-K – Association of Kinematics

As in the previously presented cases using AStrion the processing begins with AStrion-A, for an angular resampling, continues with AStrion-D, for the data validation, is followed by AStrion-I, for a spectral component identification, and finishes with AStrion-H, for a spectral pattern recognition. More details about this part are presented in chapter 2. As a result 1895 spectral components are identified and AStrion-H detects 90 harmonic series and 260 sideband series. These harmonic and sideband series are used to be associated with the characteristic frequencies listed in Tables 6.4 and 6.5.

Some examples of the AStrion-K results are presented in Table 6.10. As in the previously described cases, each of the examples is separated with a double horizontal line and the series to be selected for the final association is in a highlighted row. A double vertical line divides the data available from the previous AStrion steps, on the left-hand side, and AStrion-K information on the right-hand side. The ‘Theoretical order (orders)’ column contains the
Table 6.10: Detailed results of AStrion-K on example of the Arfons WT6 signal recorded by accelerometer 4 on 31st January 2015. Selected candidates for association, according to Equations (4.1) and (4.3), are grouped between double lines and the final series to be associated are highlighted.

<table>
<thead>
<tr>
<th>Type</th>
<th>Order (orders)</th>
<th>Carrier order (orders)</th>
<th>Modulation order (orders)</th>
<th>Number of peaks</th>
<th>Energy</th>
<th>Density</th>
<th>Selected component name</th>
<th>Theoretical order (orders)</th>
<th>RFD_i</th>
<th>BSI_i</th>
</tr>
</thead>
<tbody>
<tr>
<td>Harmonic</td>
<td>0.999</td>
<td>—</td>
<td>—</td>
<td>13</td>
<td>2.3^{-4}</td>
<td>0.812</td>
<td>High speed shaft</td>
<td>1</td>
<td>0.071</td>
<td>—</td>
</tr>
<tr>
<td>Harmonic</td>
<td>1.006</td>
<td>—</td>
<td>—</td>
<td>3</td>
<td>0</td>
<td>0.429</td>
<td>High speed shaft</td>
<td>1</td>
<td>0.6</td>
<td>—</td>
</tr>
<tr>
<td>Harmonic</td>
<td>2.107</td>
<td>—</td>
<td>—</td>
<td>3</td>
<td>6^{-6}</td>
<td>0.6</td>
<td>NSK HR30334.BPF1</td>
<td>2.073</td>
<td>1.621</td>
<td>0.8</td>
</tr>
<tr>
<td>Harmonic</td>
<td>2.654</td>
<td>—</td>
<td>—</td>
<td>3</td>
<td>2^{-6}</td>
<td>0.5</td>
<td>NSK HR30336.BSF2</td>
<td>2.64</td>
<td>0.53</td>
<td>0.286</td>
</tr>
<tr>
<td>Harmonic</td>
<td>2.692</td>
<td>—</td>
<td>—</td>
<td>3</td>
<td>2.8^{-5}</td>
<td>0.27</td>
<td>NSK HR30336.BSF2</td>
<td>2.64</td>
<td>1.961</td>
<td>0.636</td>
</tr>
<tr>
<td>Sideband</td>
<td>—</td>
<td>5.384</td>
<td>0.234</td>
<td>7</td>
<td>7</td>
<td>0.0004</td>
<td>&lt;0.0001</td>
<td>0.0072</td>
<td>0.636</td>
<td>Intermediate shaft</td>
</tr>
<tr>
<td>Harmonic</td>
<td>25.982</td>
<td>—</td>
<td>—</td>
<td>5</td>
<td>0.18</td>
<td>1</td>
<td>Gearbox17.GMF</td>
<td>26</td>
<td>0.068</td>
<td>—</td>
</tr>
<tr>
<td>Sideband</td>
<td>—</td>
<td>25.982</td>
<td>0.234</td>
<td>4</td>
<td>4</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>0.8</td>
<td>0.4</td>
<td>Intermediate shaft</td>
</tr>
<tr>
<td>Sideband</td>
<td>—</td>
<td>25.982</td>
<td>0.999</td>
<td>3</td>
<td>5</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>0.833</td>
<td>1</td>
<td>High speed shaft</td>
</tr>
<tr>
<td>Sideband</td>
<td>—</td>
<td>25.982</td>
<td>2.575</td>
<td>5</td>
<td>3</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>0.714</td>
<td>0.75</td>
<td>NSK NU238.BPF1</td>
</tr>
<tr>
<td>Sideband</td>
<td>—</td>
<td>25.982</td>
<td>8.994</td>
<td>2</td>
<td>2</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>1</td>
<td>1</td>
<td>NSK HR30336.BPF1</td>
</tr>
<tr>
<td>Sideband</td>
<td>—</td>
<td>51.965</td>
<td>0.234</td>
<td>8</td>
<td>4</td>
<td>0.0002</td>
<td>0.0001</td>
<td>0.727</td>
<td>0.5</td>
<td>Intermediate shaft</td>
</tr>
<tr>
<td>Sideband</td>
<td>—</td>
<td>51.965</td>
<td>0.702</td>
<td>3</td>
<td>8</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.471</td>
<td>1</td>
<td>NSK NJ2988.BSF2</td>
</tr>
<tr>
<td>Sideband</td>
<td>—</td>
<td>51.965</td>
<td>0.999</td>
<td>20</td>
<td>5</td>
<td>0.0039</td>
<td>0.0033</td>
<td>0.833</td>
<td>1</td>
<td>High speed shaft</td>
</tr>
<tr>
<td>Sideband</td>
<td>—</td>
<td>51.965</td>
<td>5.15</td>
<td>2</td>
<td>2</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>0.667</td>
<td>0.667</td>
<td>NSK NU238.BPF1</td>
</tr>
<tr>
<td>Sideband</td>
<td>—</td>
<td>51.965</td>
<td>8.427</td>
<td>2</td>
<td>2</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>0.667</td>
<td>0.667</td>
<td>NSK NU238.BPF1</td>
</tr>
<tr>
<td>Sideband</td>
<td>—</td>
<td>77.947</td>
<td>0.702</td>
<td>2</td>
<td>4</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>1</td>
<td>0.667</td>
<td>NSK NJ2988.BSF2</td>
</tr>
<tr>
<td>Sideband</td>
<td>—</td>
<td>77.947</td>
<td>0.999</td>
<td>9</td>
<td>3</td>
<td>0.0013</td>
<td>&lt;0.0001</td>
<td>0.818</td>
<td>0.6</td>
<td>High speed shaft</td>
</tr>
</tbody>
</table>
values of the characteristic fault frequencies after taking into account the value of the rotational speed. In this case it has the same values as presented in Tables 6.4 and 6.5 as the investigated signal is resampled in order domain.

The interpretation of data presented in Table 6.10 is very similar to the ones presented in sections 4.3 and 6.5. In the investigated signal, the density of series close to characteristic orders is low. This is why only two presented examples have more than one series selected in the first step of AStrion-K as the candidates for further association.

The results presented in Table 6.10 show two groups of sideband series. The first one is associated to the intermediate shaft. Moreover, this modulation is detected around the $2^{nd}$ harmonic order of the harmonic series that is associated to the double value of the BSF of the bearing type NSK HR30326 characteristic order. The second group of sideband series is more interesting as it shows all the modulation series associated by AStrion-K and at the same time having the carrier order corresponding to the GMF of the second stage of parallel gearbox. Among the results there are sidebands series corresponding to the high speed shaft around the fundamental, $2^{nd}$, and $3^{rd}$ harmonic order of GMF as well as the associations to the intermediate shaft around the fundamental and $2^{nd}$ harmonic order of the same GMF. The observation of changes of these modulations is crucial for gearbox fault diagnosis.

6.8.2 AStrion-M – Sideband Demodulation

This section presents the results of the demodulation method proposed in chapter 5 on a single sideband series listed in Table 6.10. For this purpose a series associated with the intermediate shaft is selected. This series has the modulation order equal to $f_\Phi = 0.234 \text{ orders}$ and having the carrier order corresponding to the $2^{nd}$ harmonic of the presented GMF which is equal to $f_0 = 51.965 \text{ orders}$. The below presented results are obtained by demodulation of this sideband series only, but the AStrion-M is automatically executed on all the detected modulation series.

Similarly to the previous section, this one also takes advantage of a number of AStrion’s modules and AStrion-M is performed after AStrion-ADIHK, for details see chapter 2. AStrion-K execution is not mandatory for the usage of further post-processing, but in this case it helps to select a potentially interesting series to be analyzed.

Figure 6.23 shows the AStrion spectrum representation for a view of all the peaks in the harmonic series at the top and zoom of sideband series under study only at the bottom. The investigated series has the highest sideband on the left-hand side $K_{\text{inf}} = -11$ and the highest sideband on the right-hand side $K_{\text{sup}} = 8$ identified by AStrion-H, described in section 2.2.2. Based on this information the proposed algorithm computed a target bandwidth containing components to be demodulated as $B = [49.39 \text{ ordres}, 53.837 \text{ ordres}]$. Thus, the frequency bandwidth $B$ is chosen as the filter bandwidth for the multi-rate filter. The multi-rate filter, as presented in section 5.2.2, accomplished the filtering, in 2 iterations constituted of automatic selection of frequency shift and signal decimation, as presented in Table 6.11. Finally, the filtered and down-sampled signal is sampled with the order equal to 23.181 $\text{orders}$. Figure 6.24
Figure 6.23: The sideband series selected to present details of the demodulation. The AStrion spectrum representation at the top shows the full harmonic series and at the bottom the zoom of signal part to be demodulated.

presents the result of the multi-rate filtering and gives a comparison with the signal before this operation.

The filtered signal is subject to further processing. Firstly, a synchronous averaging is done as specified in section 1.5.2. Secondly, a demodulation is performed as described in section 5.2.4. Finally, the features proposed in Table 5.2 are computed on the demodulated amplitude and frequency functions as defined in section 5.2.5. These results are listed in Table 6.12.

This section shows that AStrion-M is able to cope with a real-world signal measured on the WT6. The algorithms automatically computes the signal which is an advantage for CMS application. As a result, AStrion-M provides features to describe the health of the machine
Table 6.12: Features calculated from the demodulated amplitude $\hat{A}[\tau]$ and frequency $\hat{F}[\tau]$ of the investigated wind turbine signal. $\bar{A}$ – the average value, $PP$ – peak-to-peak, $Kurt$ – kurtosis, $MI$ modulation index of the demodulated amplitude modulation function and corresponding results of the second AStrion computation on this signal: $PN$ – the number of peaks, and $E$ – the energy of the harmonic series.

<table>
<thead>
<tr>
<th></th>
<th>$\bar{A}$</th>
<th>$PP_A$</th>
<th>$Kurt_A$</th>
<th>$MI_A$</th>
<th>$PN_A$</th>
<th>$E_A$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.382</td>
<td>0.04</td>
<td>2.902</td>
<td>0.052</td>
<td>3</td>
<td>1.8$^{-5}$</td>
</tr>
<tr>
<td>$\bar{F}$</td>
<td>51.965</td>
<td>0.176</td>
<td>2.547</td>
<td>0.002</td>
<td>3</td>
<td>4.6$^{-4}$</td>
</tr>
</tbody>
</table>

and enables the comparison with signals measured subsequently. An example of the evolution of AStrion-M features is presented in the next section.

6.9 Case Study 7 – AStrion-M on CETIM High Degradation Test

This section presents the results of the demodulation method proposed in chapter 5 on signals acquired on the CETIM test rig, which is described in section 6.1. Vibration signals acquired during the deterioration test of the CETIM test rig main bearing are investigated. All vibration signals are measured by one vibration sensor which is located radially on the main bearing and oriented in the horizontal direction. This sensor is marked as ‘Accel2’ and the signals are acquired by the National Instrument data acquisition system. The presented results are obtained by the demodulation of the sideband series, associated to the LSS, and detected around the peaks associated with the main bearing BPFI. This characteristic fault frequency of the rolling-element bearing corresponds to $SKF22210E$ in Table 6.2.

This section takes advantage of a number of AStrion’s modules including data validation, peak identification, harmonics and sideband detection, and kinematic association before performing the demodulation by AStrion-M module as well as the tracking module to display results computed on a sequence of measurements. All modules are referred to as AStrion-DIHKMT. For more details on these algorithms please see chapter 2.
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6.9.1 Single Set of Features for the Sideband Demodulation

Among sixteen available vibration signals only one is selected for the purpose of an illustration. It is the 184th hour of the test duration, where the damage was well developed. The proposed demodulation method automatically performs on all modulation series detected by AStrion-H. One modulation sideband series is chosen to be presented hereafter in details.

After executing AStrion-DIHK on the selected signal, the chosen sideband series has a carrier frequency $f_0 = 3.435 \text{ Hz}$ and a modulation frequency $f_\Phi = 0.334 \text{ Hz}$, which is associated to the LSS by AStrion-K. Other input data needed by the AStrion-M algorithm are the highest sideband on the left-hand side $K_{\text{inf}} = -4$ and the highest sideband on the right-hand side $K_{\text{sup}} = 6$ identified by AStrion-H, described in section 2.2.2. The investigated sideband series is shown in Figure 6.25 with the spectrum representation of AStrion.
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Figure 6.25: The sideband series selected to present details of the demodulation.

Table 6.13: Features calculated from the demodulated amplitude $\hat{A}[\tau]$ and frequency $\hat{F}[\tau]$ of the investigated CETIM test rig signal.

<table>
<thead>
<tr>
<th>A</th>
<th>PP_A</th>
<th>Kurt_A</th>
<th>MI_A</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0013</td>
<td>0.0018</td>
<td>1.9134</td>
<td>0.7138</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>F</th>
<th>PP_F</th>
<th>Kurt_F</th>
<th>MI_F</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.435</td>
<td>2.725</td>
<td>6.773</td>
<td>0.397</td>
</tr>
</tbody>
</table>

Based on the above-mentioned information AStrion-M computed a target bandwidth, see Equation (5.8), containing components to be demodulated as $B = [2.099 \, Hz, 5.439 \, Hz]$ which is the filter bandwidth for the multi-rate filter. This bandwidth is unsymmetrical around the carrier frequency and is very narrow (the normalized bandwidth $\Delta B = 0.017$), which implies a difficult filtering step. The multi-rate filter, as presented in section 5.2.2, accomplished the filtering in four iterations constituted of the automatic selection of the frequency shift and the signal decimation. Finally, a down-sampled signal is sampled with a frequency equal to 13.58 Hz. Figure 6.26 presents the result of the multi-rate filtering.

After a synchronous averaging done as specified in section 1.5.2 and then a demodulation as in section 5.2.4, the values of the features calculated from the demodulated amplitude and frequency as defined in section 5.2.5 are listed in Table 6.13.

The computed features give an insightful information about the demodulated part of the signal. The user can observe a change of these values over time to detect the changing condition of the mechanical components that correspond to the investigated modulation. These health indicators can be easily used in an automatic CMS. An example of such a usage of AStrion-M results is presented in the next section for the main bearing fault detection on the CETIM test rig.
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Figure 6.26: The 20140424-134910 Acceleration 2 KAStrionBenchNI Test14T11S4 signal filtered by the proposed multi-rate filter over the $B = [2.099 \, Hz, 5.439 \, Hz]$ and compared against original signal. (a) time domain signal and (b) spectrum of the original and filtered signal – zoom of interesting range.

6.9.2 Features Tracking over Multiple Signals

The above-presented feature calculation was applied over 16 vibration measurements that covered the time span of the main bearing degradation test, from the new main bearing condition up to its spread fault in the 190th hour.

For the program test, the deterioration of the main bearing has been evaluated by a narrow-band RMS value computed at the characteristic fault frequencies of the main bearing. Based on this indicator, the decision about the fault appearance has been made and the test was stopped. The energy of the harmonic series is an indicator computed by AStrion-DIHK and it can serve as a simple factor evaluated by AStrion methodology to observe the fault presence. It is shown in Figure 6.27. Although the data from the accelerometer are available since the 44th hour the first value in Figure 6.27 is present in the 129th hour and is consecutively present until the end of the test. Thus, there are 12 vibration signals for which harmonic series have been detected and associated with the main bearing BPFI. It informs about a change in the system. The AStrion data-driven methodology creates features only when the corresponding spectral components are detected.

As a consequence of the above-mentioned AStrion nature the modulation, we are interested in, can occur for the 12 last signals only. Figure 6.28 shows the selected features of AStrion-M and as one can notice there are 11 values per curve starting in the 134th hour. It is due to the fact that the data at the 129th hour have not enough energy in the sidebands corresponding to the LSS modulation to be detected by AStrion-DIHK. From the 129th hour it is possible to detect harmonic series associated with the main bearing BPFI whereas from the 134th hour...
Figure 6.27: Evolution of energy of harmonic series associated with main bearing BPFI throughout the lifetime of the main bearing degradation test.

The detection of modulation associated with the LSS is possible. Thus the AStrion-M results are computed over 11 signals for test time from 134th to 190th hour.

Figure 6.28 presents the selected demodulation results computed on the sideband series associated with the LSS and detected around the fundamental fault frequency of BPFI as well as its second and third harmonics. Figure 6.28 (a) shows the average value of $\bar{A}$ and Figure 6.28 (b) presents the modulation index $MI_A$ of the estimated amplitude modulation function, both defined in Table 5.2. The simultaneous interpretation of these results allows up to evaluate the severity of the investigated fault.

The average value $\bar{A}$ presented in Figure 6.28 (a) shows an abrupt increase after the 134th hour above all for the fundamental frequency of the main bearing BPFI. This rapid jump corresponds to the increase of the fault size on the outer ring of the rolling-element bearing. The impact caused by the rolling elements passing the local fault on the inner race of the main bearing generates more energy from sample to sample. Most of this energy is present in the fundamental frequency and its harmonics have less and less energy, which can be also observed in Figure 6.28 (a). After the 149th hour the value of the indicator fluctuates and changes more abruptly in the 182nd hour.

The modulation index $MI_A$ shown in Figure 6.28 (b) displays a steady trend of the values from the beginning of the sidebands detection. The values of $MI_A$ are on similar level for the fundamental frequency, the 2nd, and the 3nd harmonic of the main bearing BPFI. In the 182nd hour the indicators start to drop. The authors interpret this fact as a change of the fault nature of the bearing under investigation. The weakening of these modulations corresponds to a more and more distributed fault, since the impacts caused by the rolling elements in motion are no longer as periodic as in the case of a local fault. The fault spreads over the inner race of the main bearing.

Thanks to the interpretation of the $\bar{A}$ and $MI_A$ indicators at the same time it is possible to trace the nature of the fault. It is confirmed by the visual inspection of the main bearing.
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Figure 6.28: Evolution of (a) mean value of amplitude demodulation function $\bar{A}$, and (b) modulation index $M_{IA}$ over detected modulation around fundamental frequency, 2$^{nd}$ harmonic, and 3$^{rd}$ harmonic of BPFI of the main bearing through the lifetime of the main bearing tested over CETIM test rig.

Figure 6.29: Flaking over the entire inner race of the faulty bearing.

after the end of the test proving that the entire inner race of the investigated bearing was covered with the flaking after disassembling it from the test rig. Figure 6.29 presents a photo of the bearing after the end of the deterioration test.

6.9.3 Comparison to Established CMS Techniques

Figure 6.30 presents the results of well known techniques used in CMSs applied on the same vibration signals. This is a part of fault indicators described in section 1.7. The wide-band indicators as RMS and kurtosis values, shown respectively in Figures 6.30 (a) and (b), are not sufficient for a clear detection of the fault. Among the simplest fault indicators only the crest factor, presented in Figure 6.30 (c) enables to detect the fault in the 169$^{th}$ hour, which is much later than the proposed method. Furthermore, this indicator is incapable of identifying the faulty bearing.
Figure 6.30: Evolution of (a) RMS, (b) kurtosis, and (c) crest factor values computed on the full length signal, as well as (d) narrow-band RMS with 3% bandwidth of fundamental frequency, $2^{nd}$ harmonic, and $3^{rd}$ harmonic of BPFI of the main bearing through the main bearing lifetime.

The narrow-band RMS is the only indicator whose performance is comparable with AStrion methodology in the investigated case. Figure 6.30 (d) presents the narrow-band RMS values computed around the fundamental frequency, the $2^{nd}$ harmonic, and the $3^{rd}$ harmonic of the main bearing BPFI. The bandwidth of this feature equals 3% of the value of the investigated frequency, which is based on the generally adopted engineering practice for CMS configuration. The threshold for fault detection is selected to be equal to 0.0001. The disadvantage of this method is that the threshold depends on the user’s experience and other human factors. With this selection the detection based on a narrow-band RMS of the fundamental frequency of the main bearing BPFI is in the 145$^{th}$ hour, which is depicted with the vertical dash-dot line. It is a late detection in comparison with the proposed method, where the 134$^{th}$ hour is achieved. The narrow-band RMS of the $2^{nd}$ harmonic is able to detect the fault in the 169$^{th}$ hour. The
narrow-band RMS of the $3^{rd}$ harmonic is also crossing the threshold, but only for one sample in the 180$^{th}$ hour and then drops below the threshold. This behaviour could be seen as a false alarm. Additionally, the narrow-band RMS gives no clue about the nature of the fault.

Furthermore, a try to investigate the fault with more sophisticated fault detection methods is performed. It is worth mentioning that in the investigated case a lot of well established methods of rolling-element bearing diagnosis fail because of the low rotational speed of the main bearing. There is no effect of exciting the resonance frequencies by a faulty bearing, so methods based on the envelope analysis or the cyclostationary analysis of second order are incapable of detecting the investigated fault. The examples of those methods are presented in [RA11]; [DC10].
Conclusions and Perspectives

Among different maintenance approaches CMSs gathered a considerable interest of wind turbines operators. There is a vast amount of methods which are dedicated to these machines and a lot of developments has been introduced to CMS in the recent years. This thesis proposes signal processing methods to increase the abilities of a data-driven CMS. Besides the proposed methods constitute a part of AStrion which is an automatic and adaptive signal processing approach under development in GIPSA-Lab. AStrion’s objective is to interpret and evaluate a signal based on its content only and not to use the expert knowledge for each acquired data in a CMS. Moreover, AStrion constitutes a part of the KAStrion CMS.

In order to fill the identified gaps in the state of the art of CMS for rotating machinery this thesis proposes three algorithms:

- Cropping out a time-frequency representation;
- Kinematic frequency association;
- All-sideband demodulation.

Thanks to Innovation Project KAStrion the proposed methods are inspected on real-world signals. The signals originate in CETIM test rig, which is built as a smaller scale WT’s drive train, and WTs located in Arfons. All the signals were made available by partners that belong to the project consortium.

The cropping out a time-frequency representation, referred to as AStrion-C, serves to select the stationary part of the vibration signal under investigation. As required by AStrion methodology, it is an automatic method. What is more the identified stationary part of the signal is cropped without filter application, but with truncation and internal manipulation of investigated signal by AStrion only.

ASTrion-K is the name of the proposed technique for automatic association of characteristic frequencies of rotating machinery under investigation with previously detected spectral patterns as harmonic and sideband series. Among the biggest advantages of this method there is the proposed way of taking into account the possible slippage in the rolling-element bearings resulting in a random variation of characteristic fault frequencies.

This module opens additional possibilities for mechanical components diagnosis. Based on the results of AStrion-K, component specific fault indicators can be developed. For example there is an increase of sidebands amplitude of a gearbox with a fault occurrence correlated with diagnostic features, as noted in [Gel+05], thus, it can be incorporated in AStrion to verify wider scope of information on a mechanical component.

The last proposed technique is sideband demodulation algorithm which is called AStrion-M. This automatic signal processing method performs a full-band demodulation with auto-
matic adjustment of multiple steps based on the information obtained from the investigated signal itself. In this way all previously detected sidebands series are demodulated which brings additional feature indicators to precisely describe a condition of investigated system.

All the proposed methods are tested and validated within this thesis. Weak and strong aspects of these methods are pointed out.

The proposed method for cropping out a time-frequency representation can be successfully used for diagnosis and condition monitoring purposes. It is foreseen to incorporate the presented method within the complex AStrion strategy.

As it is shown throughout the thesis AStrion-K deals well with real-world signals. Stationary signals from CETIM test rig and non-stationary signals from Arfons wind turbine are investigated. In both cases the proposed method presents the robustness in association of previously detected spectral components pattern. Even in the cases where a vast number of approximate series is very close the theoretical characteristic frequency AStrion-K is able to select one series.

All-sideband demodulation method is validated on simulated as well as real-world signals. The results show the applicability of the AStrion-M algorithm on very difficult situations where the filter band is asymmetric and extremely narrow. It allows for a deeper insight into the modulations detected in signals. The proposed features are shown to be relative to the evolution of the fault. The proposed method is able to detect a rolling-element bearing BPFI fault in an automatic way and by a data-driven approach. The detection is very early and the proposed features characterise the nature of the investigated fault.

Moreover, AStrion does all the computation fully automatically and there is no need for any adjustment of parameters by the user. All the parameters are estimated during the processing of the investigated signal. This approach gives a well designed and robust tool, which can be used also by a non-expert in the signal processing techniques.

This thesis does not exhaust a possible application of proposed algorithms. In the author’s opinion it would be interesting to apply AStrion-C for the diagnosis of signals with presence of the short-time strikes like in the case of e.g. a power press. That could allow to identify the signal parts in stationary conditions and filter the temporary excitations for further diagnosis. Moreover, an interesting scenario would be to test AStrion-M on gearbox fault data. With a support of AStrion-K, this algorithm could be a powerful tool for gearbox health diagnostic.

Since the whole algorithm is applied in a fully automatic way, it makes the proposed approach a good solution for a CMS application. It features in data-driven approach which makes AStrion valuable and smart strategy for an automatic diagnosis and monitoring of a rotating machinery especially as specific as wind turbines which are driven by constantly changing wind. Within Innovation Project KAStrion the proposed algorithms are tested in a commercial wind turbine CMS. These tests and validation are performed on on-shore wind turbines, but it is equally applicable on off-shore wind turbines.
In order to make AStrion strategy fully profitable future steps to be developed are identified. Firstly, the advancement on automatic interpretation of results is essential. This step is under development and still needs improvements in pattern recognition for fault identification over multiple signals. Secondly, an automatic summary reports generation is obligatory to meet final user requirements. AStrion is consistently able to generate enormous number of information on each investigated signal which allows for deep inspection, but for commercial application the information of higher level are expected to be sufficient for daily usage. Another way to deal with a user seeking specific type of information in the first place could be a development of specific information per each mechanical component, or set of components, to give an indicator which would be a fusion of all available AStrion data on this specific component.

In the author’s opinion it is of great interest to implement the obtained features in the predictive maintenance strategy. The decision making aspect of CMSs becomes more and more important at today’s developed market and among others it is valuable in wind industry. The employment of sophisticated health indicators which are part of AStrion could enhance long term productivity and limit downtime of a wind turbine, which makes proposed method economically interesting.
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B.1 Introduction


Cette thèse propose une nouvelle approche pour le traitement de signal vibratoire dans le but d'aider les opérateurs de machines à la surveillance des composants mécaniques cruciales dans une usine. Parfois, il est nécessaire de surveiller des nombreux systèmes ou composants comme c'est le cas des grands parcs éoliens. Ce contexte requiert un haut niveau d'automatisation des systèmes de surveillance. Cette automatisation est déjà mise en œuvre à un niveau simple de contrôle et d'acquisition des données SCADA (ang. supervisory control and data acquisition) des systèmes ou des systèmes de surveillance d'état, mais en général seulement des simples méthodes de diagnostic sont adoptées. L'objectif de cette thèse est de proposer une extension des capacités des systèmes de surveillance actuelles en les combinant avec des méthodes de traitement de signal avancées. Le but est de pouvoir effectuer un diagnostic vibratoire précis sans l'aide d'expert en vibrations. La mise en œuvre d’algorithmes complexes et adaptatifs de traitement du signal dans les systèmes actuels de surveillance ouvre la possibilité d'effectuer une analyse sophistiquée sans augmenter la charge de travail pour les opérateurs et les équipes de maintenance.

L'objectif principal de cette thèse est de proposer des algorithmes pour l'étape de traitement des données de la stratégie de maintenance conditionnelle. Le lien entre l'industrie et l'académie révèle la nécessité d'une amélioration des systèmes de surveillance. Cette recherche est axée sur un cas particulier de système de surveillance d'état, c'est-à-dire les éoliennes. L'industrie éolienne a des marges financières très faibles, de sorte qu'elle est en constant besoin de diminuer le coût de la production d'énergie. L'un des aspects à améliorer est le coût
d’exploitation et d’entretien des éoliennes. Grâce aux possibilités techniques et à des algorithmes de traitement du signal avancés, il est maintenant possible de détecter les premiers symptômes des défauts, principalement les défauts de composants mécaniques tels que les roulements et boîtes de vitesses. Plus tôt les informations sur les défauts à venir sont fournies aux opérateurs d’éoliennes, la meilleure est la réparation. Cette situation apporte des avantages économiques, d’où son intérêt dans le développement de la technologie de l’industrie. Le monde universitaire est en mesure de proposer des solutions pour ce problème et cette thèse propose une réponse aux besoins de l’industrie.

Cette thèse propose le développement de techniques avancées de traitement du signal sur trois aspects, tous dédiés, mais non limités à la surveillance et le diagnostic de l’état des systèmes mécaniques. Le fonctionnement automatique et guidés par les données sont les points communs des méthodes proposées. Chaque algorithme a été conçu comme un outil convivial et auto-configuré avec un paramétrage minimum, de sorte que chaque méthode peut être utilisée même par un non-expert en traitement du signal.

La première méthode proposée vise à faciliter le diagnostic et la surveillance de l’état des machines qui travaillent dans des conditions non-stationnaires. C’est nécessaire pour les machines fonctionnant avec des conditions variables. La solution consiste à “régner” une représentation temps-fréquence en utilisant un détecteur des non-stationnariétés. L’approche est fondée sur une recherche itérative à travers la représentation temps-fréquence du signal et elle est adaptée pour des signaux vibratoires. Cette méthode permet de sélectionner la partie stationnaire des signaux vibratoires et peut être appliquée dans des systèmes de surveillance et de diagnostic.

Une connaissance des fréquences caractéristiques d’un système analysé est toujours un avantage dans la surveillance et le diagnostic d’un système. Par conséquent, il existe un besoin pour une utilisation automatique de ces informations. Le deuxième algorithme proposé est l’association automatique des fréquences caractéristiques de défaut selon une configuration cinématique de la machine analysée avec les pics détectés précédemment. L’approche proposée est adaptative et dispose d’une association unique de données cinématiques avec les structures spectrales identifiées dans un signal. En outre, l’avantage de la méthode consiste à prendre en compte le glissement dans les roulements, une question qui n’a pas encore été abordée dans les systèmes de surveillance.

La démodulation est une technique puissante pour le diagnostic de la santé de la machine. Cependant, les solutions existantes pour son utilisation dans les systèmes de surveillance n’adaptent pas au contenu du signal. C’est pour cette raison que cette thèse propose une troisième technique de traitement du signal qui est un processus de démodulation de toutes les bandes latérales. Pour chaque série de bandes latérales détectée dans le signal étudié, une procédure automatique de démodulation est proposée et le signal est démodulée sur toute sa bande spectrale. Cette méthode consiste en un processus de filtrage à plusieurs cadences d’échantillonnage, un moyen de synchronisation et le calcul des fonctions de modulation d’amplitude et de fréquence ainsi que le calcul des indicateurs de santé qui décrivent l’état du système étudié qui a pour but de détecter les défauts.
La thèse commence, dans le chapitre 1, avec un aperçu général des sujets liés à la surveillance des systèmes et le diagnostic de machines. Ce chapitre est concentré principalement sur l’application aux composants mécaniques des éoliennes comme les roulements, les boîtes de vitesses et les arbres. La description des dysfonctionnements et des défauts les plus courantes est donnée. Par la suite, une description exhaustive des méthodes de détection de défaut est présentée. Elle donne une liste des indicateurs populaires utilisés dans les systèmes de surveillance. Ce chapitre comprend également la description des normes utilisées dans l’industrie. Le chapitre 1 finit par la description des approches de détection de défaut utilisées dans les systèmes de surveillance et la description la plus populaire des installations existantes de la configuration des éoliennes.


Le premier algorithme proposé, le “rognage” de la représentation temps-fréquence, est présenté dans le chapitre 3. Le deuxième algorithme, l’association de cinématique, est détaillé dans le chapitre 4. La dernière méthode de traitement du signal, la démodulation de toutes les bandes de modulation, est proposée dans le chapitre 5. Toutes les méthodes de traitement du signal proposées sont validées sur les signaux réels provenant de sources diverses. Ces validations sont présentés dans le chapitre 6. La thèse finit avec un résumé présenté dans le chapitre “Conclusions and Perspectives”. Les avantages des algorithmes proposés sont énumérés avec les perspectives pour l’avenir.

Cette section résume brièvement l’idée principale des trois méthodes proposées. Cette description est simplifiée et vise à donner une vue d’ensemble des techniques proposées. Les chapitres correspondants dans le manuscrit fournissent une description détaillée de ces méthodes.
B.2.1 AStrion-C

Les signaux non-stationnaires sont toujours présents dans les applications réelles. Certaines non-stationnarités peuvent être causées par l’état de fonctionnement ou la présence d’un défaut. Cependant, une non-stationnarité du signal trop élevée peut rendre l’interprétation automatique impossible. Il est aussi nécessaire de sélectionner une zone du signal qui est stationnaire. Une nouvelle approche pour le “rognage” de la représentation temps-fréquence est appelée AStrion-C. Tous les détails sont décrits dans le chapitre 3.

La méthode proposée recherche de manière itérative une zone de la représentation temps-fréquence grâce aux résultats de la détection de non-stationnarités dans un spectrogramme, partie des résultats d’AStrion-D [MM09]; [Mar05].

Un exemple des non-stationnarités détectées par AStrion-D est représenté sur la figure B.1.

![Figure B.1: Un exemple de (a) spectrogramme calculé par AStrion-D et (b) des non-stationnarités détectées dans le signal.](image)

Tous les parties correspondants à des événements non-stationnaires dans la représentation temps-fréquence du signal sont détectés par AStrion-D, comme cela est illustré sur la figure B.1 (b). Cette thèse propose un traitement supplémentaire afin d’en extraire une zone temps-fréquence qui a un indice de stationnarité inférieur. Cet indice est défini par AStrion-D pour décrire le niveau de stationnarité de signal.
Pour assurer un temps de calcul raisonnable des hypothèses sur le signal à l’étude ont été faites. Tout d’abord, les segments de fréquence sélectionnées commencent toujours à partir de la fréquence minimale égale à $0 \text{ Hz}$. Cette sélection est faite en raison de la nature des signaux vibratoires, qui sont l’objet de cet étude. En outre, cette restriction assure que le temps de calcul est fortement réduit par la méthode itérative proposée. En plus, la zone sélectionnée doit être rectangulaire. Troisièmement, le nombre minimal de segments temporel doit être fixé. Cette valeur dépend de la résolution spectrale requise $\Delta f$ du signal, qui dépend du système mécanique analysé. Enfin, le nombre minimal de segments fréquentiel doit être fixé. En règle générale, nous proposons d’utiliser au moins 10% du longeur du signal original et 5% de la plage de fréquences disponible (fréquence de Nyquist divisée par deux), mais ces valeurs peuvent être modifiées en fonction des besoins des utilisateurs.

L’objectif de la méthode proposée consiste à sélectionner la plus grande partie possible de la représentation temps-fréquence qui est stationnaire jusqu’à un certain niveau. La quantité $T_i$ est utilisée comme mesure de la stationnarité de la région et elle est inspirée par la définition de l’indice de stationnarité proposé pour AStrion-D [MM09]. Selon le besoin de l’utilisateur le niveau acceptable de non-stationnarité, seuil $T_S$, peut être adapté et seule la zone qui répond à la condition

$$T_i \leq T_S$$ (B.1)

est considérée comme un résultat acceptable pour le “rognage”. A la base des exemples testés le valeur de seuil $T_S$ est fixé à 4%, ce qui permet de réduire la non-stationnarité du signal après l’opération de “rognage”, ainsi que de préserver une durée suffisante du signal analysé.

L’algorithme itératif de sélection de la zone stationnaire du signal comporte deux boucles. La première sert à effectuer une itération à partir du temps pour la sélection de la zone du signal. La deuxième boucle est exécutée dans le cadre de la première et une itération à travers la représentation temps-fréquence pour sélectionner la plus grande zone qui remplit la condition d’un seuil $T_S$. Enfin, l’algorithme sélectionne la plus grande zone du signal entre tous les résultats sauvagés de l’itération dans la première boucle. Ce résultat est utilisé pour le “rognage” du signal.

L’opération de “rognage” sur le signal est exécutée sans aucune application de filtre. Dans l’approche proposée, la première étape consiste à tronquer le signal dans la domaine temporel en fonction de la zone sélectionnée. L’étape suivante consiste à utiliser la bande de fréquence sélectionnée et d’analyser le signal seulement jusqu’à la fréquence évaluée, ce qui est possible dans AStrion.

Dans le chapitre 3 la validation de la méthode proposée sur un signal simulé est présentée. Cet exemple montre que l’algorithme proposé est capable de sélectionner une zone stationnaire d’un signal. En outre, la validation de l’algorithme proposée nous permet de l’intégrer dans l’ensemble de la méthodologie d’AStrion. AStrion-C peut donc être considéré comme un moyen de traiter automatiquement les signaux non-stationnaires, ce qui est une nécessité pour une utilisation dans un système automatique de surveillance.
B.2.2 AStrion-K

Une partie importante des systèmes de surveillance présents sur le marché est l’utilisation de l’information cinématique du système analysé. Les machines tournantes génèrent des modes de vibration qui sont liés à leur géométrie, il est donc possible de calculer une valeur théorique de la fréquence caractéristique de défaut d’un composant tournant. Les équations pour calculer ces valeurs sont présentées dans le tableau B.1, où \( f_r \) est la vitesse de l’arbre exprimée en \( Hz \), \( z \) est le nombre de dents d’un engrenage, \( n_r \) est le nombre d’éléments roulants dans le roulement, \( d_r \) est le diamètre des éléments roulants, \( d_p \) est le diamètre primitif et \( \phi \) est l’angle de la charge par rapport au plan radial.

<table>
<thead>
<tr>
<th>Nom de fréquence de défaut</th>
<th>Formule</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boîte de vitesses</td>
<td></td>
</tr>
<tr>
<td>Fréquence d’engrenement</td>
<td>( GMF = f_r \cdot z )</td>
</tr>
<tr>
<td>Roulement</td>
<td></td>
</tr>
<tr>
<td>Fréquence du passage des billes sur la bague externe</td>
<td>( BPFO = \frac{n_r f_r}{2} \left( 1 - \frac{d_r}{d_p} \cos(\phi) \right) )</td>
</tr>
<tr>
<td>Fréquence du passage des billes sur la bague interne</td>
<td>( BPFI = \frac{n_r f_r}{2} \left( 1 + \frac{d_r}{d_p} \cos(\phi) \right) )</td>
</tr>
<tr>
<td>Fréquence fondamentale de la cage du roulement</td>
<td>( FTF = \frac{f_r}{2} \left( 1 - \frac{d_r}{d_p} \cos(\phi) \right) )</td>
</tr>
<tr>
<td>Fréquence de vitesse de rotation des billes</td>
<td>( BSF = \frac{f_r \cdot d_p}{2d_r} \left( 1 - \left( \frac{d_r}{d_p} \cos(\phi) \right)^2 \right) )</td>
</tr>
</tbody>
</table>

Une approche standard dans le système de surveillance est d’utiliser directement les fréquences caractéristiques pour calculer les indicateurs de santé. Il n’y a pas de méthode qui applique les informations cinématiques seulement pour ajouter des informations à la série harmonique et la bande de modulation obtenue précédemment telle qu’elle est présentée dans la partie suivante.

Donc une méthode automatique d’associer des structures spectrales détectées précédemment dans un signal avec des fréquences caractéristiques de défaut est proposée et elle est appelée AStrion-K. Les détails de cette technique sont présentées au chapitre 4.
La méthode proposée pour l'utilisation de la cinématique est une approche guidée par les données. Elle nécessite une interprétation *a-priori* d'un contenu spectral d'un signal, ainsi qu'une identification des harmoniques et des bandes latérales qui sont fournies par AStrion-IH effectué dans une étape précédente. L'algorithme proposé fait l'association des fréquences caractéristiques de défaut avec les séries harmoniques et les bandes latérales détectées précédemment. C'est un processus itératif, qui effectue une liaison avec chaque fréquence caractéristique fournies par la cinématique du système.

Dans l'étape préliminaire de cette méthode, les fréquences caractéristiques doivent être calculées pour chaque composant mécanique comme indiqué dans le tableau B.1. La vitesse de rotation et la liste des fréquences caractéristiques exprimées en ordre sont nécessaires. Les valeurs d'ordre proviennent de la méthode de ré-échantillonnage angulaire. Elles sont équivalentes aux fréquences caractéristiques calculées pour une vitesse de rotation égale à 1 Hz. Les valeurs d'ordre sont exprimées en *ordres*.

L'association des fréquences caractéristiques de défauts est effectuée en deux étapes. Premièrement, les séries harmoniques qui répondent à un critère sont identifiées comme candidats pour l’association. La seconde étape est la sélection d’un candidat final. Ces deux étapes sont exécutées de façon itérative pour la série harmonique et par la suite le même ensemble des opérations est effectuée sur la série des bandes de modulation.

Dans tous les cas, l’étape d’identification des candidats est basée sur une différence relative entre la fréquence théorique $f_t$ et la fréquence détectée $f_d$ définie comme :

$$RFD_i = \left| \frac{f_{d,i} - f_{t,j}}{f_{t,j}} \right| \cdot 100\% < \eta,$$

où $i$ est l’indice d’une série, $j$ est l’indice d’une fréquence caractéristique calculée pour la configuration cinématique analysée, $f_{d,i}$ est la fréquence fondamentale de la série détectée, $f_{t,j}$ est la fréquence théorique basée sur la cinématique du système. Seulement les séries avec une valeur de $RFD_i$ inférieure à un seuil $\eta$ sont conservées. Dans le cas des arbres et des boîtes de vitesses $\eta$ est égal à 1% de la fréquence théorique $f_{t,j}$, cependant pour les roulements, $\eta$ est égal à 2%. Cette différence est due au phénomène de glissement dans le roulement et la justification détaillée est donnée dans le manuscrit.

Dans la deuxième étape de l’algorithme proposé la seule série parmi les candidats issus de l’étape précédent est sélectionnée. Dans le cas des fréquences des arbres et des boîtes de vitesse cette sélection est effectuée en fonction de la valeur du $RFD$. La série avec la valeur $RFD$ la plus faible est sélectionnée. Cela ne suffit pas dans le cas de roulement et c’est pour cette raison que l’indice $BSI$ (*ang. Bearing Selection Index*) est proposé dans la section 4.2. La série avec la valeur la plus grand de $BSI$ est choisie. La série sélectionnée est associée à la fréquence caractéristique de défaut.
B.2.3 AStrion-M

La démodulation est appliquée avec succès dans la diagnostic de défaut des boîtes de vitesses et des roulements depuis des années. Les techniques de démodulation permettent pour la diagnostic précoce de défauts d’obtenir des informations utiles sur le contenu du signal. Ceci est une raison d’appliquer une telle technique dans les systèmes automatiques de surveillance. Ainsi, cette thèse propose une méthode de démodulation dérivée directement à partir des données.

Une fois les conditions sur le signal satisfaites, la modulation d’amplitude \( A[n] \) et la modulation de phase \( \Phi[n] \) peuvent être récupérées à partir du signal en utilisant la transformée de Hilbert. La fréquence instantanée de la modulation \( F[n] \) peut être obtenue à partir du signal de phase \( \Phi[n] \). Ainsi, la démodulation proposée effectue la démodulation d’amplitude et de fréquence.

Sur cette base, cette thèse propose l’algorithme de démodulation qui peut être décomposé en deux étapes. Dans la première étape, le signal est filtré avec une bande passante centrée sur la fréquence porteuse \( f_0 \), afin d’isoler les composantes spectrales pertinentes pour les phénomènes à analyser. Dans la deuxième étape, les fonctions de modulation d’amplitude et de modulation de fréquence sont calculées après moyennage synchrone. Enfin, certains indicateurs de santé sont proposés. Cette méthode de démodulation est appelée AStrion-M.

Afin d’obtenir la meilleure précision possible de la démodulation, un filtrage à plusieurs cadences d’échantillonnage est proposé dans AStrion-M. La méthode de filtrage vise à préserver l’ensemble de l’information spectrale dans une bande de fréquence \( B \)

\[
B = [f_{inf}, f_{sup}],
\]

où \( f_{inf} \) et \( f_{sup} \) sont les limites de fréquence inférieure et supérieure du filtre, respectivement, positives et en dessous de la fréquence de Shannon. La bande passante du filtre est définie comme \( \Delta B = f_{sup} - f_{inf} \).

Le défi apparaît si la bande passante est très faible ou si la bande de filtre est très proche des fréquences extrêmes dans le spectre. La conception d’un filtre stable qui satisfait la performance souhaitée est difficile. Donc, nous proposons une nouvelle technique de filtrage qui décompose automatiquement une tâche de filtrage difficile en \( N_q \) itérations. Le filtre à plusieurs cadences d’échantillonnage se compose de trois opérations de base :

- un décalage de fréquence ;
- un filtre qui filtre sur la bande de filtre cible \( B_q \) ;
- un sous-échantillonnage qui décime le signal.

La méthode proposée est également un algorithme guidé directement à partir des données et les résultats des étapes précédentes d’AStrion sont utilisés. La bande passante du
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Table B.2: Indicateurs de santé calculés à partir de l’amplitude $\hat{A}[\tau]$ et de la fréquence $\hat{F}[\tau]$ démodulée.

<table>
<thead>
<tr>
<th>Moyenne</th>
<th>$\bar{A} = \frac{\sum_{\tau=1}^{T} \hat{A}[\tau]}{T}$</th>
<th>$\bar{\hat{F}} = \frac{\sum_{\tau=1}^{T} \hat{F}[\tau]}{T}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crête-à-crête</td>
<td>$PP_A = \max \hat{A}[\tau] - \min \hat{A}[\tau]$</td>
<td>$PP_F = \max \hat{F}[\tau] - \min \hat{F}[\tau]$</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>$Kurt_A = \frac{\left( \sum_{\tau=1}^{T} \hat{A}^4[\tau] \right) / T}{\left( \left( \sum_{\tau=1}^{T} \hat{A}^2[\tau] \right) / T \right)^2}$</td>
<td>$Kurt_F = \frac{\left( \sum_{\tau=1}^{T} \hat{F}^4[\tau] \right) / T}{\left( \left( \sum_{\tau=1}^{T} \hat{F}^2[\tau] \right) / T \right)^2}$</td>
</tr>
<tr>
<td>Indice de modulation</td>
<td>$MI_A = \frac{\max { \hat{A}[\tau] } - \min { \hat{A}[\tau] }}{\bar{A}}$</td>
<td>$MI_F = \frac{\max { \hat{F}[\tau] } - \min { \hat{F}[\tau] }}{\bar{\hat{F}}}$</td>
</tr>
</tbody>
</table>

filtre est sélectionnée à partir de l’identification de bandes de modulations par AStrion-H. Par conséquent, la bande passante du filtre peut être choisie comme

$$
\begin{align*}
  f_{inf} &= f_0 + K_{inf} \times f_\Phi, & K_{inf} &\in \mathbb{Z}, K_{inf} < 0, \\
  f_{sup} &= f_0 + K_{sup} \times f_\Phi, & K_{sup} &\in \mathbb{Z}, K_{sup} > 0,
\end{align*}
$$

où $K_{inf}$ est l’ordre le plus bas de bande latérale, et $K_{sup}$ est l’ordre le plus élevé de bande latérale. La bande passante du filtre est proportionnelle à $(|K_{sup}| - |K_{inf}|)$. Le filtre à plusieurs cadences d’échantillonnage peut choisir automatiquement le nombre optimal d’itérations et les configurations optimales des opérations, ce qui est une avantage significatif.

Après l’opération de filtrage la moyenne synchronisée est exécutée. En général, la période du signal obtenu par le filtre n’est pas un nombre entier de points par période. Par conséquent, le signal doit être ré-échantillonné avec une interpolation pour contenir un nombre entier de points par période, ce qui est une méthode classique [McF87a]. Le signal interpolé est ensuite traité par le algorithme de moyenne synchronisée.

Le signal moyen obtenu après filtrage peut être considéré comme à bande limitée et mono-composant, car il ne contient qu’une seule porteuse et ses bandes latérales associées. Par conséquent, une transformation d’Hilbert peut être appliquée pour donner un signal analytique [HR00]. Cette opération est effectuée pour obtenir l’amplitude $A[\tau]$ et la fréquence $F[\tau]$ démodulée.

Il est proposé d’utiliser les signaux démodulés dans le domaine temporel pour calculer les statistiques des indicateurs de santé. Le tableau B.2 montre les caractéristiques scalaires qui sont dérivées des fonctions démodulées $\hat{A}[\tau]$ et $\hat{F}[\tau]$. Ces valeurs constituent des indicateurs de défaut mécanique sachant qu’une modulation détectée dans un signal vibratoire a souvent une origine dans la détérioration des composants mécaniques.

Une autre étape exécuter AStrion sur $\hat{A}[\tau]$ et $\hat{F}[\tau]$ est calculer le nombre de pics ($PN_A$ et $PN_F$ respectivement) et l’énergie ($E_A$ et $E_F$ respectivement) de la série harmonique, qui pos-
sède une fréquence fondamentale égale à la fréquence de modulation de la série de modulation analysée. Ces valeurs contribuent à deux indices de santé supplémentaires pour $\hat{A}[\tau]$ et $\hat{F}[\tau]$.

L'algorithme proposé est validé sur un signal simulé. AStrion-M est capable d'ajuster automatiquement plusieurs paramètres afin d'effectuer la démodulation et ensuite calculer les indices de santé. La méthode proposée a la capacité de gérer la démodulation de toutes les séries de modulation détectées quelle que soit un bande et malgré leur nombre important, ce qui pourrait être le cas pour les signaux réels. En plus, dans cette thèse la performance d'AStrion-M est illustrée sur des signaux réels.

B.3 Présentation des résultats

Cette section présente des résultats sélectionnés pour les méthodes proposées dans la thèse. Le choix a été fait pour se concentrer seulement sur les résultats obtenus à partir des signaux éoliens. Après une description d’une éolienne et une présentation des signaux sont discutés des résultats des méthodes proposées.

B.3.1 Données des éoliennes – Arfons

Arfons est une petite ville au sud de la France où se trouve un parc éolien Arfons-Sor. Ce parc appartient à Valorem et est sous la maintenance de Valemo, un partenaire du consortium de Projet d’Innovation KAStrion. Il y a 11 éoliennes à Arfons. La figure B.2 présente la situation du village et des éoliennes. Un prototype du système KAStrion est installé sur 2 éoliennes nommées WT6 et WT8 sur la figure B.2 (b).

Un exemple des éoliennes à Arfons est présenté sur la figure B.3 (a). Toutes les éoliennes installées à Arfons sont de type 80 2.0 ALSTOM Ecotecnia. Ces éoliennes sont capables de générer jusqu’à 2 MW, elles ont 80 m de diamètre du rotor, mesurent 70 m de haut et fonctionnent avec une vitesse du vent entre 3 m/s et 25 m/s. Ce type d’éolienne possède trois pales avec la boîte de vitesse en ligne avec générateur. La boîte de vitesse des éoliennes à Arfons contient un train parallèle et deux engrenages parallèles. Les éléments mécaniques principaux de la transmission sont présentés sur la figure B.3 (b).

Toutes les données provenant des éoliennes à Arfons sont enregistrées par un prototype du système de surveillance KAStrion. Les paramètres des signaux vibratoires sont présentés dans le tableau B.3.

Le liste des fréquences caractéristiques provenant de la boîte de vitesse est présentée dans le tableau B.4 et celles provenant des roulements dans le tableau B.5. Ces deux tableaux contiennent des valeurs théorétiques calculées d’après le tableau B.1. Les valeurs sont relatives à la vitesse de l’arbre à grande vitesse égal à 1 Hz.
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(a) Situation d’Arfons [Goo15]

(b) Situation du parc éolien à Arfons

Figure B.2: Parc éolien à Arfons.

(a) Éoliennes à Arfons

(b) Les éléments mécaniques principaux de la transmission d’une éolienne à Arfons.

Figure B.3: Présentation des éoliennes à Arfons. (a) deux éoliennes dans le parc éolien et (b) la configuration cinématique de la transmission d’une éolienne.

Table B.3: Paramètres des signaux à Arfons.

<table>
<thead>
<tr>
<th>Paramètre</th>
<th>Valeur</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fréquence d’échantillonnage</td>
<td>25,000 Hz</td>
</tr>
<tr>
<td>Durée du signal (dépend du capteur)</td>
<td>10 s – 60 s</td>
</tr>
<tr>
<td>Nombre d’échantillons</td>
<td>250,000 – 1,500,000</td>
</tr>
</tbody>
</table>
**Tableau B.4** : Fréquences caractéristiques des engrenages exprimées en ordre.

<table>
<thead>
<tr>
<th>Nom d’élément</th>
<th>Ordre</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deux engrenages parallèles</td>
<td></td>
</tr>
<tr>
<td>Fréquence d’engrenement – GMF (ang. Gear Mesh Frequency) – étage 2</td>
<td>26</td>
</tr>
<tr>
<td>Arbre à grande vitesse</td>
<td></td>
</tr>
<tr>
<td>Arbre intermédiaire</td>
<td>1</td>
</tr>
<tr>
<td>Fréquence d’engrenement – GMF – étage 1</td>
<td>4.918919</td>
</tr>
<tr>
<td>Arbre coaxial</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.056539</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Train parallèle</td>
<td></td>
</tr>
<tr>
<td>Fréquence d’engrenement – GMF</td>
<td>0.885259</td>
</tr>
<tr>
<td>Engrenage satellite</td>
<td>0.015346</td>
</tr>
<tr>
<td>Arbre à petite vitesse</td>
<td>0.009947</td>
</tr>
</tbody>
</table>


<table>
<thead>
<tr>
<th>Nom de roulement</th>
<th>BPFO</th>
<th>BPFI</th>
<th>FTF</th>
<th>BSF2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Roulement de l’arbre générateur</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6330-MC3</td>
<td>3.57</td>
<td>5.43</td>
<td>0.4</td>
<td>2.32</td>
</tr>
<tr>
<td>Roulement de l’arbre à grande vitesse</td>
<td>6.15</td>
<td>8.85</td>
<td>0.41</td>
<td>2.64</td>
</tr>
<tr>
<td>Engrenage parallèle – étage 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(58) SKF NU 2328</td>
<td>5.68</td>
<td>8.32</td>
<td>0.405</td>
<td>5.1</td>
</tr>
<tr>
<td>(56) SKF NU238</td>
<td>1.909009</td>
<td>2.541441</td>
<td>0.100486</td>
<td>0.810496</td>
</tr>
<tr>
<td>Engrenage parallèle – étage 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(57) NSK HR30334</td>
<td>1.440541</td>
<td>2.072973</td>
<td>0.096036</td>
<td>0.618378</td>
</tr>
<tr>
<td>(55) SKF 6026</td>
<td>0.370954</td>
<td>0.477079</td>
<td>0.024708</td>
<td>0.444908</td>
</tr>
<tr>
<td>(53) SKF NJ2988</td>
<td>0.830904</td>
<td>0.978130</td>
<td>0.026008</td>
<td>0.701087</td>
</tr>
<tr>
<td>Train parallèle</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(51) SKF EE243190</td>
<td>1.334327</td>
<td>1.492637</td>
<td>0.972476</td>
<td>0.026687</td>
</tr>
<tr>
<td>(52) LB 3U240</td>
<td>0.001048</td>
<td>0.001509</td>
<td>0.000104</td>
<td>0.000686</td>
</tr>
<tr>
<td>Roulement de l’arbre à petite vitesse</td>
<td>0.290721</td>
<td>0.316046</td>
<td>0.004765</td>
<td>0.113525</td>
</tr>
<tr>
<td>TIMKEN XC25695C</td>
<td>0.215343</td>
<td>0.242219</td>
<td>0.004685</td>
<td>0.082162</td>
</tr>
</tbody>
</table>
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B.3.2 Résultats d’AStrion-C

Cette section présente les résultats d’AStrion-C, une méthode pour le traitement du signal détaillée dans le chapitre 3, sur un signal réel acquis sur une éolienne à Arfons.

Les données vibratoires sont enregistrées par un accéléromètre situé sur le roulement principal de l’éolienne marquée comme WT6. Le signal dure 60 s avec une fréquence d’échantillonnage égale à 25 000 Hz. A cause du temps de mesure, le signal a été enregistré avec une vitesse du vent variable. Ainsi, la vitesse de l’arbre à grande vitesse diminue. Le changement de la vitesse est significatif et diminue de 1800 RPM à 1550 RPM pendant 60 s. Ces signaux sont présentés sur la figure B.4.

La comparaison des spectres en basse fréquence et pour les ordres correspondants est présentée sur la figure B.6. Il est important de souligner qu’après le ré-échantillonnage angulaire du signal, certains éléments deviennent stationnaires. Par exemple, le tableau B.4 montre que c’est le cas pour la fréquence caractéristique correspondant au deuxième étage de l’engrenage parallèle égal à l’ordre 26, ce qui correspond à 780 Hz. La deuxième harmonique de cette GMF est plus facile à voir sur la figure B.6 et on peut voir le changement de fréquence...
Figure B.5: Le signal vibratoire dans le domaine temporel (en rose) et dans le domaine angulaire (en bleu).
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(a) Signal dans le domaine temporel

(b) Signal dans le domaine angulaire

Figure B.6: Zoosms (a) dans le domaine temporel et (b) la partie correspondante du signal dans le domaine angulaire.

Sur la figure B.6 (a) commençant à environ 1600 Hz. Sur la figure B.6 (b) cette fréquence est une ligne horizontale égale à l’ordre 52.

Sur la figure B.4 les impulsions sont visibles sur le signal temporel. Ils correspondent à des non-stationnarités large bande détectées dans le signal et sont aussi visibles sur la figure B.7 (b) comme des lignes verticales rouges. L’origine de ces chocs reste inconnue. La fréquence de leur apparition ne correspond à aucun élément mécanique détaillé dans les tableaux B.4 et B.5. Ce phénomène est ignoré dans cet thèse.

La première étape consiste à obtenir des zones non-stationnaires du signal en appliquant AStrion-D, comme décrit dans la section 2.2.1. Dans cet exemple le spectrogramme obtenu a 90 segments temporels et 32769 segments fréquentiels. L’indice de non-stationnarité calculé par AStrion-D est égal à 67%, ce résultat étant considéré comme un indice de non-stationnarité élevé, sachant que 0% correspond à un signal stationnaire. À partir de ce résultat, l’algorithme recherche une partie stationnaire du signal.

La zone la plus grande qui répond à la condition définie pour AStrion-C à $T_S$ égal à 4% a été identifiée à l’itération 43. Cette zone est définie par 16 segments temporels sur 32769 segments fréquentiels. Ce résultat correspond à un signal de 10 s qui commence à la 28ème seconde. La figure B.7 affiche ce résultat grâce à une courbe pointillée sur le spectrogramme et sur le résultat de détection temps-fréquence. Cette partie du signal est traitée par AStrion-D encore une fois. La figure B.8 présente ce résultat sur la représentation temps-fréquence du
Figure B.7: Le signal de le domaine temporel traité par AStrion-D avec le résultat d’AStrion-C marqué avec des lignes pointillées, (a) le spectrogramme du signal analysé et (b) les non-stationnarités détectés sur la représentation temps-fréquence du signal. L’index de non-stationnarité pour le signal entier est égal à 67%.

Maintenant, l’idée est de tester AStrion-C après un ré-échantillonnage angulaire effectué par le module AStrion-A. Ce signal est traité par AStrion-D pour détecter les non-stationnarités. La représentation angle-ordre de signal est calculé et contient 90 segments angulaires et 32769 segments en ordre. L’index de non-stationnarité calculé par AStrion-D est égal à 88%. Cet index de non-stationnarité est supérieur au résultat dans le domaine temporel du signal à cause des composants important aux ordres 160 et 300 environ. Le changement de ces composants spectraux est associé directement à un changement de vitesse de l’arbre à grande vitesse. Dans le domaine temporel ces composants spectraux sont visibles au niveau de 4500 Hz et 9000 Hz respectivement et peuvent être liés à la fréquence de variateur.

L’algorithme AStrion-C trouve la zone stationnaire de signal la plus grande à l’itération 44. La zone sélectionnée est définie par 10 segments en angle sur 22298 segments en ordre. La zone sélectionnée correspond à un signal de durée 168, 45 2π qui commence à la 805ième rev. du signal angulaire. Sur l’axe vertical le signal est limité à l’ordre 605, 6. La figure B.9 présente le résultat de l’algorithme pour le "rognage" marqué avec des lignes pointillées sur le spectrogramme et sur les non-stationnarités détectés sur la représentation angle-ordre du signal entier. L’index de non-stationnarité calculé par AStrion-D pour la zone d’AStrion-C
B.3. Présentation des résultats

Figure B.8: La partie du signal de la domaine temporel recadrée d’après les résultats d’AStrion-C et traitée par AStrion-D qui a calculé un index de non-stationnarité pour cette zone égal à 56%, (a) spectrogramme du signal analysé et (b) les non-stationnarités détectées sur la représentation temps-fréquence.

Figure B.9: Le signal dans le domaine angulaire traité par AStrion-D avec le résultat d’AStrion-C marqué avec des lignes pointillées, (a) le spectrogramme du signal analysé et (b) les non-stationnarités détectées sur la représentation angle-ordre du signal. L’index de non-stationnarité pour le signal entier est égal à 88%.
Figure B.10: La partie du signal de le domaine angulaire recadrée d’après les résultats d’AStrion-C et traitée par AStrion-D qui a calculé un index de non-stationnarité pour cette zone égal à 24%, (a) spectrogramme du signal analysé et (b) les non-stationnarités détectées sur la représentation angle-ordre.

est égal à 24%. C’est une diminution de non-stationnarité considérable par rapport au signal entier.

La figure B.10 présente la détection des non-stationnarités par AStrion-D sur le signal ré-cadré d’après l’analyse par AStrion-C. Cette nouvelle représentation angle-ordre d’un signal contient 72 segments angulaires et 4097 segments en ordre.

Vu que le signal sélectionné est très non-stationnaire et difficile à interpréter du point de vue du diagnostic, cette section présente une bonne performance de la méthode proposée. AStrion-C a réussi à sélectionner des parties raisonnables des signaux dans le domaine temporel et angulaire.

B.3.3 Résultats d’AStrion-KM

La section ci-dessous présente une performance d’AStrion-K et AStrion-M, décrits dans les chapitres 4 et 5 respectivement, sur le signal réel d’une éolienne. Un signal individuel est sélectionné et décrit de façon très détaillée, par contre cette section ne montre aucune évolution des indicateurs de santé proposés.

Le signal décrit ci-dessous est mesuré sur l’éolienne marquée comme WT6 dans la section B.3.1. Le signal sélectionné est enregistré avec l’accéléromètre numéro 4 qui est situé sur
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le boîtier d’engrenage. L’acquisition du signal a commencé à 11:00:07 h le 31 janvier 2015. Les paramètres du signal sont présentés dans le tableau B.6 où certains d’entre eux sont exprimés dans le domaine temporel et d’autres dans le domaine angulaire, le ré-échantillonnage angulaire étant fait à l’aide d’AStrion-A.


<table>
<thead>
<tr>
<th>Fréquence d’échantillonnage</th>
<th>25000 Hz</th>
</tr>
</thead>
<tbody>
<tr>
<td>Duré du signal</td>
<td>20 s</td>
</tr>
<tr>
<td>Nombre d’échantillons</td>
<td>500000</td>
</tr>
<tr>
<td>Vitesse moyenne</td>
<td>1796,15 RPM</td>
</tr>
<tr>
<td>Ordre d’échantillonnage</td>
<td>835 Orders</td>
</tr>
<tr>
<td>Nombre d’échantillons après le ré-échantillonnage angulaire</td>
<td>500000</td>
</tr>
<tr>
<td>Duré du signal après le ré-échantillonnage angulaire</td>
<td>599,14 rev.</td>
</tr>
</tbody>
</table>

B.3.3.1 AStrion-K – association cinématique


Dans le premier exemple deux séries sont sélectionnées comme candidates possible pour l’association avec le composant de l’arbre à grande vitesse. La série finale pour l’association est choisie par la valeur de RFD (ang. Relative Frequency Difference) qui est la plus faible. Les détails se trouvent dans la section 4.2. Le deuxième exemple de l’association des séries harmoniques détectées par AStrion-H avec la fréquence caractéristique de défaut correspondant à la fréquence de passage des billes sur la bague intérieure (BPFI) est facile. Dans la première étape de l’algorithme une seule série est sélectionnée comme candidat potentiel pour l’association et donc dans la deuxième étape cette série est associée avec la fréquence de roulement. Dans le troisième exemple deux séries harmoniques sont identifiées comme des candidats potentiels pour l’association grâce à une valeur de RFD inférieure à 2%. A cause du
### Table B.7: Résultat détaillé d’AStrion-K sur un signal enregistré le 31 janvier 2015 sur WT6. Les candidats sélectionnés pour l’association sont groupés en deux double lignes horizontales et les séries à associer sont surlignées en bleu.

<table>
<thead>
<tr>
<th>Nom bre</th>
<th>Ordre de</th>
<th>Ordre de</th>
<th>Type</th>
<th>RFD</th>
<th>RFD</th>
<th>BSI</th>
<th>DEP</th>
<th>NFPD</th>
<th>NSPD</th>
<th>NPNP</th>
<th>NPNP</th>
<th>NPNP</th>
<th>NPNP</th>
</tr>
</thead>
<tbody>
<tr>
<td>196'06</td>
<td>21'6'</td>
<td>00'10</td>
<td>102'0</td>
<td>00'10</td>
<td>102'0</td>
<td>00'10</td>
<td>102'0</td>
<td>00'10</td>
<td>102'0</td>
<td>00'10</td>
<td>102'0</td>
<td>00'10</td>
<td>102'0</td>
</tr>
<tr>
<td>196'06</td>
<td>21'6'</td>
<td>00'10</td>
<td>102'0</td>
<td>00'10</td>
<td>102'0</td>
<td>00'10</td>
<td>102'0</td>
<td>00'10</td>
<td>102'0</td>
<td>00'10</td>
<td>102'0</td>
<td>00'10</td>
<td>102'0</td>
</tr>
<tr>
<td>196'06</td>
<td>21'6'</td>
<td>00'10</td>
<td>102'0</td>
<td>00'10</td>
<td>102'0</td>
<td>00'10</td>
<td>102'0</td>
<td>00'10</td>
<td>102'0</td>
<td>00'10</td>
<td>102'0</td>
<td>00'10</td>
<td>102'0</td>
</tr>
<tr>
<td>196'06</td>
<td>21'6'</td>
<td>00'10</td>
<td>102'0</td>
<td>00'10</td>
<td>102'0</td>
<td>00'10</td>
<td>102'0</td>
<td>00'10</td>
<td>102'0</td>
<td>00'10</td>
<td>102'0</td>
<td>00'10</td>
<td>102'0</td>
</tr>
<tr>
<td>196'06</td>
<td>21'6'</td>
<td>00'10</td>
<td>102'0</td>
<td>00'10</td>
<td>102'0</td>
<td>00'10</td>
<td>102'0</td>
<td>00'10</td>
<td>102'0</td>
<td>00'10</td>
<td>102'0</td>
<td>00'10</td>
<td>102'0</td>
</tr>
<tr>
<td>196'06</td>
<td>21'6'</td>
<td>00'10</td>
<td>102'0</td>
<td>00'10</td>
<td>102'0</td>
<td>00'10</td>
<td>102'0</td>
<td>00'10</td>
<td>102'0</td>
<td>00'10</td>
<td>102'0</td>
<td>00'10</td>
<td>102'0</td>
</tr>
<tr>
<td>196'06</td>
<td>21'6'</td>
<td>00'10</td>
<td>102'0</td>
<td>00'10</td>
<td>102'0</td>
<td>00'10</td>
<td>102'0</td>
<td>00'10</td>
<td>102'0</td>
<td>00'10</td>
<td>102'0</td>
<td>00'10</td>
<td>102'0</td>
</tr>
<tr>
<td>196'06</td>
<td>21'6'</td>
<td>00'10</td>
<td>102'0</td>
<td>00'10</td>
<td>102'0</td>
<td>00'10</td>
<td>102'0</td>
<td>00'10</td>
<td>102'0</td>
<td>00'10</td>
<td>102'0</td>
<td>00'10</td>
<td>102'0</td>
</tr>
<tr>
<td>196'06</td>
<td>21'6'</td>
<td>00'10</td>
<td>102'0</td>
<td>00'10</td>
<td>102'0</td>
<td>00'10</td>
<td>102'0</td>
<td>00'10</td>
<td>102'0</td>
<td>00'10</td>
<td>102'0</td>
<td>00'10</td>
<td>102'0</td>
</tr>
<tr>
<td>196'06</td>
<td>21'6'</td>
<td>00'10</td>
<td>102'0</td>
<td>00'10</td>
<td>102'0</td>
<td>00'10</td>
<td>102'0</td>
<td>00'10</td>
<td>102'0</td>
<td>00'10</td>
<td>102'0</td>
<td>00'10</td>
<td>102'0</td>
</tr>
<tr>
<td>196'06</td>
<td>21'6'</td>
<td>00'10</td>
<td>102'0</td>
<td>00'10</td>
<td>102'0</td>
<td>00'10</td>
<td>102'0</td>
<td>00'10</td>
<td>102'0</td>
<td>00'10</td>
<td>102'0</td>
<td>00'10</td>
<td>102'0</td>
</tr>
</tbody>
</table>

Note: Les candidats sélectionnés pour l’association sont surlignés en bleu.
B.3. Présentation des résultats

déglissemen
t dans le roulemen
t [RA11] cette plage est plus large que dans le cas d’autres composants mécaniques comme des arbres ou engrenages. Le phénomène de glissemen
t est aussi la cause d’une condition différente pour l’association finale. Dans la deuxième
te
e de l’algorithme, l’association avec la fréquence NSK HR30326.BSF2 est effectuée grâce à un valeur de BSI (ang. Bearing Selection Index) la plus élevée, la série harmonique associée est surlignée.

Dans le signal analysé, la densité des séries proches aux ordres caractéristiques est faible. C'est la raison pour laquelle seulement deux exemples ont plus qu’une série sélectionnée comme candidats potentiels.

Les résultats présentés dans le tableau B.7 montrent deux groupes de bandes latérales. Le premier est associé à l’arbre intermédiaire. En plus, cette modulation est détectée au deuxième ordre de l’harmonique associé au double de la fréquence de vitesse de rotation des billes BSF pour le roulement du type NSK HR30326. Le deuxième groupe de bandes latérales est plus intéressant car il montre toutes les séries de modulation associées par AStrion-K à une même porteuse correspondant à la fréquence d’engrenement (GMF) du deuxième étage d’engrenages parallèles. Parmi les résultats il y a des bandes latérales qui correspondent à l’arbre à grande vitesse qui apparaît autour de la fréquence fondamentale, de l’ordre 2 et 3 de la GMF. Il y a aussi une association avec l’arbre intermédiaire autour de la fréquence fondamentale et de l’ordre 2 de la même GMF. Le suivi de changement de ces modulations est crucial pour la diagnostic des défauts d’engrenage.

B.3.3.2 AStrion-M – démodulation de bande latérale

Cette section présente le résultat de la méthode de démodulation proposée dans le chapitre 5 sur une série individuelle de bande latérale mentionnée dans le tableau B.7. Pour cette raison la série associée avec l’arbre intermédiaire est sélectionnée. Cette série a un ordre de modula
tion égal à \( f_\phi = 0,234 \) ordres et un ordre de porteuse égal à \( f_0 = 51,965 \) ordres qui correspond à la deuxième fréquence harmonique de l’engrenage (GMF). Les résultats présentés ci-dessous correspondent à la démodulation d’une série individuelle, mais AStrion-M est exécuté automatiquement sur toutes les bandes latérales détectées dans le signal.

Comme la méthode précédente, AStrion-M utilisent les résultats de modules antérieurs, soient les étapes AStrion-ADIHK. AStrion-K n’est pas obligatoire, mais dans ce cas il aide à la sélection d’une série potentiellement intéressante pour l’analyse.

La figure B.11 montre la représentation de spectre par AStrion. La série analysée a la bande latérale la plus haute sur le côté gauche \( K_{inf} \) égal à −11 et la bande latérale la plus haute sur le côté droit \( K_{sup} \) égal à 8 qui sont identifiée par AStrion-H. Avec ces informations l’algorithme calcule la bande passante \( B = [49, 39 \text{ ordres}, 53, 837 \text{ ordres}] \). Ainsi \( B \) est sélectionnée comme la bande passante du filtre à plusieurs cadences d’échantillonnage. Le signal après filtrage et décimation a un ordre d’échantillonnage égal à 23,181. La figure B.12 présente le résultat du filtrage et la comparaison avec le signal avant cette opéra
tion.
Figure B.11: Illustration du résultat d’AStrion-H sur une bande latérale sélectionnée. Représentation de spectre par AStrion qui montre la série harmonique entière en haut et un zoom en dessus.


Cette section montre qu’AStrion-M est capable d’analyser un signal réel mesuré sur l’éolienne WT6. L’algorithme proposé calcule automatiquement un analyse du signal, ce qui est un avantage pour un système de surveillance. Par conséquence AStrion-M fournit les indicateurs de santé de la machine et permet la comparaison avec les signaux mesurés par la suite.
### Table B.8: Filtrage itératif du signal démodulé.

<table>
<thead>
<tr>
<th>Itération</th>
<th>Première</th>
<th>Deuxième</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ordre d’échantillonnage initial (ordre)</td>
<td>834,527</td>
<td>139,088</td>
</tr>
<tr>
<td>Ordre de coupure du filtre passe-bas (ordre)</td>
<td>—</td>
<td>4,447</td>
</tr>
<tr>
<td>Ordre de coupure du filtre passe-haut (ordre)</td>
<td>−49,39</td>
<td>—</td>
</tr>
<tr>
<td>Décalage de fréquence (ordre)</td>
<td>−49,39</td>
<td>—</td>
</tr>
<tr>
<td>Taux de décimation</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Oordre d’échantillonnage final (ordre)</td>
<td>139,088</td>
<td>23,181</td>
</tr>
</tbody>
</table>

Figure B.12: Résultat du filtrage (bleu) comparé avec le signal original (rouge). (a) domaine angulaire du signal et le zoom (b), (c) domaine d’ordre du signal avec leur zoom de la plage de fréquence sélectionné (d)
Table B.9: Les indicateurs de santé calculés à partir de l’amplitude $\hat{A}[\tau]$ et de la fréquence $\hat{F}[\tau]$ démodulés du signal analysé. $\hat{A}$ – le valeur moyen, $PP$ – crete-à-crete, $Kurt$ – kurtosis, $MI$ l’indice de modulation, $PN$ – le nombre de pics et $E$ – l’énergie de série harmonique.

<table>
<thead>
<tr>
<th></th>
<th>$PP_A$</th>
<th>$Kurt_A$</th>
<th>$MI_A$</th>
<th>$PN_A$</th>
<th>$E_A$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$</td>
<td>0.382</td>
<td>2.902</td>
<td>0.052</td>
<td>3</td>
<td>$1.8^{-5}$</td>
</tr>
<tr>
<td>$\hat{F}$</td>
<td>$PP_F$</td>
<td>$Kurt_F$</td>
<td>$MI_F$</td>
<td>$PN_F$</td>
<td>$E_F$</td>
</tr>
<tr>
<td>51,965</td>
<td>0.176</td>
<td>2.547</td>
<td>0.002</td>
<td>3</td>
<td>$4.6^{-4}$</td>
</tr>
</tbody>
</table>

B.4 Conclusions et perspectives

L’industrie éolienne est très intéressée par les systèmes de surveillance. Il y a beaucoup de méthodes dédiées à l’éolien et beaucoup de développement ont été proposés récemment. Cette thèse propose une méthode du traitement de signal pour améliorer les capacités de système de surveillance guidés directement à partir des données. En plus, les méthodes proposées font partie d’AStrion qui est un analyseur de spectre automatique en développement à GIPSA-Lab.

Après l’identification des besoins dans l’état de l’art du système de surveillance des machines tournantes cette thèse propose trois algorithmes :

- “Rognage” de la représentation de temps-fréquence ;
- Association cinématique ;
- Démodulation de chacune des bandes de modulation.

Grâce au Projet d’Innovation KAStrion les méthodes proposées sont évaluées sur des signaux réels. Les signaux utilisés dans cette thèse sont issue d’un banc d’essai simulant le fonctionnement d’une éolienne construit au CETIM et des éoliennes situées à Arfons.

L’algorithme pour le “rognage” de la représentation de temps-fréquence s’appelle AStrion-C et il sert à sélectionner la plage stationnaire du signal vibratoire analysé. Conformément avec la méthodologie d’AStrion, c’est une méthode entièrement automatique. En plus, le “rognage” est possible sans l’utilisation de filtre mais avec une troncature et une manipulation interne du signal analysé par AStrion.

ASTrion-K est le nom de la méthode proposée pour l’association automatique de fréquences caractéristiques de défaut avec des structures spectrales détectées précédemment. Parmi les plus grands avantages de cette méthode, il y a la possibilité de prendre en compte le glissement possible dans les roulements résultant d’une variation aléatoire des fréquences de défaut caractéristiques.

La dernière méthode proposée est la démodulation de chacune des bandes de modulation qui s’appelle AStrion-M. Ce traitement automatique du signal effectue une démodulation pleine bande avec un réglage automatique de plusieurs étapes basés sur les informations
obtenues à partir du signal lui-même. De cette manière toutes les bandes de modulation détecées auparavant sont démodulées et des indicateurs supplémentaires de santé de la machine surveillée sont fournis pour arriver à une description plus détaillée.

Cette thèse n'épuise pas les applications possibles des algorithmes proposés. Dans l'opinion de l'auteur ça serait intéressant d'appliquer d'AStrion-C pour la diagnostic sur les signaux avec la présence de chocs de courte durée comme dans le cas par example d'une presse plieuse hydraulique. En plus, il serait vraiment intéressant d'utiliser AStrion-M sur les signaux d'engrenage avec un défaut. Avec le support d'AStrion-K, cet algorithm pourrait être un outil puissant pour la diagnostic de la santé de la boîte de vitesse.
Résumé — Cette thèse propose trois méthodes de traitement du signal orientées vers la surveillance d'état et le diagnostic. Les techniques proposées sont surtout adaptées pour la surveillance d'état, effectuée à la base de vibrations, des machines tournantes qui fonctionnent dans des conditions d'opération non-stationnaires comme par exemple les éoliennes mais elles ne sont pas limitées à un tel usage. Toutes les méthodes proposées sont des algorithmes automatiques et gérés par les données. La première technique proposée permet de sélectionner la partie la plus stationnaire d'un signal en cadrant la représentation temps-fréquence d'un signal. La deuxième méthode est un algorithme pour l'association des dispositions spectrales, des séries harmoniques et des séries à bandes latérales avec des fréquences caractéristiques provenant du cinématique d'un système analysé. Cette méthode propose une approche unique dédiée à l'élément roulant du roulement qui permet de surmonter les difficultés causées par le phénomène de glissement. La troisième technique est un algorithme de démodulation de bande latérale entière. Elle fonctionne à la base d'un filtre multiple et propose des indicateurs de santé pour faciliter une évaluation d'état du système sous l'analyse. Dans cette thèse, les méthodes proposées sont validées sur les signaux simulés et réels. Les résultats présentés montrent une bonne performance de toutes les méthodes.
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Abstract — This thesis proposes a three signal-processing methods oriented towards the condition monitoring and diagnosis. In particular the proposed techniques are suited for vibration-based condition monitoring of rotating machinery which works under highly non-stationary operational condition as wind turbines, but it is not limited to such a usage. All the proposed methods are automatic and data-driven algorithms. The first proposed technique enables a selection of the most stationary part of signal by cropping time-frequency representation of the signal. The second method is an algorithm for association of spectral patterns, harmonics and sidebands series, with characteristic frequencies arising from kinematic of a system under inspection. This method features in a unique approach dedicated for rolling-element bearing which enables to overcome difficulties caused by a slippage phenomenon. The third technique is an all-sideband demodulation algorithm. It features in a multi-rate filter and proposes health indicators to facilitate an evaluation of the condition of the investigated system. In this thesis the proposed methods are validated on both, simulated and real-world signals. The presented results show good performance of all the methods.

Keywords: Signal processing, Condition monitoring, Vibration signals, Non-stationary signals, Kinematics, Demodulation, Rotating machinery, Fault detection