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ABSTRACT

Most of our waking hours are now spent staring at a screen. While
the advances in touch screens have enabled a more expressive inter-
action space with our devices, by using our fingers to interact with
digital content, what we see and manipulate on screen is still being
kept away from us, locked behind a glassy surface. The range of ca-
pabilities of the human senses is much richer than what screens can
currently offer. In order to be sustainable in the future, interaction
with the digital world should leverage these human capabilities in-
stead of letting them atrophy. One way to provide richer interaction
and visualization modalities is to rely on the physical world itself
as a host for digital content. Spatial Augmented Reality provides a
technical mean towards this idea, by using projectors to shed digi-
tally controlled light onto real-world objects to augment them and
their environment with features and content. This paves the way to
a future where everyday objects will be embedded with rich and ex-
pressive capabilities, while still being anchored in the real world.

In this thesis, we are interested in two main aspects related to these
tangible augmented objects. In a first time, we are raising the ques-
tion on how to interact with digital content when it is hosted on phys-
ical objects. As a basis for our investigation, we studied interaction
modalities that leverage traditional input and output devices found
in a typical desktop environment. Our rationale for this approach is to
leverage the experience of users with traditional digital tools — tools
which researchers and developers spent decades to make simpler and
more efficient to use — while at the same time steering towards a phys-
ically enriched interaction space. In a second time, we go beyond the
interaction with the digital content of augmented objects and reflect
on their potential as a humane medium support. We investigate how
these augmented artifacts, combined with physiological computing,
can be used to raise our awareness of the processes of our own bod-
ies and minds and, eventually, foster introspection activities. This took
the form of two different projects where we used tangible avatars to
let users explore and customize real-time physiological feedback of
their own inner states.
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RESUME

La plupart des métiers du travail de l'information requierent main-
tenant de passer la majeure partie de nos journée devant un écran.
Ceci s’ajoute au temps déja consacré a ce médium dans nos temps
libres pour le divertissement et la communication, que ce soit en uti-
lisant des téléphones intelligents, tablettes ou ordinateurs. Alors que
les avancées technologiques dans le domaine des écrans tactiles nous
ont permis d’interagir avec ces appareils de maniere plus expressive,
par exemple en utilisant nos doigts pour interagir directement avec
le contenu numérique, ce que nous voyons et manipulons sur écran
reste “intouchable”; nos doigts ne pouvant pénétrer la surface de
I’écran pour toucher le contenu numérique qui se trouve derriére.
Pour que l'interaction avec le monde numérique soit écologique dans
le futur, elle doit mettre a profit I’ensemble des différentes capacités
de I'humain au lieu de ne se concentrer que sur certaines d’entre
elles (comme le toucher et la vision), laissant les autres sens s’atro-
phier. Une fagon de considérer le probléme est d’utiliser le monde
réel physique comme support pour le monde numérique, permettant
d’imaginer un futur ot les objets du quotidien auront de riches et ex-
pressives fonctions numériques, tout en étant ancrés dans le monde
réel. La réalité augmentée spatiale est une modalité permettant d’aller
dans cette direction.

Cette these s’intéresse principalement a deux aspects en lien avec
ces objets tangibles augmentés. Dans un premier temps, nous soule-
vons la question de comment interagir avec du contenu numérique lors-
qu’il est supporté par des objets physiques. Comme point de départ
de notre investigation, nous avons étudié différentes modalités qui
utilisent des dispositifs d’entrée/sortie typiquement retrouvés dans
un environnement de bureau. Cette approche est justifiée par le dé-
sir d’utiliser au maximum l'expérience que les utilisateurs ont déja
acquise avec leurs outils numériques tout en se dirigeant vers un es-
pace d’interaction comprenant des éléments physiques. Dans un se-
cond temps, nous sommes allés au dela du theme de l'interaction avec
le contenu numérique pour se questionner sur le potentiel des objets
tangibles augmentés comme support pour un médium plus humain.
Nous avons investigué comment ces artéfacts augmentés, combinés a
différents capteurs physiologiques, pourraient permettre d’améliorer
notre conscience des processus internes de notre corps et de notre es-
prit, pour éventuellement favoriser 1'introspection. Cette partie a pris
la forme de deux projets ot un avatar tangible a été proposé pour
laisser les utiliseurs explorer et personnaliser le retour d’information
sur leurs propres états internes en temps réel.
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Drop by drop is the water pot filled.
Likewise, the wise man,

gathering it little by little,

fills himself with good.

— The Buddha
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GETTING OUT OF FLATLAND






INTRODUCTION

Most of our waking hours are now spent staring at backlit rectan-
gles of varying sizes. While the use of computational devices has
become ubiquitous in our daily lives, flat and rectangular screens are
still the de facto channel for consuming and interacting with digital
content. While they serve a great purpose at delivering this content
to their viewer(s), they fail to seamlessly merge with the environment
in which they exist. Instead, the user is required to divert his atten-
tion from the real-world before him to focus temporarily or for an
extended period of time on this flat rectangle. He consumes the in-
formation or complete a task and then come back to the real-world
context.

There are multiple problems with this way of handling the meshing
of our digital and real lives. For one, our digital lives exist in com-
pletely isolated states. We carry them around in our pockets, but one
of our scarcest resource, our attention, has always to be either on the
digital world or the real one. Additionally, the interaction with the
different screens that populate our lives is still very limited. While
the advances of touch screen technologies have enabled us to use our
fingers to interact with the digital content displayed on screen, we
can hardly make the case that it leverages all the rich possibilities
of the human hands [165]. In his seminal talk, "A Humane Repre-
sentation of Thoughts" [167], Bret Victor makes a convincing case for
designing interfaces that leverage the vast amount of human senses
as ways of thinking. He argues that technology right now confines us
in thinking only using ways that a computer can easily understand
while we have evolved to think with a multitude of different senses
that involves our whole body. This is limiting. Not only that, it also
prevents good ideas to come to fruition because digital matter is right
now stiff and “glassy”. You cannot shape an idea with your hands
freely; you have to comply to the communication channels which a
computer can understand — which most often are different that the
ones we would use “naturally”. In order to create a humane medium
- a medium enabling and encouraging the different human capabili-
ties and ways of thinking —, focusing on the real world itself seems
a promising idea: if we have evolved to think within a real, physical
world, leveraging these millions of years of evolution should not only
be logical but a sustainable option as well. Indeed, instead of letting
our bodies sit at a desk all day to atrophy while our head and fingers
do all the work, we should put them to use to instead help us think



INTRODUCTION

new ideas. As a way to contribute to this vision, we will focus on
physical objects and their use in combination with technology.

1.1 AUGMENTED OBJECTS

In this thesis, we are interested in the use of physical objects to in-
teract with digital information as a way to go beyond the screens. We
do not argue that screens are devoid of any interest, but when con-
sidered as the only mean to convey digital information, they are lim-
iting. Different research visions consider the use of computational
objects. Tangible User Interfaces is a vision where digital information
can be handled physically through “Tangible Bits” [65]. The Internet
of Things is a paradigm in which objects are able to interact with each
other and cooperate to achieve common goals [3]. Organic User Inter-
faces (OUI), defined by Holman et al. [59], describe a future where
thin and flexible displays as well as touch sensors will wrap everyday
objects. Therefore, any part of an object can be a sensor and/or a dis-
play. Augmented Reality consists in overlaying a live view of the reality
with computer-generated graphics to form a coherent and augmented
view of the reality [6]. We position ourselves along these disciplines
and are interested in physical objects that are embedded with compu-
tational properties. That is, augmented objects.

Augmented objects have the potential to conciliate the flexibility
of the digital world with our expertise of the real world. Note that
real-world skills are not innate. However, we get to hone them natu-
rally, simply because our bodies are real-world entities. For example,
just by looking at a mug (Figure 1), you can already infer a lot of its
properties and also its possible uses. It’s hollow and the material it is
made of does not seem porous, allowing it to contain matter — matter
that potentially would be difficult to hold otherwise, like liquids. The
handle seems a good fit for your hand to hold it. Alternatively, the
cylindrical shape of the main body could also be grasped easily. The
term affordance was proposed by Gibson [44] to refer to the actionable
properties between the world (object) and an actor (user). Objects
not only convey affordances but also conventions, as introduced by
Gibson [45] and Norman [114]. Conventions are often cultural and
learned. Whereas they do not physically prevent an activity, they
prohibit some activities and encourage others [115]. For example, in
most western countries, the red color will indicate that an action is
forbidden or not recommended as the green color will suggest some-
thing that is allowed.

If we consider a future where our daily objects are augmented with
digital functions and appearances (Figure 2), it raises questions about
the content hosted by these objects. What should be displayed, how
can this content be created, by whom? Holman et al. [61] argue
that object designers will have a central role in this process and will
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(a) A mug. (b) Possible perceived affordances.

Figure 1: Affordances are perceived actionable properties of an object. For
example, a mug can be held by its handle, or by its round body
that is approximately the size of the hand. It is hollow, so it can be
used as a container. Its base is flat so that it can stand on the table.

need new tools more adapted to organic design. Nonetheless, we
think that object designers are only one part of the equation. As
demonstrated by the rise in popularity of the “maker”, “hacker” and
“Do-It-Yourself” cultures, users are not only interested in consuming
content but also in producing it. Thus, another question that will be
of great interest when these objects become widely available is how to
create content.

In this dissertation, we explore this question using different angles.
As a first step, we investigated the interaction with augmented con-
tent in the context of standard input devices — mouse and keyboard
— and desktop environments (Figure 3). The main motivation for this
approach is to leverage the use of already existing digital tools that
are already known of content creators. For example, programming
and visual design are activities well suited for desktop platforms. In
the same way that we are interested in anchoring interaction in the
real world because users are already very skilled in interacting with
its elements, starting our investigation with tools that users already
spent years getting proficient with — and which researchers and de-
velopers spent decades to make simpler and more efficient to use —
seems a promising approach towards a more reality-based approach
to computing.

5
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Figure 2: A sketch of an augmented mug. It displays the remaining steeping
time for a perfect cup of tea. The overlay shows the quantity and
temperature of the liquid inside. The handle will glow green when
the tea is ready and that the temperature is appropriate to avoid
nasty tongue burns.

Figure 3: A hypothetical development environment for augmented objects
using a standard desktop computer screen and mouse.
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In a second time, we go beyond the interaction with the digital con-
tent of augmented objects and reflect on their potential as a humane
medium support. As the form factor of our computational devices
gets increasingly personal — smartphones and smartwatches are quickly
becoming ubiquitous and are with us all the time — it is important to
reflect on the effect they have in our lives. For the most part, they are
greatly beneficial as they allow us to stay connected with loved ones,
access to a wealth of information, work, play, etc. However, this con-
stant ability to be connected — or inability of being alone [156] - leaves
little time for our minds for calmness and contemplation. Email is op-
erating 24h a day while we clearly cannot. While calmness and con-
templation might appear to be important only for an overall feeling
of well-being — which is very important on its own —, it is also central
in fostering creativity and innovation. In his book “Where good ideas
come from: The natural history of innovation” [70], Johnson makes
the case that great ideas often comes from slow hunches that, there-
fore, require time. Richard Hamming, in his seminal talk “You and
your research” [49] hints in the same direction when mentioning his
habit to set time aside weekly for thinking about “Great Thoughts”.
It is indeed hard to imagine any Nobel prize laureate reflecting on im-
portant problems while answering emails or disturbed by yet another
notification from his or her smartphone.

Augmented objects, especially tangible ones, have the potential of
creating experiences that both complement the real world and pro-
vide an accessible way to interact with its content. Augmented real-
ity has the capability to expose hidden information about the world.
More specifically, it can be used to gain more insight about one of
the most personal aspect of lives: our own selves — bodies and minds.
Indeed, while we are using our bodies and minds every day of our
lives, we are most often unaware of their inner working and states.
Physiological computing [34] is getting mature enough to not only
measure basic physiological signals such as heartbeats and breathing,
but also mental states [123].

In the second part of this thesis, we investigated the use of aug-
mented objects as a way to foster introspection. We explored ways
to allow users to create and investigate representations of their inner
selves by using physiological sensors — heartbeats, breathing, elec-
troencephalography.

1.3 CONTEXT

This section aims at giving an overview of the research areas onto
which this thesis builds. It mainly relates to Ubiquitous Computing
(Ubicomp), Physiological and Affective Computing, Tangible User In-
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terfaces (TUI), Organic User Interfaces (OUI) and Augmented Real-
ity (AR) — more specifically spatial AR. The common thread unifying
these fields are their goal of weaving the real and the digital worlds
together, in different ways.

1.3.1  Ubiquitous Computing and Calm Technology

In 1993, in a special issue of the Communications of the ACM, Well-
ner et al. [181] suggested going towards computer-augmented envi-
ronments in opposition to virtual reality (VR). VR seeks to replace
the world in which we evolve daily with a simulated one. Instead,
computer-augmented environments would merge both the real world
and computational devices into a complete, real-world oriented expe-
rience. Mark Weiser, widely recognized as the father of Ubiquitous
Computing, was well part of this movement of computers disappear-
ing into the environment [176]. In the same issue of the Commu-
nication of the ACM, he published what would be the itinerary of
the ubiquitous computing for the following decade [177]. He would
later refine this vision by proposing the concept of “calm technology”
[178]. The main idea of calm technology is that technology should
disappear in the surroundings of users, intervening only when re-
quired before “getting out of the way” again. Weiser envisioned a
type of technology that would support a state of calmness for people,
enabling them to navigate through the turmoils of daily life smoothly.
This view has been criticized by Rogers [133] for depicting the users
as passive actors while the technology decided when was the best
time for it to intervene. Instead, she proposes an alternative view
where the users are proactive toward technology: being empowered
by technology in their own terms. Weiser’s vision also depicts an
environment that would inform while in the background by display-
ing information relying on the periphery of the user’s attention as
proposed by Buxton [23] — without having to focus on it deliberately.
Ishii et al. [66] used this concept in conjunction with architectural
space to design a room where information was represented as subtle
visual and auditory cues. These work are interesting because they do
not claim our limited attention in order to work well. In the same
line of thought, Hallnds and Redstrom [48] proposed the idea of a
technology that is purposely slow and is designed to foster reflection.

1.3.2 Physiological and Affective Computing

Technology is built by and for human individuals. However, too of-
ten, the interaction between the technology and said individuals take
the form of psychopathic monologues — a serie of commands and
feedbacks disregarding any distress, frustration or pleasure the users
express. This is because of the inability of machines to understand
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and express human emotions. This realization motivated Rosalind
Picard to develop the concept of Affective Computing [123] along with
a whole research agenda. Picard defines this concept as “comput-
ing that relates to, arises from, or deliberately influences emotions”.
Among the many potential technical ways to understand human emo-
tions is Physiological Computing. Fairclough et al. [34] define it as a
type of computing which uses real-time psychophysiology to repre-
sent the state of the user — e.g. cognitions, motivation, emotion. It
then uses this knowledge of the user’s internal state to adapt the
interactive system in real-time. Physiological computing relies on
different types of bodily signals, such as heart rate, breathing or elec-
trodermal activity that can be detected in different ways. It is also
possible to measure brain activity using varying methods; one of the
most popular one consists in measuring the electrical current at the
surface of the scalp — electroencephalography (EEG). Measuring brain
activity as a communication and control channel for interactive sys-
tems is a research area on its own: Brain-Computer Interfaces (BCI)
[188, 187].

1.3.3 Tangible User Interfaces

Tangible User Interfaces evolved from the trend initiated by the dis-
cussion of the “Back to the Real World” issue [181]. While all the
pieces were there, it took a few years before it developed as an in-
teraction style. Often cited as one of the first incarnations of TUI is
the marble answering machine [28] where marbles embodied voice
messages received while the recipient was away from home. Putting
the marble in a dedicated groove on the device would play back the
message and propose to call back the original caller. Fitzmaurice et
al. [36] laid the foundation of the field with its Graspable Interface.
A few years later, Ishii and his collaborators proposed a defined vi-
sion as Tangible Bits [65]. The transition from graspable to tangible was
deliberate. Graspable Ul emphasized the ability to see and manip-
ulate digital data from physical handles. Tangible bits also encom-
passed architectural and ambient feedback, emphasizing the use of
the whole real world as an interface. During the next decade, Ishii
and his students at the MIT Tangible Media Group pursued this vi-
sion and advanced the field significantly [64]. More recently, Ishii
and his colleagues have updated their research agenda to what they
call “Radical Atoms” [67]. Radical atoms is a vision that proposes a
shift from tangible interaction to material interaction. It hypothesizes
a new physical material which physical properties — rigidity, weight,
volume, etc. — can be digitally controlled. This vision is definitely
the driving force behind Victor’s agenda for a dynamic medium of
thoughts [167] mentioned earlier.
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1.3.4 Organic User Interfaces

Organic User Interfaces (OUI) are definitely related to the Radical
Atoms vision [67]. Where TUIs have been mostly about interacting
with a collection of rigid objects, OUIs emerged from an attempt to
move towards more organic and malleable materials. This field of
research is mainly driven by advances in flexible input and output
technologies. This vision refers to interfaces using non-planar dis-
plays that can change shape via continuous physical inputs, either
actively or passively [26, 59]. OUIs differ from TUIs in that their sur-
face is always coated with a high-resolution display [164]. OUlIs are
defined by three main themes:

1. Input equals output: the display is the input device;
2. Function equals form: the display can take any shape;
3. Form follows flow: the displays can change their shape.[59]

In this thesis, we are especially inspired by the second aspect of this
definition, since we want to use real-world objects not as proxy or
handles but as real objects which form convey a meaning. A few
years after giving a definition for these types of interface, Holman
et al. [61] published a set of guidelines for the design of such inter-
faces. Namely, they present the notion of hypercontext which is very
much linked to the “functions equals form” part of the OUIs defini-
tion. Hypercontext is the idea that the interactive behavior of some
types of organic designs should express only a small amount of es-
sential actions, which are strongly linked to their form factor. As an
example, they consider a credit card which is wrapped by thin inter-
active displays. The back of the card would exhibit a map indicating
the nearest ATM machine or the current account balance because it
relates strongly to the card’s initial function. It would avoid nest-
ing a web browser or a news reader. In the same article, they also
highlight the difference between the OUI and Radical Atoms visions.
They argue that Radical Atoms consider shape as a volume composed
of reprogrammable particles that are used to fluidly represent infor-
mation while OUlIs consider actuation in the context of an object’s
overall shape — one that is wrapped with an interactive display.

1.3.5 Spatial Augmented Reality

Augmented Reality (AR) consists in overlaying computer generated
information to our real world experience. The concept has first been
described by Sutherland in his description of a hypothetical “Ulti-
mate Display” [148]. This display would be a room that have the
power to control matter itself, resulting in a complete weaving of
the real and the virtual. Traditionally, the visual information overlay
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Figure 4: AR is often achieved using a video see-through technique consist-
ing in overlaying computer generated graphics over a live video
feed of the real-world. Here, a smartphone is used to produce an
augmented mug view.

has been conveyed using see-through or video see-through AR. See-
through AR consists in having a semi-transparent display which al-
lows to both display the virtual elements and let the user see through
it to observe the real world scene simultaneously. Video see-through
consists in augmenting a live video feed that is then viewed either
using a head mounted display or a mobile device equipped with a
camera — e.g. a smartphone or tablet (Figure 4).

An alternative to these standard techniques appeared at the end of
the gos. In 1998, Raskar and his colleagues proposed a new paradigm
called Spatial Augmented Reality (SAR) [128] which used projectors or
displays to create images that are integrated in the user’s environment
(Figure 5). This paradigm is based on the vision laid out by their
previous “Office of the Future” publication [127]. A few years later,
Raskar et al. [129] applied the same set of techniques to change the
appearance of physical objects. The main advantage of SAR lies in the
fact that it does not require the user to wear any special equipment —
objects and spaces are augmented in place. This also eases a shared
experience between multiple users.

All the work presented in this dissertation uses SAR to a certain
extent. It does not mean that SAR is necessarily the best choice for
creating augmented objects as final products. However, it represents
a flexible way to create and interact with such objects. For this reason,
Chapter 2 is reserved for going in further details about this techno-
logical choice’s inner working and background.

11
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(b) A projector augmenting a normal mug with digital con-
tent.

Figure 5: SAR is achieved using projectors or displays to create images that
are integrated in the user’s environment.
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In this thesis, we explore methods and systems to interact with tangi-
ble augmented objects. Additionally, we investigate ways to leverage
these augmented objects in combination with physiological comput-
ing to foster introspection. More specifically, our contributions are
the following:

1. The evaluation of the use of 2D pointing devices — mouse and
graphics tablet — in a pointing task in a SAR context compared
to a screen condition.

2. The design, implementation and evaluation of a system enabling
the interaction between a typical desktop computer environ-
ment — traditional screens, mouse and keyboard — with tangible
augmented objects, considering an object design scenario as a
main thread.

3. The design, implementation and evaluation of a tangible inter-
face enabling users to visualize and interact with their real-time
electroencephalography (EEG) readings in order to explore dif-
ferent brain processes.

4. The design, implementation and evaluation of a toolkit enabling
users to create tangible augmented avatars providing feedback
from real-time low- and high-level physiological readings.

1.5 STRUCTURE OF THE THESIS

This thesis is divided into four parts. Part i lays out the overall mo-
tivation and context of this research (Chapter 1) and provides details
on the topic of Spatial Augmented Reality (Chapter 2) since it is the
technological thread unifying the different projects. Note that we pur-
posefully avoid a dedicated chapter for related work as we instead
present them as appropriate alongside the work of each chapter.

Part ii focuses on the interaction with the digital content of tan-
gible augmented objects. Chapter 3 present a study evaluating the
performance of a pointing task on spatially augmented objects using
standard 2D input devices such as mice and graphic tablets. We were
interested to see if it was possible to use the same pointing technique
used in standard computing with a real world scene. Chapter 4 intro-
duces the Tangible Viewports system which builds onto the pointing
task study presented in Chapter 3. A Tangible Viewport is an on-
screen window that allows interaction between a desktop computer
application and an augmented object placed in front of it, using stan-
dard input devices. Effectively, it recreates the interactive behavior of
a standard viewport rendering a 3D scene with the main exception
that the 3D scene is composed of a real, tangible object. The goal

13
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with this system is to leverage the power and flexibility of standard
computer applications for content creation while enriching the con-
tent creators with physicality in their workflow. We also present an
exploration of the design space enabled by this way of interacting
with digital content hosted on physical objects.

In Part iii, we present two different systems using augmented ob-
jects as a way to foster introspection — getting to know more about one-
self and one’s internal physiological and mental processes. Chapter
5 present a friendly little character named Teegi — Tangible Electroen-
cephalography (EEG) Interface — a tangible interface to learn more
about the internal working of the brain. EEG is a technology that
measures the electric current on the surface of the scalp. It allows
to infer the electrical activity of the brain and is commonly used in
Brain-Computer Interfaces (BCI). Teegi itself is an anthropomorphic
character onto which a user’s live EEG reading is displayed. The user
can manipulate Teegi to explore the signals and change the different
filters applied to the EEG readings using small tangible characters
— mini Teegis. Expanding upon the work with Teegi, we created a
broader toolkit to allow anyone to actively and physically build a tan-
gible representation of one’s inner state that is detailed in Chapter 6.
This toolkit is named TOBE - to be pronounced [tobi] — a Tangible
Out-of-Body Experience. This work encompasses the whole work-
flow: creation of a tangible support using 3D printing, building the
physiological sensors (e.g. heart rate, breathing, EEG) using open
hardware, the signal processing pipelines and the creation of custom
visual feedback.

The work presented in Part iii has been realized in close collabo-
ration with Jérémy Frey'. It is important to emphasize and recog-
nize this collaboration since the projects presented in Chapter 5 and 6
could not have been possible without the skills and knowledge of the
both of us. Jeremy brought to the table a deep knowledge of physi-
ological computing, electronics and signal processing. My personal
contributions to these projects were focused on the tangible, interac-
tive and visual aspects of the systems.

Finally, Part iv concludes this thesis by offering a high-level view of
the contributions as well as discussing potential future works. Figure
6 provides a visual overview of this thesis plan.

1 http://jfrey.info
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SPATIAL AUGMENTED REALITY AS A MIXING
MEDIUM

This chapter provides an overview of Augmented Reality (AR) and,
more specifically, Spatial Augmented Reality (SAR). Since the work
presented in all following chapters uses SAR, this chapter aims at
pooling the related work and implementation details in a single place
in order to avoid useless repetitions. The goal is also to explain
enough background to provide a global understanding of SAR prin-
ciples and some details on the implementation used throughout the
thesis. While we will cover some basic notions of SAR, an interested
reader can get a more thorough understanding of the different prin-
ciples of this AR paradigm in Bimber and Raskar’s book on the topic

[19].
2.1 BACKGROUND

This section covers the main concepts and definitions related to AR
and SAR. AR is first defined and a brief overview of its history is
given. Then we will focus on one of its subsets: SAR.

2.1.1  Augmented Reality

As mentioned in Chapter 1, augmented reality consists in overlay-
ing computer generated information on a real-world experience. The
overarching goal of AR is to create a seamless experience, merging
both real and digital information. Sutherland [148], as soon as 1965,
proposed the idea of an “Ultimate Display”: a room within which the
computer could control the existence of matter. A few years later, he
was also the first to build an AR system, taking the form of a head-
mounted display (HMD) [149]. However, using a HMD is only one
way to visually augment the real world. Azuma later provided a defi-
nition of AR that is flexible enough so not to be technology dependent
[6]. An AR system would then have the following properties:

1. Combines real and virtual
2. Is interactive in real-time
3. Is registered in three dimensions

AR is neither purely a real-world experience nor is it pure virtual
reality. Milgram and Kishino [104] proposed a taxonomy for mixed
reality display technologies taking the form of a continuum between

17
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Mixed Reality
( \
Reality Augmented Augmented Virtual
Reality Virtuality Environment

Figure 7: Milgram's virtuality continuum as described in [104].

reality and virtual reality as shown in Figure 7. At the left extremity
is the unaltered reality. On the other side lies virtual reality, which
replaces reality completely relying on different sensory channels —
usually visual and auditory. Augmented reality is located on the
left-hand spectrum of mixed reality. Indeed, AR is centered on real-
world elements onto which digital information is added. Note that
Milgram, in his virtuality continuum, did not explore the different
display devices for AR.

This proximity to reality is very well illustrated by the title of the
special issue of the Communication of ACM in 1993 — “Computer Aug-
mented Environments: Back to the Real World” — which contributed
in establishing the AR research agenda [181]. In 1998, Mackay [95]
reflected back on this issue and described the three basic approaches
to augmenting real-world objects:

AUGMENT THE USER: The user has either to wear or carry a device
which is used to see the augmented information. This usually
takes the form of a HMD or a mobile device, using see-through
or video see-through approaches.

AUGMENT THE PHYSICAL OBJECT: Physically modify the objects them-

selves with different input/output components. For example,
an object’s surface could be covered by a thin film display, such
as what is described in the Organic User Interfaces vision (see
Section 1.3.4). This hardware modification with computational
devices is also reminiscent of the Internet of Things trend [3].

AUGMENT THE ENVIRONMENT: Independent devices are installed
in the environment which collect information from their sur-
roundings and display information onto objects. They also han-
dle the users interaction. This approach leaves both the users
and the physical objects unaffected. This approach is the one
leveraged by SAR which will be explored in more depth in the
rest of this chapter.

It is important to note that while the vast majority of the AR research
community focused on augmenting the visual sensory channel, it is
not restricted to it in any way. For example, Dobler et al. [32] used
AR to enable users to see and place sound sources in space. Another
example is the imaginary reality game of Baudisch and his colleagues
[12]. In this game, two teams played a basketball game in which there
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is no physical ball to manipulate. Instead, there is an imaginary ball
that exists solely via a computer analyzing the playing area in real-
time. The location of the ball has to be inferred by the players using
sound cues given by the system managing the game.

2.1.2  Spatial Augmented Reality

SAR is a subset of AR that consists in displaying the augmented con-
tent in the environment using projectors or displays. The first steps
in this direction have been highlighted in the “Office of the Future”
vision [127]. Figure 8 provides a good illustration of the authors’ vi-
sion. It describes ideas and techniques for creating immersive in-situ
displays, building upon the notions of the CAVE system, in a normal
office environment. By using computer vision to compute the depth
of every pixel of a camera, they could correct the projected images ac-
cording to the topology of the projection support. Their dream was to
have a room in which the light of every millimeter could be controlled
at every millisecond.

Based on the vision of the Office of the Future, Raskar and his col-
leagues formalized these techniques into a new paradigm to achieve
AR, which they named Spatially AR [128] — nowadays, it is more of-
ten referred to as Spatial Augmented Reality or projection mapping
in artistic communities. They put emphasis on augmenting the envi-
ronment instead of the users’ field of view. By tracking a user’s head
position, they proposed a set of techniques to project on irregular sur-
faces in the environment so as to generate perceptual illusions for the
user. When updating the projection in real-time, it is possible to make
it appear as if virtual objects are registered in 3D to physical objects.
This process is often used in arts to create surreal and surprising illu-
sions that only works for a specific viewpoint. It is usually referred
to as anamorphic illusions. A basic example of the principle is shown
in Figure 9. Other works using SAR to produce anamorphic illusions
include [88] which used a mobile robot mounted with a projector.
More recently, Benko et al. [16] proposed a dyadic SAR system: a
room for two users where each person, facing each other, have a view
on common virtual elements. Interestingly, the system also uses the
users themselves as projection surfaces for the other user’s view (see
Figure 10).

Projection of digital information in the environment has been done
before. Wellner [180] presented his DigitalDesk in 1993 which pro-
jected digital documents on physical paper laid out on a desk and
with which it was possible to interact with a pen. This work was es-
sentially closing the loop of the Desktop metaphor used ubiquitously
in computing since the 1970s, by displaying back the digital desktop
on a real desk. Mackay [95] also worked with augmented paper using
projection for engineering drawings, video edition and flight control.

19
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(a) A normal office space where part of the walls and table can be
used as spatial displays.

HAE
(b) When the displays are active, they can be for example used to
create a virtual shared office.

Figure 8: Conceptual sketch of the Office of the future, as presented in [127].
Image courtesy of Raskar et al.



2.1 BACKGROUND

(@)

Figure 9: A simple example of anamorphic illusion. (2) When the viewpoint
of the camera is exactly at the right spot, the image of the aug-
mented mug appears as intended. (b) The actual image printed on
the sheet of paper used in order to produce the image on the left.

Procam1 ProCamO procam 2

‘/3"‘

Pro€am 2 PreCam 1

Figure 10: The Mano-a-Mano system using a dyadic projection system to
create anamorphic illusions in a room for two users. Image cour-
tesy of Benko et al. [16].
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(b)

Figure 11: Using a projected light to change the appearance of a physical
object. Image courtesy of Raskar et al. [129].

While not creating augmented objects per se, Underkoffler and Ishii
used a combination of tangibles and projection in the environment to
create simulations. They presented an optical prototyping tool where
various optical elements were controlled by physical objects while the
a simulation of the light behavior was projected on a worktable [158].
In Urp [159], they re-used the same underlying technology — which
they named I/O Bulb for its capacity to use light as input and output
— to create a urban planning tool which projected simulated shadows
of physical wooden structures laid out on a table. Other types of
simulations, such as fluid flow, was possible.

SAR can also be used to change the appearance of objects by map-
ping different textures to its surface (Figure 11). This idea was intro-
duced under the term “Shader Lamps” by Raskar and his colleagues
in 2001 [129]. The term “shader” was used to highlight the fact that
this technique could be used to create the illusion of different mate-
rials and simulate artificial illuminations on the augmented objects.
One of the advantages of this technique over anamorphic illusion is
that it does not require the users’ head position'. Therefore, it allows
multiple users to see the same augmentation simultaneously. Bandy-
opadhyay et al. [9] made those shader lamps dynamic, using them
in conjunction with a tracked pen to allow users to digitally paint a
tracked physical object.

2.2 HOW DOES IT WORK?

In this section, we are taking a closer look at how SAR is actually
achieved in practice. While most of the concepts presented here can
be generalized from a standard AR pipeline, we will focus on its spa-
tial specialization. As discussed in the previous section, there are
mainly two different types of augmentation that can be done with
SAR: texture mapping — Shader Lamps — and anamorphic illusions.
The creation of augmented objects relies more heavily on texture map-

1 Note that simulating artificial lighting still requires the head position of the viewer.
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ping. It is the main technique used in Chapters 3, 4, 5 and 6. However,
since Chapters 3 and 4 also slightly rely on anamorphic illusions, they
will also be briefly covered in this section.

2.2.1  Texture Mapping

In order to create an augmented scene, a virtual counterpart of every
real-world component that is used to create the augmented experi-
ence is required. Indeed, we want to create the illusion that aug-
mented graphics displayed on the physical object’s surface are ac-
tually part of the object. This first require a virtual version of the
object to be augmented. All the digital operations and animations
will be created and handled in the virtual world using this virtual
object. Then, we model the projection cone of our projectors in the
real-world. This consists in characterizing the behaviors of the pixels
in space. A virtual camera is then created based on the projector’s
parameters. We finally reproject this virtual camera view on the real
world environment using the projector.

This pipeline and its virtual counterpart are respectively summa-
rized in Figure 12 and 13. It can be broken down in four main com-
ponents — labeled from 1 to 4 in Figure 12 — which will be described
in further details in the following subsections:

1. Geometry of the augmented object.
2. Position of the augmented object in the world: tracking.
3. Position of the projector(s) in the world: extrinsic calibration.

4. How the pixels of the projector are traveling through physical
space: intrinsic calibration.

2.2.1.1  Geometry of the Object

The first step in order to create an augmented object is to have a 3D
model corresponding to the physical object to be augmented. It is
possible to approach the problem from two different angles:

e From real to virtual

e From virtual to real

FROM REAL TO VIRTUAL This approach consists in starting from
a real object and then creating a virtual version of it. One of the most
straightforward way to achieve this is by simply measuring — using,
for example, a measuring tape and a protractor — different key points
of the object. They are then processed in a 3D Computer Assisted
Design (CAD) software to form a more or less complete geometric
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Figure 12: A summary of a SAR pipeline. W represents the world’s coordi-
nate system’s origin. (1) The exact geometry of the augmented
object must be known, either by using 3D scanning of an existing
object or by creating a 3D model and building it using, for exam-
ple, 3D printing. (2) The position and orientation of the object
in world space (M, 0p;) must be known via a tracking solution
or manual measurements. (3) The position and orientation of the
projector in world space (M pyoj) must also be known. (4) The
intrinsic parameters of the projector (M Proj) 18 required to know
how the pixels are being distributed in the real-world environ-
ment.
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Figure 13: The virtual counterpart of the SAR pipeline shown in Figure 12.
The 3D model of the real object is moved to the right location
in virtual space My ,0p; as fed by the tracking solution. Then,
a virtual camera is created using the parameters returned from
the extrinsic (Mw_pyj) and intrinsic (Mp,,;) calibration of the
projector. Finally, the image produced by the virtual camera is
sent to the projector to create the augmented scene.
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shape. This method works fine if the measurements are made care-
fully and if the object is relatively simple. However, as the geometry
of the object increases, this method becomes painstakingly slow and
error prone.

An alternative way to achieve this is to rely on an automatic pro-
cess that will generate the 3D points for us by scanning the object.
Scanning can be conducted in many different ways including using
cameras and lasers — such as LiDAR systems. Recent advances in
computer vision techniques and the democratization of depth cam-
eras such as the Microsoft Kinect™ has enabled 3D scanning at very
low costs [111]. However, the Kinect’s sensors are still relatively low
resolution and do not operate well below a certain distance — 0.5 me-
ters for the Kinect v2. Consequently, relatively small objects do not
produce high-fidelity 3D models. While it might be sufficient for cer-
tain types of augmentation, anything related to design and precision
applications will suffer greatly from a lack of precision in the 3D
model. Scanning can also be achieved using structured light patterns
captured by a camera [108]. This method will produce a 3D point
cloud which will then need to be meshed.

FROM VIRTUAL TO REAL This method is typically used in indus-
trial settings where object fabrication starts with a digital design. The
object is then physically built either manually — for example with clay
during the design stages — or with machines such as CNC mills. How-
ever, recent advances in digital fabrication technologies, such as 3D
printing and laser cutting, has widened considerably the accessibility
object making. One of the main advantages of digital fabrication is
that it ensures that the physical object corresponds to the 3D model
(Figure 14). Moreover, 3D printing also has the benefit of providing
some control over the material that is used for the object creation.
Indeed, in SAR settings, the properties of the material receiving the
projector’s light is crucial. That is, a diffuse white material is often
best. Moreover, advances in 3D printing technologies allow for more
fine grained control over the material being used at very specific lo-
cations in the object. For example, translucent glass has been used in
combination with 3D printing [78]. More recently, it has even been
used as a way to create interactive components by printing embedded
optical components [183] and curved displays [21].

2.2.1.2  Tracking

Tracking is the process by which the position and orientation — which
we will call pose from now on — of the physical object to be augmented
is retrieved in world space. This corresponds to step 2 in Figure 12.
Once the exact geometry of the object is known, we must replicate
its real-world pose in the virtual environment. The requirements in
precision and performance depend on the application at hand.
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(@) (b)

Figure 14: 3D printing allows to create a replica of a digital model.

The precision? is typically expressed in meters and degrees although

it is often found expressed in pixels when the tracking solution relies
on computer vision. Having a precise tracking system — and a good
projector calibration (see Section 2.2.1.3) — is important to minimize
augmentation artifacts such as bleeding or misregistrations between
the augmented content and the physical object (Figure 15). Perfor-
mance is often evaluated in milliseconds and is indicative of the sys-
tem’s capacity to sustain real-time updates. That is, when the physi-
cal object is moved, how much latency is created by the system hav-
ing to compute the new pose of the object. Naturally, high tracking
performance is required whenever the physical object is to be manip-
ulated and moved around a lot. Moreover, delays between a change
in the physical object’s pose and the augmentation will break the illu-
sion of a coherent world, which we want to avoid as much as possible.
On the opposite, some setups require very little manipulation and can
even fare well without any dynamic tracking solution, for example if
the object never needs to be manipulated physically?. Tracking is one
the most challenging aspect of the AR pipeline and has been the main
focus of the ISMAR community for a long time [33].

There are multiple ways to tackle the tracking problem in a vari-
ety of contexts: magnetic sensors, microelectromechanical systems?,
global navigation satellite systems®, sonar and computer vision, to
name only a few. It is however not our goal to go in depth on this
topic since it is not the main interest of this dissertation. We will in-
stead only discuss some of the techniques relying on computer vision

2 Note that when talking about precision, we mean it in a way that encompasses both
precision and accuracy. The difference between these two concepts is highlighted in
Section A.1.

3 The study reported in Chapter 3 did not require any tracking.

4 MEMS

5 GNSS. GPS is an instance of a GNSS.
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(a) Bleeding (b) Misregistration

Figure 15: Typical artifacts encountered in SAR. (2) Bleeding of some of the
projected pixels outside of the object’s surfaces. Here, bleeding
can be seen as a white silhouette on the table. (b) Misregistration
artifacts where part of the objects are clearly misaligned. The
projection on the feet of the clock are offset from their intended
position.

since they are the most commonly found for small object tracking in
an AR context. The main tracking technology used in the different
projects highlighted in this thesis is based on computer vision.

It is important to note that the choice of using SAR imposes certain
constraints on the chosen tracking solution. This is because the object
being tracked is also the display. Therefore, any components attached
to the object for tracking purposes should avoid occluding the surface
onto which the augmentation will be displayed. Moreover, since we
are projecting dynamic content onto the object, any method relying
on a static object texture should be avoided.

FIDUCIAL MARKERS The use of markers detected by a camera has
become the “visual trademark” of AR. They are comprised of patterns
that are easy to detect and identify for computer vision algorithms.
Moreover, their square shape, which is easily distinguishable, is used
to compute their pose in 6 degrees of freedom (DoF) — position and
rotation — in the camera’s coordinate system. Enabling libraries in
this area are ARToolkit [75] and ARToolkitPlus [172]. An example
of marker for each of these libraries is shown in Figure 16. Other
libraries — e.g. reacTIVision [73] and BullsEyes [79] — are more specif-
ically designed for tabletop use and are limited to 3 DoF (x,y, 6).
Using fiducial markers requires having a calibrated camera®. This
process essentially consists of transforming pixel measurements in

6 Camera calibration is a process very similar, yet simpler, to projector calibration
(Section 2.2.1.3).
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(a) ARToolkit marker [75]. (b) ARToolkitPlus marker [172].

Figure 16: Example of fiducial markers commonly used.

the real-world coordinate system — i.e. meters. This tracking solu-
tion has the obvious advantages of being cheap, accessible and can
achieve good and robust precision. The markers are required to be
planar, therefore it is important that they are not folded or distorted
in any way. They also require to be fully visible in the camera’s frus-
tum in order to be detected. To overcome this limitation, it is possible
to combine multiple markers together that acts like a single tracked
target. Their form factor makes them difficult to affix on complex
3D objects. Another drawback is their visual clutter. Indeed, their
appearance and form factor can be disturbing for users when manip-
ulating a physical object. Some research projects have successfully
reduced the markers’ visibility to the naked eye by relying on the
infrared spectrum [94, 184].

NATURAL FEATURE TRACKING Image features are characteristic
points processed in certain ways which make it possible to detect
and match them together, using computer vision algorithms. Com-
monly used are SIFT [93], SURF [13] or ORB [135]. Natural feature
tracking can be used in a variety of ways. For instance, it can be used
following the same principles of fiducial marker based pose estima-
tion presented in the previous section. It mainly consists in replacing
the very obvious markers, such as the ones in Figure 16, by more
natural images such as a logo, a photograph or the natural texture
of an object. Professional solutions, such as the Vuforia® framework?,
propose AR solutions based on this technology. Alternatively, natural
feature tracking is often used in scenarios where you have to track a
camera’s pose which is evolving in an environment to be augmented
using video see-through techniques. Approaches such as Simultane-
ous Localization and Mapping (SLAM) [91] can leverage the use of
these images features, even when using a single camera [30].

Natural feature tracking is difficult to use in SAR contexts for obvi-
ous reasons: by augmenting the object using projected light, we alter

7 http://www.qualcomm.com/products/vuforia
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its appearance. Hence, it disturbs the tracking since it is based on the
object’s texture in order to provide stable pose estimation.

DEPTH-BASED TRACKING This category is relatively broad as it en-
compasses a lot of different techniques. We will only discuss the ones
that have been considered for our work with SAR. It consists in using
3D - or 2.5D - data to track an object in space. As mentioned above,
the democratization of depth sensors such as the Microsoft Kinect™
or the Asus Xtion™, has made depth sensing a realistic approach
with off-the-shelf components. Generating depth information from
2D sensors such as cameras can also be achieved by using multiple
sensors together. First, stereo pairs — two devices that have partially
the same view on an environment and that are calibrated together —
need to be created. Stereo calibration is done in order to determine
the relative positions of the two cameras’ frustums. Then, any match-
ing point located in each camera’s field of view can be triangulated
to determine its depth.

One approach to track object from depth cameras is to compare the
3D model of the object to the point cloud generated by the camera(s).
For example, by generating a template point cloud from the 3D model
of the object, it could be possible to use point cloud registration tech-
niques, such as the Iterative Closest Point algorithm [18], to register it
to the point cloud generated from the camera. While these methods
can work in real-time in some cases, they are computationally expen-
sive and the tracking precision is highly dependent on the quality of
the camera’s sensor. However, higher resolution cameras obviously
require more processing power.

Another approach in this category is the use of motion capture sys-
tems. These includes professional solutions used in movie studios
such as OptiTrack®® or Vicon® systems. They work on the same ba-
sic principles as the depth sensing cameras — using multiple infrared
(IR) cameras to create a tracking volume — but are highly optimized
for speed and stability. By tracking only small reflective markers af-
fixed to the physical object, which are illuminated with IR light, these
systems can reach refresh rates of 120 frames per second and millimet-
ric precisions. By comparison, most displays refresh between 50-75
per second since most persons have a perceptual time resolution of
50-Hz [174]. Figure 17 shows an example of an object tracked using
multiple reflective balls attached to its base. The markers are tracked
as a group and therefore tracking is robust to partial occlusions when
enough markers and/or cameras are used.

8 http://www.optitrack.com/
9 http://www.vicon.com/
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Figure 17: Multiple reflective balls are attached to an object’s base. IR light
is shed on them and tracked by multiple IR cameras.

2.2.1.3 Projector Calibration

Calibration is the process of characterizing the behavior of the light
in relation to the optical device we are using. Essentially, a projector
can be seen as an inverse camera: it emits light instead of capturing
it. Nonetheless, the optical components are more or less the same.
However, calibrating a projector is slightly more difficult than cali-
brating a camera since it has no mean to “see” the real world. In an
AR context, our overarching goal is to be able to determine exactly
what the projector is “seeing” so that we can create a corresponding
virtual camera to correctly display the augmented content. We will
therefore have to tackle the problem in an indirect way compared to
a camera calibration process.

A projector or camera can typically be characterized by two com-
ponents: extrinsic parameters and intrinsic parameters. They respec-
tively refer to steps 3 and 4 of Figure 12. A simplified explanation of
these parameters is presented below. An interested reader can refer
to Appendix A.2 for more details on the pinhole camera model used
here.

EXTRINSICS The extrinsic parameters of a projector simply refer to
the position and orientation of the imaging component, in the chosen
world coordinate system. This can be modeled as a matrix allowing
to convert a point’s position, expressed in world coordinates, in the
projector’s local coordinate system.

INTRINSICS The intrinsic parameters refer to the projection cone
of the optical system as well as the modeling of deformation in the
image caused by the imperfection of the optics. This can be modeled
as a matrix enabling to convert the position of a point, expressed
in the projector’s coordinate system in meters, in a position on the
imaging plane expressed in pixels.
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Figure 18: A chessboard typically used in camera calibration. The physical
size of the squares are known and can be automatically detected
using computer vision.

CALIBRATION The calibration process can be conducted in a num-
ber of ways. The majority of them are based or inspired by Zhang’s
method [194]. It estimates both the intrinsic and extrinsic parame-
ters using a set of correspondences between 2D points located on
the imaging sensor of the projector or camera with their positions in
world space. Obviously, we could consider selecting points in the
imaging plane and manually measure their location in world space.
However, manual measurements are very tedious and error prone.
Alternatively, we can consider a semi-automatic method to help us
generate these correspondences more quickly.

In the case of a camera, you can use a predefined pattern which
contains points of physically known positions that is also easily de-
tectable using computer vision. A black and white chessboard is usu-
ally a good choice. Therefore, since we can automatically detect the
chessboard corners in the image — as seen in Figure 18 —, correspon-
dences between image plane positions and real-world positions can
be generated quickly by simply moving the chessboard to different
locations.

Calibrating a projector is similar. However, since the projector can-
not “see”, the problem has to be tackled in a slightly different way.
First, a standard camera is calibrated so that it is possible to con-
vert pixel positions in real-world distances. Then, instead of using
a printed chessboard, we project one on a planar surface using the
projector. Since we are projecting the chessboard ourselves, we al-
ready know the corners’ positions on the image plane. Since the chess-
board corners can be detected automatically by the camera and that
their pose can be determined using the camera calibration, correspon-
dences between the image plane of the projector and the real world
coordinate system can be generated. Different tools and methods ex-
ist to calibrate a camera-projector pair together — for example, see

[4, 108].
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2.2.2  Anamorphic Illusions

The process to generate anamorphic illusions is slightly different than
texture mapping. However, it requires the same basic components:
knowledge of the physical world’s geometry, in real time, and the
location of pixels in space —i.e. calibration. In addition, we also need
to know the user’s viewpoint. Texture mapping consists in project-
ing flat textures on the surface of real world objects. Therefore, the
object will appear correctly augmented from any viewpoint. If we
are interested in the creation of 3D illusions, this is where we have to
rely on anamorphosis. The process is very similar to the creation of a
fishtank VR [175] experience, except that SAR gives more flexibility —
the whole environment can act as the display.

To illustrate the process of creating such 3D illusions, we will take
the example of a simple physical cube. We will create the illusion
that, on one of its face, there is a cubic hole — as shown in Figure
19a. The cube is physical and the hole will be virtual (drawn in blue).
The illusion can be generated using the following steps (which are all
illustrated in Figure 19 and are indicated in parentheses):

1. Create a virtual camera corresponding to the current user’s
point of view of the scene (19b).

2. Render the virtual elements (the small cubic hole only) of the
scene from this virtual camera (19c¢).

3. Reproject the rendered image back onto the virtual replica of
the real scene — a simple cube without any hole in it (19d).

4. Create a second virtual camera corresponding to the projector’s
point of view using extrinsic and intrinsic parameters retrieved
from the projector calibration (19b).

5. Render the scene from this virtual camera (19e).

6. Project the rendered image on the real world environment with
the projector which, from the point of view of the user, will
appear correctly (19f).

2.3 TOOLS OF THE TRADE

This section gives a quick overview of the tools used for the different
projects highlighted in the following chapters. Note that they could
easily be swapped for other tools achieving the same purpose, but we
will justify their choice briefly.
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Figure 20: A view of the vvvv visual programming environment.

2.3.1  Programming: vovo

vvvv'® is a general purpose, visual programming toolkit. It is the
backbone framework of all the projects described further. vvvv, while
being “general purpose”, has a strong focus on visual installations —
see Figure 20. There is only one mode: real-time. Everything is done
interactively, which avoids the dichotomy of “code then debug” of
standard integrated development environments (IDEs). Therefore, it
is easy to experiment or make fixes in real-time which is especially
helpful with systems dealing both with digital and real world com-
ponents. Moreover, for interactive systems, being able to tweak pa-
rameters while interacting with the system proves invaluable. The
framework is built on Microsoft DirectX 9/11 and plugins can be cre-
ated, again in real-time, using the C# language. Shaders can also be
written in HLSL, in the same way leveraging the immediate feedback
properties of visual programming. Moreover, it natively supports
using networks of computers for installations that require more pro-
cessing power. From a “master” computer, it is possible to seamlessly
assign certain parts of the program to slave machines. In a projection
setup, for example, each projector can be assigned its own computer
and have the processing be done “locally”. It is free to use for non-
commercial and educational purposes.

vvvv is part of a movement called “creative coding”. It emphasize
code as a mean of expression and of artistic creation. Usually, these
frameworks try to present high-level APIs enabling their users to ex-
periment and tinker quickly — a process essential to creative work
as is highlighted in Victor’s talk [167]. Often, this take the form of
very easy access to computer vision algorithms, interactive devices

10 http://vvvv.org/
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such as the Microsoft Kinect and the Leap Motion and the easiness
of controlling graphics pipelines which, in their basic forms, are re-
ally difficult to handle to novice programmers and artists. Examples
of popular creative coding toolkits include Processing™*, openFrame-
works'?, Pure Data '3, Max MSP** and TouchDesigner'>.

2.3.2  Tracking: OptiTrack

The tracking of the augmented objects was handled with OptiTrack
cameras. As mentioned before, this tracking solution provides real-
time performance and precision which is required when working
with augmented objects of small size — often smaller than 10 cen-
timeters.

2.3.3 Calibration

Calibrating an installation with an OptiTrack camera is slightly differ-
ent than if the tracking would be provided by a standard RGB camera
such as is the case for fiducial marker based tracking (Section 2.2.1.2).
Indeed, OptiTrack cameras are IR cameras, which means that they do
not “see” visible light. Therefore, it is impossible to capture the light
projected from a standard projector and consequently, a projected
chessboard required for calibration. Some camera models, however,
have an IR filter switch, allowing to turn off the IR filter. However,
the resolution of these cameras are relatively low — 640x480 pixels in
the case of the Vi20:Trio model — making it difficult to obtain high-
quality calibrations.

For these reasons, we calibrated the tracking system with the pro-
jector with a semi-manual method. Reflective markers were installed
on a standard printed chessboard pattern (Figure 21). That way, us-
ing the pose of the rigid body returned by the tracking system, we are
able to infer the world position of each chessboard corner. Then, we
manually create corresponding point pairs by selecting points using
the projector. That is, for each given chessboard corner expressed in
world position, we select the corresponding point in the real world
by looking at a projected cursor onto the chessboard.

2.4 WHAT IS SAR GOOD FOR?

Spatial augmented reality in the context of this thesis is a technologi-
cal choice. It presents advantages as well as challenges both in terms

11 https://processing.org/

12 http://www.openframeworks.cc/

13 https://puredata.info/

14 https://cycling74.com/products/max/
15 https://www.derivative.ca/
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Figure 21: A chessboard pattern with reflective markers attached to it.

of technology and interaction. This section will first discuss the con-
cept of “presence” which is important to any technology aiming at
creating a seamless experience. Then, the benefits and drawbacks of
SAR will be discussed.

2.4.1 Presence

Presence is defined as the subjective experience of being in an envi-
ronment, even though one is not physically located in said environ-
ment [185]. It is associated to virtual reality which the whole purpose
is often to immerse one or many persons in computer-generated arti-
ficial worlds and giving the illusion of “being there”. However, one
of the reasons we are interested in SAR is its potential to anchor the
digital information in the real world. Therefore, presence, the way it is
defined, is not appropriate for our context. For this reason, Stevens
and his colleagues proposed the object-presence concept [146]. Inspired
by the definition of presence given by Witmer and Singer [185], they
define object-presence as “the subjective experience that a particu-
lar object exists in a user’s environment, even when that object does
not”. Bennet and Stevens [17] then evaluated the effect of touching
physical objects augmented with front projection. They found that
directly touching — either with direct touch or using a TUI — an aug-
mented object lowers object presence significantly. They hypothesize
that it is due to the occlusion of the projection created by the hand —
onto which projected content appears — and the fact that the weight
and texture of the physical props does not correspond to the visual
augmented representation. We will discuss this issue more in the
following section 2.4.3.

2.4.2 Benefits

First and foremost, SAR presents the benefit of being anchored in the
real world, which is a key component for our line of research. By
displaying digital elements onto the reality directly, it has the poten-
tial to leverage all the others cues we are used to have in the physical
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realm. Moreover, it is worth mentioning its capabilities to enhance
or complement physical artifacts which are physically invaluable and
unique, such as the ones presented in museums —e.g. [10, 132]. Using
projected light also has the benefit of being flexible in terms of the
installation size. For example, it is possible to create dynamic render-
ing over huge buildings or very small objects with relatively similar
setups®®.

When first introducing SAR, Raskar et al. [128] made a list of the
different advantages of SAR in comparison to standard AR. Namely,
they mention the fact that the user does not need to wear any de-
vice such as a HMD. A larger field of view can also be supported;
using multiple projectors allows for covering an entire room with
projected light. Also, since the virtual objects are displayed near their
real world location, eye accommodation is made easier.

2.4.3 Drawbacks

While SAR comes with many advantages and flexibility, it suffers
from different shortcomings. Already identified by Raskar et al. [128]
upon the presentation of the SAR paradigm is the important reliance
on the display surface properties. That is, projecting on highly spec-
ular or dark colored diffuse materials render the projected content
almost invisible. Another mentioned problem is the shadow cast by
a user manipulating an object. This problem breaks the illusion in
two ways: it casts a shadow on the object and it displays the pro-
jected content onto the user’s hand. The first problem can be tackled
to an extent by increasing the number of projectors used to augment
the scene. Indeed, with careful placement and blending, it is possible
to avoid shadows to appear on the surface of the augmented surface
[5]. Concerning the second issue, it should be relatively easy to cre-
ate an occlusion mask to avoid projecting on the user occluding an
augmented object. This could, for example, be achieved using the
Kinect camera point cloud combined with its skeleton tracking capa-
bilities. The overall issue with shadows can alternatively be worked
around by using rear-projection system such as in [14]. Note, how-
ever, that rear-projection systems require a lot more space and con-
straints. Small objects would require having a pico projector embed-
ded in them in a very stable manner. As of today, this is difficult to
achieve.

Using many projectors also make installations more complex to in-
stall and calibrate in comparison to see-through or video see-through
AR. Projectors are more complex to calibrate than cameras for the
simple reason that they are output devices that are not equipped
with sensing capabilities — as is explained in Section 2.2.1.3. More-

Of course, projecting over buildings often require more projectors and higher lumens
output, but the techniques remain the same.
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over, multi-projection installations require overlapping sections to be
carefully blended together to create a uniform augmentation. Finally,
SAR makes it difficult to display things in “mid-air” compared to
other means of achieving AR. One of the way to achieve this is to re-
sort to 3D illusions involving anamorphosis (as discussed in Section
2.2.2). Alternatively, it is possible to create a temporary mid-air dif-
fusion medium on which to project, such as smoke [141] or mist[99].
Usually, such 3D illusions rely on stereoscopic projection such as the
MirageTable installation of Benko et al. [15]. However, this has the
main drawback of requiring that the user wears glasses'7, which is
something we wanted to avoid in the first place.

2.5 SUMMARY

In this chapter, we provided a background for augmented reality and,
more specifically, spatial augmented reality. The spatial aspect con-
sists in displaying the augmented information in the environment
itself, either relying on screens or projectors. We covered the main
techniques used in SAR, which are texture mapping and anamorphic
illusions. We also presented an overview of the working principles
and ways to achieve them. The notions presented here served as a
basis in creating most of the systems that will be covered in Part ii
and iii of this thesis. We will refer back to appropriate sections of this
chapter later on.

17 In addition to the other drawbacks related to the use of stereoscopy such as discom-

fort, fatigue, stereoanomaly, etc [121, 84].
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Part II

INTERACTION

When combining real objects with digital content displayed
onto them, interacting with the digital content is not triv-
ial. How to interact with a medium that is virtual but that
is hosted on reachable and manipulable physical objects?
We investigate the possibility to use traditional interaction
devices and computer environment — the desktop — as a
starting point. We first investigate if it is possible to inter-
act with augmented objects with such devices, even with-
out the presence of a screen. Then, we propose a system
leveraging both the use of screens and traditional input de-
vices in combination with tangible augmented objects to
allow the creation and customization of content for these
objects.






CURSAR: POINTING IN SAR FROM 2D POINTING
DEVICES

Figure 22: A sketch describing a standard desktop environment which
would allow a mouse pointer to travel out of the screen and into
the surrounding environment to acquire targets.

In the previous chapters, we have discussed the idea that augmented
physical objects could be an interesting way to mesh together digital
capabilities while remaining anchored in the physical world, which
our bodies and minds inhabit every days. However, this raises the
question on how content for these mixed reality objects will be cre-
ated and interacted with. While technical issues related to the augmen-
tation of objects are being solved progressively, the problems related
to interaction remain largely unexplored. A central concept in inter-
action is the ability to select an element or position. In this chapter,
we investigate the question of pointing — more specifically using stan-
dard 2D pointing devices, as shown in Figure 22 — in a SAR context.

3.1 CONTEXT

There are many components to interaction. A fundamental one con-
sists in pointing. Several strategies to point at augmented objects
exist. When the augmented content is visualized using a multitouch
device, via video see-through, it is possible to leverage the touch sur-
face to point at a target, as is done in Vincent et al.’s work [168].
Regarding pointing on tangible augmented objects, one option is to
touch directly the area of interest. Technological means to achieve
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precise touch detection on physical objects are becoming mature and
versatile. For example, the field of OUIs — see Section 1.3.4 for an
overview — envisions everyday objects covered by thin film displays
which are multitouch. PapARt is a system which detects touch on
standard tracked sheets of paper [86]. Touché is a system that en-
ables the detection of different types of touch — one finger, two fin-
gers, palm, knuckles, etc — on almost any object [137]. OmniTouch
uses a depth sensor to add touch capabilities on any surface [50].

Direct touch, as an approach, is very straightforward and, conse-
quently, it may be valuable in many contexts. However, it suffers from
many drawbacks. In particular, anatomical issues such as the “fat fin-
ger” problem and the fatigue that is linked to mid-air interaction
make direct touch little adapted as soon as accurate and prolonged
actions are required (e.g. professional object design). In addition, di-
rect touch is not possible when dealing with very fragile objects (e.g.
relics in museums) or as soon as the objects are out of reach. For dis-
tant interaction, laser pointers or virtual rays can be good alternatives,
but they still suffer from similar accuracy and fatigue issues. This mo-
tivated our approach to consider the use of standard pointing devices,
namely mice and graphics tablets, to point at augmented objects. One
of the thing we had in mind is the creation of hybrid applications —
as shown in Figure 22. These applications could leverage both the
power and flexibility of professional tools, currently hosted on tra-
ditional computing platforms, and the real world surrounding these
platforms. Years of human-computer interaction (HCI) have shown
that mice and graphic tablets are decidedly well suited to point at
visual objects displayed on 2D screens. Our assumption is that they
can benefit to SAR as well, as soon as precision or prolonged work is
required.

As an example, we can imagine an inspection scenario where an
engineer points at an augmented circuit board with a mouse to high-
light defects on small components. Another example is a design sce-
nario where the artist draws by way of a graphics tablet on a physical
object, e.g. a 3D-printed one, to give it a specific appearance. For
these two scenarios, it is interesting to note that the user equipped
with a standard pointing device is still able to interact efficiently with
standard GUI components displayed on a traditional screen, opening
the way to true hybrid applications.

Pointing from mice and tablets has been extensively studied in tra-
ditional HCI contexts. In particular, Fitts” law [96] is able to predict
the speed at which a user will be able to select a target depending on
its distance and its size. Other works have been dedicated to point-
ing in 3D stereoscopic contexts [138, 154]. The current work is the
first one that studies the question of pointing in SAR, from standard
pointing devices. In this work, we are interested in a setup where
the user is sitting at a desk (desktop environment) and is interacting
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Figure 23: A user moving a cursor (represented in blue) to a target (rep-
resented in red) on an augmented object by way of a standard
mouse.

with objects located in front of him or her, as shown in Figure 23.
Our contribution is the evaluation of the performance of pointing in
a SAR environment using a standard pointing device compared to a
traditional screen-based setup.

3.2 RELATED WORK

Some research projects explored interaction with projected content,
in a SAR context. Bandyopadhyay et al. [9] proposed the first in-
teractive SAR prototype allowing users to “paint” physical objects
with projected light using a six degrees of freedom tracked stylus.
Physical-virtual tools [98] is a refinement of this concept, introducing
more flexible edition tools inspired by real physical tools (e.g. an air-
brush). Benko et al. [15] interacted with stereoscopic SAR using a
mix of tangibles and gestures. These systems aimed for interaction
modalities close to real-world metaphors. However, while perhaps
more natural, they might prove to be less suited for precise and pro-
longed work than traditional 2D input devices.

The concept of pointing in SAR is similar to pointing in other con-
texts, namely multi-display environments (MDEs) and stereoscopic
displays. In some ways, SAR can be compared to MDEs in that the
physical world acts like a continuous space comprised of small dis-
play surfaces. As with MDEs, SAR might have some blind spots
where the cursor will disappear because of a lack of projection sup-
port. Mouse Ether [11] and Perspective Cursor [110] are both sys-
tems that were developed to circumvent problems related to switch-
ing from one screen to another. The work of Xiao et al. [190] consists
in projecting a cursor that can slide on any surface of the environment
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(which has been modeled in 3D beforehand). However, the system
has been designed as a way to give feedback on the cursor’s position
when transitioning between screens and no targets were located in the
environment itself in their evaluation. Pointing on a stereoscopic dis-
play has been studied by Teather and Stuerzlinger [153, 154]. They
studied different cursor types in what is effectively a “2.5D”, or pro-
jected pointing task, using a 3D Fitts’ law pointing task. We also used
projected pointing in this study. However, working on a real-world
canvas is different from working on a screen since the real-world does
not provide any reference frame for the 2D interaction. Moreover, a
SAR installation does not suffer from the vergence-accommodation
conflict present when using stereoscopic screens. Closer to a SAR
setup, Reikimoto and Saitoh [130] proposed a spatially continuous
workspace, allowing users to drag and drop content across different
surfaces and objects. However, the pointing activity was not studied.

3.3 POINTING IN SAR

Our SAR environment is comprised of a static scene laid out on a
table in front of the user. A projector is then used to augment the
objects.

On a standard screen configuration, the mouse cursor is generally
represented as an arrow moving on the screen plane. When a 3D
scene is displayed, the user is able to select any visible part of this
virtual scene by picking the rendered result at the cursor location
(Figure 24). Since most people are already experienced with this way
of pointing, we wanted to know if this technique could be ported
to a SAR environment albeit the lack of a physical screen support.
Therefore, we used exactly the same metaphor in SAR, with the dif-
ference that the 3D scene is physically there, while the screen plane
becomes virtual. The user moves the cursor on this virtual plane as
he or she would do with a physical screen, as illustrated in Figure 25.
A line representing the intersection between the virtual plane and the
table is projected onto the table, and an arrow indicates the horizon-
tal position of the cursor — see Figure 23 and 25 (item C). Contrary
to standard screen configurations where the cursor is displayed on
the screen plane, our SAR cursor is displayed directly on the physi-
cal objects. This cursor is represented as a cross within a 2D circle
that is aligned with the underlying surface. Technically, we cast a ray
formed by the eye and cursor position on the virtual plane towards
the scene. We then position the cursor perpendicularly to the normal
of the picked point. The visual feedback (line and arrows) helps to
know where the cursor is as soon as the latter does not project onto
an object.
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Figure 24: The standard way to point on a 3D scene displayed on a screen.

The cursor moves in the window plane and a virtual point is
selected by picking the rendered scene at the cursor location.

®

Figure 25: Drawing of the experimental setup. (A) Objects composing the
scene to be augmented on which the cursor is displayed (light
blue halo). (B) Plane on which the cursor is projected. This plane
is either virtual in the SAR condition or physical (white wooden
panel) in the SCREEN condition. (C) Feedback used in the SAR
condition indicating the position of the virtual plane with the tip

of the triangle indicating the horizontal position of the cursor. (D)
The position at which the user is viewing the scene. (E) Projector.
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3.4 USER STUDY

We conducted a user study to assess the performance of the pointing
technique described in the previous section (SAR) in comparison to
a screen-based baseline (SCREEN). Our research question was the
following: What is the difference in performance of a pointing task
realized on a screen compared to one realized with a SAR installation
given that all other conditions are constant? Does pointing in SAR
follows Fitts” law?

3.4.1 Participants

Sixteen participants took part in the study (12 males, 4 females, mean
age 28.75, SD 4.71). All of them obtained a university degree. Six par-
ticipants were left-handed (the mouse used during the experiment
was adapted to both left- and right-handed users). All the partici-
pants were familiar with mice, whereas they had very little experi-
ence with graphic tablets. None of them had previous experience
with SAR systems.

3.4.2 Apparatus

The scene to be augmented was laid out on a table in front of the
user. Each object of the scene was manually measured and modeled
in 3D. A projector was located above and behind the user pointing
at the scene. The projector was calibrated using OpenCV’s camera
calibration functions. We used a 3.6 GHz Core i7 PC with Windows 8
equipped with two GeForce GTX69o graphic boards. The video pro-
jector was a ViewSonic Progooo with a resolution of 1920x1080 pixels.
The same setup was used for both SAR and SCREEN conditions. In
SAR, the virtual scene was projected directly onto the physical ob-
jects whereas a white wooden surface located at the same position
was used in the SCREEN condition. This ensured a similar frame
rate (50 FPS), colorimetric configuration (color, brightness, contrast)
and approximately same pixel size in both conditions. The focus of
the video projector was set on the screen plane. On this plane, the
resolution was effectively of 9g15x904 pixels.

In the SAR condition, the objects were augmented by reproject-
ing the virtual scene from the point of view of the projector. In the
SCREEN condition, the viewpoint of the user on the scene was vir-
tually reproduced and reprojected on the virtual counterpart of the
physical screen. Then, this reprojection was rendered from the point-
of-view of the projector, effectively making the viewed scene in both
conditions identical, as shown in Figure 26. We did not use real-time
head tracking, but the user head’s position was measured manually
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(a) SAR condition (b) SCREEN condition

Figure 26: Comparison between the SAR and SCREEN conditions, captured
from the same point of view. The SCREEN condition is made to
be a replica of the view of the reality — note the virtual and real
table which are aligned.

and thus accounted for. The whole installation has been created using
the creative coding framework vvvv.

For the input devices, we used both a mouse (MOUSE) and a Wa-
com Cintiq 13HD tablet (TABLET). The screen of the tablet was not
used for the experiment and, therefore, was displaying a black view-
port. The button located on the pen was used for the selection action.
The mouse was used in a relative mode while an absolute mapping
was associated with the tablet. The acceleration transfer function of
the mouse was disabled.

The 3D scene was composed of a 21x18x21 ¢cm cube, as well as
a more complex shape with comparable dimensions (see Figure 23).
The scene onto which the targets to acquire were laid out varied by
rotating the cube by an angle of 45° to provide more depth changes
between trials. The participants sat at a distance of 1 m from the
screen or physical objects, and the height of the chair was set in order
for the participants” head to be located at the ideal observer position.

3.4.3 Procedure

We followed the procedure described in MacKenzie’s work [96]. The
participants had first to position the cursor in a home area repre-
sented by a red circle. After one second, this circle moved from red
to green and a target appeared in the scene. The participants were
instructed to select this target as quickly and accurately as possible.
The start time was recorded when the cursor left the home area and
stopped when the users clicked on the target. The targets were spread
on a circle centered on the home area.
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FACTORS TIME INEFFICIENCY ERRORS THROUGHPUT
(ms) (bits/sec)
Input: ns 0.16/0.22 ns ns
Mouse/Tablet (SD: 0.05/0.08)*
Output: 846/959 0.17/0.21 ns 5.75/3.84**

Screen/SAR  (SD: 154/119)**  (SD: 0.07/0.07)-

Grand average 902 (SD: 404) 0.19 (SD: 0.30)  0.05 (SD:0) —

Table 1: Statistical results. Marks: ** for p < 0.01, * for p < 0.05, - for p < 0.1,
ns: not significant, —: not applicable.

3.4.4 Design

We used a 2x2 within-subjects design. The independent variables
were the output modality (SCREEN, SAR) and the input modality
(MOUSE, TABLET). The dependent variables were the completion

Pathactuul_Pathoptimal
P”thoptimal

ber of errors, defined as the number of selections outside the target
area. For each condition, the participants had to acquire 40 targets,
resulting in 160 target acquisitions per participant, and 2560 records
in total. The order for the input and output were counterbalanced
following a latin square to avoid any learning effects.

time, the inefficiency defined as

[193] and the num-

3.5 RESULTS AND DISCUSSION

Because the homogeneity of variance couldn’t be verified according to
Levene’s test (p < 0.001), we analyzed our data with non-parametric
statistics, using multiple Wilcoxon signed-rank tests and false rate dis-
covery correction. We retained trials which did not comprise errors
to study time and inefficiency across our factors. Statistical results
are reported in Table 1.

TIME There was no significant effect of the input device on com-
pletion time. However, output modality had a significant impact.
Users were 11% faster in the SCREEN condition compared to the
SAR condition. While having higher completion time, the drop in
performance is relatively low, especially considering that the cursor
reference frame was virtual.

INEFFICIENCY Inefficiency is a measure of “wasted” cursor move-
ment by the user. Input modality had a significant effect, the tablet
being more inefficient than the mouse. This difference can be ex-
plained by the lack of experience of almost all participants with such
a tablet. Output did not have a clear significant effect on the ineffi-
ciency of the movements of the users. When looking at Figure 27 one
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Mouse Tablet

© SAR

O Screen

Figure 27: Trajectories of all the trials in the scene with maximum depth
changes. The center is the starting point of the trials and the tips
are the location of the targets.

can observe that the participants tend to follow similar strategies for
reaching the target. In both cases, straight lines are drawn, indepen-
dently of the underlying background (2D flat screen or physical 3D
objects).

ERROR RATE There was no significant effect of either input modal-
ity or output on the error rate. On average, the error rate was 5%.

THROUGHPUT The target condition is reflected by the Index of
Difficulty (ID), which indicates the overall pointing task difficulty.
ID = log>(& 4+ 1) [96]. D is the projected target distance in the vir-
tual screen and W is the perceived target size. W varied according to
the location and orientation of the target in the scene. ID was discre-
tised from [1.91;4.92] to [2;5] by steps of 0.5. We averaged the com-
pletion time across ID and conditions (inputxoutput). We modeled
the movement time (MT) with a linear regression. We obtained an
adjusted R? value of 0.8479 which shows that the completion time of
pointing tasks in SAR using mice and tablets still follows the Fitts” law
(see Figure 28), and consequently remains predictable. We also com-
puted associated measures of performance, also known as “through-
put”, using the slope of the regression lines. Throughput = % [193].

There was no significant effect of the input device on the through-
put, whereas output device did have an effect. The screen condition
was significantly more efficient than the SAR condition although, as
it was the case for the completion time, the difference is relatively
low.

Overall, the participants were slightly less efficient in the SAR con-
dition than the SCREEN one. This difference could be explained
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Figure 28: Fitts’ law models. R? = 0.8479.

by the years of experience of the participants with pointing in front
of a screen whereas they were exposed to a SAR setup for the first
time. Also, it is interesting that removing the physical reference frame
(screen) of the cursor does not prevent users to interact in the same
way they are used to, i.e. as if a physical screen was there. We can
thus presume that with additional experience, participants may im-
prove their performance with SAR. Another possible cause for the
drop of performance is the presence of blind spots where the cursor
disappear because of a lack of projection support (such zones were
involved in about 1/4 of the trials). It could be interesting to com-
pare the effect of these gaps in MDEs vs SAR to evaluate the impact
of the frame of reference provided by the screen. Additionally, possi-
ble extensions of this work include studying the performance when
moving the viewpoint of the user while using the Perspective Cursor
[110] and evaluating if the performance drop observed in the SAR
condition can be reproduced with other interaction techniques such
as laser-pointer.

3.6 SUMMARY

We presented an approach for interacting with desktop SAR, i.e. when
the user interacts with physical objects in front of him/her by way of
standard pointing devices. A user study has shown that Fitts” law
remains valid even if no physical screen is present. Users are able
to point at targets displayed on the augmented objects in a manner
that is comparable to what they used to do in front of a standard
screen. This finding opens interesting perspectives, allowing desktop
SAR applications to be used to extend the current desktop setup with
augmented physical objects. This is the topic we will investigate in
the next chapter.



BRIDGING DESKTOP COMPUTERS AND TANGIBLE
AUGMENTED OBJECTS

Digital
| Physical

Figure 29: A workspace that allows a user to work both digitally (left) and
physically (right). A tangible viewport (middle) allows physical
objects to be used in the context of a screen.

This chapter presents Tangible Viewports (Figure 29), a proof-of-concept
prototype that builds on the ideas presented in Chapter 3 to create
digital content on physical objects that are augmented using SAR.
With CurSAR, we studied the performance of a standard pointing
technique using 2D indirect devices, like the mouse, to reach targets
displayed in the real world using SAR. We found out that pointing in
SAR remains fully usable with a minor performance drop (11%) com-
pared to a screen condition. However, performance still is impacted
negatively when removing the screen context. One of the research
objectives tackled in this thesis is the digital content creation and in-
teraction for tangible augmented objects. Since most digital content
creation tools are designed for standard input devices, we combined
traditional computer screens, physical objects and the pointing tech-
nique studied with CurSAR in a single system. Effectively, it enables
a seamless integration between desktop applications and physical ob-
jects. The objects behave in the same way as they would if they would
be rendered in a traditional viewport on screen.
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4.1 CONTEXT

Look at your workspace right now. There is a high probability that
it is divided into two different areas: one for working digitally (com-
puter) and one for working physically (pen and paper, books, build-
ing materials). Figures 29 and 30 highlight such a typical desk. This
dichotomy has been present in our work environments for a long
time, and a lot of effort of the Tangible User Interfaces (TUI) com-
munity has been directed towards a digitally enriched physical space.
Compared to the traditional mouse-based paradigm of computers,
tangible interaction [65] has been shown to provide richer interaction
experiences that are especially well suited for collaboration, situated-
ness and tangible thinking [142].

4.1.1  Tool-Based Interaction with SAR

Many different works are inspired by the use of physical tools for
interaction with digital content and for its creation. Touch Tools [51]
leverage the muscle memory of our hands when using physical tools
such as holding a pen or a camera to trigger the proper behavior on
a multitouch surface. IntuPaint [162] and MAI painting brush [118]
are both systems that use a physical paint brush to digitally paint
real objects while at the same time keeping the feeling of using a real
brush. In the same line of thought, Conté [169] is a tangible tool
inspired by the multiple ways an artist uses a drawing instrument
such as the crayon.

Many SAR systems rely on TUIs for interacting with the digital
content. They include tools for editing the appearance of physical ob-
jects [9, 98], sculpting [124, 97] and educational purposes [38]. TUIs
are especially well suited for collaborative tasks and provide a strong
situatedness [142]. The previously mentioned approaches are deeply
rooted in physicality and stay away from traditional computer envi-
ronments.

However, even when tangibility holds great promises for interac-
tion, its use in real-world contexts remains rare, while we still use
standard computers for the majority of our daily tasks involving dig-
ital information. The desktop computer is still a relevant tool to work
with digital and physical matter. However, we also think that its place
on our desks should be rethought [127, 130]. Instead of being consid-
ered as a self-contained platform that happens to be installed on a
desk and its reach limited to the extent of its screen, it should be con-
sidered as a tool part of the whole toolset laid onto the desk, aware
and capable of interacting with its surroundings.



4.1 CONTEXT

4.1.2  Augmented and Smart Spaces

Augmented and smart spaces are systems that use see-through aug-
mented reality or projectors, often in an office environment, to en-
hance the workspace. Raskar et al. [127] proposed the idea of a hy-
brid workspace that would combine the physical environment with
a spatially augmented display system in order to create a continuous
mixed-reality space. Similarly, Augmented Surfaces [130] is a system
that creates interactive surfaces on a table, wall and laptop using pro-
jectors. Users could use their mouse cursor to drag information be-
tween the different surfaces. More related to desktop systems, Kane
et al. [74] present a hybrid laptop-tabletop system that uses two pico-
projectors mounted to a laptop computer to add interactive areas on
the table around the device. The system is able to detect tangible ob-
jects on the table but does not augment them in any way. HoloDesk
[56] is a situated see-through display where virtual and tangible ob-
jects can be manipulated directly with the users” hands, but does not
integrate any traditional computer-related tasks. From an interaction
point of view, the work of Lee et al. [89] is close to ours. They present
a see-through desktop environment that supports transitioning from
2D and spatial 3D interactions easily. The system allows users to see
the content of the screen and their hands behind it at the same time.
Their main focus was on handling virtual elements. We are instead
interested in bringing interaction with physical objects to a traditional
desktop workspace.

There are different frameworks for interaction leveraging the use
of SAR [163, 145, 191]. Especially worth mentioning, and closer to
the system described in this chapter, Akoaka et al. [1] created a plat-
form for designing interactive augmented objects using either natural
interaction or a standard desktop computer. We instead merge both
together.

4.1.3 Combining Physical Objects and Desktop Computers

We propose to leverage the potential of tangible interaction, while
relying on the efficiency of standard desktop environments, in an
integrated way. We present Tangible Viewports, a screen-based tool
enabling the use of tangible objects in a standard desktop-based work-
flow. Contrary to many tangible user interfaces where tokens and
generic props are used, we use the physical objects as canvases that
are also the results of the creative or visualization process. These ob-
jects are augmented with Spatial Augmented Reality (SAR). SAR is
especially well suited for creating a hybrid work environment where
digital workspaces can be combined with physical tools and canvases
[127, 130]. It is possible to interact with these objects through direct
touch or using tools. When held in front of the computer screen, the
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Figure 30: A real object can be placed in front of the screen to use it as a
canvas for digital applications. Digital content is added using
SAR.

mouse cursor can seamlessly slide from the screen onto the surface of
the objects and interaction with native desktop applications becomes
possible. For example, one can use a painting software to paint over
the surface of the object as if it was part of the screen using the mouse
cursor. From the viewpoint of the user, the object behaves just as a
3D model would when rendered in a viewport on the screen with
the major exception that he can i) observe the object from a different
viewpoint by moving the head and ii) reach out to grab the object
with his hands and manipulate it freely as illustrated in Figure 30.

In this work, we emphasis the use of the desktop computer screen
and its relation to augmented physical objects (Figure 30). This rela-
tion has been little explored as a complementary approach to tangible
tools (e.g. [98]). We suggest that it can be leveraged to create true hy-
brid applications that reduce the gap between highly flexible and ex-
pressive software, currently trapped inside a flat rectangular screen,
and the intuitiveness and graspable nature of our environment.

The main contributions of this work are 1) Tangible Viewports, an
on-screen window that enables interaction between a desktop com-
puter and a physical object located in front of it, 2) a proof-of-concept
prototype of an integrated workspace that combines augmented phys-
ical objects and native applications, and 3) the exploration of the in-
teraction space of this hybrid work environment.



4.2 CREATING A SEAMLESS HYBRID SPACE

Figure 31: An augmented object is located behind a graphics tablet on which
the user’s view of the object is replicated. The user can draw on
the object using the tablet. The drawings are synchronized on the
physical object in real-time.

4.2 CREATING A SEAMLESS HYBRID SPACE

This section describes the design considerations and implementation
details of the system. More specifically, we will discuss the screen
position in relation to the physical objects and give details about the
augmentation setup, the behavior of the cursor and how it is han-
dled as well as the use of direct touch and tools to interact with the
augmented objects.

4.2.1  Screen Positioning

The general idea of our system is to embed physical objects within
the standard desktop paradigm. We consider the screen and chosen
physical objects on the desk as spatial canvases where digital infor-
mation can be displayed. This design differs from other approaches
(e.g. [130]) that extend the reach of the cursor to the environment.
We instead bring the physical objects within reach of the screen cur-
sor. We tested different ways to position the screen in relation to the
augmented objects before settling for the current design: in front, on
the side and behind. We ended up choosing to position the screen
behind the object.

4.2.1.1  Screen in front object

In this configuration, we positioned the augmented object behind the
screen — see Figure 31. The screen was a graphics tablet replicating
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the user’s view on the physical object. It was possible for the user
to draw on the screen to digitally paint the object. The digital paint
was reprojected in real-time on the physical object in the back. Also,
both the user’s head and the physical object were tracked which en-
abled the user to manipulate his viewpoint freely — the viewpoint is
updated for both the graphics tablet and the real view.

The idea with this design was to ease the activity of drawing on
an object by providing a flat surface onto which to draw — which is
often easier to use for stability and flexibility (e.g. zooming on the
drawing) purposes — while retaining the haptic properties of having
a real object. Moreover, the synchronized views would allow for re-
viewing the design using the real object instead of a virtual rendering.
The ability to handle the object with the hands also provided a good
option to quickly place the object in the desired viewpoint. However,
our first tests with this screen position encouraged the use of the
physical object, not as a canvas, but simply as a proxy to control the
orientation of the virtual model in 6 DoF. We instead wanted to put
emphasis on the physical object itself because, even though the 3D
virtual rendering often looks “nicer”, the result of the object design
process will evolve in the real physical world.

4.2.1.2  Screen beside object

An alternate configuration is to use the reality itself as an “extended
desktop”. This can be seen as a mix of multi-display environments
and the work presented in Chapter 3 with CurSAR - an illustration
of this configuration is shown in Figure 32. It consists in having
a main display, a screen, where all the standard digital operations
take place. When the cursor reaches the edge of the screen, it can
seamlessly slide on the neighboring surfaces and geometries, such as
in Reikimoto and Saito’s work [130].

This design is interesting as it keeps a familiar interaction context
with the use of indirect 2D pointing methods. That is, pointing with
a mouse inside a screen is familiar since the screen provides a phys-
ical 2D plane on which the cursor is constrained. When moving out-
side the screen, the physical screen still acts like a reference system
for the interaction scheme, which in some casual tests, seemed to
prove useful. However, as demonstrated in the study of the previous
chapter, pointing without a screen still has some costs in terms of
performance. Moreover, it also has the drawback of requiring a con-
text change when the transitioning from a 2D cursor located inside
the screen to a cursor following the 3D geometry of the surrounding
physical environment.
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Figure 32: An augmented object is located beside a screen. When the cursor
reaches the edge of the screen, it “leaks” out in the enviroment.

4.2.1.3 Screen behind object

Finally, we considered using the screen as a backdrop for the physical
objects that lay in front of it, as illustrated in Figure 33. This configu-
ration reduces the change of context required compared to having the
screen beside the object — as discussed in Section 4.2.1.2. This design
choice is supported by studies that have shown the very low perfor-
mance drop for focal depth changes compared to angular movements
[151, 24]. Moreover, in our current system configuration, normal use
causes shallow depth of scene —< 50cm, a working space created by
a typically recommended distance between the user and the screen
— and users are not required to rotate the head position. When the
screen is behind the physical object, the latter now appears to belong
to the screen’s interaction space. This is the configuration that was
used to create Tangible Viewports.

4.2.2  Spatial Augmented Reality Setup

Our SAR setup is comprised of an augmented desktop environment
and physical objects that can be brought in front of the screen. The
objects can be manipulated freely by the user, or they can be placed
on a support for convenience. Figure 34 illustrates the setup. The
projector handling the augmentation is located behind the user and
oriented so that its vertical field of view would span from the edge
of the desk up to the top of the screen. It only emits light towards
the physical object, so it does not perturb the visualization of the
screen. The augmentation is generated using the techniques detailed
in Section 2.2.
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Figure 33: The user can interact with the augmented object when located in
front of the screen, emulating the behavior of a normal viewport.

We use 3D printed objects created using a MakerBot Replicator 2
in white PLA plastic with a precision of +0.2mm. Alternatively, we
could use already existing or sculpted objects given that they would
require 3D scanning before, using KinectFusion [111] for example.

4.2.3 Cursor Handling in Tangible Viewports

The key element on which our system relies is the illusion that a
physical object is entirely part of the screen space when located in
front of it. In order to do so, we ensure that the cursor movements
inside the working area occur in a continuous way, independently of
where this cursor is displayed (screen or tangible viewport). The user
thus perceives the visual space as a whole.

A window dedicated to the interaction with the object is created
on the screen and its position is retrieved using the Microsoft Win-
dows APL The screen is also tracked in world space by the OptiTrack
system. Thus, knowing the 2D cursor position in the viewport space
allows us to infer its position in world coordinates. A virtual camera
is created to reproduce the user’s view of the window (and whichever
augmented object located in front of it). The user’s head position is
obtained using the Kinect v2 skeleton tracking. As soon as a physical
object starts occluding the screen’s cursor, from the observer’s point
of view, a 3D cursor appears at the correct location on the object, as il-
lustrated in Figure 35. This is done by raycasting in world-space over
the virtual scene from the user’s viewpoint to the screen’s cursor po-
sition (Figure 33). We thus obtain the 3D position and orientation
on the first element on the line of sight of the user. The resulting
transformation is then applied to the 3D cursor, which is displayed
as a small disk aligned with the local surface’s normal. This cursor
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B A) Desktop environment
B B) Tracking system

B Q) Projector

B D) Augmented objects
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Figure 34: The SAR installation: A) The desktop environment using a stan-
dard screen and input devices, B) 6DOF tracking system (Opti-
Track Trio and Microsoft Kinect v2), C) Projector and D) Physical
objects that are being augmented.

is rendered as part of the virtual scene and reprojected onto the aug-
mented object. On the screen, a horizontal and a vertical line passing
through the cursor position are displayed in order to emphasize the
link between the tangible viewport and the screen.

In the end, this technique is fully transparent to the users. They
work with Tangible Viewports as they would do with any standard
application. It is also to be noted that the head position of the user
only impacts the behavior of the cursor; the cursor’s appearance and
the augmentations on the object are completely viewpoint indepen-
dent. This is especially important for collaborative settings.

4.2.4 Direct Touch and Gestures

Beyond cursor interaction in front of the screen, direct touch on the
objects is also supported. This is achieved by attaching a small reflec-
tive marker to a ring on the user’s finger or on a tool (e.g. pen) so
that it is detected by the OptiTrack system. We also tested the use
of the Leap Motion in order to avoid instrumenting the finger of the
user. However, the Leap does not support direct touch detection and
is better suited for fine gestures near the object. For coarse gestures,
it could be possible to rely on the hand capabilities of the Kinect APL
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Figure 35: (Top Row) From the point of view of the user, the cursor behaves
as if the object was part of a 3D viewport. (Bottom row) Side
view showing the actual behavior of the mouse cursor, “jumping”
from the screen onto the object when being occluded by the object
from the user’s viewpoint.

4.3 INTERACTION

In our hybrid workspace, the interaction can either take place on the
screen, on the augmented object, or on both display supports at the
same time. In the following sections, we explore the interaction space
by describing techniques that we developed for each of these cate-
gories (Table 2).

4.3.1 Screen

Because our objective was to conceive a system that benefits from the
advantages of standard desktops, all the usual techniques designed
for such environments can directly be used.

4.3.1.1  Widgets

We have designed a custom application based on such standard wid-
gets for modifying the appearance of an augmented object (See Figure
36). For example, selecting the background color of an augmented ob-
ject can be done directly by way of a color palette. This application
served as a basis for the evaluation of the system that we present later
in this chapter.
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MODALITY
Mouse and Hybrid Touch and Gesture
Keyboard
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creen applications, - ; *
) interfaces
programming
Z .
Q . Drag and drop, l.jld( and drc?p, Gestural control of
= Hybrid 4 . object annotations, . .
< hybrid widgets e virtual version
LOJ data visualization
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interaction design

* Out of the scope

Table 2: Interaction space around Tangible Viewports.

(a) Direct painting on the object using the (b) Virtual elements interaction
mouse cursor

(c) Creative coding (d) UV painting using Photoshop

Figure 36: Different features to modify the appearance and behavior of the
physical object.
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4.3.1.2 Native Applications

It is also possible to use native professional applications. As an ex-
ample, we linked the output of Adobe Photoshop, a software that is
ubiquitously used in the design and artistic industries, to our system.
Hence, we leverage the skills that professionals already acquired with
these tools. The most straightforward use is UV painting (Figure 36d)
which consists of editing the texture of a 3D model. It is a task that
can be done either in a 2D painting environments using a UV layout
or directly on a 3D view of the object. Both can be achieved using
Photoshop. We retrieve the texture that is being painted in real-time
and update the augmented object accordingly. Every time an opera-
tion is performed on the design, the physical object’s appearance also
gets updated. This can be especially useful in object design, where
the final result is not a 3D render but an actual object.

4.3.1.3 Programming

In addition to the connection of existing tools, we also included Cre-
ative Coding capabilities. In practice, creative coding is often com-
prised of programming toolkits, such as the one discussed in Section
2.3.1, that are focused on visual results and short feedback loops. For
these reasons, they are often used for prototyping. Taken in com-
bination with the future envisioned by the OUIs community, where
everyday physical objects are wrapped in thin and flexible screens
(Section 1.3.4), we could imagine users being able to quickly tinker
with the augmented content of their objects. Such content could be
comprised of visual appearances, but also behaviors. Reality Editor
[54, 55] and the derived open source toolkit Open Hybrid * are good
examples of such programming frameworks. Holman and Benko [58]
also combined tangible objects with programming in an installation
that enabled the prototyping of tangible interfaces. However, more
complex programming is an activity that is almost exclusively con-
veyed on standard computers. It is possible, then, to create a pro-
gram and visualize its execution in real-time on a tangible object. As
an example, we programmed a short example where the appearance
of a clock evolves with the time. The results of this program can be
visualized directly on an augmented physical clock (Figure 36¢).

4.3.2  Physical Object

This section presents the interaction techniques we have implemented
to support the use of physical objects: direct interaction, pointing on
objects using the tangible viewport window and bimanual interac-
tion.

1 http://www.openhybrid.org/


http://www.openhybrid.org/

4.3 INTERACTION

4.3.2.1 Direct Interaction

Working with physical objects has the benefit of enabling manipula-
tion directly with the hands. No 2D to 3D mapping operations are
required to create a desired point of view as is required in 3D desktop
applications. Also, since the augmentation occurs on the surface of
the object, changing the viewpoint can simply be achieved my mov-
ing the head. The user can thus observe the object in a natural way,
which radically differs from what he or she is used to do with a vir-
tual version of models displayed on flat screens. Also, direct touch
can be used whenever precision or specific tools are not required. For
example, when creating interactive objects, one can use interactors or
trigger behaviors directly, similar to [1].

4.3.2.2 Pointing on Objects

In addition to direct manipulation of the tangible objects, our system
supports cursor-based indirect interaction for completing interaction
tasks onto the physical objects. These tasks can be pointing, draw-
ing, selecting or moving virtual elements. Compared to an approach
where the user would interact directly on the physical object, indirect
interaction offers several complementary advantages. It does not re-
quire specific input devices, it is fast and accurate, and it integrates
within the desktop workflow.

4.3.2.3 Bimanual Interaction

Handling the physical object and using the mouse can be achieved
at the same time following a bimanual interaction approach [8]. The
hand holding the object plays the role of the reference frame and as-
sists the dominant hand which is dedicated to fine mouse movements.
This approach leverages the precision and stability of 2D pointing and
the easiness of 6 degrees of freedom manipulations of 3D objects.

4.3.3 Hybrid Screen/Object

Both the physical objects and the screen are part of the same working
space. Consequently, it is possible to directly link operations on the
screen with actions on the physical objects. The converse is also true.
We present application examples that use both the object and the
screen simultaneously.

4.3.3.1 Drag and Drop

Since the viewport creates a seamless continuum between the screen
and the object, drag and drop operations can be used with the mouse
cursor. It is interesting to note that this operation would not be possi-
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ble using touch, and would have to be replaced by the pick and drop
technique.

4.3.3.2 Hybrid Widgets

The standard approach for applying transformations (e.g. scaling and
rotation) to visual elements displayed on a screen is to use widgets
centered on these elements. The problem with standard SAR setups
is that, although technically possible [16], it is very difficult to create
the illusion of floating visual elements around the object when no
material can support the display. We designed hybrid widgets that
are operated on screen. From the user’s point of view, they appear
centered on the currently selected element. We reproject the position
of the selected element on the screen based on the user’s viewpoint
and we place 2D widgets centered on this location. When moving the
physical object, the position of the widgets is updated accordingly on
the screen. These transformation widgets, which allow the rotation
and scaling of the selected element are illustrated in Figure 36b. They
are relatively big and they do not overlap the user’s view of the phys-
ical objects. This design choice has been made to avoid problems of
eye accommodation between the depth of the object and the depth
of the screen. Hence, after selecting an object to modify, users can
quickly grab and manipulate the widgets, without eye fatigue.

4.3.3.3 Object Annotation

Another opportunity offered by the choice of positioning the screen
behind the tangible object is the display and the entry of text. Indeed,
these operations may be difficult to complete in many traditional SAR
setups. In our case, it is easy to annotate a physical object by selecting
an anchor point (either with the mouse or direct touch) and typing a
related note being displayed on the screen, with the keyboard — see
Figure 37. Picking a point on the object creates a text box positioned
in an empty zone of the screen which is linked to the projected posi-
tion on the screen of the anchor point. Inversely, one can select a note
on the screen, and see the corresponding area directly on the physical
object.

4.3.3.4 Physical Data Visualization

Beyond annotations that can benefit to many fields (e.g. inspection
of manufactured objects), we have explored the use of a hybrid ap-
proach in the scope of data visualization. Data visualization (and es-
pecially 3D data visualization) has been shown to gain from a phys-
ical representation [68]. Using the tangible viewport window, it is
possible to add interactivity to physical visualization. In particular,
to query more information on some aspects of the visualization, one
can just point at the area of interest to see related data on the screen,
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<text here>

Figure 37: Textual annotations on a physical object leveraging the screen
and standard inputs for pointing and text entry.

or she or he can select an entry on the screen to see the corresponding
elements on the physical visualization (see Figure 38a).

4.3.3.5 Synchronized Views

We also explored the synchronization between a virtual version of an
object displayed on the screen and a physical one. When the tangi-
ble object is not in front of the screen, the tangible viewport window
displays a virtual version of the augmented object (Figure 38a). Mod-
ifying the virtual version updates the tangible version in real-time.

Being able to have two representations of an augmented object, one
on screen and one physical opens possibilities, namely for collabora-
tion. For example, it would be possible to expose the view of a user
handling the physical object or providing advanced visualizations
such as a heat map of touched areas (Figure 38d). Also, multiple
users can have their own duplicated augmented object (Figure 38b).
These users can be working either locally or remotely.

The synchronization between real and virtual can be paused, for
example using a gesture (e.g. pulling the object rapidly away from the
window), to compare multiple versions. Bringing back the physical
object in front of the window merges the two versions on the physical
canvas.

4.4 ILLUSTRATIVE SCENARIO

To illustrate the use of Tangible Viewports, we describe here an ob-
ject design scenario where an artist is experimenting with new visual
design ideas for a product.
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(b) Multiple objects

(c) Synchronized views (d) Manipulation statistics

Figure 38: Different synchronization modes between virtual on-screen and
tangible versions.



4.5 USER FEEDBACK AND DISCUSSION

She can start by sketching first ideas on paper, and then use a mod-
eling tool to create a 3D sketch. Equipped with a 3D printer, she
can print one (or many) physical objects to have in front of her. She
can first digitally paint directly on the object using the mouse cur-
sor. Then, she can use a digital painting application such as Adobe
Photoshop or a vector graphics editor like Inkscape to draft a logo
on her computer. Then, using the mouse, seamlessly drag the logo
from the editor directly to the physical prototype she just printed.
The prototype can be physically manipulated to review the appear-
ance. Modification to the visual design on the desktop computer will
be automatically reflected in real-time onto the object. She can scale
and rotate the logo directly on the physical object to see directly the
impact of her modifications. This way, the feedback loop between
the design activities (which require specialized software) and the val-
idation of the effect it has in physical form can be greatly reduced.
If required, new versions of physical objects can iteratively be 3D-
printed, as we currently do with 2D printers when working on 2D
documents. By making the interaction with the physical objects co-
herent with the traditional way of manipulating 3D information on
a desktop computer, it is possible to leverage the experience of users
with their professional tools, while at the same time adding the rich-
ness of tangibility and physical visualization.

For this illustrative scenario, it is worth mentioning the work of
Saakes et al. [136], consisting in a physical material that can retain its
appearance after being exposed to visible light. For an object design
application, this has the potential to make the use of SAR a serious
contender to generate visual designs that are not limited to dark en-
vironments and dependent on projectors being located in the room.

In our scenario, we can also imagine one or several collaborators
participating to the design choices. These collaborators can directly
observe and manipulate the augmented object, and ask the main de-
signer to update the design in real time. This kind of social collabo-
ration is harder to obtain with traditional design tools.

4.5 USER FEEDBACK AND DISCUSSION

We conducted an exploratory study where we asked participants to
manipulate a preliminary version of the system, as well as a non-
tangible version of the tool. The objective of this study was to assess
how physical objects integrate within a standard screen space. We
have designed a simple custom creation tool (see Figure 36a and 36b)
for this purpose. Fourteen participants (9 males, 5 females, mean
age 25.6 (SD = 3.7)) took part in this study. Half of the participants
started the experiment with Tangible Viewport, then they moved to
the non-tangible one, and half did the opposite. In both cases, par-
ticipants were introduced to the main features of the tool, and the
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experimenter explained what was expected from them. Participants
were asked to create a personal visual design of a clock. The only
difference between the two versions of the tool is that, in the tangi-
ble version, the results of the creation was directly displayed on a 3D
printed clock, whereas the virtual representation of the model was
used in the standard viewport version. For changing the view on the
object, subjects had to either manipulate the object and/or move the
head “naturally” with Tangible Viewport, whereas they were using
a trackball metaphor operated with the middle mouse button in the
standard viewport version, as commonly done in standard desktop
3D tools.

Participants were asked to follow a tutorial for customizing their
clock (Figure 39), which included: 1) choosing a background color
and painting the front face, 2) adding virtual elements and resize/ro-
tate them, and 3) making a drawing on the side and back of the
object. This scenario was designed to ensure that the main features
of the tool were used under different conditions. For example, Step 3
tests the ability of the participants to draw freely on curved surfaces.

After the experiment, participants were asked to answer two ques-
tionnaires: the User Experience Questionnaire [85] and a custom
questionnaire aiming at obtaining user feedback about the usability
of the tested systems (5 points Likert scale) and their preferences be-
tween the two. Both questionnaires showed no significant difference
between the two versions of the system. Participants were also in-
vited to leave comments and feedback about what they liked and
disliked about each version of the system. Overall, the majority of
the participants preferred manipulating the tangible version (12 out
of 14) and were more satisfied with the final result (11/14). No par-
ticipant mentioned difficulties moving from the screen to the object.
These results seem to indicate that the tangible viewport metaphor
works well, and it is comfortable to use.

Regarding the comments, among the most appreciated features
spontaneously cited by the participants is the ability to work with
a real object (9/14) and to have a physical view on the final product
(6/14). For example, P1 liked that “you can see the real object with the
elements you draw. That way, you can observe the final product before it is
produced”. Pg mentioned that “The creation feels much less virtual” and
that “going from the screen to the object is fun”. A few participants also
insisted that they liked to be able to manipulate the object with their
hands (5/14), while others found it uncomfortable (5/14): the tangi-
ble objects were attached to a tracked magnetic base that could then
be connected to an articulated arm; this was later corrected by remov-
ing the base, and adding the markers directly on the object so that
the objects could be handled directly. Complaints were made (5/14)
regarding the fact that the editor lacked important features such as
“undo” and “magic wand”. This highlights that the interaction be-
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(b) (© (d)

Figure 39: Examples of participants’ creations using Tangible Viewports.

tween the screen and the object was working well enough that the
main focus was about the painting features of the application.

Regarding the technical solution, several participants (6/14) men-
tioned that the augmentation calibration was not precise enough. This
could be improved by using more advanced calibration solutions
such as the one used by Jones et al. [71]. They also explicitly men-
tioned some delays and robustness issues on the head tracking (5/14).
The second iteration of the system corrected these issues by replacing
face tracking by skeleton based head tracking and better Kinect posi-
tioning. Regarding the cursor, some participants (4/14) did not like
the fact that changing the head position was moving the cursor on the
object, a side effect of using perspective cursor. This issue could be
addressed with a system that would prevent the cursor on the object
to move when the head position of the user changes and instead cor-
rect the on-screen cursor’s position when it reaches the edge of the
object’s silhouette, from the user’s point of view. Such alternatives
will be studied in the future.

4.6 SUMMARY

In this chapter, we have introduced Tangible Viewports and we have
described an effective implementation of this concept. A preliminary
study showed that the overall usability of this system is good. It is
important to note that Tangible Viewports do not aim at replacing
existing systems. Indeed, we have shown that, from a technical and
user point of view, the seamless integration of physical and virtual
tools is not just feasible but can enrich both.

One of the current limitations of a tangible approach is the rigidity
of the physical elements, which cannot (yet) be reshaped in real time.
Our vision is that 3D printing will become as efficient as 2D printing
in a near future®>. Hence, one will be able to use the flexibility of
virtual elements to explore variations of geometries, and use physical

A good example of this progress is the technology proposed by the company Car-
bon3D (http://carbon3d.com/) which advertise a printing speed increase ranging
from 25 to 100 times compared to traditional material deposit methods.
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elements as soon as he or she will require a perception of the created
shape that goes beyond a simple rendering on a 2D screen.

In the future, we would like to assess more precisely how Tangible
Viewports may leverage creativity in professional uses. This will re-
quire dedicated user studies with targeted users for investigating in
more depth how interactive physicality impacts performance.

One of the current limitation of Tangible Viewports is the fact that
interaction with physical objects is only possible when they are lo-
cated in front of the screen. It would be important to investigate how
to provide more spatial freedom to users: being able to interact with
the physical object in any given location. A potentially good start-
ing point for this investigation would be the combination of CurSAR
with the system described in this chapter. Indeed, during our exper-
imentation with the system, we realized that the ability to slide the
cursor off the screen onto a physical object laid in front of it changes
the perception of the screen itself. Instead of being considered as a
self-contained space, the screen suddenly becomes a spatial element.
Combining a perspective-based cursor and the technique used in our
system could further extend the interaction space of traditional desk-
top environments.

Finally, Tangible Viewports leverage the desktop computer capabil-
ities as part of a set of tools to interact with physical matter. In the
future, we plan to go further, by merging the desktop on the work-
bench itself.



Part III

INTROSPECTION

Getting to know oneself is in itself a lifelong journey. The
more time one person spends reflecting on one’s own ac-
tion, behavior and thoughts — practicing introspection —,
the more power he gets to reshape himself as the human
being he would like to be instead of suffering his own
internal reflexes. Technology has the power to make us
more efficient to accomplish tasks, but it can also help us
better know ourselves by reflecting on what is happening
inside our own bodies and minds.






TEEGI: TANGIBLE EEG INTERFACE

Figure 40: Teegi (Tangible EEG Interface) is a friendly interactive character
that users can manipulate to observe and analyze their own brain
activity in real-time.

In the last two chapters, we have explored different ways to interact
with augmented content hosted on physical objects. AR is especially
useful to add information to real-world objects and environments that
would otherwise be unavailable to us. Its combination with tangible
elements, and by using spatial displays, reinforce even more this link
to reality. One interesting aspect of our lives that is both personal
but at the same time mostly hidden to us is the internal processes
of our bodies and minds. In this chapter, we will more specifically
focus on letting users explore what happens in their brain in real-time,
using a combination of Electroencephalography — EEG — and tangible
interfaces. Instead of directly augmenting the user’s body, we create
a proxy persona — a tangible avatar — which acts like a “tangible brain
mirror”.

5.1 CONTEXT

EEG measures the brain activity of participants under the form of
electrical currents, through the use of a set of electrodes connected to
amplifiers and placed on the scalp [112]. This technology is widely
used in medicine for diagnostic purposes. It is also increasingly ex-
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plored in the field of Brain-Computer Interfaces (BCI), the goal of
which is to enable a user to send input commands to interactive sys-
tems without any physical motor activities, by using brain activity
alone [187]. BCI is an emerging research area in Human-Computer
Interaction (HCI) that offers new opportunities for interaction, be-
yond standard input devices [152]. These emerging technologies are
becoming increasingly more popular. It feeds into fears and dreams
in the general public where many fantasies are linked to a misunder-
standing of the strengths and weaknesses of such new technologies.
No, it is not possible to read thoughts! But what can be done exactly?
Our motivation is to provide a tool that allows one to better learn
how EEG works, and to better understand the kinds of brain activity
that can be detected in EEG signals. Beyond the knowledge of the
brain that a user can acquire, we believe that a dedicated tool may
help demystify BCI, and consequently, it may favor the development
of such a promising field.

We followed a multidisciplinary approach, combining HCI (Spa-
tial Augmented Reality, Tangible User Interfaces), Neurotechnologies
(EEG, brain signal processing) and Psychology/Human sciences (Hu-
man Learning and Representations, Scientific Mediation) to design
an interactive multimedia system that enables novice users to get to
know more about something as complex as EEG signals and the brain,
in an easy, engaging and informative way. Our final goal is to en-
hance learning efficiency and knowledge acquisition by letting users
actively and individually manipulate and investigate the concept to
be learned [170], i.e. EEG signals.

This gave birth to Teegi — Tangible EEG Interface —, a physical char-
acter that users can manipulate in a natural way to observe and an-
alyze their own brain activity projected in real-time on the charac-
ter’s head (see Figure 40). Beyond the technical description of Teegi,
this chapter depicts an exploratory study we conducted, which pro-
vides an experimental basis for discussions and future works. To our
knowledge, Teegi is the first system to make EEG signals and brain
activity easily accessible, interactive and understandable. This work
is based on theoretical foundations, technical developments, and pre-
liminary investigations.

5.2 NEUROIMAGING AND EEG

EEG signals are small electrical currents (in the uV range) that can
be measured on the surface of the scalp [112]. They reflect the syn-
chronous activity of millions of neurons from the brain cortex (i.e.,
the outer layer of the brain). Compared to alternative neuroimag-
ing techniques, such as MagnetoEncephaloGraphy or functional Mag-
netic Resonance Imaging, EEG is simultaneously cheap, portable and
provides good time resolution. Because of these advantages, EEG
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Figure 41: (Left) A trace of EEG signals collected from multiple sensors. 2D
(center) and 3D (right) topographic maps. (Screenshots from
OpenViBE [131]). The first two views are traditionally used by
experts.

has been used for many years in medicine, e.g., for the diagnosis of
sleep disorders or epilepsy [112]. More recently, with the advance of
computer processing performance, it became possible to measure and
analyze in real-time the content of these EEG signals. This paved the
way for the rise of BCI which uses real-time analysis and decoding
of EEG signals in order to identify the mental state of the user and
translate it into a command for an application [187].

The currently available tools used to visualize and analyze such sig-
nals are tailored for experts with a deep understanding of the brain,
EEG principles and EEG signal processing [112]. Figure 41 (left and
center) shows some typical visualizations of EEG signals used by ex-
perts, i.e., EEG signal traces and a 2D topographic map. More com-
plex visualizations have been proposed, such as 3D topographic maps
(Figure 41, right), but they require many mouse inputs to be observed
from all angles, which make them inconvenient to use in practice.

Although EEG visualizations are intended for experts only, the gen-
eral public is often compelled by how the brain works and how its ac-
tivity is measured. Anyone wondering about brain injuries, epilepsy,
sleep or learning disorders, aging, etc. may want to seek further
knowledge about how the brain works. Currently, the public is in-
creasingly exposed to neurotechnologies due to the availability of
consumer-grade EEG devices, such as the Emotiv EPOC or the Neu-
rosky MindWave. Consequently, it has become necessary to design
tools and user interfaces which will allow the general public to visu-
alize, understand and interact with EEG signals. For instance, Mullen
et al. proposed a software solution to process EEG signals collected
using wearable EEG devices and visualize them in 3D [109]. This soft-
ware enables the user to estimate brain activity sources and connectiv-
ity but is still mainly designed for brain signal and neuroscience ex-
perts, and not so public-friendly. Another recent work, more suited to
lay persons, is the “Portable Brain Scanner” [147]. This system makes
use of a consumer-grade EEG device (the Emotiv EPOC) and a smart-
phone to provide a cheap and portable solution enabling anyone to
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visualize the sources of their brain activity on their smartphone in
3D. Another more attractive work, which is the most closely related
to our Teegi system, is the “Mind-Mirror” system [103]. This system
combines Augmented Reality (AR), 3D Visualization, and EEG to en-
able users to visualize their own brain activity in real-time superim-
posed to their own head, thanks to a semi-transparent mirror-based
AR setup.

This short review of the existing literature about making EEG acces-
sible to the general public revealed that this is still a vastly unexplored
area. Moreover, these solutions do not take into account any represen-
tation that the general public may have regarding the brain and EEG
signals — many lay people do not even know what EEG signals are —
in order to provide suitable visualizations and interaction devices to
better understand these concepts. Some rare studies have indicated
that misconceptions about brain functions prevail in general public
[31, 53, 143]. These works stress the importance of popular scientific
communication and indicate that communication efforts should be
focused on increasing public awareness. It is important to note that
the existing works mentioned above are mostly centered on visual-
ization, with little or no interaction possibilities to manipulate and
understand the EEG signals in real-time and in a friendly way. This
further deters the general public from understanding brain activity
[171]. Therefore, with the aim to enhance general public awareness,
our work associates technical innovation and user-centered design.

5.3 INTRODUCING TEEGI

This section presents Teegi as well as the founding principles onto
which the system builds. Moreover, we describe some advanced fea-
tures created with the goal of increasing the expressiveness and con-
trol of Teegi, while keeping the tangible and accessible purpose of the
system in mind.

5.3.1 Founding Principles

Design choices were made according to pedagogical principles. It has
long been recognized that learner-centered education is much more
effective than transmission-based education, even in informal situa-
tions [179]. According to the constructivist paradigm, people create
unique personal meanings by reflecting on interactive learning experi-
ences. Therefore, people/learners should investigate and manipulate
in order to become conscious of complex phenomena, change their
misconceptions and construct scientific knowledge [170]. In associa-
tion, meaningful models play an important role in this type of learn-
ing processes [37]. This motivated the design of an anthropomorphic
interface that can be freely manipulated
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Our user-centered interactive media uses Spatial Augmented Real-
ity (SAR) and tangible interaction. SAR, as introduced in chapter 2,
is a technical mean to mesh the real and digital worlds together in
a visually coherent experience. Along with TUIs — covered in Sec-
tion 1.3.3—, this combination of approaches is particularly well suited
for mediation purposes. One of the reason is their strong situated-
ness: the interaction takes place in a real-world environment that
often hides most of the technological aspects to expose physical inter-
action components only. This tends to be more inviting to a general
public compared to mouse-screen based interfaces [62].

There are examples of systems that use either tangible or AR prin-
ciples to interact or review physiological data. Hinckley et al. [57]
designed a system which used tangible props to do neurosurgical
planning. A small tangible head was used in conjunction with a plas-
tic plane to select the cutting planes to be visualized on a screen.
BodyViz is a wearable system with organs represented as textile el-
ements that are animated through embedded LEDs and screens to
illustrate the inner working of bodily functions such as digestion to
kids [116]. SWARM is also a modular wearable scarf that reacts to
the wearer’s emotional states by changing its temperature, emits vi-
bration or sounds [182]. In a more sport-oriented context, Walmink
et al. [173] proposed a bicycle helmet equipped with LEDs to display
heart-rate information. Also mentioned above, the “Mind-Mirror”
[103] is the work closest to Teegi. However, with Teegi, the data is not
co-localized with the data source. It provides flexibility and easier
visualization as the users can change viewpoints by tangible interac-
tions instead of rotating their head while keeping their eyes on the
mirror. This “out-of-body” visualization also enables collaboration
where multiple users can explore the data.

5.3.2 General Description

Teegi is a tangible interface that enables users to visualize and ana-
lyze a representation of their own brain activity recorded via an EEG
system in real-time and displayed on a physical character. After some
processing of the raw signals, a dedicated visualization is projected di-
rectly on top of the character. This character is tracked, which allows
us to co-locate the projection with the character’s head, at any time.
Hence, the user can easily visualize a realistic modeling of the EEG
signals in any part of the scalp by manipulating the character, while
maintaining a good spatial topology of the observed data. Teegi was
purposely given a child-like appearance, as well as animated eyes
(also projected) that blink at the same time as the users do, in order
to breathe life to the character and enhance attractiveness. Indeed,
blinking can be easily detected in electrodes neighboring the eyes.
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Figure 42: Three mini-Teegis can be used to apply high-level EEG filters to
highlight brain processes associated to Motor, Vision and Medita-
tion activities. To do so, the user simply needs to move the de-
sired mini-Teegi into a specific zone projected on the table (green
circle).

Three different filters can be applied to the raw data (see the tech-
nical section for details) enabling users to investigate influences of
motor motions, visual activities or meditation, on their brain activity
in real-time. To remain consistent with the tangible philosophy of
this project, we decided to control the filters by way of small tangible
characters (mini-Teegis) that can be moved on a “filter area”, which
is highlighted on the table by a projected halo (see Figure 42). For ex-
ample, if a user wants to apply a filter that will allow her to better see
what happens when moving her hand, she just needs to take the ded-
icated mini-Teegi, i.e. the one with the colored hands, and to move
it to the filter area. Then, by moving her right hand, she should see
changes in EEG amplitude on the left hemisphere of Teegi’s head, as
illustrated in Figure 43. The manipulation of Teegi requires a motor
activity. Therefore, when the motor filter is on, manipulating Teegi
will obviously lead to observable changes in brain activity.

At the end of this chapter, we present an explorative study we con-
ducted to obtain feedback about the main features of Teegi. However,
Teegi is not limited to these first features. In the next section, we de-
scribe additional interaction metaphors we have explored, and that
may benefit more advanced users. These advanced features were not
evaluated during the study.
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Figure 43: Examples of the displayed visualizations on Teegi for each of the
provided filters. Once a filter is active, the brain area correspond-
ing to the selected and processed activity is highlighted in colors
while the remaining EEG signals are displayed in grayscale.

5.3.3 Advanced Features

Visualizing the raw signal recorded on each electrode of the EEG is
not very informative for the general public. However, this can be
instructive for students who are learning EEG signal processing and
analysis. In our approach, we can display on the table these raw data,
as shown in Figure 44a. This creates a visual link between what is
recorded with the EEG system, and the visualization that is provided
on Teegi’s head. This is possible because we know the rough position
of the user and the exact position of Teegi. When applying a filter,
as described in the previous section, the user can see the effect of his
or her action on the signal (see Figure 44b). Compared to a standard
approach where everything takes place on a screen, we believe that
such a spatial and tangible approach might ease the understanding
of the filters’ effect.

Another dimension we explored is the use of tangible actions to
control some parameters of the EEG signal processing. As an exam-
ple, we have implemented a technique where the user can control the
amplitude of the visualization color map by movi<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>