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Abstract

Towards an automated framework for coronary lesions detection and quantification in cardiac CT angiography

Coronary heart diseases (CVDs) are the group of disorders that affect the coronary artery vessels. They are the world’s leading cause of mortality (7.3 million deaths worldwide). Therefore, early detection of these diseases using less invasive techniques provides better therapeutic outcome, as well as reduces costs and risks, compared to an interventionist approach. Recent studies showed that X-ray computed tomography (CT) may be used as an alternative to accurately locate and grade heart lesions in a non-invasive way. However, analysis of cardiac CT exam for coronary lesions inspection remains a tedious and time-consuming task, as it is based on the manual analysis of the vessel cross sections. High accuracy is required, and thus only highly experienced clinicians are able to analyze and interpret the data for diagnosis. Computerized tools are critical to reduce processing time and ensure quality of diagnostics.

The goal of this thesis is to provide automated coronary analysis tools to help in non-invasive CT angiography examination. Such tools allow pathologists to efficiently diagnose and evaluate risks associated with CVDs, and to raise the quality of the assessment from a purely qualitative level to a quantitative level. The first objective of our work is to design, analyze and validate a set of automated algorithms for coronary arteries analysis with the final purpose of automated stenoses detection and quantification. We propose different algorithms covering different processing steps towards a fully automated analysis of the coronary arteries. Our contribution covers the three major blocks of the whole processing chain and deals with different image processing fields. First, we present an algorithm dedicated to heart volume extraction. The approach extracts the heart as one single object that can be used as an input mask for automated coronary arteries segmentation. This work eliminates the tedious and time-consuming step of manual removing obscuring structures around the heart (lungs, ribs, sternum, liver...) and quickly provides a clear and well-defined view of the coronaries. This approach uses a
geometric model of the heart that is fitted and adapted to the image data. Quantitative and qualitative analysis of results obtained on a 114 exam database shows the efficiency and the accuracy of this approach. Second, we were interested to the problem of coronary arteries enhancement and segmentation. In this context, we first designed a novel approach for coronaries enhancement that combines robust path openings and component tree filtering. The approach showed promising results on a set of 11 CT exam compared to a Hessian based approach. For a robust stenoses detection and quantification, a precise and accurate lumen segmentation is crucial. Therefore, we have dedicated a part of our work to the improvement of lumen segmentation step based on vessel statistics. Validation on the Rotterdam Coronary Challenge showed that this approach provides state of the art performances. Finally, the major core of this thesis is dedicated to the issue of stenosis detection and quantification. Two different approaches are designed and evaluated using the Rotterdam online evaluation framework. The first approach get uses of the lumen segmentation with some geometric and intensity features to extract the coronary stenosis. The second is using a learning based approach for stenosis detection and stenosis. The second approach outperforms some of the state of the art works with reference to some metrics. This thesis results in a prototype for automated coronary arteries analysis and stenosis detection and quantification that meets the level of required performances for a clinical use. The prototype was qualitatively and quantitatively validated on different sets of cardiac CT exams.

**Keywords.** : Coronary arteries diseases, Stenosis detection, Automated detection, CT angiography, Image processing
Vers un système automatisé pour la détection et la quantification des lésions coronaires dans des angiographies CT cardiaques

Les maladies coronariennes constituent l’ensemble des troubles affectant les artères coronaires. Elles sont la première cause mondiale de mortalité. Par conséquent, la détection précoce de ces maladies en utilisant des techniques peu invasives fournit un meilleur résultat thérapeutique, et permet de réduire les coûts et les risques liés à une approche interventionniste. Des études récentes ont montré que la tomodensitométrie peut être utilisée comme une alternative non invasive et fiable pour localiser et quantifier ces lésions. Cependant, l’analyse des ces examens, basée sur l’inspection des sections du vaisseau, reste une tâche longue et fastidieuse. Une haute précision est nécessaire, et donc seulement les cliniciens hautement expérimentés sont en mesure d’analyser et d’interpréter de telles données pour établir un diagnostic. Les outils informatiques sont essentiels pour réduire les temps de traitement et assurer la qualité du diagnostic. L’objectif de cette thèse est de fournir des outils automatisés de traitement d’angiographie CT, pour la visualisation et l’analyse des artères coronaires d’une manière non invasive. Ces outils permettent aux pathologistes de diagnostiquer et évaluer efficacement les risques associés aux maladies cardio-vasculaires tout en améliorant la qualité de l’évaluation d’un niveau purement qualitatif à un niveau quantitatif. Le premier objectif de ce travail est de concevoir, analyser et valider un ensemble d’algorithmes automatisés utiles pour la détection et la quantification de sténoses des artères coronaires. Nous proposons un nombre de techniques couvrant les différentes étapes de la chaîne de traitement vers une analyse entièrement automatisée des artères coronaires. Premièrement, nous présentons un algorithme dédié à l’extraction du cœur. L’approche extrait le cœur comme un seul objet, qui peut être utilisé comme un masque d’entrée pour l’extraction automatisée des coronaires. Ce travail élimine l’étape longue et fastidieuse de la segmentation manuelle du cœur et offre rapidement une vue claire des coronaires. Cette approche utilise un modèle géométrique du cœur ajusté aux données.
de l’image. La validation de l’approche sur un ensemble de 133 examens montre l’efficacité et la précision de cette approche. Deuxièmement, nous nous sommes intéressés au problème de la segmentation des coronaires. Dans ce contexte, nous avons conçu une nouvelle approche pour l’extraction de ces vaisseaux, qui combine ouvertures par chemin robustes et filtrage sur l’arbre des composantes connexes. L’approche a montré des résultats prometteurs sur un ensemble de 11 examens CT. Pour une détection et quantification robuste de la sténose, une segmentation précise de la lumière du vaisseau est cruciale. Par conséquent, nous avons consacré une partie de notre travail à l’amélioration de l’étape de segmentation de la lumière, basée sur des statistiques propres au vaisseau. La validation avec l’outil d’évaluation en ligne du challenge de Rotterdam sur la segmentation des coronaires, a montré que cette approche présente les mêmes performances que les techniques de l’état de l’art. Enfin, le cœur de cette thèse est consacré à la problématique de la détection et la quantification des sténoses. Deux approches sont conçues et évaluées en utilisant l’outil d’évaluation en ligne de l’équipe de Rotterdam. La première approche se base sur l’utilisation de la segmentation de la lumière avec des caractéristiques géométriques et d’intensité pour extraire les sténoses coronaires. La seconde utilise une approche basée sur l’apprentissage. Durant cette thèse, un prototype pour l’analyse automatisée des artères coronaires et la détection et quantification des sténoses a été développé. L’évaluation qualitative et quantitative sur différents bases d’examens cardiaques montre qu’il atteint le niveau de performances requis pour une utilisation clinique.

**Mots-clés.** : Maladies des artères coronaires, Détection de sténoses, Détection automatique, Tomodensitométrie, Traitement d’images
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Glossary

**angina**  Angina pectoris is the result of myocardial ischemia caused by an imbalance between myocardial blood supply and oxygen demand. It is a common presenting symptom (typically, chest pain) among patients with coronary artery disease (CAD). (From http://emedicine.medscape.com/article/150215-overview)

**apex**  The lowest superficial part of the heart, formed by the inferolateral part of the left ventricle (From http://medical-dictionary.thefreedictionary.com/apex+of+the+heart).

**myocardium**  The thick middle layer of the heart that forms the bulk of the heart wall and contracts as the organ beats. (From http://medical-dictionary.thefreedictionary.com/myocardium)

**catheter**  A thin tube that can be inserted in the body to treat diseases or perform a surgical procedure. A balloon catheter is a catheter whose tip has an inflatable balloon that holds it in place or can dilate the lumen of a vessel, such as in angioplasty procedures. An injection catheter is a catheter through which a contrast medium is injected for visualization of the vascular system of an organ (From http://medical-dictionary.thefreedictionary.com/catheter)

**contrast agent**  Radiocontrast agents are a type of medical contrast medium used to improve the visibility of internal bodily structures in X-ray based imaging techniques such as computed tomography (CT) and radiography (commonly known as X-ray imaging). Radiocontrast agents are typically iodine or barium compounds. (From http://en.wikipedia.org/wiki/Radiocontrast_agent)
stenosis  The narrowing of an opening or passage-way in the body. In arteries, stenosis is caused by a build-up of atherosclerotic plaque, disease, or other disorder. (http://medical-dictionary.thefreedictionary.com/stenosis) 2, 14

stent  A tube designed to be inserted into a vessel or passageway to keep it open. Stents are inserted into narrowed coronary arteries to help keep them open after balloon angioplasty. The stent then allows the normal flow of blood and oxygen to the heart. Stents placed in narrowed carotid arteries (the vessels in the front of the neck that supply blood to the brain) appear useful in treating patients at elevated risk for stroke. Stents are also used in other structures such as the esophagus to treat a constriction, the ureters to maintain the drainage of urine from the kidneys, and the bile duct to keep it open. (From http://www.medterms.com/script/main/art.asp?articlekey=5554) 17

thrombosis  Formation of a clot in the blood that either blocks, or partially blocks a blood vessel. The thrombus may lead to infarction, or death of tissue, due to a blocked blood supply. (From http://medical-dictionary.thefreedictionary.com/thrombosis) 12

thrombus  A clot consisting of fibrin, platelets, red blood cells, and white blood cells that forms in a blood vessel or in a chamber of the heart and can obstruct blood flow. The rupture of atherosclerotic plaques can cause arterial thrombosis (the formation of thrombi), while tissue injury, decreased movement, oral contraceptives, prosthetic heart valves, and various metabolic disorders increase the risk for venous thrombosis. A thrombus in a coronary artery can cause a heart attack. (From http://medical-dictionary.thefreedictionary.com/thrombosis) 12
Part I

Introduction and Review
Cardiovascular Diseases (CVDs) are the group of disorders that affects the cardiovascular system mainly Coronary Heart Diseases (CHDs), cerebrovascular diseases and peripheral arterial disease. According to The World Health Organization (WHO), CHDs remain the world’s leading cause of mortality specially in developed countries. In 2008, coronary arteries diseases claimed 7.3 million lives worldwide representing more than 12% of total deaths [3]. They are the largest cause of death in Europe and United States, and account for one sixth of deaths per year. For instance, more than 600 000 deaths are caused by CHDs in Europe and approximately 500 000 in the US [19]. By 2030, almost 23.6 million people will die from CVD, mainly from heart disease and stroke. These diseases are projected to remain the single leading causes of death with the largest percentage increase in the Eastern Mediterranean Region. Considering the previous statistics, early detection and diagnosis of these diseases would help providing better therapeutic monitoring by clinicians and improve aftercare for patient suffering from CHDs. In the context of treatment of acute phases of illness, quality of interventional choice improves the success rate acts and reduces costs and risks.

Conventional Coronary Angiography (CCA) is the standard routine for vessel investigation and CHD diagnosis. The main advantage of this modality is that the intervention can be performed directly when a lesion is located by X-ray. However, its invasive nature leads to a non-negligible risk for the patient’s health [485] and a related important cost for the intervention, specially when the patient shows some symptoms but doesn’t exhibit a high likelihood for CHDs. In fact, in Europe and USA only 40% of conventional coronary angiographic examinations are followed up by a subsequent interventional or surgical procedure, when the rest of angiograms are performed only for the purpose of ruling out CHDs [93]. Thus, it is preferable for a patient to avoid undergoing an unnecessary risky invasive exam only for diagnosis of CHDs. The previous
facts show the importance of and the need for a reliable noninvasive alternative to visualize the coronary arteries and rule out cardiac diseases.

The continuous and rapid development of X-ray computed tomography (CT) imaging over the last 10 years has made the dream of imaging heart coronaries using a reliable, widely available and non invasive modality come true. In fact, the introduction of the Multi-slice spiral computed tomography (MSCT) in 1998 made possible the acquisition of the heart and the coronary arteries with a high temporal and spatial resolution. Recent studies [281] showed that MSCT may be used as an alternative to accurately locate and grade heart lesions in a non-invasive way. In fact, cardiac computed tomography angiography (CTA) has become a standard technique to inspect coronaries and rule out significant lesions at a quality comparable to CCA. For cardiologists, this represents a valuable tool for diagnosis and necessary intervention planning with minimal related risk and costs. Nevertheless, analysis of cardiac CT exams for CHDs inspection remains a tedious and time consuming task, considering the manual clinical work-flow as well as the increasing number of patients and the resulting angiographies to be assessed. High accuracy is required, and thus only highly experienced clinicians are able to analyze and interpret the data for diagnosis. Consequently, conventional invasive angiography is still the standard procedure for CHD diagnosis. Therefore, it is highly recommended to develop computerized tools to reduce the amount of data to be reviewed and assist the cardiologist in the diagnosis process. This would reduce processing time and ensure quality of diagnostics. As a result, clinicians can more concentrate on the interpretation of relevant data and several patients can be diagnosed at the same time thus highly reducing the cost of such examinations on the healthcare system. Therefore an automatic coronary analysis tool would help in CTA examination, allowing pathologists to efficiently diagnose and evaluate risks associated with CHDs, and raise the quality of the assessment from a qualitative level to a quantitative level.

Even though CTA has been established as a reliable alternative to the standard CCA, the complexity of the resulting data is still the main limitation to the use of this modality. Commonly, the clinical work-flow is mainly manual based on the analysis of original slices combined to the oblique multiplanar reformatting (OMPR) and curved plane reformatting (CPR) views (see section 1.3.2). Which makes the assessment of the coronary arteries and the quantification of stenosis a time-consuming task. Our objective is to propose (semi)-automatic tools for CTA data analysis to ease the cardiovascular lesion diagnosis stage. Those tools are also meant to reduce the intra- and inter-observer variability and the dependance of the quality of the diagnosis on the degree of the clinical experience. This thesis presents tools to rapidly and efficiently detect and quantify coronaries stenoses in CTA. Our methods are completely automated in order to reduce the user interaction and thus guarantee a high reproducibility. A
prototype is developed for each method and the proposed algorithms have been evaluated on different clinical databases compared with reference data provided by experts.

This introductory chapter addresses the needed background knowledge to better understand the clinical context of our work. We first propose a description of basic human cardiac anatomy aspects in Section 1.1. Coronary arteries lesions anatomy are described in Section 1.1.2 to apprehend their nature and understand the various anatomical properties likely to be used in the development of lesion detection methods. We also assume that minimal knowledge on medical imaging techniques is required to deal with the issue. In section 1.2 main cardiac medical imaging are exposed. We will mainly focus on the characteristics of CT modality (section 1.2.3), list some of cardiac computed tomography (CCT) advantages and limitation and finally explain the use of this modality for CHDs assessment and diagnosis (section1.3.2). Section 1.4.2 presents the contribution of this thesis in order to offer fully automated tools for coronary arteries inspection. Finally, we expose the overall organization of the manuscript in section 1.4.3.

1.1 Cardiac Anatomy

In this section we present to the reader the clinical context of our work and explain the different medical terms related to the detection of CHDs. The first part is an overview of the human cardiovascular system and the heart anatomy (section 1.1.1). The second part, (section 1.1.2), describes the pathology of the atheromatous plaque: Its origin, its different types and its consequences on the heart system. Medical non-invasive and invasive treatments used to reduce coronary diseases related risks are exposed in section 1.1.3.

1.1.1 The Cardiovascular System Anatomy

The cardiovascular system is the body system that supplies all the organs with the proper amount of oxygen and nutrients, and discharge them from carbon dioxide and other waste products. It is a closed system constituted by the heart which pumps the blood and the blood vessels including arteries, veins and capillaries which carry blood, nutrients, oxygen and other gases, and hormones to and from the body cells (FIG. 1.1).

The blood is carried in the body throw two different circuits:

- *Pulmonary circulation* (also called the small circulation): It transports the oxygen-depleted blood from heart to lungs and return oxygenated blood to the heart again.
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Systemic circulation (also referred to as the great circulation): This circulation portion transports the blood away from the heart through arteries to all body tissues and returns oxygen-depleted blood back to the heart through the veins.

The small and great circulations depend on one another, and both start from the heart. The heart muscle (myocardium) is irrigated by its own blood vessel network (Coronary Vessels). The coronary circulation is considered to be part of the systemic circulation. It supplies the heart with oxygen and nutrients rich blood and carries waste materials away from the heart muscle cells.
1.1.1.1 The blood vessels

They are the part responsible for transporting the blood throughout the body. The central opening of a blood vessel, the *lumen*, is surrounded by a wall formed by three layers (figure 1.2):

- **The tunica intima**: This is the thinnest layer. It delimits the vessel wall towards the lumen of the vessel and comprises its endothelial lining (typically simple, squamous) and associated connective tissue. Beneath the connective tissue, we find the internal *elastic lamina*, which delimits the *tunica intima* from the *tunica media*.

- **The tunica media**: This tunica is formed by a layer of circumferential smooth muscle and variable amounts of connective tissue. A second layer of elastic fibers, the external elastic lamina, is located beneath the smooth muscle, delimiting the tunica media from the *tunica adventitia*.

- **The tunica adventitia**: It consists mainly of connective tissue fibers. The tunica adventitia blends with the connective tissue surrounding the vessel. It also contains nerves that supply the vessel as well as nutrient capillaries in the larger blood vessels. The definition of the outer limit of the tunica adventitia is therefore somewhat arbitrary.

There are three major kinds of blood vessels forming the whole network: The arteries, the veins and the capillaries.

i. **Arteries** They are elastic vessels which carry the oxygenated blood from the heart (except in the case of pulmonary arteries). They can be subdivided into three types according to the composition of the elastic and muscular tissue in their tunica media as well as their size: *elastic arteries*, *muscular arteries* and *arterioles*. Arteries and arterioles have relatively thick muscular walls because they must adjust their diameter to maintain the blood pressure constant and control the blood flow.

ii. **Veins** They are elastic vessels that transport blood to the heart. Smooth muscle in the walls of veins can expand or contract to adjust the flow volume returning to the heart and make more blood available when needed. Similarly to arteries we count three kinds of veins: *veins*, *venules* and *postcapillary venules*. Veins and venules have much thinner, less muscular walls than arteries and arterioles, largely because the pressure in veins and venules is much lower; veins may dilate to accommodate increased blood volume.
iii. **Capillaries** Capillaries are extremely narrow blood vessels located within the tissues and thus forming dense interweaving networks called *capillary beds* that transport blood from the arteries to the veins. Only the tunica intima is present in these walls, and some walls consist exclusively of a single layer of endothelium. They have a size of approximately 5-20 \( \mu \)-meters, to aid fast and easy diffusion of gases, sugars and other nutrients to surrounding tissues while allowing carbon dioxide and wastes into the capillaries.

### 1.1.1.2 The blood

It is a specialized bodily fluid that delivers necessary substances to the body’s cells such as nutrients and oxygen and transports waste products away from those same cells. It is composed of *blood cells* suspended in a liquid called *blood plasma*. Plasma, which constitutes 55% of blood fluid, is mostly water (92% by volume), and contains dissolved proteins, glucose, mineral ions, hormones, carbon dioxide (plasma being the main medium for excretory product transportation), platelets and blood cells themselves. The blood cells present in blood are mainly red
blood cells (also called RBCs or erythrocytes) and white blood cells, including leukocytes and platelets. The most abundant cells in vertebrate blood are red blood cells.

Blood insures many vital functions in the body such as:

- Supply of the oxygen and nutrients such as glucose and fatty acids to the body’s tissues
- Removal of waste such as carbon dioxide and lactic acid
- Immunological functions (circulation of white cells, detection of foreign materials by antibodies..)
- Coagulation, part of the body’s self-repair mechanism (blood clotting after an open wound in order to stop bleeding)

1.1.1.3 The heart

The human heart is a muscular cone-shaped organ located in the chest cavity (mediastinum) between the lower borders of lungs behind the sternum and above the diaphragm, with its pointed end (the apex) pointing toward the left. It is surrounded by a fluid filled sac called the pericardium (see figure 1.3) facilitating the movement of the heart and preventing its distension. The weight and size varies among individuals depending on age, gender, fitness and pathology. It is about the same size as two clenched fists of the same person (just one fist of the person is a kid). Roughly we can estimate its length to 12 cm and the width to 8 cm. The heart weight varies from 230 to 280 gr for women and 280 to 320 in men averages.

The Heart is divided into right and left sections, separated by the inter-ventricular septum. Each of these (right and left) sections is also divided into upper and lower compartments known as Atria and Ventricles, respectively (figure 1.4). The right and the left ventricles act as two separate but synchronized pumps. The right side is responsible of pumping the deoxygenated blood to the lungs through the pulmonary arteries. Meanwhile, the left side pumps the oxygenated blood received from the pulmonary veins to the rest of the body through the aorta. As a result, and since in the rest of the body the blood flow is higher, the left ventricle has to work harder to maintain the same blood flow rate as in the right side.

The heart is one of the most important organs in the human body. Its function is to pump blood throughout all body vessels, even against gravity, in order to allow the normal gas exchange between oxygen and carbon dioxide in every body district. The full heart cycle is composed of a systole (fatigue) and diastole (contraction) phases. During the systole phase, the right and left ventricles contracts, and the pulmonary and aortic valves open thus allowing
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The ejection of the blood into the pulmonary artery and the aorta respectively. Meanwhile, the atrioventricular valves are closed to prevent the blood from entering the ventricles. During the diastole stage, the heart ventricles relaxe allowing the chambers to be filled with blood. The atrioventricular valves open and the blood flows from the left and right atria to the left and right ventricles. By the end of this phase the two ventricle are filled with blood and a new heart cycle starts. The whole heart cycle takes about 0.8 seconds under normal circumstances. The contraction of the heart are caused by electrical impulses produced by specialized heart cells located in the myocardium. Therefore, it is very important for the heart muscle to get its needed supply of oxygen in order to be able to work correctly.

We refer to the vessels that deliver oxygen-rich blood to the myocardium as Coronary Arteries. They branch from the ascending aorta root after the aortic valve at two opening called coronary ostia and form two main coronary trees. Forming a crown around the heart, they mainly run on the heart surface embedded within the epicardial fat and have small branches that dive into the myocardium to irrigate it as shown in figure 1.5. The exact anatomy of the myocardial blood supply system varies considerably from person to person. In general, there are two main coronary arteries (figure 1.5):

- **left coronary artery (LCA)** It originates from the left aortic sinus, just above the aortic valve and supplies the heart left ventricle and atrium with their demands of blood. It runs for 10 to 25 mm (The left main artery (LM)) before giving rise to the left anterior...
Figure 1.4 – Heart Cavities and blood flow: A cross-section of a heart showing its four chambers and the circulation of the blood in the left and right sides. Oxygen-rich blood arrives from the lungs to the left ventricle to be pumped through the aorta to the rest of the body (red arrow). Oxygen-poor blood flows from the body to the lungs through the vena cavae and the right chambers. [327]
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Figure 1.5 – Anterior view of coronary arteries and major blood vessels connected to the heart [327]

descending artery (LAD) and the left circumflex branch (LCX). Their roles is to supply the lateral side and back of the heart, and the front of the left side of the heart respectively. The LAD coronary artery measures from 10 to 13 cm in length, whereas the LCX measures about 6 to 8 cm in length.

- **The right coronary artery (RCA)** It originates from the right aortic sinus. Divided into the right posterior descending artery (PDA) and acute marginal arteries (AM), it supplies blood to the right ventricle, right atrium, and the sinoatrial nodes which regulate the heart rhythm. It is about 12 to 14 cm in length before bifurcation.

The main coronary arteries can further bifurcate in smaller branches as the obtuse marginal (OM), and diagonals. For a better analysis of the function of the left ventricle and the myocardial perfusion the American Heart Association (AHA) proposed to divide the ventricle muscle into 17 segments (Appendix B). Figure 1.6 shows the assignment of the 17 myocardial segments to the LAD, the LCX and the RCA territories.

The normal (healthy) diameter of human coronary arteries could not be assessed precisely and there is no data available that states those values. In fact, several factors might lead to different healthy lumen diameters. The anatomic distribution of the arteries (right or left
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![Figure 1.6](image)

**Figure 1.6** – Coronary artery segments according to the American Heart Association classification [21]

dominant), the age, the sex as well as the pathological state of the patient influence the real size of the lumen [120]. Table 1.1 lists the normal lumen diameter of the main coronary arteries for healthy men and women.

Unfortunately, these narrow vessels are subject to be affected by a pathology named *atherosclerosis* which commonly cause an important lumen narrowing. This is very critical since those arteries are the only responsible for the heart supply and thus any blockage could lead to a dysfunction of this organ and severe impact on the patient’s health.

### 1.1.2 Cardiovascular Lesions

Cardiovascular diseases or heart diseases are the class of pathologies that affects the heart and the blood vessels. This term is usually used to refer to arterial diseases: The Atherosclerosis.

*Atherosclerosis* (also known as atherosclerotic vascular disease or ASVD) is a hardening of the arteries as the result of a build up of fatty materials like cholesterol and calcium along the vessel walls [29]. This syndrome affects principally the large and medium-sized elastic and muscular arteries. It is a chronic inflammatory response in the walls of arteries, in large part due to the accumulation of macrophage white blood cells and promoted by low-density lipo-proteins (plasma proteins that carry cholesterol and triglycerides) [260] without adequate
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<table>
<thead>
<tr>
<th>Coronary Segment</th>
<th>Men</th>
<th>Women</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Left Main</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proximal</td>
<td>4.5±0.6</td>
<td>4.0±0.5</td>
</tr>
<tr>
<td>Middle</td>
<td>4.5±0.5</td>
<td>3.9±0.4</td>
</tr>
<tr>
<td>Distal</td>
<td>4.5±0.4</td>
<td>3.8±0.3</td>
</tr>
<tr>
<td><strong>Left Anterior Descending</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proximal</td>
<td>3.7±0.5</td>
<td>3.3±0.4</td>
</tr>
<tr>
<td>Middle</td>
<td>2.3±0.4</td>
<td>2.2±0.5</td>
</tr>
<tr>
<td>Distal</td>
<td>1.1±0.4</td>
<td>0.9±0.3</td>
</tr>
<tr>
<td><strong>Left Circumflex</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proximal</td>
<td>3.4±0.5</td>
<td>2.9±0.5</td>
</tr>
<tr>
<td>Middle</td>
<td>2.8±0.6</td>
<td>3.1±0.4</td>
</tr>
<tr>
<td>Distal</td>
<td>1.3±0.5</td>
<td>1.2±0.6</td>
</tr>
<tr>
<td><strong>Right Coronary Artery</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proximal</td>
<td>4.0±0.6</td>
<td>3.4±0.7</td>
</tr>
<tr>
<td>Middle</td>
<td>3.2±0.5</td>
<td>2.9±0.7</td>
</tr>
<tr>
<td>Distal</td>
<td>1.9±0.6</td>
<td>1.7±0.5</td>
</tr>
</tbody>
</table>

**Table 1.1** – Normal lumen diameter (mean ± STD) of human coronaries for the main arteries. Values measured in a group of 83 patients. (Adapted from [120])

removal of fats and cholesterol from the macrophages by functional high density lipo-proteins (HDL). For the coronary arteries, these lesions can cause a lumen narrowing or even an occlusion thus restricting the blood flow to the corresponding heart muscle territory.

Atherosclerosis is typically a silent disease until one of the many late-stage vascular manifestations intervenes [1]. Some people with atherosclerosis may experience angina (chest pain) due the insufficient blood supply (hence a lack of oxygen supply) of the heart muscle. It mainly occurs during times of physical activity or strong emotions, when the heart needs more oxygen supply, and disappears when the person is at rest.

The advanced lesion of atherosclerosis may lead to further pathological changes including focal rupture, ulceration or erosion, hemorrhage into a plaque and superimposed thrombosis.

Different risk factors were identified [274] with different relative importance:

- Some diseases such as: hyperglycemia, hypertension, Diabetes, Obesity
- Behavior factors: Tobacco smoking, physical inactivity
- Genetic factors: sex and heredity

1.1.2.1 Atherosclerosis Genesis

Several theories of atherosclerosis genesis were proposed. A unifying theory assumes that vascular injuries are supposed to be the key event of atherosclerosis's formation by: The response-to-vascular injury theory [362, 363]. According to this theory, the local disturbances
of blood flow around branching or high angulated points along with the risk factors lead to the succession of a series of events that culminate in the development of atherosclerosis plaques.

In fact, the endothelium injury allows adhesion and migration of monocytes to become macrophages as a reaction to the inflammation. Then the accumulation of the lipid into those cells produces a lesion called a fatty streak. The core of the fibro-fatty lesion is formed by the dead macrophages and smooth muscle cells and further accumulation of lipid (see figure 1.7).

The atheromatous plaque is basically composed of:

- The atheroma: An accumulation of a soft, flaky and yellowish material at the center of large plaques.
- An underlying area of cholesterol crystals
- Calcification at the outer base of the older lesions, the most advanced ones.

There are two main types of plaques:
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Figure 1.8 – Calcified and Soft plaques visualization in CT Angiography: arrow 1 shows a soft plaque, arrow 2 points to a calcified one and arrow 3 shows a mixed plaque

i. Soft plaques: They are mainly composed of lipid molecules and contain low amount of calcium. They represent the early stage of development of the atheromatous plaque. Lipid-rich plaque is more dangerous as it is more unstable and therefore more prone to rupture causing a thrombus formation [441]. It is very difficult to visualize in CTA. Depending on its extent and size, it can be detected based on vessel lumen narrowing. Soft plaque inspection in CTA highly depend on the image contrast and quality and can be improved using image processing tools to detect and highlight those lesions.

ii. Calcified plaques: Also known as hard plaques. They are collagen-rich plaques representing an advanced stage of the plaque formation. Calcified plaque are more stable than soft plaque and exhibit a lower risk of rupture. This type of plaque is easy to visualize in contrasted and non contrasted CTA. See figure 1.8.

Atherosclerosis plaques may require 10 to 15 years for full development. Over time, atheroma progresses inducing a compensatory remodeling of the surrounding muscular tissue.
1.1.2.2 Artery Modeling

The vessel is not just a passive housing of the atherosclerotic plaque. The whole vascular system does react to the process of plaque formation. In fact, as a result of the plaque progression the vessel morphology evolves in a process called the arterial remodeling [213, 448]. Two types of modeling occur: (1) The wall remodeling and (2) The lumen remodeling leading to aneurysm and stenosis formation. This results are often observed, at different locations, with the same individual.

1.1.2.2.1 Artery wall enlargement  Atheroma and changes in the artery wall result first in small outward enlargements (aneurysms) of the artery wall, just enough to compensate for the occupied volume (the Glagov phenomenon) while the lumen diameter remains non compromised. A less common outcome is that the enlargement can continue to 2 or 3 times the healthy vessel diameter, usually over decades of living. This causes the thinning of the muscular wall and a gross aneurysmal enlargement of the artery occurs, commonly in the abdominal region of the aorta.

This might lead to sudden hemorrhage (bleeding) and often a rapid death with just the stress of the pulse. In the other hand, atheroma within aneurysmal enlargement are more prone to rupture (vulnerable plaques) and shower debris of atheroma and clot downstream than causing flow limitation due to lumen narrowing. In fact, such plaque grows further and does not begin to encroach on the lumen until it occupies 40% of the cross-sectional area while the encroachment must be 70% or greater to cause flow limitation.

1.1.2.2.2 Lumen narrowing  Many of the plaques with an initial wall remodeling eventually progress to the vascular lumen narrowing as we said above: The caliber of the artery opening (lumen) remains unchanged until typically over 50% of the artery wall cross sectional area consists of atheromatous tissue. In fact, if the muscular wall enlargement fails to keep up the enlargement of the plaque volume then the lumen begins to narrow (stenosis apparition). In fewer cases, the atheroma grows inward without any compensatory vascular dilation, thus causing a gradually luminar diameter decrease and eventually a total occlusion of the artery. This leads to a flow limitation causing the death of the tissues fed by the artery in approximately 5 minutes (myocardial ischemia). This is a non reversible phenomena called a myocardial infarction (necrosis of downstream myocardium), commonly known as heart attack (figure 1.9). The injured heart muscle will not be able to work correctly thus threatening the patient’s life.
An other reason of the lumen narrowing and occlusion would be the repeated ruptures of the covering tissues separating the atheroma from the blood stream, a common event after decades of living. In fact, if a rupture occurs of the endothelium and fibrous cap of the plaque, then a platelet and clotting response over the rupture rapidly develops. This accumulation usually produces narrowing/closure of the lumen. Additionally, the rupture may result in a shower of debris which might cause the occlusion of smaller downstream vessels. A stenosis is considered to be severe if the narrowing is higher than 70% of the artery lumen, moderate if it is between 50% and 70% and non significant bellow 50% [54].

As a conclusion, stenosis less than 60% are the ones at greater risk of sudden occlusion. In fact, lumen occlusion is more the result of young plaque rupture and thrombosis than the vessel gradually narrowing following the plaque growth. This occurs because of the relatively higher lipid content of the lipid core, and the increased leukocyte activity at the shoulder regions of such plaques. However, this kind of plaques (vulnerable) is the most difficult to detect because it’s an early and silent stage of atheroma development. There is no imaging modality that allows a reliable detection of such plaques. But the analysis of the composition of the plaque and its structure helps the clinicians to estimate the development stage of this plaque and its risk of rupture.
1.1.3 Treatments

Treatment of CHDs aims to reduce the related risk of having a heart attack and relief the different symptoms. It usually involves lifestyle changes, and if necessary medicine and some medical procedures.

The first step to consider toward promoting healthier heart arteries, is to make healthy lifestyle changes. Indeed, healthy habits can slow down and even stop the development of heart diseases. This includes:

- Stopping smoking
- Having heart healthy diet
- Maintaining a healthy weight
- Getting regular exercise
- Managing stress

If lifestyle changes are not enough, drugs can be used to:

- Help lower cholesterol amount in the blood (specially the low-density lipoprotein one at the origin of the atheromatous plaque)
- Decrease the blood pressure and the heart rate thus decreasing the heart demand of oxygen
- Prevent the formation of blood clots by making the blood thinner.
- Reduce the chest pain by reducing the heart demand in blood.

If the angina symptoms are getting worse, interventional procedures can be considered to treat the arteries lesions and improve the blood flow of the heart. There are two different possibilities:

1. **Angioplasty**: This is a non surgical procedure to open blocked or narrowed coronaries. A thin soft tube called a **catheter** is inserted into a peripheral blood vessel (arm, groin or wrist) and threaded into the diseased portion of the artery. A guide wire with a balloon is carried to the narrowed area through the catheter. Once the catheter reaches the blocked portion, the balloon is inflated to press the plaque against the vessel wall, hence enlarging the vessel lumen and improving the local blood flow. Usually, a small and expandable
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1. Coronary Artery Balloon Angioplasty: Balloon angioplasty involves dilating a narrowed coronary artery using a balloon catheter. A stent is often placed inside the artery to keep it open (Figure 1.10). An X-ray screen is used to observe the movement of the catheter through the vessels.

2. Coronary Artery Bypass Grafting (CABG): It involves rerouting blood to the diseased heart muscle territory. A vessel from another part of the body (a vein or an artery) is grafted to bypass the narrowed coronary artery (Figure 1.11). This procedure improves heart blood flow, relieves chest angina, and prevents heart attacks. It is most often used when several coronary arteries are narrowed/blocked.

1.2 Cardiac Medical Imaging

In this section, we present an overview of commonly used medical imaging modalities for coronary arteries lesions diagnosis and follow up. We will focus on contrast enhanced CT.
Figure 1.11 – Coronary artery Bypass Grafting: The figure shows how the vein and the artery are grafted to the heart [328].
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Figure 1.12 – Angiograms of the LCA (left) and RCA (middle) with an observed stenosis of 80% and 50% (black arrows) respectively. The right image shows the stenosis of the RCA being stented (black arrow). PCI indicates percutaneous coronary intervention (© 2010 American Heart Association, Inc.)

angiography as the algorithms we propose in this thesis are dedicated to this modality.

1.2.1 Conventional Coronary Angiography

Since the 1960’s, CCA has been the most common angiography performed for coronary arteries inspection. It is a minimally invasive procedure in which a dedicated catheter, typically with a 2.0 mm in diameter, is inserted through a peripheral artery (generally in the leg) and guided through the arterial system to the opening of one of the coronary arteries. An X-Ray contrast agent, called X-Ray dye, is then administrated and mixed with the blood circulating within the heart arteries. It is used to highlight the vessel network to be visualized. An X-ray motion image of the blood flowing inside the arteries with the transient contrast agent is recorded allowing to visualize the size of the arteries lumen 1.12. The X-ray dye is rapidly washed away from the heart arteries. Therefore, the contrast agent needs to be re-injected to make the blood flow visible for 3 to 5 seconds.

However, since the late 1980’s, it has been established that CCA does not allow to recognize the presence or the absence of the coronary atherosclerosis in the vessel walls. It only allows the visualization of the resulting luminal narrowing, the final stage of plaque progression. If a stenotic region is suspected, Intra Vascular UltraSound (IVUS) can be used to closely inspect the coronary lesion. The advantage of this approach is that in complex and urgent cases where a narrowed/blocked artery is revealed, an angioplasty (with or without stenting) might be performed to open the lumen. The major drawbacks of this modality are mainly its invasive nature, the related costs and the need for a subsequent procedure to evaluate the plaque type
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Figure 1.13 – Intravascular ultrasound image of a left coronary artery with a soft plaque [456]. In the right image we can view the external vessel border (blue), the lumen border (yellow) and the plaque burden (green).

and extent. However, CCA is still the standard routine for coronary heart diseases diagnosis thanks to its spatial and temporal resolution. Moreover, if needed, interventional therapeutic procedures can be performed simultaneously.

1.2.2 Intra Vascular UltraSound

IVUS is an invasive medical imaging modality used to see inside the vessel. A catheter, with a tiny ultrasound wand attached to its distal part, is guided through the body and positioned into the vessel segment to be imaged using angiography techniques. The small tip of the catheter emits ultrasound waves that are reflected by the surrounding tissues mainly the vessel inner wall and the atheromatous deposit. The echos are converted to electrical signal and sent to an external computerized ultrasound system to be processed. The final image is a real time 2D section views of the vessel part surrounding the catheter tip (figure 1.13).

This modality is frequently used to visualize the coronary arteries inner wall during an angioplasty to determine where the stent should be placed and verify that it was placed correctly at the end of the procedure. It can be used to assess coronary arteries lesions. This allows to estimate the volume of atheromatous plaques within the vessel wall as well as their compositions. IVUS is also used to precisely determine the related vessel lumen narrowing. It can be useful to visualize some challenging artery segments or regions that other angiographies failed to reliably visualize such as ostia area and overlapping arteries [1]. This modality also allows to follow up the results of some therapeutic procedures over time. It has also played an important role in
understanding the evolution process of the atheromatous plaque and the patho-physiology of this lesion. It also helped in research and the development of novel drugs and improvement of therapeutic devices. It helped for example to understand stent re-stonosis.

IVUS is considered as the gold standard for plaque visualization and assessment. It provides cross sectional images of the vessel depicting the wall composition and providing precise quantitative measures (extension of the plaque, area of the lumen...). However, because of its invasive nature and the cost of the procedure, clinicians try to use other alternative modalities to visualize coronaries arteries.

1.2.3 Computed Tomography Angiography

CT is a non-invasive medical imaging technique in which a three-dimensional image of a body structure is constructed by computer from a series of 2D plane cross-sectional X-ray images taken along a single axis of rotation allowing to see inside the body without cutting into it [181]. Each cross section image represents a slice of the body part being imaged as if we look into a loaf of bread by cutting it into thin slices.

Computed tomography angiography (CTA) is a computed tomography technique used to visualize the body blood vessels (veins and arteries). It is commonly used as a diagnostic tool to examine the brain, neck, heart and other organs’ vessels. It is also used as a guide for interventional procedures and as a follow up tool after the intervention.

The different body structures are visualized based on their ability to block the X-ray beam (figure 1.14). A contrast material is used to highlight the vascular structures that would be difficult to delineate from their neighborhood otherwise. The contrast material can also help in obtaining functional information about tissues. The injected dose and mode depends on the anatomy to be imaged [195, 196].

The introduction of X-Ray computed tomography in 1968 by GODFREY HOUNSFIELD was the beginning of a new era of medical imaging providing a 3D representation of the body organs instead of only 2D projections [191]. It has been established as a reliable non invasive imaging modality for various diagnostic and therapeutic purposes. Indeed, the usage of this modality has dramatically increased during the two last decades all over the world. For instance, over 80 million CT scan has been performed in the USA in 2011 [102].

1.2.3.1 Basics of CT Angiography

The basic idea of CT scanning is to set the subject to be imaged on a table between an X-Ray beam and an electronic detector to measure the amount of radiation absorbed by the different
organs. To reconstruct a 2D cross section of an object, the X-rays should be projected in all angles around it. After passing through different body tissues, the radiation intensity is attenuated several times. In fact, each material has a specific attenuation coefficient. Thus, for one single ray projection along a path \( U \), the detected radiation intensity \( I \) can be expressed as following:

\[
I = I_0 e^{\int_{U} u(x,y) \, du}
\]  \hspace{1cm} (1.1)

with \( I_0 \) being the initial emitted radiation intensity and \( u(x,y) \) the function defining the material specific attenuation coefficient at the position \( (x,y) \) of the object cross section. The obtained data corresponds to the projection of the object following the different X-rays passing through it. It corresponds to the Radon transform of the object’s slice \([350]\). Computing the attenuation coefficient \( u(x,y) \) for all the samples of the object allows a reconstruction of the corresponding 2D cross section. Mathematically, this consists of solving the inverse Radon transformation of the projected data \([90]\). Several reconstruction algorithms were used to solve this back projection problem since the apparition of the first CT scanner. The earlier scanners used algorithms based on algebraic reconstruction techniques (ART). However, because of its high complexity and the limited computer technology available at the time, this approach was not suitable for this problem. Later, the filtered back-projection algorithm was established to be the state of the art technique to solve the problem. But this method is not suited for the later scanners generation (with fan-beam X-Rays and complex physics) which leads to several artifacts and a high noise amount in the reconstructed image. But with the apparition of spiral multi-slices scanners, newer sophisticated iterative reconstruction algorithms have been
1.1.2 Cardiac Medical Imaging

designed to address the problems due to the spiral movement of the X-Ray source and its fan shape hence allowing for a higher image resolution and lower noise and artifacts. For more details about the algorithms the reader can refer to [90].

Once the specific attenuation coefficient are computed for each sample of the image, the final pixel values are converted in the Hounsfield Unit (HU) scale. This is a normalized quantitative scale used in medical imaging to express the radio-density values of the scanned organs. It is a linear transformation that maps the original attenuation coefficients into 12-bits values with $0 \text{ HU}$ corresponding to the value affected to the water and $-1000 \text{ HU}$ being the air intensity value. The linear transformation is formulated as following:

$$ HU = \frac{\mu - \mu_{\text{water}}}{\mu_{\text{water}}} \times 1000 $$  (1.2)

Since the apparition of the first CT scanner in 1971, several generations of scanners have succeeded to trace the computed tomography medical imaging (figure 1.15). The first CT scanner generation used a single pencil-like X-ray beam and a single detector at the opposite side of the patient. The X-ray source emits a beam that traverse the body and is collected by the sensors at the opposite side. To acquire one single cross sectional slice, the source/detector assembly is translated across the body and is rotated around the patient afterward. The same process of parallel acquisitions is performed from different angles. The different acquisitions (sets of detected rays at the different angles) are sent to a computerized system to reconstruct one or different 2-dimensional slices. However this mechanical process was time consuming; It can take from several minutes to several hours to perform one single CT scan with a resolution of 80x80 pixels per slice [345]. The second generation of scanners uses a small angle fan-shaped beam of X-rays with multiple sensors thus allowing to reduce the number of rotations previously needed. This type of scanners permits to reduce the acquisition/processing time needed for a slice reconstruction to the order of some minutes. Furthermore, the angle of the fan beam as well as the associated detectors have been increased to be able to cover all the body. Thus, the system does not need to translate across the patient body anymore but only rotates around it. This makes the acquisition process faster (only 3 seconds to take a picture) [191]. For the fourth generation, the moving detectors are replaced by a stationary circular ring detector. This new generation have encountered several problems mainly the cost of the ring detector and the reduced image quality due to X-ray scattering problems. This yields to further improvement of third generation scanners at the late of the 1980s and the invention of the helical or spiral CT scanners. In fact, the state of the art scanners use the same rotating emitter/detector system of the third generation. The system is continuously rotated around the patient while the table
slides slowly into the X-ray scan field (the gantry) allowing the acquisition of a full 3D volume. Those machines have been subsequently developed by using multiple rows of detectors (between 8 to 32 rows) and hence detecting multiple slices simultaneously. This gave birth to the MSCT in 1998. In 2001, Cone-Beam Spiral Computed Tomography (CBCT) was introduced. It uses a cone shaped beam allowing the use of more detectors (from 16 to even 320 rows of detectors). Up to 256 slices can be acquired simultaneously with those scanners. The apparition of this new generation of CT scanners allowed for faster scan acquisition (less than two minutes to finish a complete scan including the reconstruction step) resulting in a shorter radiation exposure time and a higher image resolution (0.23 mm) [90]. The last decade have also witnessed the apparition of new CT scanners generation: the Dual source CT (DSCT) scanners [203], the High Definition CT scanner (HDCT) [137], and the Revolution CT scanner in 2013 able to take an image in less than one second thus producing clear images for beating heart and coronary arteries [138].

Besides the fact that CT angiography allows to reconstruct a 3D visualization of the body structures, it’s better than traditional 2D medical radiology because it completely eliminates the superimposition of images of structures outside the area of interest. Depending on the diagnostic task, the CT imaging offers the possibility to view the images in three different planes (axial, coronal and sagittal). In addition, thanks to the high contrast resolution of CT, tissues with less than 1% difference in physical density can be distinguished. In fact, referring to the Hounsfield scale for tissue densities in CT images, we can discriminate between different organs only based on the appearance properties. See figure 1.16 for the detailed Hounsfield Scale.

However this modality suffers from a major drawback which is the important radiation doses needed for a higher resolution images. In fact, decreasing the dose of radiations while keeping the same resolution results in noisy images. High radiations exposure is known to increase the risk of cancer and is particularly harmful for children [60]. However thanks to new technologies, software solution are available to filter this random noise and thus reducing the radiation doses during CT examinations without compromising the image quality.

1.2.3.2 Cardiac CT Development

Cardiac Imaging is a specific challenging task because of the continuous movement of this organ and the particularly small scale of its structures (e.g. coronary arteries). High temporal and spatial resolution are therefore required to offer a clear image of the heart without moving artifacts. In fact, several studies have shown the relationship between the heart rate and the
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Figure 1.15 – Turning points in the computed tomography imaging history. Illustrations from [50].
quality of the scanned image [53, 160, 202]. Thanks to the continuous progress during the last 4 decades, CT imaging has vastly improved. The great improvements in spatial resolution, speed of acquisition and the resulting image quality has made the dream about cardiac imaging clinically possible. In fact, modern multi-slice scanners reach sub-voxelic resolutions enabling the accurate visualization of small challenging arteries, e.g. coronaries. CTA acquisitions enables not only the visualization of the vascular lumen but does also reveal the presence and the extent of calcified and soft plaque which may be clinically relevant cues for risk assessment (figure 1.8).

With the first generation of CT scanners, precise heart imaging was not possible due to the relatively long time of acquisition (about 10 seconds per slice) compared to the rapid heart motion (more than 10 beats per 10 seconds). Only high scale details, such as the heart surface lesions, can be detected with the earlier equipments [191]. In early 1980s, Electron Beam Spiral Computed Tomography (EBCT) have been introduced specially to offer better beating heart images [48]. Unlike the conventional CT machines, the X-Ray source of EBCT is not swept mechanically but rather electronically hence allowing for a faster image acquisition (in 50 to 100 msec). Thanks to this considerably short time of acquisition, virtual motion free images of the heart was acquired. The sequence of 2D cross sections scanning was synchronized with
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the heart beat, using an electro-cardiograph (ECG gating), to be processed during the diastole phase. Since the early 1990s, several studies have established the accuracy of this technology for cardiac imaging and coronary calcification assessment [13, 16, 56, 367]. Subsequently, several studies have shown that non invasive coronary lumen visualization was possible with EBCT using an intravenous injection of contrast agent [68, 311, 353] which allows for an accurate severe stenosis detection [6]. Despite those facts, various issues have limited the use of this technology (around only 120 scanners available worldwide). This includes the high cost of manufacturing and the low production volume of this modality.

Meanwhile, the development performed in traditional CT scanners leading to the apparition of the sub-second single slice spiral scanners wasn’t sufficient enough to generate satisfactory heart image quality. Studies showed that the resulting images with motion artifact had limited clinical application and are not reliable for stenosis detection. Reliable cardiac scanning era has started after the introduction of the first multi-slice (2, 4 and 8 slices simultaneously) spiral CT scanners in the late 1990s. Multi-slices CT allowed for a better volume coverage of the heart and a better spatial and temporal resolution than single slice CT scanners. Despite first experience studies revealed limited coronary detection rate because of heart motion related artifact, this was overcome using ECG-correlated scanning sequences (prospective ECG-triggering) to capture specific heart cycle phase [7] (see figure 1.17). However, the acquisition time was still too long and the spatial resolution was too coarse for an accurate coronary arteries assessment. Further progress in CT scanner technologies lead to the use of more detectors and the apparition of 16-, 64 and 320-slices spiral scanners.

Since 2002 and until now, rapid and continuous progress in multi-slice spiral CT scanners hardware with robust reconstruction algorithms have introduced a new scanner generation permitting thinner slices generation and a better spatial (0.2 to 0.6 mm) and temporal (less than 100ms) resolution. Hence motion free heart images can be acquired in less than 5s with reduced radiation exposure time and higher image quality. In some cases, Beta blockers medication are still subsequently injected in order to lower the heart rate and reduce the motion artifacts. An other approach for more robust image motion free reconstruction is the use of simultaneous ECG-signal recording during the continuous acquisition of the heart volume slices with the spiral movement (Retrospective ECG-triggering: see figure 1.18). This allowed for a rapid reconstruction of the heart image in a single cardiac cycle phase with selecting the desired slices to reconstruct the final image. Even if this leads to higher stored slices than the prospective ECG-triggering, it is much more flexible and rapid. Moreover, images of the heart in multiple phases can be generated which is useful for functional assessment of the heart.

The introduction of the dual source multi-slice spiral scanners DSCT has subsequently
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Figure 1.17 – Prospective ECG-triggering with a 16 slices CT scanner. Only a single 16-slice scan can be acquired during a heart cycle because of the long acquisition time. Thus, different sequential scans are performed during the same heart cycle phase to cover the whole heart volume. Illustration from [332]

Figure 1.18 – Retrospective ECG-triggering using a spiral multi-slices CT scanner. Continuous scans are acquired during the whole heart cycle. Thus, images of different heart cycle phases can be reconstructed [332]
improved the temporal resolution of cardiac imaging (82ms) [202]. In fact, using two different X-ray sources with a 90° offset permits to double the temporal resolution of a single x-ray source with the same rotation speed. As a result, the entire heart volume can be scanned in real time during one single heart cycle for almost all the patients and discard the use of beta blockers in clinical practice. Besides, important improvements in image reconstruction algorithms (real time reconstruction, motion artifact reduction) has allowed for a better cardiac and specially coronary CT imaging [317].

1.3 Cardiac Computed Tomography

1.3.0.3 Accuracy of Cardiac CT for Coronary Artery Plaques Assessment

Current state-of-the-art CT scanners allow to acquire motion free images for almost all patients with reduced X-ray radiation doses (<1mSv). The latest improvements during the last 10 years leading to a better spatial resolution made this modality a reliable non invasive tool for coronary assessment and lesion detection and quantification [5]. Two different CT diagnostics imaging procedures are used for coronary lesions assessment: native coronary CT and contrast enhanced coronary CT. For the first technique, the CT scan of the heart is performed without using a contrast agent. It is basically used to assess the Coronary Calcium Score (CCS), a reliable risk indicator for coronary arteries atherosclerosis [134]. In fact, it has been proved that severe coronary events can be predicted using the CCS [111, 450]. However, coronary plaques presents a striking heterogeneity and are most likely composed of non calcified tissues [440]. Thus, exhibiting a low CCS does not exclude the fact that the patient may have soft plaques, the most vulnerable ones (see section 1.1.2). Therefore, there is a need for a procedure that allows a more precise assessment of coronary arteries plaque burden and composition in a non invasive way. Hence, contrast enhanced coronary CT approach is being used as an alternative to the traditional invasive coronary angiography. A non-ionic water-soluble contrast agent is injected to enhance the vascular structures. This allows to reduce the related risk of the catheterization procedure on the patient’s health and improves the risk stratification for coronary artery events in asymptomatic patients [5].

Several studies have been dedicated to validate the clinical feasibility and the diagnostic accuracy of the MSCT for coronary stenosis assessment compared to intravascular ultrasound (IVUS) reference standards [167, 245, 247, 383, 400]. The reported sensitivity and specificity values depends on the CT scanner generation used for the study in addition to the patient selection criteria, the readers’ experience and the reference standard used for validation. Gen-
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<table>
<thead>
<tr>
<th></th>
<th>16-slices CT [280, 321]</th>
<th>64-slices CT [320]</th>
<th>Dual source CT [488]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>per patient</td>
<td>per vessel</td>
<td>per segment</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>94.0</td>
<td>95</td>
<td>70.0</td>
</tr>
<tr>
<td>Specificity</td>
<td>86.0</td>
<td>86</td>
<td>96.0</td>
</tr>
<tr>
<td>PPV</td>
<td>91.0</td>
<td>80</td>
<td>72.0</td>
</tr>
<tr>
<td>NPV</td>
<td>91.0</td>
<td>97</td>
<td>96.0</td>
</tr>
</tbody>
</table>

Table 1.2 – Accuracy of severe coronary stenosis detection with 16-slices, 64-slices and dual source CT angiography. Sensitivity, Specificity, PPV and NPV values are reported per patient, per vessel and per segment analysis.

erally, state of the art scanners offer high sensitivity and specificity values for severe stenosis detection (>50%). Using recent generations of 16-slice CT scanners, studies report a sensitivity value ranging from 86 to 99% and a specificity of 86-98% [177, 234, 280, 321]. Using 64-slice CT, sensitivity between 73 and 99% and specificity from 93 to 97% were reported [112, 275, 285, 300, 320]. In those studies, results of lesion detection were assessed on vessel segments with a diameter higher than 1.5 mm. Depending on the study, results of detection are reported per patient [225, 300, 488], per vessel [205, 321] or per segment analysis [156, 189, 234]. Table 1.2 presents the sensitivity, specificity, positive predictive value and negative predictive value of different scanners types for severe stenosis detection.

In [285], a multicenter multivendor study using different 64-slice scanners was performed to evaluate the detection of significant CHD. The obtained sensitivity to detect severe coronary lesions was 99%. The study showed also that CT has a negative predictive value of 97%. However, lower values of specificity (64%) and positive predictive value (86%) were reported compared to previous studies. This is mainly due to the overestimation of the degree of calcified stenosis. In fact, the calcified core can cause some blurring effects and thus obscure the underlying coronary lumen visualization [489]. Recent studies shows that using DSCT, higher sensitivity (99%) and specificity (89%) can be achieved [62, 108, 114, 369, 488]. Those data shows that a negative coronary CT exam is reliable to exclude a significant coronary stenosis. Meanwhile, lesions detected on CT angiography need further assessment using a more reliable procedure for coronary plaque characterization and quantification.

According to previous studies, it is stated that compared to IVUS, coronary CT is able to assess different coronary plaque types with high accuracy. Based on an ex vivo study on heart specimens, showed that advanced stages of heart plaques can be detected using MSCT (figure 1.20). In [245, 383], a high correlation between IVUS echogenity of the plaque and the corresponding measured CT densities was observed. Moreover, it is shown that coronary CT is able to differentiate the composition of coronary atherosclerosis plaques. CT angiography
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Figure 1.19 – CT density value ranges for different plaque types (lipid rich, fibrous and calcified) and vessel lumen. Each box represents the mean ± std range of the HU value. Extreme values are displayed on the whiskers start and end points. Values from [312].

Coronary CT presents different density ranges for the different plaque types which allow a coherent plaque type assessment (see figure 1.19).

As discussed previously, CT enables an accurate visualization and quantification of calcified plaques. CT presents a sensitive value of 95% and a specificity of 91 % for calcium rich plaque detection. Although it is harder for CT to distinguish between different soft plaque types, this modality presents reasonable sensitivity and specificity values for non calcified plaque detection near to 78% and 86% respectively [8, 247]. However, even if CT is not capable of characterizing the precise composition of the plaque, it is able to offer other significant indicators for eventual future coronary events that can be caused by the detected lesions. Those features include the 3D plaque extent, the plaque volume, the artery remodeling and the stenosis degree [8, 246].

1.3.1 Cardiac CT: Advantages and Limitations

Cardiac Computed Tomography exhibits several interesting advantages that make it a possible alternative to the invasive coronary angiography. The first advantage making CT preferable for ruling out severe CHDs is its non-invasive nature that leads to lower risks of complications
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Figure 1.20 – Different Plaque types visualization in CT: (a) An atherosclerosis plaque with an extensive lipid accumulation. In the corresponding CTA the plaque appears as a soft tissue with a HU density of 40. (b) A soft purely fibrous non calcified plaque appears with a higher density of 90 HU. (c) A hard plaque with a calcified core that appears as a brilliant spot in CTA with a density around 110 HU. Illustrations from [28]
on patients than catheterization. Thanks to its availability and its rapidity, CTA presents a cost-effective alternative for patient at low risk for CHDs (positive stress test, no symptoms). Thanks to the high positive predictive value of CT, a preliminary CT coronary angiography would allow to eliminate the unnecessary cost of invasive angiography. This makes it a valuable non invasive tool to get prognostic information in patient who does not exhibit a high pretest likelihood for coronary stenosis [401]. This allows to decide whether an invasive coronary angiography is necessary or not; If the CT shows clearly healthy coronary arteries, there is no need for an invasive procedure and the cost of CA can be avoided. Using preliminary CTA on patient with a risk for severe stenosis lower than 50% helps saving around $780 [172].

A major advantage of coronary CT compared to CCA is the ability to visualize the vessel wall composition in addition to the vessel lumen which is more relevant for preventing coronary acute events. It allows to determine the extent, the type and the composition of the plaque which is not possible when using CCA without the use of intravascular ultrasound [383]. Moreover, it is able to detect non-stenotic plaques missed by conventional coronary angiography. Coronary CT is also capable to differentiate between soft and calcified plaques [244]. This comprehensive assessment of the wall represents a valuable tool to improve the risk prediction combined to the usual risk measures [383] and offers a non invasive alternative for coronaries diseases monitoring. Moreover, coronary CT offers a 3D volume of coronary vessels. Therefore, its easier to estimate the real extent of the plaque in 3D than using CCA. Moreover, this modality offers the possibility to visualize the vessel with its surrounding tissues in any plan unlike CA.

It is, thus, more accurate for estimating the real lumen narrowing specially in case of eccentric plaques [158]. Besides, this 3D information avoids all the superimposition and shadowing problems related to the 2D projection of the CCA. Subsequently, coronary CT offers a larger filed of view compared to CA which represents a valuable information of other non coronary cardiac (myocardium, heart ventricles, valves, aorta, pulmonary veins) and thoracic organs (lungs, bones). This information might be useful for exclusion of non-cardiac origins for chest pain (a symptom for coronary arteries lesions) and thus enables early and safe triage for patients showing some severe cardiac lesions’ symptoms [169, 190]. This is very valuable to reduce the time and the cost of assessing patients with chest pain. Besides, thanks to the recent advances in CT images scanning and reconstruction, 4D CT images of the heart can be provided and used to analyze the function of the heart organs (ventricles, valves...) [368].

Nowadays, coronary CT is not expected to totally replace invasive coronary angiography. This modality still raises some concerns because of the higher amount of radiation to which the patient is exposed compared to the conventional coronary angiography. Further efforts should be dedicated to reduction of radiation doses while keeping a coherent diagnosis accuracy. In
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In addition to some image quality limitation (calcification blurring and heart motion), several patients with contraindication to CT scanning (renal failure, atrial fibrillation, allergy to iodine ...) cannot be studied with the state-of-the-art equipments. Obtaining accurate image quality for coronary pathology assessment is still challenging also for patient with high heart rates (>65 beats per minute). Despite the significant improvements achieved since the first apparition of CT angiography, there is still a high demand on a better temporal resolution to be able to rapidly acquire good quality cardiac images with no need to control the heart rate. In fact, despite the high temporal resolution (75ms) that offers recent DSCT scanners, heart rate control is still mandatory to provide cardiac image with appropriate quality for coronary assessment. Besides, MSCT (16-, 256- and 320-slices) have also limited temporal resolution (> 165ms) compared to invasive coronary angiography (< 20ms). Therefore, beta blockers are still used to lower the heart rate when using those scanners.

Moreover, this modality suffers from its failure to accurately assess the vessel lumen with the presence of important calcified plaques because of blooming artifacts which leads to an overestimation of the stenosis degree [313, 400]. Therefore, CT angiography is usually not recommended for patient with high Agatston calcium score [300]. Another limitation of coronary CT is the cut-off value for severe stenosis detection, set to 50%. This value is usually used for evaluating the diagnostic performance of CTA in most of the studies. However, it has been established that using a cut-off value of 60%, performance of detecting significant stenosis is optimal and equivalent to invasive coronary [124]. Besides, even if CT angiography is able to determine the plaque volume, burden and the lumen remodeling, it is not able to identify vulnerable plaques because of the considerable overlap between fibrous and lipid rich plaques attenuation ranges [282]. Furthermore, because of the current spatial resolution of CT, assessment of coronary lesions is not possible in distal thin vessels (<1 mm).

1.3.2 Coronary Assessment using CT Angiography

After the acquisition and reconstruction steps, the scanned images are sent to a digital workstation for further post-processing and coronary specific visualization. Coronary CT results in a 3D volume image of the heart and, probably, some of its surrounding organs. The 3D volume is constructed of a stack of 512x512 pixel 2D images. The number of stack images can range from 200 up to 500. The 2D image resolution depends on the chosen Field Of View (FOV): To have a better resolution for accurate coronary stenosis assessment, a reduced FOV would be more suitable. Usually, a FOV between 180 – 200mm that encompasses mainly the heart is recommended for coronary CT evaluation. This allows for a resolution around 0.3mm.
Figure 1.21 – Visualization of different atherosclerosis coronary plaques using computed tomography angiography. (A) A soft plaque (non calcified) of the proximal RCA showing a positive remodeling of the artery wall. (B) A mixed plaque of the left main artery (the large arrows show the calcified and the soft cores of the plaque). Moreover, a soft plaque can be seen along the proximal and medial LAD (the double arrows) (C,G) Multiplanar reformatted reconstruction along the diseased coronary allowing an accurate visualization of the soft plaque extent and the stenosis degree, and the corresponding conventional coronary angiography confirming the presence of the stenosis. (E,D) A maximum intensity projection (a 5 mm slab) showing a partly calcified plaque of the proximal left descending artery and the corresponding conventional coronary angiography. (F) A 3D volume rendering of the stenosis illustrated in (C) and (G). Illustrations form [5].
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<table>
<thead>
<tr>
<th>Parameters</th>
<th>CCTA</th>
<th>CCA</th>
<th>IVUS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Temporal Resolution</strong></td>
<td>42-165ms</td>
<td>5-10ms</td>
<td>NA</td>
</tr>
<tr>
<td><strong>Spatial Resolution</strong></td>
<td>0.25-0.5 mm</td>
<td>0.2 mm</td>
<td>0.08 - 0.1 mm</td>
</tr>
<tr>
<td><strong>Provided Image</strong></td>
<td>3D image</td>
<td>2D projection</td>
<td>2D cross sections and longitudinal views</td>
</tr>
<tr>
<td><strong>Plaque type</strong></td>
<td>calcified, non calcified, mixed</td>
<td>no information</td>
<td>fibrous, lipid rich, calcified</td>
</tr>
<tr>
<td><strong>Stenosis Assessment</strong></td>
<td>+</td>
<td>-</td>
<td>+++</td>
</tr>
<tr>
<td><strong>Coronary visualization</strong></td>
<td>lumen and vessel wall (All segments)</td>
<td>lumen</td>
<td>lumen and vessel wall (Limited segments)</td>
</tr>
<tr>
<td><strong>Radiation dose</strong></td>
<td>0.8-20 mSv</td>
<td>5-10 mSv</td>
<td>5-10 mSv (associated to CCA)</td>
</tr>
<tr>
<td><strong>Cost</strong></td>
<td>low</td>
<td>high</td>
<td>high</td>
</tr>
<tr>
<td><strong>Acquisition type</strong></td>
<td>non invasive</td>
<td>invasive</td>
<td>invasive</td>
</tr>
</tbody>
</table>

Table 1.3 – Main imaging characteristics of CT angiography compared to conventional CA and IVUS.

which is coherent for thin coronary artery visualization (<1.5 mm). In general, CT results on anisotropic volumes, i.e. the in-plane (in the slice) resolution is slightly different from the out-of-plane one (between the slices) [345]. The resulting 3D volume is too dense to allow an effective and rapid coronary vessels analysis using basic visualization approaches. Generally workstations offer a set of post-processing tools to help the radiologist investigating the coronaries with high confidence and more easily [339]. This results on advanced visualization techniques proper to coronary vessels that permit a robust display of the vessel lumen and surrounding tissues. Those are valuable tools for helping saving time of the diagnostic steps and making more efficient the coronary stenosis detection using CT angiography. This section aims to review the basic visualization approaches for coronary inspection and lesions ruling out. We will also give some details on advanced reconstructed views commonly used by reviewers and available on most of the workstations.

1.3.2.1 Basic Visualization Techniques

Basic visualization of coronary arteries uses the unprocessed 2D images stack (raw data) of the CT angiography. It consists of a set of visualization techniques that are routinely used to quickly scan the CT exam for lesion inspection (figure 1.22).

1.3.2.1.1 Transaxial Images Transaxial images are the output raw data reconstructed from the CT scanner (figure 1.22.a). They consists of a set of two dimensional images of the scanned body area stacked in the longitudinal direction of the acquisition (the z-axis).
The first step of the analysis of CT angiographies is browsing the stack of images by scrolling through the different slices. This allows for a rapid investigation of the scanned volume and the detection of possible anomalies. The main advantage of this type of views is that they represent the original raw data without any distortion or artifact that might occur following a post-processing step and with a maximum resolution and grey values display [351]. However, the interpreter should rely on his own imagination to reconstruct a 3D view of the cardiac anatomy. In fact, establishing the anatomic connection between the different arteries branches and the heart components based on only 2D views is a tedious and time consuming task that requires highly experienced interpreter. Besides, tracking tortuous vessels in 2D axial images might be particularly challenging and requires more investigation to accurately follow the vessel.

1.3.2.1.2 Multi-Planar Reformatting  Multi-planar reformatting (MPR) allows a high-resolution reconstruction of planar oblique views of the scanned object at any plane of the 3D volume. The two basic reconstructions are the sagittal and coronal views (figures 1.22.b and 1.22.c). This kind of visualization is interesting as it allows the selection of the optimal plane for the best display of a given organ (figure 1.22.d). MPRs could be generated interactively (the user can choose the plane of display on the view) or automatically (based on the segmentation and the analysis of the object of interest); See section 1.3.2.2.

1.3.2.1.3 Maximum Intensity Projection  A commonly used visualization technique for vascular structures is the Maximum Intensity Projection (MIP) (figure 1.22.f). It is a projection of a 3D information contained in a slab of slices on a 2D plane. The technique performs a parallel ray casting from the view plane along the selected slab of slices in the direction of the view camera [345]. The resulting 2D image voxels display the maximum intensity falling along the traced rays. Therefore, contrast enhanced structures (usually the brighter ones), e.g. vascular structures, can be assessed easily as all the other structures will be eliminated from the display view. For coronaries visualization, the orientation and the thickness of the slab can be adjusted in order to include all the vessel lumen and wall and avoid the overlap with unwanted structures (heart chambers for example). Typical slab thickness for coronary display ranges from 3 to 10 mm depending on the vessel size [332]. Hence, a larger vessel segment can be displayed compared to MPR. Combined to curved multi-planar reformat ted (cMPR), MIP provides a more comprehensive view of all the vessel volume. This technique is commonly used because it offers a global overview of the vessel with minimal interaction. However, one major outcome of the use of this display technique is the absence of the depth information and the lack of details about the vessel cross section which is relevant for stenosis analysis. Moreover,
the interpretation quality depends on the slab thickness; An overestimation of this parameter might lead to missing some stenosis because being shadowed by adjacent bright structures. On the other hand, selecting a small slab thickness might prevent the user from visualizing relevant calcifications. Thus, MIP should be used in addition to other visualization techniques in order to ensure a better analysis of the vessel [354].

1.3.2.1.4 Volume Rendering  Volume Rendering (VR) is a widely used technique that offers an integer 3-dimensional colored visualization of the volumetric CT data. A transfer function is used to map each voxel into a color and opacity according to its HU value [332]. Using a simple camera model, a ray is generated for each single pixel of the resulting 2D image starting from the center of the projection of the camera and traversing the whole volume. All the pixels lying along this ray contribute on the final pixel value: the opacity of all visited pixels of the volume is summed using some weighting factors. If a pixel with an opacity of 1 is encountered (totally opaque) the ray is stopped and only this pixel will be displayed in the resulting image [73, 332]. By properly selecting HU values ranges, different tissues can be rendered with different mapping (figure 1.22.e ). This approach is not useful for coronary artery stenosis assessment as it offers only an outside of the vessel wall. Besides the thickness of the vessel depends on the parametrization of the volume rendering.

1.3.2.2 Advanced Visualization Techniques

Recently, some sophisticated visualization techniques became available for a more detailed analysis of the cardiac anatomy. Those techniques generally needs further (semi-)automatic image processing to extract cardiac regions of interest as the heart and the coronaries volume. They usually adapt the basic visualization techniques (MPR, MIP and VR) to offer an optimal and simplified clinical workflow for coronary lumen analysis and lesions detection and quantification (figure 1.23).

1.3.2.2.1 Heart Volume  A first step for a simplified visualization of cardiac CT data, is to keep only relevant structures for vascular lesions diagnosis. This could be manually performed using manual segmentation tools to remove the unwanted shadowing structures as the ribs, the lungs and the liver. The goal is to keep only the heart volume with the main great vessels. Today, all the commercialized workstation provides semi-automatic or fully automatic tools for heart isolation. A review of some of heart extraction algorithms is presented in section 2.2.1. The heart volume is usually displayed using the VR techniques thus providing an overview of the coronary arteries running on the heart surface. This volume rendering offers a valuable
Figure 1.22 – Examples of main visualization techniques of a cardiac CT angiography: (a) Axial view (b) Sagittal view (c) Coronal view (d) Oblique view (e) Volume Rendering of the raw image (f) MIP view on the oblique view showing the proximal and medial segments of the right coronary artery (RCA).
insight of the 3D anatomic relationships and helps highlight aberrant coronary anomalies and
the presence of stents or coronary bypass grafts [351].

1.3.2.2.2 Coronaries Tree VR In order to enable an accurate visualization and analysis
of coronary arteries, the coronary tree is often segmented after the heart volume has been
extracted. This offers a more comprehensive 3D overview of the heart coronary tree and
allow a rapid highlight of probable lesions and anomalies. Different segmentation approaches
can be used for coronary vessel segmentation. For an overview of these approaches please
refer to section 2.1. Similarly to the heart volume, the coronary tree is usually visualized
using volume rendering. Thus calcifications can be highlighted if proper HU ranges are set.
Hence, the user can rotate the coronary tree to inspect lesions and plaques in different angles
of view. Coronary anomalies can be analyzed regarding their origin, their extent and their
impact on cardiac structures like the heart chambers or myocardium [351]. Branches names
are automatically detected. If some of the common branches are missed interactive tools are
provided to complete the segmentation and label the missed branches segments [332].

1.3.2.2.3 Multiplanar reformatted views of vessel volume An other important and
relevant feature for accurate coronary analysis is the centerline extraction. In fact, the vessel
centerline extraction is an important pre-processing step for stenosis detection and quantifica
tion. Coronary centerlines can be rather automatically generated from the previously extracted
coronary tree, or extracted between two seed points manually set by the user. It allows the
reconstruction of MPR and cMPR view of the vessel. Most of the advanced workstations
provides MPRs of the coronary arteries. A lumen view is automatically computed using the
vessel’s centerline by reconstructing a cut plane of the vessel lumen parallel to the centerline.
The user can rotate the vessel on its longitudinal axis allowing to visualize all the vessel vol-
ume. Moreover, the interpreter can scroll through the stack of 2D cross sections of the artery
(coronary transaxial views) which allow an accurate visualization of the vessel lumen as well
as the atherosclerosis plaque. The user generally dispose of a set of tools to manually delineate
the plaque and quantify the stenosis on both of the views. Moreover, curved MPR views repre-
senting a straightened display of the vessel and allowing for quantitative analysis of the vessel
are provided. The cMPR view is generally used to follow the course of tortuous vessels which
cannot be displayed on a single MPR view [339]. A correct centerline is required for an ac-
curate curved MPR generation. The centerline is usually extracted using an (semi-)automatic
approach (see section 2.4.1.2) and further adjusted by the user. In fact, artifact lesions can be
visualized if the centerline is not correct. Thus, the user should pay attention to the robustness
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Figure 1.23 – Coronary artery visualization for stenosis assessment. Images from a AW workstation of GE Healthcare.

of the vessel centerline and eventually correct it before interpreting the cMPR view.

Basic visualization techniques cannot be used solely for coronary arteries analysis as they are not able to offer a comprehensive view of the complex vascular structure. Advanced reconstruction methods are today available thanks to the achieved progress in software and hardware making possible more sophisticated visualization techniques in real time. Post-processing based visualization approaches (cMPR, Lumen view, cross sections) are valuable tools for a rapid and reliable coronary stenosis investigation using CT angiographies. Nevertheless, considering the increasing number of CT angiographies to be examined per day specially in emergency rooms, more automated tools for stenosis ruling out will help saving diagnosis time and cost. In fact, taking advantage of the potential of cardiac CT angiography to accurately detect, characterize and quantify coronary lesions, advanced processing tools are being proposed for automated coronary plaques detection and quantification. Even if the clinical relevance of those plaque detection and quantification tools are still need to be studied, they probably would help getting more quantitative information on plaque burden and simplify monitoring the therapeutic response of diseased patients under treatment.

1.3.2.3 Stenosis Assessment using Coronary CT

Today, several ways are available permitting to analyze coronary arteries for stenosis assessment using CT angiography [17, 351]. Commonly, the first step toward an accurate stenosis detection is artifact preview to estimate the image quality. In fact, motion artifacts, calcification and metal blooming, and image noise might lead to an erroneous stenosis grading [5, 351]. Once the relevant artifacts have been detected, a systematic review of the coronary arteries in different
view and axis is necessary. The course and the branching of the main coronary arteries should be examined to verify the readability of the different coronary segments. If a segment is absent or not readable for some reason, it should be mentioned by the viewer. Then, the reader shall examine the eventual coronary anomalies with reference to their origin, extent (proximal and distal) and their impact on important cardiac structures. The reported coronary lesions should be classified with reference to their anatomic segment (B) for a clear communication of the results. Besides, the segmental position of coronary lesions have to be considered in order to estimate the associated impact on the myocardium [351]. The resulting luminal narrowing should be reported by estimating the minimal luminal diameter along the detected plaque extent. The use of MPRs views allows to visualize the lumen volume in different angles and thus facilitates the estimation of this feature. The user can use the (semi-)automated lumen contour extraction usually available on the workstation used to review the scan. Otherwise, he can define the lumen contour using manual tools. Even if the minimal lumen diameter is routinely reported in clinical practice, minimal lumen area seems to be more relevant to grade the stenosis degree. In fact, the use of minimal lumen area reduces the grading errors related to irregular shapes of the lumen which tends to bias the minimal diameter estimation. Moreover, luminal area is more correlated with the associated blood flow that circulates through the stenotic area. However, despite of the relevance of luminal area use for accurate stenosis grading, diameter based grading is still the preferred one as it allows to reproduce the same measure as the gold standard coronary angiography. Stenosis degree estimation using MDCT is still mainly visual. After visualizing the lesion in different planes and defining the minimal diameter section. The user manually selects a non diseased section at the proximity of the diseased area to be used as a reference section for stenosis quantification. Then, a qualitative visual estimation of the degree of the stenosis is reported. Reference site selection is a subsequent factor affecting stenosis grading and introducing more variability and bias between the different readers and modalities. In fact, stenosis quantification is directly related to the chosen reference sites selection approach. 3 different approaches are possible: Single reference, double references and healthy lumen reconstruction. Single reference consists in selecting one normal reference lumen section within the same artery segment to estimate the lumen narrowing. For double references selection, two non-diseased lumen sections are selected on both sides of the stenotic lumen section. A third approach consists in reconstructing a healthy lumen at the diseased point to be used as a reference site. More commonly, double references selection is used for quantitative assessment of stenosis [17]. Generally, advanced workstations offer semi-automated tools for quantitative stenosis grading (see figure 1.24). Due to the limited spatial resolution of MDCT angiography, the obtained % stenosis should be rounded to the corresponding quartile between 0 and 100% of
The different recommended qualitative and quantitative stenosis grades are illustrated in table 1.4. In addition to the stenosis degree, the type of the associated plaque should be examined and reported by the user. Since CTA does not allow a precise characterization of the anatomic pathology of the plaque, the description of the plaque should be reported as *calcified*, *non-calcified* or *mixed* plaque according to the Society of Cardiovascular Computed Tomography [351]. Thus, the interpreter should provide a final summary report containing: (1) Patient’s clinical information (sex, height, weight, ...), (2) Image acquisition parameters and quality (radiation dose, timing contrast, heart rate, artifacts, ...), and (3) Coronary findings and interpretation (stenosis location, extent, severity, plaque type, ...).
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<table>
<thead>
<tr>
<th>Luminal stenosis descriptors</th>
<th>Qualitative Grading</th>
<th>Quantitative Grading</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>Absence of plaque and no luminal stenosis</td>
<td>Absence of plaque and no luminal stenosis</td>
</tr>
<tr>
<td>Minimal</td>
<td>Plaque with negligible impact on lumen</td>
<td>Plaque with &lt;25% stenosis</td>
</tr>
<tr>
<td>Mild</td>
<td>Plaque with no flow-limiting stenosis</td>
<td>25%–49% stenosis</td>
</tr>
<tr>
<td>Moderate</td>
<td>Plaque with possible flow-limiting disease</td>
<td>50%–69% stenosis</td>
</tr>
<tr>
<td>Severe</td>
<td>Plaque with probable flow-limiting disease</td>
<td>70%–99% stenosis</td>
</tr>
<tr>
<td>Occluded</td>
<td>Plaque with total flow-limiting disease</td>
<td>100% stenosis</td>
</tr>
</tbody>
</table>

**Table 1.4** – Coronary arteries stenosis qualitative and quantitative grading using CT angiography. Adapted from [351]

1.4 Our Approach

Motivated by the need of a faster and accurate cardiac CT data analysis, we devoted our work to the development of automated tools to facilitate and simplify the diagnostic clinical framework. Our main attention was focused on offering completely automated solutions to help the clinician improve the stenosis detection accuracy using multi-slice CT angiography.

1.4.1 Context of the thesis

This PhD thesis was performed in the context of CIFRE (Industrial Conventions Research Training). It is a collaboration between the A3SI team at ESIEE Paris and the AW team at GE Healthcare. In the context of this collaboration, I held a position of CIFRE engineer at GE Healthcare since June 2011. At the beginning, more time was dedicated to my PhD activities at ESIEE including literature review, brainstorming and teaching. This also allowed to propose new techniques to solve the treated problems. Then more time was spent at GE for image processing algorithms development, and their evaluation in a clinical setting.

The collaboration with GE allowed to work on an industrial product, the Advantage Workstation VolumeShare product. I worked in particular on the Volume Viewer module. It provides a rich set of tools for multi-modality 3D image processing and visualization. To develop the proposed algorithms we utilized the associated C/C++ image processing library named the Voxtool Library. It is the commonly used library for the development of the different VolumeShare protocols. Using this environment, we provided a fully automated prototype for
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coronary artery lesions detections and quantification. The proposed prototype utilizes some existent components of image processing, such as vessel centerline extraction, while including new ones mainly related to the stenosis detection step.

Working in such an industrial and clinical context added an application-driven dimension to my work and urged me to provide result-oriented solutions. In fact, the main goal of this PhD thesis is to develop, evaluate and validate medical applications to support clinicians during the coronary pathologies diagnosis. Hence, I benefited from the available hardware/software platform to efficiently develop new techniques, evaluate them in a clinical setting and adapt the final solutions into industrial products. Therefore, in order to reach the expected level of performance for an industrial product, special care was dedicated to the validation of each proposed approach on real and representative sets of clinical data. The size of used sets varies from 10 to more than 100 images depending on the proposed technique.

Depending on the performances of state of the art tools of the used platform, I treated different problems related to the topic of coronary stenosis detection and quantification. I started with heart segmentation (chapter 1 of part II), coronary segmentation and lumen contours extraction (chapter 2 of part II) and finally focused on stenosis detection and quantification (part III). Some of this work and obtained results presented in this thesis has already been the subject of a publication [289–292]. Recent results will be published soon. Following we present the main contributions of this PhD thesis and the organization of this manuscript.

1.4.2 Our Contribution

The major contribution of this thesis is to propose efficient tools with the main purpose of aiding clinicians in CT image studies by providing more precise data (e.g. the heart volume) with qualitative and quantitative information. The most significant contributions of this thesis can be classified into four major topics: Literature review, CT image processing for coronary an efficient coronary analysis, Stenosis detection and quantification and Validation process.

1.4.2.1 Literature review

The first contribution of this thesis in the review of the recent works on the different medical image processing related topics. We have first presented an overview of the literature on cardiac CTA images processing for coronary arteries extraction and analysis. We summarized the different used vessel models and we recall the most recent ans successful approaches proposed for vessel extraction. The approaches was organized, following the target feature to be extracted, into two major categories. Each category was further refined into subcategories with reference
to the character of the employed algorithm and the level of knowledge involved in the design of
the technique. The presented approaches was commented based on the used validation process
and obtained results. Such a study helped as to better apprehend vessel segmentation related
challenges, and in our choice of techniques for solving such issues.

Subsequently, at each chapter we recall the most recent works related to the topic in ques-
tion. More details on the proposed approaches, the involved user interaction, the validation
process, the used data and obtained results are given. This allowed to compare our proposed
method to state of the art ones.

1.4.2.2 CT image processing for coronary an efficient coronary analysis

An important proportion of this thesis deals with cardiac CT image processing tools for an
efficient coronaries analysis. We propose new technical elements that deal with this fields. We
evaluate their performances and validate them on clinical cases.

First, we propose a fully automated heart segmentation approach in chapter 1. Unlike most
of previously presented approaches, this method segments the heart as a compact object. The
extracted volume can be used in a variety of medical applications such real-time interventional
procedures guiding, radiotherapy treatment planning and heart cavities investigation. The
heart volume can also be used to reduce the required effort and time for cardiac CT data
analysis by providing an accurate and fast visualization of coronary arteries.

One common issue with heart segmentation is the elimination of obscuring structures with
common appearance proprieties, like the liver. In fact, non constrained segmentation failed
to separate the heart volume from the liver because such regions suffer from week or absent
boundaries. We utilize a geometric model of the heart to extract a first approximation of the
cardiac volume and constraint the segmentation around challenging regions. The heart can
be roughly represented by 3D ellipsoid. Previous work using such model, proposed predefined
geometric model to represent the heart, with fixed axis or size. However, such a choice is not
suitable because of inter-patient variability of the heart size and shape. In order to overcome
such limitation, we propose to extract the ellipsoid that fits the best a set of points on the heart
surface by using a minimization scheme of the weighted least squares residuals. The obtained
approximation is further refined to extract the final heart segmentation. We demonstrate
the usefulness of this model to correctly extract the heart volume and eliminating obscuring
structures (figure 1.25), on a large database of cases in a quantitative and qualitative manner.
This work has been presented during the ICIP conference [289] and published in the IJCARS
journal [290].
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Figure 1.25 – 3D rendering volume of a diseased heart with several severe stenoses (>70%) caused by soft, calcified and mixed plaques (showed by the arrows). (a) The original volume. (b)-(d) The isolated heart volume allows a robust visualization of all the pathological coronary segments.

To further improve the visualization of coronary arteries, we propose a novel approach for coronaries enhancement and extraction in section 2.2. It takes advantages of the recently introduced technique for linear structures enhancement; The Robust Path Openings [92]. This allows to overcome the usually used Hessian based filter limitations as the scale and local variation dependency. Then, to extract the coronaries connected components in the enhanced volume, we use a new shape-space based morphological filter by combining appropriate attributes. Preliminary results show that the proposed approach is robust against noise and is very promising for coronary arteries extraction. Further improvements are planned in order to provide a tool for coronary tree segmentation useful in a clinical context.

Our contributions in automated coronary analysis also encompass coronary arteries lumen extraction. In section 2.3, we present a statistical based approach for accurate lumen extraction. The proposed approach delineate the lumen contours by using patient specific statistics in order to exclude coronary lesions from the extracted volume. The method is evaluated using the online evaluation framework presented in [215] and provide state of the art performances. It can be used for an accurate extraction of coronary stenosis and quantification with high confidence.
1.4.2.3 Stenosis detection and quantification

In the context of coronary lesions detection and quantification, we propose two different automated approaches. The first method relies on the vessel lumen segmentation and quantification to extract stenotic regions candidates based on the lumen area profile (Chapter 2). This set is further processed to eliminate erroneous detections by analyzing intensity and geometry features. This approach was submitted to participate to the Coronary Artery Stenoses Detection and Quantification Challenge and ranked third during the on site challenge. This work was published in the challenge proceedings [291].

In chapter 3, a second approach for stenosis detection and grading, utilizing machine learning, is described. The main motivation of this work is prove that learning based approaches are able to overcome the limitation of rule-based techniques for detecting all coronary pathologies types (using one single approach). In fact, such explicit approaches usually detect stenoses based on lumen segmentation. This makes the robustness of the detection approach tightly conditioned by the segmentation step accuracy. We used intensity-based and geometric features that best captures the different stenosis configurations at variant scales. A large set of features are tested and evaluated on the training database using a cross validation process. Only meaningful and discriminant ones are kept. A major limitation for previous works using machine learning approaches is the use of a vessel pattern with pre-determined size and shape. In order to ensure a rotation and scale invariance, we designed a deformable vessel pattern with variable size and direction. This allows to the shape model to include the local vessel volume while ensuring that the surrounding tissues are excluded.

The proposed algorithm was evaluated and validated using the online coronary stenosis detection and quantification framework [215]. Furthermore, it was extended and improved in order to reduce false detection amounts. Finally, a fully automated prototype was developed based on this approach. Quantitative and qualitative evaluation results on a GE database show that the tool can be used as a first reader to quickly highlight and grade coronary severe stenoses (figure 1.26). This work has been presented during the SPIE conference 2013 [292].

1.4.2.4 Validation process

Finally, a significant effort was dedicated during this thesis to the evaluation and validation of the different proposed algorithms, in a clinical context. The automated heart extraction segmentation was qualitatively and quantitatively validated on 133 healthy and pathological CT cardiac images. For the quantitative validation, we compared the automatically extracted hearts to ground truth manual segmentation. Therefore, we used volume-based and distance-
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Figure 1.26 – Automatic Stenosis detection on two diseased branches from two different cases: Patient 08 (First row) and Patient 14 (second row). 3D View of the artery coronary tree with marked detected stenosis (left), Lumen view of a diseased branch showing the probability profile in green with a peak at a severe stenosis (right).

Based validation methodology as described in section 1.4.3. Subsequently, an expert has visually inspected the segmentation result on a subset of the database. This required the design of an appropriate measurement methodology to quantify the approach performances. The proposed metrics are designed with reference to accuracy criteria, detailed in section 1.4.3.2.

We have extensively used the online evaluation framework for coronary arteries segmentation and stenosis detection quantification [215] to evaluate different proposed approaches (i.e. lumen segmentation technique, stenosis detection and quantification). The major asset of this framework is that it offers a common representative database allowing to fairly evaluate a new approach and compare it to state of the art methods (that have been submitted to the framework). It uses common validation measures to quantify the algorithm performances. This is very interesting in order to be able to judge a new algorithm. Eventually, the framework suffers from some limitations but it is the only publicly available tool for this purpose until now.

Furthermore, to provide a more qualitative evaluation of the cardiac lesion detection prototype, we designed our own metrics that allow to assess the amount of correctly classified
coronary arteries. Therefore, we used a local 31 CT exam database coming from a GE CT scanner. The major challenge of the task of designing an assessment metric is to accurately translate the target performances expected by the clinician into a measurable quantity. Therefore, an interaction with experts and the product users are mandatory to efficiently design such metrics. Moreover, we believe that for an accurate evaluation and validation of a given approach intended to be used in a clinical context, both quantitative and qualitative evaluation should be performed. In fact, although a quantitative evaluation allows to rapidly compare the proposed algorithm results to a given ground truth on a large database, it does not provide a precise assessment on the segmentation quality. Only an experimented expert, based on a visual inspection, can judge if a segmentation result is satisfactory or not, with reference to the clinical context needs. We thus believe that both of the evaluations must be performed for any algorithm dedicated to clinical use.

1.4.3 Thesis Outline

The content of this thesis addresses the problem of coronary artery analysis and lesions detection, and related topics:

- **Part 2**: Presents algorithms for automated cardiac CT images segmentation. This part is divided into two chapters. Chapter 1 presents a fully automated algorithm for heart volume extraction based on geometric model fitting. We first review and compare most recent works dealing with this issue. Then, the algorithm is described. Finally, details of the validation process and qualitative and quantitative evaluation results are presented. Chapter 2 of this part deals with coronary arteries detection and lumen segmentation topics. A review of the related literature is proposed. Approaches are divided into two distinct categories based on the input knowledge used in the proposed algorithm. Then, we propose a new approach for coronary arteries segmentation based on robust path openings and component tree filtering. Preliminary results of this approach are presented and discussed. Afterward, we present and discuss a statistical based technique for vessel lumen segmentation improvement. This technique allows to take into account the intensity variability between patients and along the vessel. Validation on the online Rotterdam evaluation framework shows that the approach provides an accurate segmentation of healthy and pathological vessel lumen.

- **Part 3**: Presents methods for automated Coronary arteries stenosis detection and quantification. In chapter 1 of this part, we review the details of previous work on coronary
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**Figure 1.27** – The overall automated coronary stenosis detection and quantification flowchart.

lesions detection and quantification. We also present the evaluation framework used to validate the two approaches, and compare our results to state of the art methods. Used material and evaluation metrics are explained. In chapter 2, we present a two-stages automated coronaries stenoses detection. Based on the vessel lumen segmentation, stenosis candidates are extracted. Furthermore, false positive candidates are removed by combining local intensity and geometric features. This approach ranked third during the Rotterdam Coronary arteries challenge held during the MICCAI conference (2012). In chapter 3, we investigate a new approach for stenosis detection and quantification based on Random Forest. A set of variant features is tested. Parameters optimization and performance evaluation using the Rotterdam online framework are presented and discussed. Finally, this approach is extended and adapted to present a fully automated prototype for severe stenosis detection and grading.

The different parts and chapters are organized following a logic flowchart of an automated tool for stenosis detection and quantification as presented in figure 1.27. In the context of this thesis, we did not focus on the problem of centerline extraction. The first part is dedicated to preliminary processing needed for an automated coronary arteries lesions detection: This includes heart mask extraction and coronary arteries detection and segmentation. The following part, presents the work on automated stenosis detection, using some of the work presented in previous chapters. Each part is organized in an independent way (Introduction, review of literature and background, methods, results and discussion) and can hence be read independently from the others. However, we encourage the reader to follow the proposed organization of the manuscript for a better comprehension.
Chapter 2

Cardiac CTA Processing for Coronary Arteries
Analysis: A review

The core of the different practical applications in medical imaging is vessel segmentation. In fact, this processing is required for visualization systems, vessel diagnosis and even in therapeutic tools such as computer-guided surgery. However, vessel segmentation is still an open problem even if many methods have been proposed depending on the image modality, the user interaction required, the prior knowledge on vessels we aim to extract and many others factors. Vascular structures segmentation has turned out to be a very challenging task, even when a contrast agent is injected to improve the image contrast resolution. The major difficulties include:

- The vessels intensity: Overlap with other nearby anatomical structure such as bone for high contrasted vessels or muscle for low contrasted ones. An other problem is related to the intensity inhomogeneity within the vessel itself, i.e MRA cases.
- The intra-patient variability of vessels’ topology and appearance characteristics.
- The presence of pathologies such as calcifications, aneurysms and tumors besides some implants such as stents and bypasses.

The manual segmentation is a tedious and time consuming task. It is also user dependent and error prone which makes it impractical for routine clinical practices.

A general vessel extraction scheme contains usually three main steps: 1) A pre-processing step to simplify the image content and improve the image quality, 2) A pre-segmentation step to reduce the region of interest and approximate the localization of vessels, and 3) A vessel features
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extraction step aiming to define the vessel volume and quantify some relevant characteristics (e.g. centerline, lumen contours, lumen radii). The extracted features depend on the complexity of the target task. For instance, for simple and rapid visualization tasks only the vessel volume is necessary. Meanwhile, for computer assisted diagnosis tools more detailed information is needed as the vessel centerline, the lumen contours and the vessel radii.

Hereafter, we will briefly present and discuss some of the proposed schemes bases for vessel segmentation from 3D angiography data, ranging from interactive to fully automatic approaches. The first section 2.1 is dedicated to the pre-processing step aiming to improve the vessel segmentation results. In this part we will discuss approaches for image quality enhancement and noise reduction. In section 2.2, some of the pre-segmentation steps used to extract region of interests and roughly approximate the target structure are detailed. Finally, we will focus on vessel features extraction schemes. We will first review the most used vessel models defined to segment vascular structures in 3D data sets. Then we will discuss the approaches defined to extract the vessel. Two categories are hence identified: 1) Centerline extraction dedicated approaches and, 2) Vessel volume and contours modelling.

2.1 Image Pre-processing

2.1.1 Downsampling

3D angiography results in a tremendous amount of information that needs to be simplified. Downsampling could be performed to accelerate the processing and reduce the memory use without losing the accuracy of the image, as in [152, 299, 464]. In their work on carotids extraction and stenosis grading, Wong et al. [464] down-sampled every image slice by a factor of two to save computational power, hence images are resampled to a resolution comparable to their real in-plane resolution. In [152], downsampling is performed after an inspection of the image spectra as shown in figure 2.1 to be sure that this pre-processing step can be performed without loosing information.

The main motivation behind 3D angiography pre-processing is to simplify the amount of information embedded in such images. An other goal of image pre-processing is to increase both the accuracy and the interpretability of the digital data during the image processing phase by denoising or/and filtering the image. Improving the image quality could be done by reducing the noise while preserving the vessels or enhancing the vascular structures while avoiding noise amplification.
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Figure 2.1 – Log-spectrum of a 512x512 image slice. The spectral power can be found in frequencies less than $\pi/2$. Hence, one can downsample by a factor 2 without losing information. Illustration from [152]

2.1.2 Image filtering for noise reduction

Noise is a common problem for all imaging modalities especially CT angiography. Classical denoising approaches, based on an assumed model of the noise, process isotropic filtering and thus removes not only the noise but also the small objects and is not suited for vessel segmentation applications. A robust NL-means algorithm was proposed in [125] and used in [506] to remove the noise from the 3D CT image. To cope with this issue, a family of vessel-dedicated anisotropic filters were also defined [34, 84, 106, 227, 263, 340, 341]: The main idea is to process the filtering locally in the direction of the linear structures (vessels) in order to avoid blurring the boundaries and to preserve small objects. For this we need to define the orientation of the objects first. Several works related to this topic could be found: In [227] and [279], the direction of the least curvature were used to carry out the anisotropic diffusion. Structure tensors [340, 452] and gradient flux [229] were also used to define the local anisotropy of the data. Morphological approaches could also be used to extract the diffusion direction: in [432] this direction is defined to be the one giving the strongest response to a crest detection operation using linear structures.

2.1.3 Tubular structures enhancement

Numerous filters were proposed for vessel enhancement and noise reduction. This includes derivatives filters as proposed in [222] and in [344], and mathematical morphology based filters as proposed in [457, 484]. Additionally, the well known Hessian based filters were widely
used as vessel enhancement filters. According to defined shape models, those filters exploit the Hessian eigenvalues to discriminate between plane-, blob- and tubular-like structures [149, 231, 255, 261, 373]. In [393], the vesselness measure were used for the pulmonary arteries segmentation. Wang and Smedby uses this approach to enhance the coronaries centerline [443]. As an alternative for the second order derivative analysis, we can cite the structure tensor analysis based on the exploitation of the covariance of the image gradient vectors [11, 12] or the spherical flux based filters proposed in [240, 241]. Other enhancement filters are derived from mathematical morphology such as the top-hat filter from [484] or the technique proposed in [457] and based on the application of an elongation criteria to the connected component tree of the grey scale image. The recent work of Tankyevych [411] is a combination of the Hessian matrix analysis and morphological filters to enhance vascular structures. The filter processes a vascular structures reconnection by applying morphological closing guided by the Hessian-based direction information.

Other approaches based on the voxel values redefinition were proposed in order to enhance vessel structures and remove eventual noise. Voxel value normalization were used in [406] to reduce common artifacts of CT scans such as variation of contrast between neighboring slices. The idea is to map all the slice voxels with max(0, l + \mu - l), l being the low boundary of the heart intensity values and \mu the mean value of all voxels greater than l. A smoothed image \nu_1 is obtained by applying a \sqrt{2} width Gaussian filter to the resulting image. A Gaussian look up table was used in [299] to enhance bright structures in the CT image 2.2.

In general, efforts have been intensively dedicated to design vessel-specific schemes aiming to enhance thin and tubular structures while reducing noise and irregularities. For a more comprehensive review and evaluation of the denoising methods and vessel enhancement approaches one can refer to [66, 286, 402].
2.2 Image Pre-segmentation

Working on the initial 3D data involves processing a huge amount of non-useful information and thus slowing down the processing and inducing false positive detection. Therefore, several works proposed approaches of image pre-segmentation to simplify the image content and approximate Region of Interest (ROI). For this purpose prior anatomical knowledge is required for a rough localization of the structure of interest. Some other efforts were dedicated to remove abnormalities before processing the data in order to increase the robustness of the proposed approach against false positive detections. Image pre-segmentation could also be considered to extract some information about the target structure in order to automate the whole processing system.

2.2.1 Delineation of anatomical region of interest

The first approach for ROIs selection is the definition of anatomical masks. For instance, several works focused on automatic or semi-automatic heart mask delineation for coronaries segmentation. Intensity information was directly exploited for this purpose in [470] and [78]. In [78], the heart mask was extracted based on a combination of thresholds of the heart densities (i.e. corresponding to the different cavities) and a set of morphological operations [386]. A more sophisticated approach is to apply the threshold on a mixture probability map extracted from vessel enhanced images [11, 12, 393] or estimated through Expectation-Maximization of a probabilistic model as in [155, 176]. In [219] the gradient information was exploited to process a 2D model balloon inflation for detecting the heart wall. Florin et al. [143] used an algorithm driven from the graph cuts optimization technique with a shape constraint to segment the heart surface [50]. More sophisticated approaches for heart mask extraction for coronary arteries analysis are detailed in section 1.1.2.

For pulmonary arteries extraction, lungs mask extraction was performed in [393] based on thresholding and labeling. Anatomical atlas-based approaches could be employed to define ROIs in medical imaging when reliable statistical information is provided, as performed in [337] for brain vessels segmentation. A more precise mask of the vascular structure were defined in [184] using a seeded region growing approach to segment the vessels as well as eventual calcified plaques.

ROIs could also be selected by removing all the structures that do not match to the target anatomy. In the context of coronaries detection, removing the lungs from the working volume was an easy alternative to reduce the working volume and thus reduce false positives. In [406],
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**Figure 2.3** – The original image (left) is filtered using a greyscale threshold and an island removal algorithm, the result is a vessel with a hole inside (middle). An opening operation removes the vessel wall behind the calcifications (right). Illustration material form [453].

Lungs removal was done by applying a second order Gaussian filter to the original image $\nu_1$ with a width of $6\sqrt{2}$ thus obtaining a second images $\nu_2$. A final image $\nu_3$ is obtained by setting to 0 all the voxels of $\nu_1$ having a value less than 0.5 in $\nu_2$. Krissian et al. [232] removed the lungs vessels by processing a set of thresholding and morphological openings on the initial image. In [464], irrelevant regions are excluded to speed the extraction of carotids centerlines and stenosis detection. Hence, each dataset is cropped to a rectangular region including the three main carotid segments of interest. This rectangular region is defined based upon the three given input points, marking the extremities of the three segments, and their centroid.

### 2.2.2 Abnormalities removal

Some pre-segmentation schemes includes removing abnormalities from the original data in order to increase the robustness of the proposed method. For instance, in the context of coronary lumen segmentation, calcifications exclusion is one of the pre-segmentation goals in order to avoid including them within the final vessel lumen. With refer to their appearance model (very bright structures) a simple way to extract them would be a simple thresholding [152, 453]. Similarly, calcium was removed from Cardiac CT in [78] by darkening the corresponding voxels, i.e. above a defined threshold. A seeded gray-scale thresholding was used in [453] to set vessel out-range voxels values to 0. For this purpose two thresholds (High and Low) were defined based on the start point value. Calcifications were so excluded by first applying an island removal filter on the precedent volume and then an opening operation to eliminate calcification borders (fig. 2.3).

### 2.2.3 Seeds extraction

Pre-segmentation could also be used to automatize the extraction process by initializing it without the user interaction. In [219], starting points for a tracking process to extract the coronaries were detected by an automatic extraction of the 2D aorta section (Hough transform)
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Figure 2.4 – The core point sets corresponding to the centers of intensity plateaus in 2D [406]

Figure 2.5 – The 3D heart model (left) matched to a Cardiac CT data (middle). The coronaries search regions defined using the four landmarks $A_1$, $A_2$, $R$ and $L$ [483]

then applying a propagation algorithm to detect the ostia points (depart points of the LCA and RCA from the aorta). Robust maxima were also selected as seed points for tracking approaches as in [248]. Similarly, in [405] initial point candidates, for a graph-based workflow for coronary segmentation from cardiac CTA, were obtained as local maxima of intensity. Centers of intensity plateaus in two dimension slices were selected as an initiation for vessel centerline points in [406](see figure 2.4). In [143], rays are cast from the heart center to detect the intensity peaks likely corresponding to the coronaries points.

In [483], a 3D model of the heart is matched to cardiac CT exams for detecting the approximate position of the heart. Based on this information and a symmetry measure, candidates for coronary artery seeds (RCA and LCA) are calculated inside a defined region of search (see figure 2.5). An automatic seeding algorithm for coronary arteries segmentation is presented in [443] including rib cadge removal, ascending aorta tracing and an initial seeding of the coronaries. Aorta segmentation was also performed to define the initial direction points for a tracking algorithm in [78].

Pre-segmentation approaches, if well performed, allow the reduction of the false positive and
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the computation cost. However, most of those methods are pixel-wise based and so they are prone to failure by generating false negative, false positive and disconnected results. Topological properties and spatial coherence could be embedded to improve their outputs.

In the next section, we propose to review the most popular and meaningful vessel models introduced in the literature to represent vascular structure in medical images. The proposed models are generally designed to capture the vessel features.

2.3 Vessel modeling

Vessel segmentation represents a wide area of medical image analysis and visualization literature that has attracted the interest of the image analysis society. In fact, a large number of works related to vascular structures segmentation in CTA and MRA data have been published. Proposed algorithms varies from general image segmentation techniques to specific vessel model-based extraction approaches.

Prior information on the target structure could be assumed and embedded in vessel models to facilitate the extraction task. In the last decades, the increasing knowledge about human anatomy and the continuous improvement of medical imaging have allowed to get precise information about the target organ such as appearance properties, shape and size. In fact, vessels appears as bright tubular structures in contrast-enhanced angiography (CT and MRA). Those two properties have been encoded in more or less complicated models. Hereafter we will briefly discuss those models based on their complexity: Simple Models (including intensity and geometry models) and Hybrid Models (combining the two kinds of information).

2.3.1 Intensity Models

The first exploited prior information on vessels is their theoretical appearance in contrast-enhanced angiography (CT and MRA). In fact, in this modalities vessels are bright structures surrounded by darker background. The information about the specific vessel intensity ranges was directly embedded to extract vessels in several works \([45, 219, 230, 406, 453]\) in CT angiography. Passat et al. \([337]\) used two adaptive thresholds to segment vessel in MRA brain images. However, it is difficult to guaranty the steadiness of the contrast agent homogeneity along the hole vessel structure and concentration for the different patients. An other problem related to the MRA modality consists of the variability of the blood flow along large vessels which results in variable vessel intensity. To cope with this problem, some authors proposed to exploit the theoretical statistical distribution of the intensity inside the vessel rather than
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Figure 2.6 – Examples of vessel intensity models: (a) Results of applying different threshold values to segment the right carotids volume. Illustration from the work of Boskamp et al. \[45\]. (b) Intensity plots of orthogonal 2-D slices through vessels with different sizes in 3-D MR images, and their corresponding generated 3-D images using the cylindrical intensity model as proposed in \[467\].

the density values with refer to the image modality properties. This distribution was modeled in MRA images especially by a Gaussian model as in \([88, 174, 176]\). A linear combination of discrete Gaussians was proposed in \([133]\) to deal with laminar and turbulent blood flow near to pathology. Chung et Noble \([89]\) modeled the vessel intensity distribution using a Rician model. A 2D cylindrical parametric intensity model was proposed by \([468]\) to represent the intensity distribution on the cross section of the vessel. The model was fitted to the image using a Kalman Filter. Some papers proposed also a distribution model for CT modality such as Cauchy \([11]\) or Gaussian \([144]\) models.

To more precisely characterize vascular structures, some approaches define a mixed model considering information on the vessel structure and surrounding tissues. Local neighborhood intensities are considered in a spherical polar coordinate system in order to capture the common properties for the different types of vascular points in \([349]\). The more intuitive mixed model assumes that vessels are brighter than their background \([144, 378, 425]\) with constant intensity values. Statistical mixture were proposed to improve the result of this approaches and model both of the vessel and background in a more accurate way \([119, 176, 277, 475]\). Because of the possible presence of vascular pathologies, the explicit assumption on the homogeneity of the background would fail. Schaap et al. \([377]\) assumes that vessels are more homogeneous than their background which allows the improvement of the results near the pathological regions.

Because of their dependency on the image modality and the weakness to correctly model the vessel in the presence of artifacts, pathologies or loss of signal, appearance models could not be reliable for accurate vessel segmentation tasks.
2.3.2 Geometry Models

The second property of vessels are their characterizing shape. In fact, vessels have always been modeled by thin elongated tubular structures in 3D angiography. Depending on the target application, those models take in account different specific geometric properties. In the literature, vessels have always been described using two different features: Their surface and their main axis (i.e. centerline). Hereafter, we will distinguish between geometric models designed for the vessel surface and those for the vessel centerline.

- **Surface Model**: Vessel wall could be modeled based on its local tubular shape. This assumption was exploited to extract the vessel borders by 3D or 2D models. A cylindrical model was proposed in [149] to enhance vascular structure. A more general model was introduces in the work of Sato et al. [373] including elliptical shapes. Deformable models were used to fit an initial curve to the vessel surface based on the regularity assumption of the vessel surface to define the evolution forces. The vessel wall was extracted by using a 3D B-spline in [147] and [146], and an active shape model in [103, 104, 299]. An other approach was to extract the vessel surface by defining a 2D cross section models. Circular, elliptical and star patterns were proposed to extract the 2D vessel contours in [326, 460] as well as parametric curves used in [185, 256]. Further discussion of those techniques are presented in the section 2.4.2.2.

- **Centerline Model**: In some works the vessel structure was modeled by a 1D curve: the centerline, i.e the centered curve inside the vessel lumen. In fact, the centerline has become a powerful tool in various applications such as visualizing tasks or pathology detection. The most intuitive way to reduce a 3D structure to a 1D presentation while preserving its topology is the skeletonization. Several works has been presented dealing with this topic based on the definition of medial axis [38], the distance map transform [46] or the Gradient Vector Flow as in [26, 175]. The definition of simple points [33] helped to exploit a new approach of skeleton extraction: the Morphological Thinning [43, 46, 335]. The centerline is obtained by removing all simple points from the vessels volume with respect to some defined constraints. Parametric models such as B-splines [46, 147] and cardinal Splines [466] has been proposed to represent the vessel centerline. In [147], an initial curve was fitted to the image driven by the hessian eigenvalues analysis. Prediction Schemes relying on assumption on the local regularity of the vessel centerline were designed making possible the estimation of the next vessel position and attributes only based on the previously extracted ones. In [467], the Kalman filter is used to predict
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the direction and radius of the vessel from previously estimated values in a tracking process. However this approach would fail because of the characteristics of vessels such as high curvature regions, abrupt radius changes and bifurcations. In fact, stochastic schemes has been presented as an alternative to this solution allowing to deal with the non linear changes eventually present during the tracking process. Florin et al. [142, 144] has designed an extraction scheme using the Particle Filter (The Sequential Monte-Carlo Technique) considering this filter as a direct tracking approach. The Markov Marked Point Process was adapted in [237] to vessel extraction. The vessel was defined as a set of piece-wise linear segments randomly initialized on the image and evolved through a reversible jump Markov chain Monte-Carlo scheme. However, despite of the accuracy of the result these approaches offer, they are still not suited for today’s clinical standards because of their high computational cost.

Some approaches combines surface and centerline models to modelize the vessel. The vessel wall contour is represented with respect to the centerline curve using generalized cylinders [35]. The vessel wall is hence represented by 2D cross section contours defined along the vessel centerline. Geometric models of the cross sectional contours are the same mentioned above. There exists different ways to define the generalized cylinder by combining different curves and cross section patterns. Some models are rigid and do not allow a great variance between the 2D cross sections as the straight homogeneous generalized cylinder model presented in [487]. Some other extensions of generalized cylinders handle curved centerlines and varying cross section shapes as in [325]. To enhance the 3D coherence of the object and avoid torsion artifacts and other limitation to the 2D cross section model of the vessel wall, some authors proposed to modelize the vessel surface using a 3D surface evolving from the vessel axis. In [146], the vessel wall is modeled using a 3D B-spline that evolves to fit the vessel wall starting from the vessel centerline. A similar approach is proposed in [307] where a 3D active surface is used instead.

2.3.3 Hybrid Models

Hybrid models were designed to combines both appearance and geometric information about the target vessel.

As vessel are highly variable structures, hybrid models aims to locally describe the vessel shape while modeling the intensity distribution inside the approximated shape. Usually, radial variation in the cross section of the geometric model are used to describe the intensity distribution. In practice, parabolic profiles [399] and Gaussian like profiles [231, 359] are used to approximate the intensity variation. Bar-like profiles are proposed in [41, 222] to describe the
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plateau-like radial intensity profiles especially of large vessels. However, such profiles do not consider blurring and partial volume effects. To deal with this limitation, authors proposed to use modified bar-like profiles by using Gaussian-based error function to estimate such effects as in [231, 467, 469].

Similarly, a common strategy to detect vascular structures, in the literature, is the use of second order derivatives of the image intensity. By analyzing the local image geometry, vessels are identified as bright tubular structures showing an orientation with a low curvature (i.e. the vessel direction) and a plan with high curvatures (i.e. the vessel cross section). Therefore, a fair amount of works have been dedicated to define tubular structure patterns using the Hessian matrix [149, 256, 261, 267, 373, 393]. All these works define filters using the Hessian eigenvalues to enhance vascular structures. In [149], the authors proposed a shape space based on the second order variation of the image intensities as shown in figure 2.7. The hessian-based vesselness measure proposed in this work is considered as the most used hybrid template to model vessel structures. Similarly, Sato et al. [373] defined a vesselness function using the relative variation Hessian eigenvalues. An other shape space has been defined in [185] using the inertia moments. Similarly to Hessian based filters, the proposed vesselness filter is designed using ratios of the eigenvalues of the inertia matrix.

An other hybrid vessel model family includes the use of 3D geometric structures with an associated local intensity model. In [425], the authors proposed local superellipsoids to describe the vessel local geometry using a piece-wise constant intensity model. Similarly, in [152] 3D cylinders are used for modeling the vessel shape combined to a linear Gaussian appearance model. Contrary to the previous image tensor-based approaches, the model parameters are explicitly optimized locally.

Hereafter, we will briefly present and discuss the main approaches proposed to extract vascular structures features using CT and MR angiography.

2.4 Vessel features extraction

As mentioned previously, vessel segmentation is a feature key for advanced angiography analysis and computer aided diagnosis tasks. Therefore, a large number of approaches have been published to deal with different vessel segmentation challenges. Several reviews of vessel segmentation approaches exists in the literature. One could refer to the two works [214] and [250]. Despite the continuous efforts to propose a clear and comprehensive classification of vessel segmentation and extraction methods, this task is still very challenging regarding the complexity
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Figure 2.7 – Shape space from [149] and [261] defined based on the Hessian matrix eigenvalues variations. Vessels are typically matched to the bright string prototype. Illustration based on material from [261].
of the proposed approaches. The classical categorization schemes focus on the employed algorithm characteristics rather than the employed vessel model or the target features. In the review proposed by LESAGE [250], vessel segmentation approaches are analyzed based on three aspects: The hypothesis made on the target vessel model, image information used to extract the vessel, and the segmentation techniques employed to obtain the final segmentation results. This classification seems to present the most complete way to categorize the different works. However, it results in a complicated networks making the analysis of a vessel segmentation approach not straightforward as an algorithm may combine different techniques related to the three aspects. In fact, the concepts of vessel models and image features could be confused when trying to categorize a new segmentation algorithm. A possible categorization scheme could be based on the information level that the proposed algorithm provides. High level segmentation techniques would refer to approaches that offer only a rough segmentation of the vascular structure such as thresholding and region growing based algorithms. Low level extraction techniques include algorithms that provide more precise information about the target vessel such as the vessel centerline, the lumen radii and other quantitative information.

Hereafter, we provide a brief review of vessel segmentation and extraction techniques. We propose to separate the segmentation algorithms into two main classes based on a simple observation. A vessel can be easily presented by two basic features: a centerline that describes the vessel path, and a contour delimiting the vessel volume. Depending on the target task, one could classify an approach to one of the previous categories. For some schemes, one single approach may provide both tasks by combining two techniques. Typically such a scheme could be designed as following:

- A first step of vessel segmentation followed by a step of centerline extraction from the vessel segmentation

- A first step of vessel centerline extraction followed by a second one of vessel surface extraction

- One single step of iterative centerline points detection and vessel cross section extraction

Furthermore, each category will be organized on sub-categories depending on the knowledge level involved in the design of the proposed approach as well as the character of the employed algorithm. Because of the large number of works dealing with vessel segmentation challenge, we are not able to list all the published method. We will present some of the most used ideas to illustrate each class.
2.4.1 Centerline extraction

The computerized assessment of cardiovascular diseases is strongly dependent on the extraction of the vascular tree centerline. In fact, vessel centerline is the foundation of some advanced visualization techniques such as the curved views and multi-planar views (see section 1.3.2.2). Besides its importance for visualization tasks [24, 70], vessel centerline is necessary for accurate measure of the vessel lumen diameter and automatic quantitative analysis such as stenosis or aneurysm grading and plaques volume measuring.

In the literature, we can distinguish between three main approaches for vascular (tubular) structures centerline extraction: 1) Optimal paths extraction methods aiming to find an optimal path between two (or more) seed points, 2) Tracking algorithms operating locally to extract the vessel centerline based on the local structure geometric specificity (e.g. tubularity, orientation) and 3) Skeletonization of a pre-segmented vessel mask.

2.4.1.1 Optimization Approaches

Several authors proposed the use of optimal cost path approaches on the original or pre-filtered image to (semi-)automatically extract vessel centerline. Indeed, the problem of vessel axis extraction can be expressed as the definition of an optimal path in a weighted graph modeling the image voxels, as well as their neighborhood relations and intensity. However, the centerline correct location is favored by the design of appropriate cost metrics to be optimized. Optimal cost path approaches need the definition of at least two points (e.g. the vessel extremities). Such start and end points might be defined manually by the user or extracted automatically using image segmentation or pattern recognition approaches. Moreover, some subsequent user-interaction can be added to guide/correct the vessel centerline in challenging configurations (e.g. presence of plaques, moderate image quality).

The minimal path could be extracted with the standard minimal path search technique: the Dijkstra Algorithm [117] for the discrete $L_1$ path optimization schemes [170, 334, 461]. However, the limitation of this approach is its discrete nature which could lead to metrication errors. An alternative for the continuous formulation of the minimal path problem was the optimization schemes based on the fast-marching algorithm [388]. It approximates the Euclidian cumulative cost, yielding sub-voxel accurate paths. This approach was applied in [109] with a proposed heuristic to obtain a centered path inside the vessel (see figure 2.8). In [230, 232], the centerline was extracted using a fast marching starting from the end point of the vessel to the root followed by a backtracking of the front propagation using the local intensity gradient of the geodesic distance transform. The level-set approach has been generalized to avoid the backtracking step.
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Figure 2.8 – Vessel centerline extraction using fast-marching optimization. Comparison of the two paths obtained using a normal (a) and a centering (b) potential. Illustration material from [109].

in [268]: The algorithm directly provides the geodesic path as the zero-level set of a higher dimensionality function (co-dimension two).

As mentioned before the design of an appropriate cost metric to be optimized is crucial for a robust centerline extraction. Several metrics has been defined for the minimal path computation in the context of centerline extraction. In [415], a Medialness measure based on multi-scale cross-sectional vessel modeling and boundary measure was defined [228]. The vessel axis is then extracted by a minimal cost path search on the medialness image between two given points [109]. Similarly, the Dijkstra algorithm was used in [170] with a medialness based cost function. A distance map was computed in [428] for the minimal path extraction. Zhang et al. [490] proposed a cost metric defined from the Sato vesselness measure. The path is then extracted using a live wire algorithm. In [118], an Axial Symmetry Image was constructed using a two stage hough-like election to enhance axial symmetries. The centerline is extracted by searching the minimal path between a supplied distal point and a point on the aorta in the symmetry image. Furthermore, Li and Yezzi [252] and Wink et al. [462] proposed minimum cost path techniques in which scale is included as an additional dimension in the cost image. In [461], the proposed method is an extension of the minimum cost path search based on a multiscale vessel enhancement filter [462], but propagates the wave front through the filter response at a range of scales instead of through the maximum response of the filter, thus, inherently providing scale selection.

Minimal path approaches are usually employed in interactive frameworks. In fact the process needs the definition of start and end points for each vessel segment. To cope with the end point definition, some works defined automatic stop criteria. One can cite, for example, the heuristic thresholds on the medialness values in [415] or the exploitation of the geodesic distance increase rate to stop the propagation in [109].
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The whole vessel tree could also be extracted using the minimal path approach to extract the different vessels and then merge the resulting paths in a single tree. The different paths could be backtracked to a proximal single seed as in [170]. The geodesic voting is an approach relying on the assumption that vessels axis converge in a highly anisotropic region. This approach helps selecting the accurate vessel centerlines located in a high path density region [299] (see figure 2.9).

Despite their low theoretical algorithmic cost, the practical computational cost of the minimal path search based methods could be a limitation for their clinical use. The choice of computing the path starting simultaneously from both sides could reduce this cost.

Other optimization schemes for centerline extraction rely on model fitting with respect to the images’ embedded data. Frangi et al. [147] proposed a fitting approach based on an initialization of the vessel axis as a geodesic path on the vessel wall and the attract this path inside the vessel using the vesselness values. The cardinal spline were preferred in [465] for their intuitive geometrical behavior. The robustness of this approach is highly dependent on the defined model and thus the local minima issues tending to affect the optimization process could be mitigated.

2.4.1.2 Vessel Tracking

Centerline tracking algorithms works locally without pre-processing the whole image. In fact, such approaches define the centerline as a self-contained structure and do not require any preliminary image processing step. The main idea of a tracking approach is to extract the object of interest (e.g. the centerline) by iterative prediction and correction steps. Starting from a seed point inside the vessel, a candidate point is predicted using an estimated vessel direction. The vessel direction might be determined using a ray casting approach [460], model fitting [153] or vesselness measurement [261]. The new position is the defined by moving forward with a predefined step. The step could be fixed or depend on the vessel scale, and hence is adjusted locally in order to avoid getting out the vascular structure. The predicted position is
then adjusted using some medialness or vesselness measure, and added to the vessel centerline. The centerline extraction is usually performed while traversing the vessel by looking to the 2D orthogonal plane to the current vessel direction. Vessel models (intensity or geometry) could be used for centerline points and direction prediction and correction.

**Prediction process** consists in the search of the next vessel center and direction. The estimation of the new position is highly constrained to the new direction choice. In fact, forwarding in a wrong direction could lead to tracking failure and premature ending of the process. The new vessel direction is predicted referring to the image features or geometric models. From a given vessel point, a new position could be predicted by conserving the same vessel model and extrapolating it in the direction of the current vessel [425] (fig. 2.10). Around high curvature or branching points this assumption would fail. To increase the robustness, a range of predictions could so be considered. In [152, 153], a collection of possible vessel continuations is generated from the current vessel segment. Those continuations are placed on a sphere defined by an angle of deviation from the current vessel direction. Filtering the next vessel position and direction has also been proposed [140, 460] using a sliding volume to detect branching vessels. An b-spline model was then used to interpolate the centerline points. Based on Gaussianity and linearity assumptions, Kalman filtering has been applied for this purpose in several works [163, 467–469].

The local geometry feature of the vessel was used to estimate the vessel direction and improve robustness. In [70], a hessian-based estimation was performed to extract the principle direction (corresponding to the small eigenvalue). An analogy could also be established between voxel intensity and mass as an alternative to the use of second order derivaitives. A simple tubulerness criterion would state that the gravity center of the region of interest (e.g. the vessel segment) should be located near to the centerline. Moments of inertia has been used in [41, 185, 192]. Agam et al. used the gradient vector distribution to estimate the vessel orientation [11, 12]. However the use of complex geometric models, that depend on several parameters, could lead to the process failure and premature stopping specially near pathologies and bifurcations where the vessel model is often not suited.

The prediction step is usually followed by a *correction* one to improve the tracking robustness. The predicted point could be refined (i.e. centered) with refer to a sphere-based geometric model. The re-centring scheme aims to search the best point that fits the best to a spherical neighborhood model relying on local threshold [76] and inertia moments [75, 184]. In [75], the process is based on a minimization of a criterion that combines the intensity variance with the spatial inertia moments. Correction could also be performed using 2D active contours to extract a robust segmentation of the cross section [248]. One of the main problems encountered
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![Figure 2.10](image1) - Ellipsoid Fitting in a tracking scheme. [425]

![Figure 2.11](image2) - The iterative centerline correction process proposed in [453]. At each iteration, a new center point is defined using the centers of gravity of each two opposite points on the vessel 2D border. The final point is closer to the real center than the initial one.

during the vessel point prediction is that the predicted center could be located outside the vessel lumen which needs a robust recentering. This is guaranteed when applying the recentring schemes in a local neighborhood [23, 460].

Medialness feature optimization could also be useful for recentring the predicted vessel center [415]. We can simply re-center the point as the center of mass of the 2D cross section contour points detected with a ray casting approach as in [453] (see figure 2.11). Several works has exploited the 2D cross features to correct the prediction result [23] [322] [460]. 3D models was also locally optimized to correct the predicted vessel center as an alternative to 2D re-centring [152] [425] [469].

Usually, the tracking process needs the interaction of the user to define the starting point(s). Some papers propose a fully automatic tracking schemes. In [219] starting points are initialized using the fast marching level set method. To ensure a best tracking result the definition of
robust termination criteria is important specially when end points are not predefined. We can so prevent the detection of false positive and stop the tracking once we go out the vessel. Those criteria are mainly based on intensity statistics’ changes (intensity standard deviation, mean value, gradient...) around the current vessel segment [184, 483] estimated on a spherical or radial neighborhood. Other assumption on the length of the tracked vessel or the quality of the extracted centerline might be used to stop the tracking process.

Generally, tracking schemes follow a single vessel. To extract the whole tree on can manually reside starting point and the merge the resulting centerlines. Automatic approaches were proposed to deal with the whole vessel tree extraction. A simple process would be based on topological knowledge: the storage of bifurcation points encountered during the tracking of a selected branch and then tracking the branching vessels starting from those seeds [76, 140]. Several starting points could also be initiated as in [219, 230, 232] using a fast marching level set method starting from the aorta and reaching the distal ends of coronaries. The tracking is then performed by backtracking the front propagation starting from the end points.

Thanks to their local search approach, tracking schemes represent low computational cost which make them suitable for large 3D datasets and rapid clinical tasks. However, the limitation of such methods is their tendency to fail in correctly tracking vascular structures in the presence of high curvatures, bifurcations or vascular abnormalities (e.g. stenoses or aneurysms). This usually cause the premature stopping of the tracking process. Moreover, when tracking one single branch, the algorithm may be attracted by an other nearby vessel or goes on a non desired branching vessel. Therefore, most of the workstation propose manual edition and control tools to allow the user to correct the tracking result if needed.

2.4.1.3 Skeletonization

The third category extracts the centerline from a pre-segmented vessel lumen. After a binarization of the segmented vessel volume, the centerline is obtained by applying a skeletonization step. Several works have been presented dealing with this topic. Most generally, skeleton extraction approaches are based on the definition of the medial axis [38] and the distance map to extract the centerline points (i.e. lighter pixels in the distance transform image)[46] by removing points in a particular order. The Gradient Vector Flow was used in [175] to extract the skeleton as an alternative to the distance transformation. In fact, the GVF vanishes at center curves independent of the object shape which allows a robust extraction of the centerline near to junctions. Similarly, in [26], the skeleton was extracted based on properties of the Gradient Vector Flow to derive a tube-likeliness measure combined to a medialness measure. This work
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is applied in [25] to extract coronary centerlines using ridge-traversal. Besides, gray values and centerline length are used to select correctly tracked coronary centerlines. In [443], the coronary tree skeleton is detected by iteratively finding the next point (corresponding to the strongest neighbor) on the fuzzy connectedness tree.

A second general approach for skeletonization is the morphological thinning based on the definition of simple points and their deletion while preserving the object topology [43, 46, 335]. However this approach is noise sensitive and requires a careful spurious branches pruning. Several post processing steps of the resulting skeleton could then be applied to improve the robustness [45, 46, 442]. Skeletons could be filtered by removing some points without changing its topology. Several criteria could be used such as the the curve length, the curvature and the quantity of information from the original shape contained in each part of the skeleton [438].

Inhibitor sets could be defined to preserve the visual aspect of the initial shape in the skeleton and thus compensate for the generation of insignificant branches. Those points should not be removed while the thinning process and will then result on a satisfactory visual result. In [98], this set of points was defined using the discrete bisector function.

2.4.2 Vessel extraction

This section is dedicated to review the different approaches for vascular lumen segmentation techniques. We can distinguish between two categories: 1) Volume segmentation dedicated approaches and 2) Contours extraction techniques. The first category of techniques offers a volumetric description of the vessel’s lumen. The second category aims to delineate the vascular lumen by searching extracting its surface applying 2D or 3D contour extraction schemes. The first class of approaches provides a rough segmentation of the vessel volume generally used for visualization and rendering tasks. This type of approaches generally uses classical segmentation techniques not specifically designed for vessel extraction. The last class contains techniques providing a more detailed description of the vessel volume by extracting the precise 2D or 3D vessel wall contours. Hence, additional quantitative information might be easily extracted (e.g. vessel cross section area and mean radii, vessel orientation). Such approaches are usually proposed for an advanced vessel analysis framework.

2.4.2.1 Volume-based Approaches

This class of techniques employs generic segmentation algorithms borrowed from image segmentation literature and adapted to vascular structures segmentation. The proposed approaches
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(a) (b) (c) (d)

Figure 2.12 – Vessel segmentation using the Region Growing approach. Starting from a seed point (in red in (a)), neighboring voxels are added to the segmented region if they meet some defined inclusion criteria (generally computed using the voxel gray value).

aim to extract a 3D volume describing the vascular structure. This class generally includes the well known propagation based techniques, thresholding and clustering approaches.

2.4.2.1.1 Region growing approaches

Region-growing is one of the most commonly used and oldest techniques for vascular structure segmentation [504]. They proceed by successively including neighboring voxels starting from seed points assumed to belong to the vessel (inside of the vessel, on the root or the distality) [10]. The including process is based on defined propagation criteria to ensure the correct segmentation of the vessel (intensity or geometry criteria).

Generally the seed points are provided manually and for specific schemes they should be located in particular regions (the root of the vessel tree, end vessel points..). In the case of a fully automatic framework, seeds could be extracted automatically thanks to a pre-processing step [314]. In [219], the segmentation of the coronaries was preformed by a region-growing approach from the starting points of the LCA and the RCA. The two ostia were extracted thanks to an automatic aorta segmentation (2D Hough transform and then an intensity based propagation). Similarly, seeds selection from a blood pool class was proposed in [232] to automatically segment the aorta in a 3D CT angiography. Bouraoui et al. [47] proposed a fully automatic method of segmentation of the coronary arteries in X-ray images by combining the gray-level hit-or-miss transform and the region-growing. First, the aorta is segmented by application of a gray scale hit-or-miss transform followed by a region-growing. Then, the coronary arteries are detected using a hit-or-miss based regional-growing initialized from the aorta.

It’s also possible to define several seeds for different vessels. This would be useful in case of vessel separation or artery/vein discrimination. Ad hoc propagation criteria could be used to perform this competitive region growing. By duality to skeletonization, the region growing
process was used to segment vessels with seed points located in the background (could be easily automatically defined). Simple points are added to the background with respect to intensity and topological criteria [121, 337].

Propagation criteria could simply be defined based on the vascular intensity model. A first segmentation was performed in [45] using a simple intensity threshold, which makes the process very sensitive to noise, loss of signal and contrast agent inhomogeneity. Region growing using two adaptive threshold for stopping criteria was proposed in [337]. To define those thresholds for each region an atlas has been constructed from MRA brain images. Prior information on the vessel could also be used to guide the propagation such as the vessel shape and size [315].

Region-growing approaches are specially popular for their simplicity (low-level information, simple inclusion criteria) and their computational efficiency (generally linear computational cost). Indeed, this technique is commonly used in most commercial software for vessel analysis. Their local exploration of the volume makes them perfectly suitable for large datasets segmentation. However, because of its voxel-wise approach, region growing is prone to leakage (false positive) and holes (false negative) issues. In fact, the method could eventually fail to extract connected vessel with presence of a signal loss. Trying to deal with this issue by using permissive criterion could cause false positive detection and an over-segmentation of the vessel tree. To reduce the false positive risks, a growth limitation could be used based on the size of the target object to stop propagation once a fixed size is reached [294]. An other approach to prevent leakage was the use of a competitive region growing approach to segment simultaneously the object and its background in [478]. The work of Wesarg an Firle in [453] could also be considered as an interesting approach of region growing in which the vessel wall is searched along a 1D discrete ray following filtered 3D direction.

2.4.2.1.2 Wave Propagation

Wave Propagation strategies has been introduced as approaches to segment the vessel volume while propagating along the vessel direction [481]. It consists in evolving a front inside the vessel which is constrained to remain normal to the vessel direction at each step.

They offer a spatial coherence during the propagation process which is not afforded with classical region growing approaches besides of an advanced topological analysis. Several works has been devoted to the use of discrete waves such as [214, 481]. In those cases the propagation scheme is similar to an ordered region growing process in which the candidates are included in an order to respect a correct front geometry [481]. An other alternative to an ordered wave propagation is the fast marching algorithm [232, 387]: The voxels are visited in an order
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According to their geodesic distance from the vessel seed, given an adequate vessel-dedicated potential.

Different wave speed function was used in the propagation schemes: Uniform Euclidean speed and binary inclusion was used in [266], a weighted geodesic speed was defined in [384] and a dynamically adapted speed in [277].

2.4.2.1.3 Thresholding

In CT and MR angiography, vessel voxels have relative higher intensity values compared to surrounding tissues. Based on this observation, vascular structures could be separated from other non vascular structures using appropriate threshold values. In an ideal world, one single threshold value might be used to separate the two classes. However, due to image artifacts, noise, image intensity overlap between different tissues and the non homogenous diffusion of the contrast agent inside the vessel, the resulting segmentation from applying one single threshold is not satisfactory in real cases. Meanwhile, as thresholding only classifies a voxel depending on its intensity value, it is a very time efficient technique allowing real time interactivity. Therefore, most of commercial systems propose a manual tool for thresholding. For better isolation results, a threshold range could be defined by the user to extract vascular structures. Generally, the selection of the appropriate threshold value(s) is the key issue for a good segmentation result. Therefore, many works have been dedicated to the automatic selection of the optimal threshold value as in [477]. Furthermore, to overcome the limitation of conventional thresholding (e.g. sensibility to noise and miss-classification of non vascular high intensity structures), locally adaptive thresholding could be used to segment vessels as proposed in [458]. In fact, local thresholding seems to be promising for vessel structures segmentation with a varying background and object intensities, which is very common in medical images.

Apart from its use as a standalone segmentation tool, thresholding may be incorporated with some other more advanced methods. It may be used in a pre-processing step to limit the computation of the remaining steps. For a better selection of the voxels inside vascular structures, thresholding can be applied on vascular-specific features as the vesselness measure computed using the Hessian eigenvalues [149, 261, 373]. In fact, using vessel enhancement filters before thresholding reduces the misclassification error. Although the result is still not perfect, as different anatomical structures may present a tube-like shape and as vessel may deviate from a perfect tubular shape (e.g. near bifurcation and pathological points), it allows a better selection of tubular structures that could be used as a start point for further processing.
2.4.2.1.4 Clustering
Clustering aims to find a “natural” partitioning of the image structures by assigning each point to the “nearest” cluster. Two commonly used clustering algorithms are K-mean [459] and Fuzzy C-means [304]. The K-mean clustering method is usually used to hardly separate the image into different homogenous classes. The algorithm automatically partitions the image by minimizing the average distance from each voxel to the centroid of the nearest cluster. On the other hand, Fuzzy C-mean provides a soft segmentation of the image by assigning to each voxel a degree of belonging to the different clusters. A hard segmentation could be extracted by allowing the voxels to have membership of cluster in which they have the maximum value of membership coefficients. Different similarity measures can be defined to construct the different cluster depending on the target application. For image segmentation, connectivity, distance and intensity are commonly used to form the clusters [151]. More sophisticated similarity measures are based on the calculation of a texture feature vector around the voxel neighborhood and hence the point is classified into the most similar region.

The strength of these approaches is that they are perfectly suitable for multidimensional data. However, it could suffer from the same weakness as thresholding method (e.g. noise and intensity overlap between different tissues). Moreover, clustering algorithm are sensitive to the initial partition and the stopping criteria.

2.4.2.2 Contour-based Approaches
Contour-based approaches aims to extract a surface describing the vessel wall rather than extracting the vessel volume. They provide a more precise representation of the vessel and are usually preferred when we need further quantification of the vessel lumen diameter or area. Some of this approaches are applied after a volume based extraction of the vessel to define the vessel wall.

2.4.2.2.1 Active Contours
Active contours (also known as deformable models) are techniques aiming to fit a geometric hypersurface to the image to segment a defined object. The shape of hypersurface is deformed from an initial model guided by several forces. A general evolution scheme uses two antagonistic forces (eventually combined of several ones): a "model-driven" force (internal force) dedicated to preserve the model geometric properties as smoothness and a "data driven" related to the image contents. Deformable models has been intensively used for segmentation of several object type. In fact they allow the representation of any arbitrary shape and offer a topological
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adaptivity to the target object besides of a sub-pixel precision making them suited for small object segmentation.

• **Explicit Active contours**: Active contours, usually named Snakes, are one of the most classical methods used for contour extraction [210]. They rely on an explicit Lagrangian formulation of a contour evolution driven by an external force, derived from the image, and an internal model-based force. The external force attracts the contour to the region of maximum gradient corresponding to the object contour, hence minimizing the external energy. Meanwhile, the internal force controls the smoothness of the obtained contour by minimizing the internal energy. The internal energy is minimized when the curvature of the contour is null. This force allows to avoid leakage into neighboring image regions when confronted with weak edges. It also allows to accurately segment objects on noisy background.

Their simplicity and computational efficiency in 2D case, make them very useful to extract the vessel cross section contours as in [185] and [256]. Generally, they are used to extract 2D cross-section contours from the vessel centerline (obtained with one of the techniques explained in section 2.4.1). Moreover, active contours can achieve subvoxel precision which is desirable when segmenting relatively small vessels. To overcome local minima issues, Rueckert et al. [366] proposed to use active contours coupled to stochastic relaxation.

The parametrization becomes more complex for 3D cases and the implementation of simple active contour is not suited for vessel extraction as they prevent the extraction of thin and elongated surfaces. For this purpose specific refinements were proposed. One can mention for example, the work of Toledo and al. [420, 421] specifically designed for vessel segmentation: The Eigen-Snakes. The direction of the target vessel, estimated using the analysis of the principal component of the gradient vector direction, was exploited to formulate the energy to minimize. A deformable tubular model, is introduced in [480] where a surface mesh is optimized with respect to the centerline curve in a tubular coordinate system. Frangi et al. [146, 147] used a B-Spline tensor surface to extract the vessel surface optimized using explicit control points and an incremental optimization schemes for more refinements 2.13. More recently, a new local region-based energetic formulation was introduced by Mille and Cohen in [298]. The proposed parametric model evolves a centerline curve with varying radius and was extended to 3D cases in [299].

An other variety of active contours are the topology-adaptive snakes introduced by McInerney and Terzopoulos in [284]. The T-snakes offer the possibility of controlling contour
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Figure 2.13 – Vessel Wall extraction using a flexible B-spline. a) User selected start points b) Initial geodesic path computed between the two points, c) Evolution of the geodesic path inside the vessel and initialization of the vessel surface, d) Resulting vessel wall after deformation [149]

splitting and merging which allow a better extraction of thin and branching vessels with a specific re-parametrization scheme. In [31], a new prior based on the appearance of the target object was incorporated within the geodesic active contour framework with shape priors, seeking for the object whose boundaries lie on high image gradients and that best fits the shape and appearance of a reference model. The output contour results from minimizing an energy functional built of these three main terms.

• Level Sets and implicit active contours:

An other classical type of deformable models are the implicit active contours. Implicit (Geometric) active contours are represented implicitly as level sets of two-dimensional distance functions which evolve according to an Eulerian formulation of contour evolution through partial derivative equations. They are based on the theory of curve evolution implemented via level set techniques. The contour is represented by the zero-level of the higher dimension function (level set). This representation of active contours allows to handle changes of the target objects.

A vessel dedicated level set scheme was proposed in [268]. The theoretical core of this approach is to evolve a 1D curve in a 3D domain. Its based on the evolution of an initial boundary curve estimate toward the true vessel wall using partial differential equations. This scheme uses a codimension-two regularization force with the definition of a new energy term related to the vessel direction (the lowest curvature). More accurate results
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Figure 2.14 – Brain Vessel Segmentation Using: (left) Curves [268] and (right) CAC [473]

are obtained in [473] using the Capillary Active Contours (CAC) which uses an alignment edge term to evolve the surface into thin branches of blood vessels 2.14. In order to efficiently steer the level set into the vessel boundaries, background and vessel intensity were estimated in [278] from the intensity histogram.

The most important advantages of level set approach are its ability to follow topological changes while surface evolution and it does not suffer from the problems of parametrization due to its implicit formulation. However, Level sets techniques induce an additional computational cost and the critical issue of stability and convergence of this method requires a specific care in the implementation.

Several works were dedicated to best adapt deformable models to vascular structures extraction. An idea was to use the flux maximization instead of curvature-based regularization. This aims to align the surface normals with an appropriate data-based vector field (e.g. the gradient field) and thus using the direction information besides of the magnitude one. This idea was exploited using the derivative of a multiscale gradient flow in [434] and multiscale Hessian-based flow in [110]. Local variances, measured with first order derivatives, were used in [242] to improve the robustness near adjacent structures and get more stable and accurate results than Hessian-based measures.

Deformable models are very appreciated for their flexible framework allowing the integration of several regularization forces. Besides these methods are robust against weak edges and noisy structures. However, due to spurious local minima present inside the vessel, the contour evolution could stop at insignificant regions where we notice some intensity variation resulting in significant gradients. A possible way to deal with this issue is the definition of an initial contour close to the desired result coupled to a robust optimization scheme. Furthermore, the use of vessel dedicated features incorporated in the internal and external forces should help overcoming such issues. However, the major limitation of the use of the level set methods on 3D clinical data is the long associated computational time compared to explicit active
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Figure 2.15 – Vessel Center Extraction: (a) Original CT Image (b) Correspondent center likelihood inside the black square (c) Rays used for the estimation of the maximum center likelihood, Illustration from [460]

contours methods. Some efforts have been made to accelerate the performance by limiting the computation of the level-set function to a band of few [9] or one single pixel wide [455].

2.4.2.2.2 Ray Casting

Ray casting is one of the most used techniques for 2D cross section contour extraction [322], [453],[460], [170]. Their theory is based on the detection of the vessel boundary on equi-angular rays thrown from a provided point inside the vessel. Rays are drawn on the 2D cross section perpendicular to the estimated vessel centerline at that point. The center of the vessel could after be computed using the extracted contour point. The contour search is hence performed along 1D rays which increase the level of computational performance compared to other contour based approaches.

Contour candidate points are generally detected along the ray using intensity [453] or gradient based criteria [460]. The robustness and coherence of the approach is clearly related to the number of rays used to detect contour points. To improve the results additional constrain could be embedded to ensure a radial coherence between the neighboring contour points. Dynamic programming has been used as an optimization scheme to extract the best contour from a set of detected point as in [435].

Usually, the position of the starting point (the point on the vessel axis) is refined. A new center point is estimated as the center of mass of the candidate contour points [322, 435, 453, 460] (see figure 2.15). The process of ray casting and recentering might be repeated until a robust contour/center are obtained [435]. Ray casting was also used to compute a multiscale medialness measure by summing the responses along rays in a distance-wise manner as in [170]. The polarity of the gradient sign was used to decrease the influence of eventual hyper intense nearby structure such as calcification or bones. Gradient polarity was also employed in the work of [453] and [460].
2.4.2.2.3 Morphological Approaches

Mathematical morphology techniques tries to fit a “structuring element” (binary or grayscale) to every voxel of a selected region of the image. Basic operation are erosion (removing points of the object where the structuring element does not fit) and dilation (removing points of the background where the structuring element does not fit). Interesting morphological filters used for segmenting vessels are mainly opening, closing and thinning. The opening and closing operation enable, respectively, the filtering of small bright structures in a dark background and the removal of small dark objects over a light background. Using such basic mathematical morphology operations, other high level approaches are designed for medical images segmentation. Popular approaches used for 3D vascular segmentation includes Watersheds [338], the grey-level hit-or-miss trasform [47, 316] and the connected filters [72, 457].

Thin objects could be filtered using morphological operation with appropriate structuring element like segments or paths. To detect arbitrary oriented objects we can consider a family of oriented segments and compute a supremum of openings or an infimum of closings. The use of family of paths (elongated, not necessarily straight structuring element) could also be used to filter out long thin objects [15]. Some works have taken in account for noise and disconnections using families of incomplete segments or the incomplete paths [408]. In [412] the use of path and segment morphological operators gives better results than linear and steerable filters for 2D thin structures segmentation. In [78] vessel candidate points are iteratively selected using a local gray scale morphological 3D reconstruction. Starting from a point P on the vessel, the local neighboring is reconstructed using a Top Hat opening with a sphere of radius similar to the vessel width as structuring element. Hence, only bright sections of tubular like structures with a gray level and a width matching those of a typical vessel are extracted. In [129], two vessel segmentation and filtering techniques based on recent advances in in mathematical morphology are presented. The first filtering technique is an extension of the work presented in [412]. It combines a spatially variant mathematical morphology approach and a derivative based approach to segment 3D vascular structures. Then, the work described in [128] presenting an example-based interactive vessel segmentation algorithm using a component-tree-based technique is described. The two approaches are evaluated on synthetic data and real cases. However, additional qualitative evaluation on clinical data is mandatory in order to assess the robustness of the proposed approaches for clinical use. Challenging cases (e.g. thin and pathological vessels) should be also tested.
Part II

CT angiography segmentation
Chapter 1

Automated Heart Mask Extraction

Depending on the field of view, cardiac CTA data sets can include extra-cardiac thoracic information (aortic and pulmonary vascular structure, lungs and liver, spine, sternum and some ribs, ...). See figure 1.1. Thus, interpreting and analyzing such a wide breadth of information in the context of coronary arteries lesion assessment is a time consuming task. A robust heart anatomy analysis demands the removal of all non cardiac obscuring structures (e.g., lung, liver, and rib cage) to clear the heart 3D view and enforce attention to its structures. With the increasing number of CT images to be processed per day, automated tools for heart contours extraction would be appreciated to reduce the required effort and time for such data analysis. Hence, automated heart isolation would afford an accurate and fast visualization of coronary arteries. In fact, this helps physicians to efficiently localize suspicious coronary segments and thus eliminates the tedious task of manually removing the heart’s surrounding organs in CT volumes (see figure 1.2). Moreover, such automated heart delineation tools allow to eliminate the inter- and intra-observers variability.

Besides, robust heart segmentation could be used in different clinical applications such as cardiac and vascular diseases investigation or the study of cancer in thoracic region. The result of heart segmentation could be used to define the heart short and long axis and thus generate more accurate views of the heart chambers (see section 1.3.2.2). Heart volume delineation can also be useful for real-time interventional procedures guiding. Similarly, the heart segmented volume would be useful for radiotherapy treatment planning in order to prevent it from being irradiated. In fact, for lungs or liver cancer treatment, the heart should be excluded. Usually, the radiotherapist manually defines a large margin around sensitive organs that must not be affected by radiation. Heart volume delineation can also be considered as a pre-processing step for automated cardiac structures segmentation (coronaries and heart chambers): the heart
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**Figure 1.1** — Surrounding structures of the heart. (a) Axial view of a cardiac CT showing the heart main structures (the four chambers and the main coronary arteries) and its surrounding organs (lungs, sternum, spine, descending aorta and the ribs). (b) Coronal view of the heart showing the contact surface with the liver. Heart coronaries are marqued with dark arrows.

![Figure 1.2](image2.png)

**Figure 1.2** — 3D rendering volume of a diseased heart with several severe stenoses (>70%) caused by soft, calcified and mixed plaques (showed by the arrows). The isolated heart volume allows a robust visualization of all the pathological coronary segments.
volume could be used as a region of interest which would reduce the overall processing time as well as the amount of false detections. Heart volume can also be used as a reliable landmark in a multi-modality image registration frameworks: computed tomography, magnetic resonance imaging (MRI), positron emission tomography (PET) or single photon emission computed tomography (SPECT) registration [74].

However, automated heart isolation is a not an easy task to do. Several challenges, mainly related to the heart anatomy and the image characteristics make this task difficult.

1.1 Prior Knowledge and Challenges

1.1.1 Prior Knowledge: Anatomic and Appearance Priors

Regarding its complex and variable shape, prior knowledge on the heart anatomy is mandatory to be able to reliably delineate this organ’s volume in CT angiography. The most important prior information about the heart is its “conical shape” [397]. Besides, the approximate location of the heart can be considered as a prior knowledge for heart segmentation. The heart lies between the right and left lungs behind the sternum [397]. It also lies on the diaphragm with its apex pointing to the left thoracic cavity. The size of the heart could also be used as a prior knowledge to guide the segmentation and avoid over-estimations (see section 1.1.1.3). Besides, prior knowledge on other non cardiac structures (lungs, liver, spine, aorta) provides very useful information for heart segmentation. For instance, characteristics of the lungs (position and size) could be used to extract their mask in order to constrain the heart isolation process.

Appearance knowledge about the heart structures and its surrounding organs are also a valuable information enabling a better segmentation. Depending on the imaging modality, this kind of knowledge helps to capture the main features of the heart and other organs. For instance, using CT, lungs and bones can be detected easily based on their intensity properties. Moreover, heart chambers and other blood pools (e.g. aorta and coronaries) could be extracted in enhanced CT using appropriate intensity values (see section 1.2.3.1). Available information about heart muscle intensity could also be used to guide the segmentation process and avoid including non cardiac structures in the final result.

Those prior information must be used carefully. In fact, some properties may differ from one patient to another for different reasons. As stated in section 1.1.1.3, the heart size and shape could vary between individuals and during the heart cycle. Therefore a single rigid heart model could not be used to represent the heart in such cases. Images coming from different scanners with different acquisition parameters and reconstruction algorithm results also in
different appearance properties of the structures of interest. Thus, prior knowledge should be considered carefully in order to guide the segmentation process and make it more robust while keeping a freedom degree, to be able to capture all the possible configurations of the object.

1.1.2 Heart Isolation Challenges

As stated in section 1.1.1.3, the heart is a very complex organ composed of different heterogeneous structures (e.g. ventricles, myocardium, vessels, atria). The first major challenge to be considered is related to the wide inter- and intra-patient shape variability of the heart. In fact, heart shape varies among individuals depending on the patient age, sex, breed and fitness. Besides, variations in shape exist due to acquisition and contrast agent injection timing during the heart cycle and hence resulting in variable contrast between the different heart cavities and surrounding organs. Moreover, presence of cardiac pathologies (vessel diseases, presence of bypass graft, etc) does include further variations in heart shape. This should be considered when creating prior heart model to be able to capture all the possible configurations. For training based algorithm, this means that the training sets should be large enough to include the different heart shapes.

Secondly, the final heart segmented volume should include all the coronary vessel segments specially the proximal and median ones - the most relevant for pathological segment identification. In fact, significant coronary lesions are mainly located at the first segments of the coronaries and around branching points. This represents a big challenge to heart segmentation algorithms as the coronaries are located on the surface of the heart and any underestimation of the heart volume could lead to a truncated part of these relevant features.

Moreover, several major vessel trunks link the heart cavities to the other organs (e.g. vena cava, aorta, pulmonary veins and arteries). The proposed approach should be able to cut those trunks to offer a clearer view of the heart coronaries’ roots. However, these structures are not physically separated from the heart cavities (figure 1.4). As a consequence, there is no visible image boundaries at the departure of these trunks. Anatomical knowledge shall be used to define those cutting planes instead. For example, valve planes could be used to define such unseen boundaries.

Heart segmentation algorithms should also deal with a subsequent problem related to structures boundary visibility; In cardiac CT images, for some adjacent anatomical structures of the heart, the intensity distribution is very similar and the boundaries separating such organs are so weak (even invisible due to partial volume effects). In fact, the liver as well as the surrounding body muscles of the heart present identical intensity values to the heart myocardium. There-
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Figure 1.3 – Example of heart isolation including important part of the liver.

Therefore, separating such similar regions based only on appearance properties would be difficult and would certainly lead to false detections (figure 1.3). Hence, the detection of these indistinct boundaries demands the use of anatomical prior knowledge to guide the segmentation process.

To conclude, an automated heart isolation algorithm must satisfy the following constraints:

- Include all main cardiac features: heart cavities, ascending aorta, coronaries and possibly bypass grafts.

- Remove obscuring structures: liver, sternum and ribs, spine, descending aorta.

Heart shape variation and weak boundaries with adjacent structures are the main challenges for any automated heart segmentation algorithm. Generally, the proposed approaches in the literature use prior knowledge on heart shape and appearance models to control the segmentation process. These models are usually formulated and presented through atlas or deformable models and then fitted to unseen data. To obtain smooth and coherent final segmentation, the fitted model should be further refined to better fit the heart boundaries. The next section deals with the most important published works on heart volume delineation on cardiac CT angiography.
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1.2 Related Work

3D Cardiac images processing has became one of the most active research areas in the last two decades. The fast and continuous development of the cardiac imaging modalities (mainly CT and MRI) is one of the motivations of such works. In fact, the progress made in the spatial and temporal resolutions results in a large amount of information for one single cardiac examination. Therefore, there is an increasing need for efficient algorithms to process those data sets and thus make the diagnostic task less laborious. Several approaches have been proposed for image analysis and cardiac shape and function parameters extraction.

Heart segmentation related works have mainly focused on heart cavities extraction, i.e., the left and right ventricles to extract relevant functional parameters as in [273, 283, 302, 324, 385, 430, 503]. For a full review of the model based heart cavities extraction schemes in different cardiac modalities (CT, MRI, ultrasound, Nuclear and X-rays), the reader could refer to [148, 403] and [342]. Most presented approaches were dedicated to functional heart parameter analysis in cardiac Magnetic Resonance Imaging (MRI) as in [273, 324, 385, 503] or ultrasound images [302]. In [324], a non-rigid registration model in a polar coordinate system is used to delineate the myocardial contour in cardiac MR. A clustering approach using the K-means algorithm is proposed in [273] to extract the left ventricle cavity. However, the previous techniques are not adapted for CT cardiac images segmentation as they rely on models extracted from MR images.

Fewer works have focused on heart cavities extraction in cardiac CT volumes [346, 430, 494]. A 3D active shape model was used in [430] to segment the left ventricle. Prem et al. [346] presented an automatic model-based approach for the segmentation of the heart cavities (a 4-chamber model) and the attached great vessels in CT data sets. Similarly, Zheng et al. [494] proposed an approach for automatic heart chamber segmentation in 3D CT volumes based on marginal space learning and steerable features. However, such approaches are not suited for coronaries visualization as they do not extract the heart cavities, the myocardium and coronaries as a single object. In fact, as stated previously, heart isolation in cardiac CT as a whole is an important step for several applications (radiotherapy planning, cardiac and vascular pathologies inspection, modalities registration).

Few works have been published on heart isolation. Proposed methods included atlas based segmentation, model based segmentation and machine learning approaches. Atlas bases approaches were proposed to automatically segment the heart as a whole in cardiac images [199, 216, 249, 431]. In [249], a hierarchical anatomical modeling and matching of thoracic organs is proposed to segment major organs (e.g. lungs and heart) in thoracic MR data (a
fuzzy atlas of thoracic organs). It takes 5 to 20 minutes to provide a coarse segmentation of the different organs. The organ surfaces were estimated within a margin of 10 mm. Thus, this approach can only provide a rough initialization for organ segmentation that needs to be further refined using more accurate techniques. In [431], the authors presented an adaptive local multi-atlas segmentation method to isolate the heart on non-contrast volumetric chest CT scans. The algorithm allows for a heart segmentation with a mean overlap of 87% but requires around 30 minutes for segmenting a complete scan which is not practical for clinical applications. Multi atlas based segmentation was also used in [199]. Authors proposed an atlas selection procedure equivalent to sequential forward selection from statistical pattern recognition theory. This allows a more coherent and rapid registration than the method previously proposed in [431]. Kirisli et al. [216] presented a fully automatic algorithm to segment the cardiac chamber as well as the whole heart volume from CT data sets. The algorithm is also based on a multi-atlas segmentation approach using a non-rigid registration framework. The approach was evaluated on a large database and presented a mean DICE coefficient of 0.93. The major drawback of atlas based approaches is the relatively high computation time which is not suitable for most of clinical applications. In fact, this type of techniques seems to be very time consuming especially when a high number of atlases are used. An alternative to reduce the overall processing time is to work in down-sampled volumes without compromising the final segmentation accuracy. However, the obtained computation time (around 20 minutes to process a cardiac CT) is still not satisfactory for rapid clinical applications.

Model based segmentation with geometric and appearance prior knowledge has also been used for (semi-)automatic heart delineation. Prior knowledge on the heart position between the right and left lungs are used to define a heart model in [309, 310]. A fuzzy formalism of this anatomical prior knowledge is proposed and used to drive the evolution of a deformable model for heart segmentation. However, this approach suffers from the high computational time (17 hours for a non down-sampled volume) and a relatively high distance error (6 mm) compared to other approaches. In [132], the whole heart (i.e., four chambers, myocardium, and great vessels) was segmented in CT images by a 3-D model-based approach. Model adaption is performed with a coarse-to-fine adaptation process that progressively relaxes the constraints on the allowed deformations. This approach was validated on 28 CT data set and showed satisfactory results (a mean distance of 0.82 was accomplished) combined to a low computational time (10-30s).

In [143], the author used an algorithm driven from the graph cuts optimization technique with a shape constraint to segment the heart shell [51]. A distance map computed on the result of the graph cut is used to fit a simpler geometric model to the heart (a bi-axial ellipsoid). In [331], a 3-D semi-automatic algorithm using a 3-D super-ellipsoid model of the heart was
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presented. Similarly, [154] proposed a graph cut based algorithm for heart isolation for coronaries visualization in CT angiography. A 3D balloon inflation approach is used to determine the ellipsoid of maximum volume inside the heart. This ellipsoid is used as initialization of the graph cut algorithm. They also introduced a "blob" constraint term in the energy formulation to prevent leaking in the aorta or other pulmonary vessels. An other approach for heart isolation in cardiac MR images was presented in [166]. The algorithm starts with a manual selection of a 2D axial section that contains the heart. A hierarchical approach is used to recognize all other organs in this slice (torso, lungs, background). The heart borders are then estimated based on the lungs fields. The final cardiac contour is then propagated to adjacent slices and used as an initialization for further segmentation. A similar approach was proposed in [219]. An initial contour of the heart was computed using a 2D model balloon inflation. The gradient information was exploited to fit the balloon to the heart wall. This contour is then copied to the neighboring slices to perform the same extraction scheme. This process is then repeated until all the slices are processed which could lead to an over segmentation of the heart as the contours would be copied in liver slices. In [495, 497] a marginal space learning technique is used to initialize the heart model in CT volumes. Subsequently, this model is refined using local data-driven voxel-based refinements to produce a more accurate heart mask boundaries. In [497], the left atrial appendage (LAA), the pulmonary arteries (PA) and pulmonary veins (PV) are subsequently removed from the final heart mask to clear the left coronary artery (LCA) tree view. This approach allows for automated heart delineation in CT volumes with a mean distance error of 1.91 mm.

Some other works focused on automatic or semi-automatic heart mask delineation for further coronaries segmentation. In [78], the heart mask was segmented based on a combination of threshold of the heart densities and a set of morphological operations [386]. A 3D model of the heart, built based on a set of manually set landmark points, is matched to cardiac CT exams for detecting the approximate position of the heart in [483]. Those works do not focus on perfectly removing the obscuring structures around the heart and thus the resulting segmentation could contain important parts of the liver or other obscuring structures. Moreover, no qualitative or quantitative validation of those approaches have been presented.
### Table 1.1 – Comparison of previous works on heart isolation in MR and CT angiography

Error refers to the mean distance error between the manual and automated heart segmentation. JI is the Jaccard index. Dice refers to the Dice Similarity Coefficient.

<table>
<thead>
<tr>
<th>Work</th>
<th>Approach</th>
<th>Automatic</th>
<th>Modality</th>
<th>Patients</th>
<th>Evaluation</th>
<th>Measures</th>
<th>Processing time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gregson [166]</td>
<td>Adaptive thresholding + Mathematical morphology</td>
<td>Auto.</td>
<td>MR</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Lelieveldt et al.  [249]</td>
<td>Atlas based approach: Fuzzy implicit surface model and hierarchical modeling of thoracic organs</td>
<td>Semi-Auto.</td>
<td>MR</td>
<td>15</td>
<td>Qualitative</td>
<td>Error = 10 mm</td>
<td>5-10 min</td>
</tr>
<tr>
<td>Moreno et al.      [310]</td>
<td>Fuzzy representation of the between relationship + deformable models</td>
<td>Auto.</td>
<td>CT</td>
<td>10</td>
<td>Quantitative</td>
<td>Error = 6.4 mm</td>
<td>4 min (down-sampled)</td>
</tr>
<tr>
<td>van Rikxoort et al. [431]</td>
<td>Adaptive local multi-atlas segmentation</td>
<td>Auto.</td>
<td>CT</td>
<td>29 data set (15 atlas + 14 target images)</td>
<td>Quantitative</td>
<td>JI = 0.8733±0.0363</td>
<td>30 min</td>
</tr>
<tr>
<td>Ecabert et al. [132]</td>
<td>3D deformable models</td>
<td>Auto.</td>
<td>CT</td>
<td>28</td>
<td>Quantitative (Leave One Out)</td>
<td>Error = 0.82±1.00 mm</td>
<td>10-30 sec</td>
</tr>
<tr>
<td>Isgum et al. [199]</td>
<td>Multi-Atlas-Based Segmentation</td>
<td>Auto.</td>
<td>CT</td>
<td>29 data set (15 atlas + 14 target images)</td>
<td>Quantitative</td>
<td>JI = 0.88 ± 0.03</td>
<td>15 min</td>
</tr>
<tr>
<td>Funka-Lea et al. [154]</td>
<td>Graph cuts with elliptic heart model</td>
<td>Auto.</td>
<td>CT</td>
<td>70</td>
<td>qualitative (70 cases) and quantitative (9 cases)</td>
<td>Error = 5.5 mm</td>
<td>20 sec</td>
</tr>
<tr>
<td>Kirisli et al. [216]</td>
<td>Multi-Atlas-Based Segmentation</td>
<td>Auto.</td>
<td>CT</td>
<td>251</td>
<td>qualitative (243 patients) and quantitative (8 patients)</td>
<td>Error = 1.25±1.73 mm, Dice = 0.95</td>
<td>25 min</td>
</tr>
<tr>
<td>Oghli et al. [331]</td>
<td>2D Supper-ellipsoid fitting</td>
<td>Semi-Auto.</td>
<td>CT</td>
<td>20</td>
<td>quantitative</td>
<td>Dice =0.85, JI = 0.76</td>
<td>1 sec</td>
</tr>
<tr>
<td>Zhong et al. [497]</td>
<td>Marginal space learning + data-driven model deformation</td>
<td>Auto.</td>
<td>CT</td>
<td>589 (288 patients)</td>
<td>quantitative (four-fold cross-validation)</td>
<td>Error = 1.91 mm</td>
<td>1.5 sec</td>
</tr>
</tbody>
</table>
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Following, we present a hybrid algorithm for automated heart volume delineation in 3D cardiac CT data sets for coronary arteries visualization. Our work eliminates the tedious and time consuming step of manual removing obscuring structures around the heart (lungs, ribs, sternum, liver...) and quickly provides a clear and well defined view of the coronaries. So far, works related to heart segmentation have mainly focused on heart cavities delineation, which is not suited for coronaries visualization and/or segmentation. In contrast, our algorithm extracts the heart cavities, the myocardium and coronaries as a single object. The proposed approach is based on the fitting of a geometric model of the heart to a set of automatically extracted 3D points lying on the heart shell. A two-stage fitting scheme is used to improve the robustness to the outliers. The fitting result is refined using a Random Walker (RW) segmentation approach. Quantitative and qualitative analysis of results obtained on a 114 exam database shows the efficiency and the accuracy of our approach. Preliminary quantitative results of this approach have been published in [289, 290].

1.3 Overview of the Proposed Approach

The automated heart delineation algorithm presented in this chapter is based on a combination of several processing steps. The algorithm main steps are summarized in figure 1.4. It can be divided in three main steps: (1) Pre-processing step, (2) Heart model fitting and (3) Final heart delineation. The first step consists in extracting prior information about lungs and descending aorta volumes as well as estimating the heart center position. This information is mandatory to accurately perform the heart geometric model fitting to the image data. Secondly, a prior geometric model of the heart is fitted to the image in order to estimate the heart volume and position. Therefore, a cloud of 3D points lying on the surface of the heart is extracted using a ray casting starting from the heart center and constrained by the lungs volume. This represents a subset of the heart shell points that will be used to fit the heart model. However, this set of points is contaminated by some outliers that need to be eliminated in order to get a coherent heart model estimation. A backward outliers removal step is performed to eliminate the contaminated data based on the data sparsity analysis. The remaining set of points is then used to fit a geometric model (elliptic model) to the heart: a novel two-stage ellipsoid fitting is proposed to estimate the best ellipsoid covering the heart volume. Subsequently, as the heart is not perfectly elliptic, we use a supervised graph based technique using Random Walkers (RW) to refine the heart’s delineation. The resulting mask may include some extra ribs and parts of the sternum and/or the spine. Therefore, a final step of extra bones removal is applied to clean
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Figure 1.4 – Heart isolation algorithm workflow

Figure 1.5 – The Hounsfield scale.

up the final heart volume.

1.3.1 Pre-processing Step

This step aims to prepare the input data needed by the algorithm to extract the heart shell points. In fact, to perform the heart surface cloud extraction, the lungs and the aorta volumes and the heart center are required. In this pre-segmentation section, we mainly focus on the appearance characteristics of each feature in CT angiography. As shown in the figure 1.5, one can easily discriminate between air and blood pools as they cover two different ranges of intensity in Hounsfield Scale.
1.3.1.1 Lungs and Descending Aorta Volumes Extraction:

The lungs volume is used to extract the heart wall relevant points. In facts, the heart being mainly surrounded by the lungs, the most reliable points we could use for any model fitting would be the heart/lungs contact points. One can use a simple threshold value to detect these contact points and stop the ray casting (see section 1.3.2.1) as in [154]. Instead, we prefer to extract the correct lungs volume, using additional processing steps, in order to avoid false positive detection related to noisy points. To extract the lungs volume, we first apply a threshold to the input image to keep only voxels with a CT intensity ranging between $T_{\text{air}}$ and $T_{\text{lungs}}$. We then perform a set of mathematical morphology operations to extract the two connected components corresponding to the lungs air volume. Therefore, we apply a size based filtering to keep only connected components with a volume higher than $V_{\text{lungs}}$ to eliminate small structures that probably contain air and do not correspond to lungs connected components. Finally, to include the pulmonary vessels in the lungs mask we apply a 2D hole closing step. Those different steps are illustrated in figure 1.6.

Subsequently, we perform an automated descending aorta volume extraction. This mask is useful for: 1) the heart center estimation and 2) the heart wall points extraction steps. First, we apply a threshold ($T_{\text{bright}}$) to the input volume to extract bright structures (e.g.
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Figure 1.7 – Aorta volume extraction steps: (a) A cross section slice of the original volume. (b) Blood pool class volume. (c) Eroded blood pools. (d) The connected component corresponding to the descending aorta. (e) Dilation of the previous connected component to include the aorta wall. (f) A 3D rendering of the extracted descending aorta.

blood pools and bones). The resulting mask is then eroded (with a structuring element of size $S_{SE}$) to separate the adjacent connected component. In fact, the spine vertebrae and the descending aorta could remain connected after this threshold step. Once the different components are separated, we compute some geometric features (e.g. circularity and size) for all the 2D connected components. Thereafter, we filter the circular connected components with a size corresponding the aorta’s size range values ($S_{aorta1}$ and $S_{aorta2}$). The descending aorta is thus extracted as the biggest 3D connected component remaining in the volume. Finally, the aorta volume is dilated to reconstruct the vessel wall eliminated during the erosion step. Figure 1.7 illustrates the different previous steps.

1.3.1.2 Heart Center Extraction

In this step, we estimate the heart center position $C$. This point will be used to launch the ray casting. It should be well centered inside the heart volume to allow the points cloud to be well scattered on the heart surface. In fact, its location affects the density of the points cloud and thus could bias the fitting result; The more centered inside the heart it is the best the result fitting would be. $C$ could be estimated as the center of the heart blood pools. Therefore,
to automatically extract the heart center, we mainly focus on the intensity characteristics of the heart cavities. As shown in the figure 1.1, bright structures mainly corresponds to blood pools and bones. Defining the heart center as intensity weighted barycenter, as in [154], would fail if the field of view does not include the whole chest bone. We propose a more elaborated heart center extraction in CT exams. First, we apply a bright structure threshold ($T_{\text{bright2}}$) on a down-sampled version of the 3D image. This results in keeping mainly the bone, the heart chambers and the aorta. We prefer to work on a down-sampled version as it accelerates the processing and eliminates the small unwanted details (e.g. vessels). Moreover, the aorta volume extracted in section 1.3.1.1 is removed from the thresholded volume to insure that the final point is centered inside the heart and not biased by the descending aorta. The heart cavities are thus extracted by filtering the biggest connected component in the resulting thresholded volume after subtracting the aorta volume. Heart center is set as the center of mass of the resulting cavities. To ensure that $C$ is well centered within the heart, we readjust it with a ray casting pass; We detect the heart/lungs contact points and then redefine the heart center as the center of gravity of these points. All the previous steps are illustrated in figure 1.8

We end this pre-processing step with the extraction of the heart box (named $H_{\text{Box}}$) from the 3d volume. The aim from this step is to reduce the processing to the heart windows thus reducing the processing time and increasing the robustness of the approach. The detection of
the heart box is mainly based on the detection of the first slice where the aorta starts. To avoid false positives, we select the first slice followed by two slices containing the two connected components of the aorta (the ascending and the descending). The ending slice is fixed to be at 160 millimeters from the starting one.

1.3.2 Heart Model Fitting

The aim of this part is to define a geometric model of the heart anatomy to be used as a constraint to the heart segmentation. The motivation of this constraint is to perform an accurate segmentation around heart regions suffering from weak or absent boundaries such as the heart/diaphragm boundary. In fact, any non-supervised segmentation technique would fail to extract such boundaries because of the lack of information in this area separating two structures with common appearance proprieties.

The heart anatomy could be simply approximated by an ellipsoid shape [143, 154]. Based on this assumption, we would like to extract the best ellipsoid that fits the heart volume for each exam. In [154], the ellipsoid was extracted by inflating a 3D balloon inside the heart. A threshold is used to detect the contact points with the heart wall and thus continue the inflation in the opposite direction. The ellipsoid axis are set to be the X, Y and Z axis of the volume. If the extracted ellipsoid is too small to be a region within the heart than the algorithm terminates. In [143], a bi-axial ellipsoid was proposed instead of a tri-axial one. The ellipsoid parameters were defined using the extracted heart shell from the graph cut algorithm. The center was defined as the center of gravity of the extracted surface. The two axis are defined with reference to the nearest and the farthest point on the heart shell. We want to avoid setting in advance the parameters of the heart ellipsoid. Our method is based on ellipsoid fitting by minimizing the weighted least squares residuals applied on an automatically extracted set of point on the heart surface.

1.3.2.1 Heart Shell Cloud Extraction

1.3.2.1.1 Heart Shell Points Extraction: A Ray Casting Approach

Relevant heart wall points could be defined as the heart’s contact points with its surrounding anatomies: lungs and aorta. To extract the relevant points we perform a 3D ray casting from the heart center \( C \) and detect the contact points with these two structures. The ray casting is constrained to remain inside the heart box \( H_{Box} \) to avoid going far from the heart region of interest and thus decrease the number of outliers. For each ray, starting from the heart center \( C \), we move on the corresponding direction with a unit step until reaching a contact point with the previously
detected lungs or aorta volumes. If so, the point is stored in the heart wall cloud points and we move to the next direction. The density of the extracted cloud depends on the angular sampling $\theta$ of the ray casting. This value has been optimized to allow getting enough points for a robust fitting of the geometric model. An example of the extracted points set is shown in 1.9.

Before we begin the processing of the resulting data, we should pay attention to the presence of eventual outliers that could contaminate the whole set of points and thus bias the model estimation. In the remainder, let $\mathcal{P}_o$ refer to the original extracted set of points.

### 1.3.2.1.2 Outliers removal: A review

A coherent specification of a model based on a given data requires first a detection of aberrant samples that could lead to biased parameter estimation. Therefore, it is very important to detect and remove those outlying observations before any other processing step.

An **outlier** is an observation “that appears to deviate markedly from other members of the sample in which it occurs” [168]. In [178], an outliers is defined to be “an observation that deviates so much from other observations as to arouse suspicion that it was generated by a different mechanism”. A prior knowledge on the data structure could yield to more specific definition of what an outlier could be. Detecting outliers is a critical step, that was processed for centuries, in several domain applications such as fraud detection, satellite images analysis, motion detection, detecting mislabeled entries in a data base for training and many other fields [188]. A wide variety of techniques covering the full gamut of statistical, neural and machine learning techniques has been elaborated to estimate the outliers in a given data set. For a full review of the outliers detection methodologies the reader could refer to [197], [188] and [32].
Hereafter, we will focus on methods that are adapted to euclidean data. Several classifications are possible. Global versus Local classification consider the resolution of the reference compared to which the “outlierness” measure would be determined (the whole data or a subset of it). An other possibility is to consider the techniques with refer to their output: Scoring versus Labeling approaches: the output would be a binary information labeling the datum as outlier or inlier, or a score of the “outlierness”.

One could also classify those techniques based on their modeling properties. With no prior information on the data model, distance-based and density-based approaches are often used to detect the outliers. Distance-based approaches judge a point with reference to the distance to its neighborhood based on the assumption that ‘normal’ data are in very dense neighborhood and that outlier observations could be characterized as low density neighborhood points. A distance-based definition of outliers was first proposed by Knox and Ng [221] where an DB-outlier is defined as “An object O in a dataset T is considered a DB(p,D)-outlier if at least a fraction p of the objects in T lies greater than distance D from O’. Ramaswamy et al. in [352] proposed to take the K-Nearest Neighbors (k-NN) distance of a point as its outlierness score and used a partition-based algorithm to efficiently mine top-N outliers from a large database: “The outliers are the top n data elements whose distance to the kth nearest neighbor is greatest”. In [136], the authors defined a Resolution based Outliers Factor (ROF) to score each point in the data set. Varying the resolution from $R_{max}$ (the maximal distance threshold when all points are clustered) and $R_{min}$ (the minimal distance threshold for which all points are outliers), the ROF of an object O is defined as the accumulated ratios of sizes of the clusters containing O in two consecutive resolutions. However, distance based approaches would fail if the data presents different density per area. To deal with this issue a Local Outlier Factor (LOF) was proposed by Breunig et al. [61] depending on how the data points are closely packed in an object’s local reachable neighborhood. To overcome the problem of low density regions where it would be difficult to detect outliers, a new variant of the LOF based on the connectivity (COF) was introduced in [410]. For other variants of density based outliers scoring algorithms, we can refer to [201, 336]. The major limitation of the proximity based approaches is the exponential computational growth that is directly related to the dimensionality of the data and the number of the recorded observation.

Model-based approach assume that the data follow a specific distribution model. Those approaches are highly accurate if we know the data fits a pre-selected distribution model. Two similar approaches aims to extract the outliers by defining a boundary around the densely populated normal data: The Minimum Volume Ellipsoid estimation (MVE) and the Convex Peeling [365]. The MVE fits the smallest permissible ellipsoid volume around the majority
of the data. The Convex Peeling process by removing the records on the data’s convex hull assuming that the outliers remain at the border of the data’s space. An other peeling approach uses the least square standard regression, by minimizing expression (1.1), to measure the effect of the deleted point on the fitted model [422].

\[
\sum_{i=1}^{n} (y_i - \hat{y}_i)^2 
\]  

(1.1)

where \( \hat{y}_i \) is the estimated value. The authors repeatedly fit the model to the data after deleting the point with the greatest deviation and stop when the maximum deviation falls below a threshold value. This method is not very robust as the outliers not yet removed are considered to fit the model and could bias the result.

Other model based approaches dedicated for the uni-variate variables assume that the data follow an approximate normal distribution. Then outliers are defined as observations that saliently deviates from the model based on mean and standard deviation [226]. The Z-score of a sample is defined as:

\[
Z_i = \frac{y_i - \bar{y}}{\sigma} 
\]  

(1.2)

where \( \bar{y} \) is the mean value of all the observations and \( \sigma \) the standard deviation of the observations. It estimates how many standard deviation does the observation \( i \) deviates from the mean value. It’s not recommended to use the mean and the standard deviation for data containing a big amount of outliers as the values would be distorted. The use of the Median Absolute Deviation (MAD) is a robust alternative to measure the variation of a uni-variant data with presence of outliers:

\[
MAD = median(|y_i - \tilde{y}|) 
\]  

(1.3)

where \( \tilde{y} \) is the median value of all the observations. In [197], a modified Z-score based on MAD was defined as:

\[
M_i = \frac{0.6745(y_i - \tilde{y})}{MAD} 
\]  

(1.4)

Observations with a modified Z-score greater than 3.5 are recommended to be labeled as outliers. Several other tests based on "the distance from the mean" are present in literature for single or multiple outliers detection: The Grubb’s test [168], Dixon’s Q test [105] and The Tietjen-Moore test [418].
As we have stated, there is no unique outliers removal/detection approach that is accurate for all situations; it depends on the data and the kind of outliers we want to remove. In the following, we propose a prior-knowledge approach to detecting the outliers in $P_o$.

### 1.3.2.1.3 Outliers removal from the heart shell points

A prior knowledge on the generating process of the data is very desirable to improve the robustness of outliers removal step. Points lying on the heart surface correspond to a blob shape. Based on this observation, we would like to detect points that saliently deviate from this shape. The analysis of our data set $P_o$ leads to the identification of two different types of outliers with reference to the X and Y axes respectively (coronal and sagital axes): Let $O_1$ be the outliers, along the X axis, far from the heart cloud (for example point G in figure b) and $O_2$ be the outliers, along the Y axis, corresponding to the spin/lungs contact points closer to the upper heart wall points (for example point B in figure b). We will concentrate our research of outliers on the 2D projection of $P_o$ on the $XY$ plan. This choice is motivated by the fact that no outliers have been detected along the Z coordinates as the ray casting was constrained by the heart box (see section 1.3.1.2).

Isolated points could be removed using any proximity based approach. However, the computing cost of this choice is not very encouraging and this approach would fail to detect some closer false detections to the heart shell points. For the explanation, we will focus on the detection of outliers of type $O_1$. The same approach is used to detect outliers of type $O_2$ as well. As we can see on the 2D projection of the data (figure b), these outliers are located in two sides of the heart (the right and the left one) and have a lower X neighborhood density than the rest of the points lying on the heart wall. Figure a shows the variation of the X coordinates in the original set of data $P_o$. In this figure, the points (on the abscissa axis) are presented in the same order as the ray casting scanning. It is hard to define the outliers based on this observation. Standard deviation based approaches failed to extract the appropriate outliers as the standard deviation value was contaminated by this erroneous points. Similarly, the modified Z-score proposed in [197] was not a robust choice for our case.

We choose to work on the sorted values of the X coordinates in the set of data to remove the type $O_1$ outliers (see figure b). In fact, we can assume that the X variation in our data follow a normal distribution and that outliers are located at the tails of the sorted values of X. Those outliers are characterized as points belonging to low density regions in the set of points. So if we track the sorted X variation speed, we will be able to detect those erroneous observations by detecting the two breaking points (BP) on this curve. In other words, if we scan the 2D projection in the X increasing direction with computing the variation between two successive points we will notice a bigger variation when we move from an outlier to an inlier (and vis
Figure 1.10 – Heart shell points analysis: (a) The original 3D heart shell points $P_0$ (mainly heart/lungs contact points). (b) XY projection of the set $P_0$ showing the two types of outliers (example G and B).
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Figure 1.11 – Outliers Detection: (a) X coordinate variation in the original set of points following the scanning order. (b) Sorted X coordinates of the 3D points. (c) LBP and RBP detection using the second derivative values threshold around the tails of the curve. Left and right breaking points corresponds to the limits of the inliers interval.
versa) and a smaller variation between inliers (points on the surface of the heart).

To detect the two breaking points (corresponding to the beginning of the left and right outliers regions), we have to detect the change of the speed of X variation. That’s why we choose to compute the second derivative of X in order to detect those changing points. Assuming that at most a proportion $\alpha$ of $P_o$ are outliers, we define a search depth $\Delta = n\alpha$ at both sides of the curve, where $n = |P_o|$. As the left and right breaking points (LBP and RBP) correspond to a fast variation of X, we compute the second derivative of this curve and detect the first value higher than a given threshold $T_d$ for both left and right sides. The search process starts at $i = \Delta$ (left side) and $i = n - \Delta$ (right side). Outliers are defined as points falling outside of the [LBP RBP] interval.

For $O_2$ outliers, we process similarly. Those outliers results from the an erroneous detection of lungs/spin contact points in the ray casting process. They are located at the top of the heart (i.e. with the Y attribute). Figure a shows the variation of the Y attribute along the 2D projection and its second derivative. Using this two stage approach we were able to remove efficiently and quickly the erroneous observations in our data (see figure b).

### 1.3.2.2 Ellipsoid Fitting: A WLSQ approach

Ellipsoid fitting was widely used to model 3D shapes in several fields (e.g. pattern recognition, computer vision and orbit estimation in observational astronomy). We can classify the techniques presented in the literature to clustering methods (Hough transform [243, 318] and Least Squares minimization approaches.

Hough transform based approaches suffers from the storage and computational requirements, despite the several modifications proposed to overcome those limitations [86]. The Least square techniques aims to find the best fit to the given data by minimizing a distance measure between all the points and the estimated ellipsoid. Different algorithms have been used, some being more robust to the presence of contaminated data than others. In [139], a method was proposed to fit an elliptical model to 2D scattered data. The idea is to fit the general equation of a conic to the given data, subject to a constraint which forces the conic to be an ellipse. This work has been extended to 3D data in [165] to approximate a general set of 3-D points using a 3-D ellipsoid for head tracking.

For a 3D conic, the equation is given by:

$$F(a; x) = a \cdot x = ax^2 + bxy + cy^2 + dxz + eyz + fz^2 + gx + hy + iz + j = 0 \quad (1.5)$$

with $a = [a b c d e f g h i j]^T$, $x = [x^2 x y y^2 x z z^2 y y z z 1]^T$. 
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Figure 1.12 – Outliers Detection: (a) Breaking Points detection using Y\textsuperscript{2}\textsuperscript{nd} derivative for the detection of type $O_2$ outliers. (b) Detected outliers ($O_1$ are marked in green and $O_2$ in blue).
The fitting of the general conic could be estimated by minimizing the sum of the squared algebraic distances:

$$E = \|D\|^2 = \sum_{i=1}^{n} (F(a; x_i))^2$$  \hspace{1cm} (1.6)

with \(D = [x_1 \ x_2 \ \cdots \ x_n]^T\) being the design matrix defined by the set of the heart wall points and \(F(a; x_i)\) is the algebraic distance of the point \((x_i)\) to the conic \(F(a; x) = 0\).

The vector \(a\) should be constrained in order to avoid the trivial solution \(a = 0\). Therefore, several approaches have been proposed in the literature with linear \((a + c = 1 [449], \ f = 1 [361],...)\) or quadratic \((||a|| = 1)\) constraints applied to the system parameters. In [139] a direct least squares fitting is used to fit a 2D conic to a set of scattered points while forcing this conic to be an ellipsoid; The author imposes the equality \(4ac - b^2 = 1\). In fact, to be an ellipsoid the conic should verify the discriminant equality \(b^2 - 4ac < 0\) which could be replaced by the previous constraint thanks to the freedom to arbitrarily scale the parameters. A similar constraint is proposed in [165] for 3D conic fitting.

The minimization problem 1.6 could be solved by considering the generalized eigenvalue system [42]:

$$D^T D a = \lambda C a$$  \hspace{1cm} (1.7)

with:
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Table 1.2 – Ellipsoid fitting using linear least squares (LSQ) and direct least square (DLSQ)

<table>
<thead>
<tr>
<th></th>
<th>Average Fitting Deviation</th>
<th>Radii</th>
<th>Center</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSQ</td>
<td>0.0159</td>
<td>245 135 124</td>
<td>273 239 134</td>
</tr>
<tr>
<td>DLSQ</td>
<td>2.0</td>
<td>936 491 419</td>
<td>277 199 114</td>
</tr>
</tbody>
</table>

\[
\begin{bmatrix}
0 & 0 & 2 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
C & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

Hence, \(a\) is the generalized eigenvector of (1.7) corresponding to the smallest positive eigenvalue. We can then define the ellipsoid parameters (center and radii) from the algebraic formula of the 3D conic (1.5).

An other approach consists in fitting the ellipsoid to the 3D scattered data points using the linear least squares with the linear constraint proposed in [361] to set the \(j\) parameter to 1.

Thus, the generalized problem to be considered is:

\[
D^T D a = D^T 1_n
\]  

We have compared both of the previous approaches on our data for extracting the 3D ellipsoid after the step of outliers removal. Figure 1.14 shows the fitted ellipsoid using the two methods. As detailed in table 1.2, the first fitting (LSQ) is more accurate for our data as it fits the best to the whole set of points (the resulting median algebraic distance overall the data points is equal to 0.0159) and the resulting ellipsoid is closer to the heart geometry (the heart long axis being around 12 14cm).

To improve the performance of the fitting step, we process an iterative weighted LSQ fitting approach to prune points that saliently deviates from the estimated model for each iteration. First, we define the Average Fitting Deviation (AFD) \(\sigma\) as following:

\[
\sigma = \sqrt{\frac{1}{|\mathcal{P}|} \sum_{i \in \mathcal{P}} F(a; x_i)}
\]  

with \(\mathcal{P}\) being the set of the heart shell points kept after the first step of outliers removal (see
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Figure 1.14 – Ellipsoid fitting: (a) The LSQ fitting result, (b) The Direct Least Square fitting (DLSQ)[165]

previous section 1.3.2.1) and \( F(a, x) = 0 \) the result of the LSQ fitting on \( \mathcal{P}_c \). AFD is thus used to define the mean error of fitting. This value is low for an accurate fitting and considerably high for a bad fitting result. Hereafter, we use the AFD for a fitting to determine a new set of outliers with reference to the resulting estimated ellipsoid. First, we scan all the points included in \( \mathcal{P}_c \): A null weight \( w \) is affected to points that deviates from the fitted model more than \( \nu \) times the AFD. Then a new fitting is processed on the remaining set of points. The iterative process stops when all the remaining points (with a non-zero weight value) are at a distance lower than \( \nu \sigma \) from the ellipsoid.

To summarize the approach of the ellipsoid fitting, algorithm 1 illustrates the main steps described previously. Figure 1.15 shows the different fitted ellipsoids before outliers removal (\( E_{b_0} \), figure a), after the model-based outliers removal (\( E_{b_1} \), figure b) and after the iterative fitting step (\( E_{b_2} \), figure c). Table 1.7 shows the variation of the AFD and the eccentricity of the three fitted ellipsoids. Using our outliers removal both the AFD and the eccentricity of the fitted ellipsoid are improved. The iterative approach for detecting and removing the nearest outliers provides a better result. Indeed, the final ellipsoid features the best AFD and eccentricity compared with the other ellipsoids.

This approach was tested on 137 3D CT scan sets. Four failure cases were detected because of an erroneous 3D set of points. For 3 cases, the failure is due to an erroneous heart center estimation. The last failure case was because of a lack of contact points between the heart and lungs (about half of the heart volume was surrounded by the liver).
Algorithm 1: Extract the heart ellipsoid

**input** : Lungs volume \( LV \), descending aorta volume \( DAV \), heart center \( C \)

**output**: \( E_l \) that fits the best heart volume

\[
P_o = extract\_heart\_shell\_points(LV, DAV, C)
\]

\[
P_c = remove\_outliers(P_o)
\]

first \( \leftarrow \) true

while \( P_{out} \neq \emptyset \) do

if first then

first \( \leftarrow \) false

else

\[ P_c \leftarrow P_c \setminus P_{out} \]

end if

\[ E_l \leftarrow fit\_ellipsoid(P_c) \]

\[ \sigma \leftarrow average\_fitting\_deviation(E_l, P_c) \]

for all \( x \in P_c \) do

if \( Dist(E_l, x) > \nu \cdot \sigma \) then

\[ w_x = 0 \]

else

\[ w_x = 1 \]

end if

end for

\[ P_{out} := \{ x \in P_c, w_x = 0 \} \]

end while

Return \( E_l \)

| \( E_{l0} \) | 0.0368 | 0.895 |
| \( E_{l1} \) | 0.0190 | 0.797 |
| \( E_{l2} \) | 0.0121 | 0.759 |

Table 1.3 – Iterative Ellipsoid fitting using linear least squares (LSQ): Average Fitting Deviation and eccentricity of the three fitted ellipsoids.
Figure 1.15 — Iterative Ellipsoid fitting: (a) The first fitting result (before outliers removal), (b) The second fitting (after outliers removal), (c) The final fitting result (after the WLSQ iterative approach), (d) 3D rendering of the heart ellipsoid
1.3.3 Heart Volume Extraction

Once we have estimated the best fitting ellipsoid of the heart, we move to the final step of the heart wall delineation. Since the heart is not perfectly elliptic, the fitting result needs to be refined to match the real heart contours. Therefore, we define two labels for the heart (H) and the background (B) by applying separately an erosion and a dilation to the heart ellipsoid. The final segmentation is obtained using a supervised graph-based approach.

1.3.3.1 Graph-Based Approaches

Graph based segmentation approaches interprets an image as a graph, whose nodes are the image pixels (voxels in 3D) and edges are defined by some adjacency relationship. They provide different topologies to exploit optimum connectivity between pixels for effective delineation by taking advantage of a solid mathematical background from graph theory. Earlier works date back over 30 years with the work of Zahn [482] where a family of graph-theoretical algorithms based on the minimal spanning tree for detecting several kinds of cluster structure in arbitrary point sets were proposed.

1.3.3.1.1 Watershed Transform

The watershed algorithm is a popular segmentation framework, coming from the field of mathematical morphology. It has been widely used in different fields including medical imaging segmentation, due to several advantages (e.g. simplicity, possibility to be parallelized, ability to always detect a contour even if the contrast is poor). A grey level image could be interpreted as a topographic relief, where the altitude of each point is relative to its gray value. If we imagine that some drops of water are falling on this topographic relief, they will flow until reaching a local minima. The watersheds of this image corresponds to the limits of the catchment basins of the different drops. The watershed transform is computed on a function of the original image used to split the different regions (generally defined as the image gradient). Hence, the watershed lines are located at high gradient points and the catchment basins corresponds to homogenous grey level regions in the original image.

Several definitions of the watershed transform have been proposed in the literature, leading to different algorithms to compute the watershed on a given discrete image [100, 295, 437]. A review of the different definitions and algorithms is provided in [358]. The approach introduced by Meyer in [295] is based on the topographical distance. Starting form a set of selected and labeled seeds, the algorithm successively floods the grey value relief corresponding to the gradient image of the original image and watersheds with adjacent catchment basins are created.
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However, segmentation results from watershed transform may suffer from leaks and degeneracy of the solution in the presence of weak boundaries.

1.3.3.1.2 Graph Cuts  Graph Cuts (GC) techniques have been developed as a method for interactive seeded segmentation originally produced by Boykov and Jolly [52]. It is based on the labeling of some nodes belonging to the background and others to the foreground (object to be segmented). The algorithm finds the minimum-weighted cut separating the two labels by performing a max flow/min cut analysis. This work has been extended to overcome speed issues [257, 264], to propose additional image features [37] and to address problem of user interaction [364]. We note two major concerns associated to the GC algorithm, the metrication errors and the shrinkage bias. Successful works for addressing the metrication errors were proposed using continuous maximum flows, additional edges or total variation [49, 407, 426]. However, they induce a greater memory and computation time costs than the original algorithm. Similarly, shrinkage bias has been solved [49, 407, 436] in some works but requiring additional computation and parameters.

1.3.3.1.3 Random Walkers  Random Walker (RW) is an other supervised segmentation algorithm developed by Grady [164] trying to capture the benefits of the previous graph based methods while overcoming their disadvantages. The approach combines robustness to weak or missing boundaries and noise in the image while avoiding trivial solutions [164]. It allows to overcome blocky surfaces or segmentation leaking possible when using Graph Cuts or Watershed based approaches.

Following, the image will be represented by a graph $G = (V, E)$ where each node $v_i \in V$ corresponds to a voxel of the image and each edge $e_{ij} \in E$, connects the two nodes $v_i$ and $v_j$. A weight $\omega_{ij}$ is affected to the edge $e_{ij}$ to reflect a dissimilarity measure between the two nodes based on intensity changes. A common used expression for the weight function is:

$$
\omega_{ij} = \exp(-\beta(g_i - g_j)^2)
$$

(1.10)

with $g_i$ being the intensity of the voxel i and $\beta$ a free parameter of the algorithm. We also define the degree of a node i, denoted by $d_i$ as the sum of the weights of all the incident edges on $v_i$:

$$
d_i = \Sigma(\omega_{ij})
$$

(1.11)

Although the algorithm was initially motivated by sending random walkers from each unla-
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beled pixel and computing the first seed (foreground/ background) they reach, it is impractical to solve the problem based on this approach. Practically, the probability for each random walker to reach first a voxel of a particular label is computed by solving the Dirichlet problem [22]. A Dirichlet integral is defined by:

\[ D[u] = \frac{1}{2} \int_\Omega |\nabla u|^2 d\Omega \] (1.12)

for a field \( u \) and a region \( \Omega \). The Dirichlet problem consists in finding the harmonic function subject to its boundary values. A harmonic function is a function that satisfies the Laplace Equation:

\[ \nabla^2 u = 0 \] (1.13)

In fact, the harmonic function satisfying the boundary conditions minimizes the dirichlet integral [99]. The Laplacian matrix \( L \) is usually used to model the interaction between the image voxels. This matrix is defined by:

\[ L_{ij} = \begin{cases} d_i & \text{if } i = j \\ -\omega_{ij} & \text{if } v_i \text{ and } v_j \text{ are adjacent nodes} \\ 0 & \text{otherwise} \end{cases} \] (1.14)

The combinatorial formulation of the Dirichlet integral is:

\[ D[x] = \frac{1}{2} x^T L x = \frac{1}{2} \sum_{e_{ij} \in E} \omega_{ij} (x_i - x_j)^2 \] (1.15)

with \( x \) being the combinatorial harmonic function minimizing (1.15).

As the laplacian matrix is positive semi-definite, the critical points of \( D[x] \) corresponds to its minima. If we partition the set of vertices into two sets seeded/unseeded nodes the equation 1.15 could be rewritten as following:

\[ D[x] = \frac{1}{2} \begin{bmatrix} x_M^T & x_U^T \end{bmatrix} \begin{bmatrix} L_M & B \\ B^T & L_U \end{bmatrix} \begin{bmatrix} x_M \\ x_U \end{bmatrix} \] (1.16)

\( U \) and \( M \) referring to unseeded and marked vertices. \( B \) is the laplacian matrix part corresponding to the labelled vertices. To find the critical points we differentiate (1.16) with refer to \( x_U \) which yields to:

\[ L_U x_U = -B^T x_M \] (1.17)
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To define the probabilities for a label $s$, the solution could be found by solving the system:

$$L_U x^s = -B^T m^s$$  \hspace{1cm} (1.18)

with $m^s$ the set of seeds of the label $s$.

The solution for all the labels is found by solving the system:

$$L_U X = -B^T M$$  \hspace{1cm} (1.19)

with $X$ having $K$ columns corresponding to the number of the labels. $M$ is called the boundary condition matrix containing the labels for each seed point ($M$ has as many columns as labels and as many rows as seeds) [164].

An interesting analogy between the circuit theory and random walks was established making the resolution of the problem simple and convenient for binary segmentation (background/foreground labels)[126]. The graph is viewed as an electrical circuit in which each edge is represented by a linear resistor (i.e. the edge weight is simulated to an electrical conductance). Seeds corresponding to background label are tied to the ground and each seed associated with the foreground are attached to a unit direct current ideal voltage source. The electrical potentials thus obtained in this circuit for each node are equal to the probability that a random walker sent from this node will reach a foreground node before reaching a background one. This approach could also be used to define the probabilities for all the labels by selecting one label at time and setting the seed nodes of the other labels grounded (i.e. potential is equal to 0) and then affecting each node to the label corresponding to the maximum probability value.

1.3.3.2 Heart Surface Segmentation

The heart and background labels are created from the previously estimated heart ellipsoid. The heart volume labels $H$ is obtained by eroding the fitted ellipsoid thus to ensure that the kept volume is inside the heart and does not include any surrounding structures (e.g. liver or bones). The heart ellipsoid is also dilated to get the background labels. $B$ is defined as the complementary of the dilated ellipsoid volume. A calculus domain is also defined using the difference between the dilated and the eroded ellipsoid volumes. This allows to reduce the search space and hence the computational time. Figure 1.16 shows an example of the heart labels.
1.1.3 Overview of the Proposed Approach

![Figure 1.16](image)

- (a) and (b) Axial and coronal views of the heart inside labels.
- (c) and (d) Axial and coronal views of the heart background labels.

Practically, the RW problem is solved by minimizing the energy term:

$$E(x) = \sum_{e_{ij} \in E} \omega_{ij} (x_i - x_j)^2, \text{s.t. } x(H) = 1, \ x(B) = 0.$$  \hspace{1cm} (1.20)

with $x_i$ being the probability assumed for label H at node $v_i$. The heart segmentation $s$ is thus obtained by thresholding the computed probability $x$ as following:

$$s_i = 1 \text{ if } x_i \geq \delta, \ 0 \text{ if } x_i < \delta.$$  \hspace{1cm} (1.21)

The final heart volume is obtained by performing a 2D dilation on the RW result to avoid truncating the coronaries. Figure 1.17 illustrates an example of the resulting heart segmentation. 2D views shows the heart delineation result compared to the original image. 3D rendering views allows to visualize the coronary arteries on the heart surface.

1.3.3.2.1 Implementation Details  The Laplacian matrix models the interaction between all the nodes which leads to a large sparse linear system for which direct solver are not efficient in practice. A solution would be to factorize the laplacian matrix to a lower and higher triangular
Figure 1.17 – An example of automated heart isolation: Axial (first row), coronal (second row) and 3D rendering (third row) views of the heart volume labeled on the original volume.
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Figure 1.18 – Modifying threshold value for sternum removal. The peripheral bones are removed but this induces some heart structure removal too.

matrix and perform a two stage resolution: a backward and a forward substitution [162] to solve the linear problem efficiently. This approach could be suitable for reasonable sizes (2D medical images with a size of 256x256 could be handled by direct solvers). However, 3D images would result in extremely large Laplacian matrix (256x256x256 voxels) which would require an impractical amount of time and memory to factorize the matrix and solve the problem by direct solvers. An alternative to direct solver for large linear systems resolution is the Conjugate Gradient method. This approach is an iterative approach specially designed for handling symmetric positive definite matrices [392]. The sparse nature of the system is exploited to improve the computational and storage efficiency: only the 6 + 1 bands of the laplacian matrix are stored. The volume is also down-sampled by 2 to reduce the computational domain without loss of precision.

1.3.3.3 Extra Bones Removal

Te previous heart mask volume (result of the random walker step) showed some false positive detection due to the inclusion of parts of the sternum and the spine bones. This is mainly due to the fact that these structures are very close to the heart volume and exhibit a relatively close probability values to the heart ones. Reducing the random walker probability threshold $\delta$ could solve this problem. However, this would lead to cutting some cardiac structures (see figure 1.18).

To solve this problem, we propose a bone removal step in order to remove all the remaining bones in the final heart volume. First, a bright structures threshold is applied to the heart volume. This results in keeping blood pools and bones connected components. The heart blood pools are removed by applying a size-based connected components filtering (the same one as for the heart center estimation). Subsequently, small circular connected components are filtered (with size $< S_{bones}$) thus resulting in keeping only eventual bones included in the heart
volume. A hole closing followed by a dilation is then applied on the resulting structures. The heart mask volume is hence obtained by removing the previous bones connected components. Finally, to avoid holes inside the heart volume due to some false positives a hole closing steps is applied. The different bones removal steps are illustrated in figure 1.19.

1.4 Experiments

1.4.1 Data

The heart delineation algorithm was tested on a 133 cardiac CT database. The database is divided in two subsets: $S_1$ and $S_2$ mainly coming from GE Healthcare’s LightSpeed VCT (64-slice Volume Computed Tomography) and GE’s Discovery CT750 HD (64-slice High Definition scanner). Volume size ranges from 164 to 373 slices with a slice size of 512x512 pixels. The in-plane resolution (resolution inside a slice) varies from 0.34 mm to 0.50 mm, while the out-of-plane resolution (the slice thickness) is 0.625 mm for all the volumes. The database contains both healthy and pathological cases. Calcified, soft and mixed plaques are present with different stenosis degrees. The database contains also some cases with the presence of stents and heart bypass. Generally, the database shows moderate and good image quality.

1.4.2 Manual Segmentation

For the evaluation, the database was annotated separately (two subsets of 72 and 61 images) by two different observers. Manual annotation of cardiac CT images is a time consuming task. Typically, a manual heart segmentation takes about 90 minutes depending on the image quality and field of view. For heart volume annotation, semi automatic tools were used to help accelerating the processing. First, an estimation of the heart mask is computed using an automatic tool based on a set of thresholds and morphological operations. Subsequently, the mask is manually corrected to add missing parts (e.g. coronaries, cavities and/or heart muscle) using a manual tool that allows to propagate the volume starting from a seed point into the missing regions based on region growing guided by appearance properties. Over-segmentation or false positive detections (e.g. sternum, livers, trunks) are also eliminated using a manual tool. Both 2D (axial, sagittal, coronal) views and 3D rendering volumes are used to adjust the heart volume. To be sure all the unwanted structures are suppressed, the observer changes the HU threshold on the 3D rendering view and eliminates eventual residues. Finally, the heart volume is saved and is then exported in a binary file and converted to a 3D triangulated mesh.
Figure 1.19 – Extra bones removal: (a) - (f) 2D axial views showing the different processing steps. (g) 3D rendering of the detected bones. (h) - (k) 3D rendering views of the heart volume before and after bones removal. We clearly can state the impact of removing bones on clearing the heart surface views.
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for further evaluations.

1.4.3 Evaluation measures

In order to assess the performance of our approach, we evaluated the automated heart masks using both quantitative and qualitative evaluations. Quantitative evaluation allows for an objective evaluation based on manually annotated ground truths. It is also a way to obtain a comparison with state-of-the-art methods. However, this kind of comparison should be considered carefully because the evaluation are generally performed on different data sets and the ground truths are annotated by different observers with different experience levels. Moreover, quantitative evaluation may not properly represent the segmentation quality. In fact, it does not give a precise information about the impact of an over-segmentation or an under-segmentation on clinical outcome and consequently patients health. Therefore, a qualitative evaluation of the segmentation method was conducted in order to get more information about the performance of the algorithm against specific challenges (see section 1.1). Evaluation measures and metrics used for both evaluations are detailed in following sections 1.4.3.1 and 1.4.3.2.

1.4.3.1 Quantitative Evaluation

First, the algorithm was evaluated quantitatively using the 133 CT images and their corresponding gold standard segmentation. In the literature, different evaluation methodologies are commonly used for the assessment of a given segmentation compared to a “ground truth” (see appendix C). We can distinguish two main categories of such techniques: (1) Volume-based measures and (2) Distance-based measures have been conducted. We have used a set of commonly used metrics for medical segmentation evaluation that are explained hereafter.

1.4.3.1.1 Volume-based Evaluation

Volume-based measures are defined from the different True Positive (TP), False Positive (FP), True Negative (TN) and False Negative (FN) sub-regions of the segmentation result (see appendix C.1 for definitions). To compute corresponding sub-volumes, heart segmentation results and manual heart ground truths are converted to binary masks.

Let \( S \) be the binary segmentation result and \( G \) refer to the binary mask of the manually delineated ground truth. The corresponding TP, FP, TN and FN volumes are thus defined as follow:

\[
V_{TP} = S \cap G; \quad V_{FP} = S - G; \quad V_{TN} = I - S - G \quad \text{and} \quad V_{FN} = G - S.
\]
First, sensitivity, specificity, positive predictive value (PPV) and negative predictive value (NPV) (see section appendix C for definitions) of the algorithm have been computed on both of the subsets $S_1$ and $S_2$ separately. In addition, False negative volume fraction (FNVF) and False positive volume fraction (FPVF) (see section C.1.1 for formulations) are also computed to assess the amount of false detections as a fraction of the ground truth volume. FPVF indicates the amount of the over-segmented tissues and FNVF corresponds to the fraction volume of the missed parts by the algorithm compared to the ground truth volume.

Dice coefficient is among measures that are commonly used to evaluate the performance of a segmentation approach [116, 396]. It assesses the similarity between the segmentation result and the manual segmentation (reference standard) by reporting the extent of the overlap between the two volumes. Its values range from 0 (no overlap) to 1 (total overlap). Dice similarity coefficient (DSC) is obtained using equation 1.22:

$$DSC(S, G) = \frac{2|S \cap G|}{|S| + |G|}$$ (1.22)

### 1.4.3.1.2 Distance-based Evaluation
Secondly, distance based evaluation has been performed. Generally, distance measures quantify the error distance between the automated and manual segmentation surfaces. The Haussdorf distance is a mathematical metric usually used to measure the “closeness” of two sets of points that are subsets of a metric space. Let $\mathcal{S}$ be the surface of the heart volume and $\mathcal{G}$ be the surface of the corresponding ground truth. The Haussdorf distance is expressed as:

$$H(\mathcal{S}, \mathcal{G}) = \max \{h(\mathcal{S}, \mathcal{G}), h(\mathcal{G}, \mathcal{S})\}$$ (1.23)

with,

$$h(\mathcal{S}, \mathcal{G}) = \max_{a \in \mathcal{S}} \{\min_{b \in \mathcal{G}} \{d(a, b)\}\}$$ (1.24)

### 1.4.3.2 Qualitative Evaluation

In order to capture the accuracy of the proposed approach in heart isolation and obscuring surrounding structures removal, we conducted a qualitative evaluation using a subset of our database composed of 65 images randomly selected from both of the sets $S_1$ and $S_2$. An expert has visually evaluated the quality of the segmented heart masks. The automatic heart masks have been scored with respect to two main criteria: 1) Removal of structures that may obscure the coronaries (i.e., sternum and ribs, liver, Spine) and 2) Inclusion of main cardiac...
components (i.e., heart cavities, coronaries, ascending aorta and grafts if any). Hence, seven evaluation metrics have been defined to assess the performance of the algorithm:

- **Sternum Removal**: assesses if the sternum has been successfully removed or not
- **Liver Removal**: indicates if the liver was removed from the final heart mask or there is still some obscuring parts.
- **Spinal Removal**: assesses the spine removal
- **Cavities Inclusion**: attests whether the heart cavities are kept in the heart volume or not.
- **Ascending Aorta Inclusion**: this metric allows to evaluate the algorithm against the ascending aorta inclusion criteria which is relevant for cardiac diseases diagnosis.
- **Coronary Inclusion**: indicates whether the heart coronaries are included in the final heart volume or have been truncated.
- **Grafts Inclusion**: indicates whether the bypass graft (if there is any) is added to the segmented heart or if it was cut.

For each criterion, the given score ranges from 1 (failure) to 3 (success). For false positives evaluation (Sternum, Liver and Spinal removal), the score assesses how much the structure is obscuring the coronaries and the heart surface. A score of 1 means that the removal has failed and that the kept parts are shadowing the heart structures. A score equal to 3 means that the obscuring organs have been successfully removed and that the resulting heart volume does not need to be adjusted. Similarly, for false negatives evaluation (Cavities Inclusion, Ascending Aorta Inclusion, Coronary Inclusion, Grafts Inclusion), a score of 1 means that an important part of the concerned feature is truncated (main coronaries, heart cavities...) , while a score of 3 means that no part is missing. A score of 2 indicates that small parts are missing and the result is acceptable with reference to the concerned criteria.

**Table 1.4** – Qualitative evaluation: Overall segmentation quality classification

<table>
<thead>
<tr>
<th>Grade</th>
<th>Segmentation Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Failure (main parts of the heart are cut or two much false positive)</td>
</tr>
<tr>
<td>2</td>
<td>Acceptable (needs subsequent manual corrections)</td>
</tr>
<tr>
<td>3</td>
<td>Good (needs some minor corrections)</td>
</tr>
<tr>
<td>4</td>
<td>Very good (some extra structures not obscuring the heart surface)</td>
</tr>
<tr>
<td>5</td>
<td>Perfect</td>
</tr>
</tbody>
</table>
### 1.1.5 Results

#### Table 1.5 – Automated heart segmentation: computational time for each processing part

<table>
<thead>
<tr>
<th></th>
<th>Pre-processing</th>
<th>Heart model fitting</th>
<th>Heart volume segmentation</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mean</strong></td>
<td>1.2</td>
<td>1.7</td>
<td>13.7</td>
<td>16.7</td>
</tr>
<tr>
<td><strong>Min</strong></td>
<td>1</td>
<td>0</td>
<td>5</td>
<td>8</td>
</tr>
<tr>
<td><strong>Max</strong></td>
<td>3</td>
<td>3</td>
<td>28</td>
<td>31</td>
</tr>
</tbody>
</table>

Moreover, an overall score is affected for each exam to assess the overall “Segmentation Quality”. Table 1.4 details the different possible scores classification for segmentation quality assessment.

### 1.5 Results

#### 1.5.1 Computational time

Computational time is a critical issue in clinical applications that should be considered while developing any approach. All the tests was run on a 4 cores Intel(R) Xeon(R) CPU W3565 @ 3.20GHz, 8.00 GB (RAM) machine. A complete heart segmentation on a 512x512x203 cardiac CT exam takes around 16 seconds. The random walker iterations takes around 5 seconds to converge. Table 1.5 shows the mean, minimum and maximum value of the processing time for the main steps.

Heart volume segmentation (i.e. labels extraction, Random Walker iterations and the post-processing step) is the most consuming part (80 % of the overall processing time). This part could be further optimized to reduce the computational time. In fact, this is due to a non optimized step of ellipsoid volume extraction that could be considerably reduced to some few seconds.

#### 1.5.2 Parameters Optimization

The proposed approach presents an important set of parameters that affects more or less the final segmentation result. In this section we detail the setting of the most important parameters used in our algorithm. We also explain the steps of some parameters optimization. Table 1.6 shows the optimized parameters values for the different heart segmentation steps.

Pre-processing step: For the optimization of the lungs, the aorta volumes and the heart center extraction, automated tests have been launched and the results have been stored using screen shots. This allowed for a visual inspection of the performance of this pre-processing steps and thus optimizing the different parameters.
Table 1.6 – Automated heart segmentation: Parameters settings

<table>
<thead>
<tr>
<th>Step</th>
<th>Part</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-processing</td>
<td>Lungs extraction</td>
<td>Lungs intensity thresholds</td>
<td>$T_{air} = -1000$ HU, $T_{lungs} = -500$ HU</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Lungs size threshold</td>
<td>$V_{lungs} = 40$ mL</td>
</tr>
<tr>
<td></td>
<td>Descending Aorta extraction</td>
<td>Bright structures threshold</td>
<td>$T_{bright} = +110$ HU</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Aorta size range</td>
<td>$S_{aorta1} = 314$ mm$^2$, $S_{aorta2} = 600$ mm$^2$</td>
</tr>
<tr>
<td>Heart model fitting</td>
<td>Heart shell points extraction</td>
<td>Angular step (ray casting)</td>
<td>$\theta = 360$ deg /50</td>
</tr>
<tr>
<td></td>
<td>Outliers removal</td>
<td>Outliers portion</td>
<td>$\alpha = 1/16$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Second derivative threshold</td>
<td>$T_d = 2$</td>
</tr>
<tr>
<td></td>
<td>Ellipsoid fitting</td>
<td>AFD coefficient</td>
<td>$\nu = 2.5$</td>
</tr>
<tr>
<td>Heart volume</td>
<td>Random walker</td>
<td>Probability threshold</td>
<td>$\delta = 0.6$</td>
</tr>
<tr>
<td>extraction</td>
<td></td>
<td>Dilation SE size</td>
<td>$S_{SE} = 4$</td>
</tr>
<tr>
<td></td>
<td>Bones Removal</td>
<td>Connected component size</td>
<td>$S_{bones} = 125$ mm$^3$</td>
</tr>
</tbody>
</table>

Heart model fitting: This step includes the heart points extraction, model-based outliers removal and iterative ellipsoid fitting. The angular sampling for the ray casting approach has been set in a way to get enough points for an accurate ellipsoid fitting. We fix this angular step to $\theta = 360$ deg /50. Lower angular values lead to more biased models by the outliers and greater ones do not improve the result as much as they slow down the processing time. To set the second derivative threshold for the detection of the X and Y outliers, we tested different values and visualized the detected outliers for each value. $T_d = 2$ gives the best compromise. For ellipsoid fitting, $\nu$ have been chosen to give accurate fitting results after some iterations. In general, for $\nu = 2.5$, 2 or 3 iterations suffice to get a coherent ellipsoid that covers the heart volume. Visual inspection was also used to validate the performance of this step.

Heart volume extraction: For the optimization of this step, we have used the Receiver Operator Characteristic (ROC) curve [508]. While varying the Random Walker probability threshold $\delta$ and the size of the 2D dilation structure element $S_{SE}$, we computed the different associated sensitivity and specificity values. This helped to find the best compromise between false positive and false negative detections. Figure 1.20 shows the obtained ROC curve. The best point (the nearest point to the upper left corner point (0,1)) is obtained for $\delta = 0.6$ and $S_{SE} = 2$. The final heart segmentation with the bones removal step is displayed on figure 1.21. This final step allows to improve the algorithm performance (the green point is closer to the point (0,1)).
1.1.5 Results

**Figure 1.20** – ROC Curve of heart segmentation: the different ROC points are obtained by varying the random walker threshold and the dilation size.

**Figure 1.21** – ROC Curve of heart segmentation: the bones removal step improves the heart segmentation quality (green point).
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1.5.3 Quantitative evaluation results

Automated segmented heart volumes are stored in binary volume files with the same resolution. Those files have been used to compute the different evaluation volume-based measures using a C program developed under the PINK library [297]. For distance based measure, the segmented volumes are transformed to triangular meshes using the marching cube algorithm with the same parameters for all the datasets. The Hausdorff distance has been computed using the MESH program described in [20].

Table 1.7 shows the results of the fully automatic cardiac 3D quantitative evaluation by applying the metrics of section 1.4.3.1.1 to the automated segmentation volumes using the manually segmented gold standards. Results are provided for $S_1$ and $S_2$ separately, as well as the mean values for all the database. Summary box and whisker plots of sensitivity, specificity, PPV and NPV for both of the subsets are given in figure 1.22. The algorithm provides a mean sensitivity value of 95.64 ± 15.72 and a specificity of 96.11 ± 12.78. This shows that our algorithm is able to accurately discriminate between heart voxels (true positives) and background voxels (true negatives). This result outperforms the result achieved by the work of [331]. For FNFP and FPVF a mean value of 0.05 and 0.2 are obtained respectively. This means that the algorithm has a tendency to overestimate the heart volume specially for $S_2$. The false positives volume is 4 times greater than false negative volume. This is mainly due to keeping some sternum liver parts.

Table 1.7 – Quantitative evaluation: Sensitivity, specificity, PPV and NPV mean values and standard deviations for $S_1$, $S_2$ and the overall database

<table>
<thead>
<tr>
<th></th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>PPV</th>
<th>NPV</th>
<th>FNVF</th>
<th>FPVF</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_1$</td>
<td>94.72 ± 4.48</td>
<td>96.85 ± 12.59</td>
<td>85.27 ± 12.95</td>
<td>99.10 ± 0.70</td>
<td>0.05 ± 0.04</td>
<td>0.17 ± 0.10</td>
</tr>
<tr>
<td>$S_2$</td>
<td>96.57 ± 22.21</td>
<td>95.31 ± 13.05</td>
<td>79.97 ± 31.49</td>
<td>99.25 ± 1.15</td>
<td>0.05 ± 0.03</td>
<td>0.24 ± 0.18</td>
</tr>
<tr>
<td>All</td>
<td>95.64 ± 15.72</td>
<td>96.11 ± 12.78</td>
<td>82.97 ± 25.30</td>
<td>99.18 ± 0.94</td>
<td>0.05 ± 0.06</td>
<td>0.20 ± 0.1</td>
</tr>
</tbody>
</table>

Table 1.8 presents results of Dice coefficient and Hausdorff distance. An average Dice coefficient of 0.87 ± 0.17 and a maximum distance error of 2.67 ± 1.43 were obtained on the overall database. This meets the heart segmentation state of the art performances (see table 1.10). These results are displayed in the box and whisker plots of figure 1.23. Results shows that the algorithm is more accurate for the subset $S_1$ than $S_2$. In fact, $S_2$ always shows lower metrics than $S_2$. This reflects the sensitivity of any quantitative evaluation to the quality of manual ground truths. In fact, an inter-variability is always present between manual segmentation. This could be explained by different expertise level and different manual annotation protocols.

To inspect the surface-to-surface distance error, we visually analyzed the distance map of some exams showing high distances values. The distance maps are sown in figure 1.24.
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Figure 1.22 – Box plots of volume based evaluation metrics for data sets $S_1$ and $S_2$.

Figure 1.23 – Box plots of DICE coefficient, Hausdorf distance, FNVF and FPVF metrics for data sets $S_1$ and $S_2$. 
Maximum distances are mainly recorded around major vessel trunks and at the heart lower base because of remaining parts of the liver (figures a, b, c). Liver and vessel trunks are particularly hard to remove because the absence of clear edges delineating the heart surface around these structures. Some cases showed also a high distance error due to the inclusion of some ribs (figure c).

The obtained results show that quantitatively this method produces a reliable heart segmentation.

1.5.4 Qualitative evaluation results

To perform the qualitative evaluation, screen shots views of 3D rendering of the automated heart surface are saved from different angles to allow the visualization of the whole heart surface. These images are displayed in a web page where an observer could provide his evaluation for each exam and save the final evaluation in a file. Two experts have visually inspected these results. The obtained results are provided in table 1.9. The proposed approach is very robust against 5 criteria: Spinal removal, Cavities inclusion, Ascending aorta inclusion, Coronary inclusion, Grafts inclusion. One single case showed a truncated apex leading to a score of 2.98 for the cavities inclusion criterion. A score of 2.51 and 2.43 was obtained for sternum liver removal respectively. This confirms the quantitative results showing that the algorithm does over-estimate the heart volume. This also agrees with the distance error measured at these regions which are challenging because of the lack of contrast and their closeness to the heart surface.

The overall segmentation quality mean grade is of 3.94 with no failure cases. The distribution of the different scores are shown in figures 1.25 and 1.26. The algorithm shows a highly accurate segmentation quality in most cases. In fact, 70 % of the segmented volumes shows a grade between 4 and 5. 24 % of the results are acceptable and less than 5 % of the cases might need additional manual editions to remove some unwanted parts. Some examples of our result images are shown in Figure 1.27.
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(a) 
(b) 
(c) 
(d)

Figure 1.24 – Distance maps of some segmented heart volumes exhibiting relatively high distance errors.

Figure 1.25 – Qualitative Evaluation: distribution of the different grade classifications over the data set.
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Table 1.9 – Qualitative evaluation: Mean grade value of the different evaluation metrics

<table>
<thead>
<tr>
<th></th>
<th>Sternum removal</th>
<th>Liver removal</th>
<th>Spinal removal</th>
<th>Cavities inclusion</th>
<th>Ascending aorta inclusion</th>
<th>Coronary inclusion</th>
<th>Grafts inclusion</th>
<th>Segmentation quality</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grade</td>
<td>2.51</td>
<td>2.43</td>
<td>3.00</td>
<td>2.98</td>
<td>3.00</td>
<td>3.00</td>
<td>3.00</td>
<td>3.94</td>
</tr>
</tbody>
</table>

Figure 1.26 – Qualitative Evaluation: Segmentation quality grade classification for all the database.

The qualitative and quantitative evaluations showed that our approach offers a level of accuracy and efficiency comparable to the best previously published approaches. Table 1.10 illustrates the comparison of the performance of our algorithm with state-of-the-art automated heart segmentation approaches in CT angiographies. Generally, our method performs as well as state-of-the-art approaches. Compared to the work of Funka-Lea et al. [154], our algorithm provides lower distance error. It also results in lower computational time than four works ([310], [431], [199] and [216]) and equal times as the others. We have to mention that some publications (e.g. [497], [216]) computed the mean distance error which is logically lower than the Haussdorf distance. Moreover, we have to note that the previous evaluations have been performed on different databases. Thus, comparing such evaluations should be done carefully as the data sets necessarily present some differences in acquisition protocols and reconstruction parameters. Moreover, the ground truths being annotated by different observers, this induces a subsequent variability between the different evaluations. A conclusive and objective comparison should thus be performed using the same database.
1.1.5 Results

Figure 1.27 – Examples of heart segmented volumes.
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Table 1.10 – Comparison of the previous works on heart isolation CT angiography

<table>
<thead>
<tr>
<th>Work</th>
<th>data</th>
<th>Error</th>
<th>Overlap</th>
<th>Processing time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moreno et al. [310]</td>
<td>10</td>
<td>6.4 mm</td>
<td>NA</td>
<td>4 min (down-sampled)</td>
</tr>
<tr>
<td>van Rikxoort et al. [431]</td>
<td>14 target images</td>
<td>NA</td>
<td>0.8733 ±0.0363</td>
<td>30 min</td>
</tr>
<tr>
<td>Ecabert et al. [132]</td>
<td>28</td>
<td>0.82 ±1.00 mm</td>
<td>NA</td>
<td>10-30 sec</td>
</tr>
<tr>
<td>Isgum et al. [199]</td>
<td>14 data set</td>
<td>NA</td>
<td>0.88 ± 0.03</td>
<td>15 min</td>
</tr>
<tr>
<td>Funka-Lea et al. [154]</td>
<td>70</td>
<td>5.5 mm</td>
<td>NA</td>
<td>20 sec</td>
</tr>
<tr>
<td>Kirisli et al. [216]</td>
<td>251</td>
<td>1.25±1.73 mm</td>
<td>0.95</td>
<td>25 min</td>
</tr>
<tr>
<td>Zhong et al. [497]</td>
<td>589 (288 patients)</td>
<td>1.91 mm</td>
<td>NA</td>
<td>1-5 sec</td>
</tr>
<tr>
<td>Our approach</td>
<td>133</td>
<td>2.67 ± 1.43 mm</td>
<td>0.87 ± 0.17</td>
<td>8-31 sec</td>
</tr>
</tbody>
</table>
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Coronary arteries segmentation consists in the isolation the coronary artery tree from the surrounding cardiac structures. Such step is very useful for visualization of the arteries, abnormalities detection and quantification in large 3D data. Thanks to the development of the CT angiography acquisition and reconstruction techniques, improved image quality and spatial
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resolution can be achieved hence allowing to better capture the coronary arteries. However, regarding the small size of coronary arteries (ranging from 5mm to less than 1 mm in distal parts), the current CT resolution (approximately 0.4 to 1.4) is still not sufficient to robustly extract the coronary vessel. Besides, coronary segmentation or extraction is still a challenging task owing to the close heart chambers having the same intensity ranges as the coronary lumen, motion artifacts, calcium blurring and severe artery stenosis. Therefore, several successful approaches developed for other vascular structures extraction are not suited for coronary segmentation. For instance, methods based on deformable models (see section 2.4.2.2) presented satisfactory results for extracting different anatomical structures in medical data, but their adaption to extract narrow structures as artery vessels is difficult. Hence, special algorithms have been dedicated for coronary arteries extraction using specific knowledge.

Hereafter, we first review some of recent works on coronary arteries segmentation in section 2.1. In the second section, we present a novel coronary enhancement filter based on the Shape Tree and path openings. Finally, we will present and discuss results different approaches for vessel lumen segmentation. Results are evaluated using the online evaluation framework described in [215].

2.1 Coronary arteries segmentation: A brief Review

Recently, several algorithm specifically designed for the coronary arteries segmentation have been published. Two major categories can be identified: methods that segment the coronary lumen in one pass without a need for the vessel centerline estimation, and methods that need to determine a vessel centerline (automatically or manually) and then extract the vessel lumen surface. The second category can furthermore be divided into two sub-categories: approaches that first determine (or take as input) a vessel centerline that extract the vessel border (surface evolution), and approaches that iteratively extract the vessel lumen center points and the corresponding vessel contours (i.e. tracking approaches).

2.1.1 Direct segmentation approaches

Methods that segment the coronary lumen in one single pass include region-growing [39, 85] and combination of morphological operators [45, 47]. In [85] a first estimation of the probable location of coronary arteries is extracted using a 3D region growing approach. Then, based on the dilation by 3 voxels of the probable location, the coronary final detection is performed by applying a one-level discrete wavelet transformation to each slice of the CTA volume. The au-
2.2.1 Coronary arteries segmentation: A brief Review

Authors used only the LH and HL sub-bands to extract the accurate coronaries. Visual inspection indicates that the approach shows promising result but no quantitative evaluation is performed to assess the robustness of the approach specially to extract abnormal vessel segments. Bock et al. proposed a progressive region growing approach controlled by a growth front monitoring technique. To control the segmentation and correct local leakage artifacts, the approach uses the knowledge about the growth behavior within tubular structures as well as the knowledge about contrast decrease during the vessel course. Renard and Yang [355] also used locally adaptive region growing by computing local statistics for the appearance of lumen voxels to separately segment the lumen and arterial wall. In [47], an automatic approach combining the gray-level hit-or-miss transform and region-growing is presented. A semi-automated algorithm based on morphological grayscale reconstruction through 2D slice images devoted to the extraction of the 3D coronary artery tree is also proposed in [270].

While showing interesting results with high scale vessels, Hessian based filtering often fails to detect coronary vessels. Two major limitation consist in: 1) the relatively small scale of these arteries and 2) the challenging configurations when anomalies such as plaques or stent grafts are present. For the first case, noise can affect the filter result. In the second one, vessels with abnormalities present an appearance with different image patterns and contrast the healthy one. Therefore, learning based approaches are combined to Hessian based filters to improve detection performance as in [217]. In this work, a two stage approach is proposed to automatically extract coronary vessels. First, a set of vessel candidate points is extracted using a learning based approach. At each search position, the object location is estimated using the Hessian matrix. Then the object is classified as a vessel or non-vessel on the basis of its appearance using the Adaboost algorithm. Features are extracted using Haarlike filtering. Finally, a coronary tree shape model (composed of 30 discrete nodes sampled from three major coronary arteries and two coronary veins) is fitted to the detected candidates using an optimization procedure. The final coronary tree centerlines are evaluated using the Rotterdam Coronary Artery Algorithm Evaluation Framework described in [379]. However, no information is provided about how one single coronary tree model can handle all coronaries anatomical variations. Other improved vesselness measure has been proposed in [474]. They propose to add a local geometric feature based on ray casting to discriminate between the false step-edge responses and the positive vessel responses in Frangi’s vesselness measurement.

Mohr et al. [305] proposed an automated algorithm for coronary lumen segmentation using level-sets with additional tissue classification. To detect and remove calcified plaque, they use an explicit calcium extraction step based on an intensity threshold. The calcium threshold value is determined for each vessel within the data by an unsupervised classification technique.
Yang et al. [475] proposed a method to segment the left coronary artery. The approach first classifies the volumetric data into three homogenous regions and finds the one filled with blood. Then a level set model is started at the ostia and operates on the previously extracted blood pool volume to extract the coronary artery and obtain a 3D geometric model of the coronary with subvoxel accuracy. Later, the authors propose a hybrid approach for segmentation of coronary arteries using multi-scale vessel filtering and a Bayesian probabilistic approach in a level set image segmentation framework [476]. An initial estimation of the coronary vessels is obtained from the multiscale vessel filter response. The obtained surface then evolves to detect the exact vessel boundary using an improved evolution model of implicit surfaces.

///A region-based active contour method was used to segment the major coronary arteries in [447]. Centerlines of the coronary arteries are then extracted by mesh contraction. The calcified stenosis were identified using deformed circularity and convex hull deficiency. However the above system did not predict severely affected coronary arteries. Later, the authors proposed an active contour method, which uses global and local intensity statistics to segment the coronary artery in [445]. Correction scheme was developed to remove kissing vessel artifacts and this approach was able to segment only major branches of the arterial tree.

In [272], a novel model-guided segmentation approach based on a Markov random field formulation with convex priors is proposed. Similarly to their previous work [271], an explicit calcium extraction step is incorporated. Besides, the new approach provides robust surface regularization suitable for coronary lumen segmentation by adopting the general Markov random field formulation to tubular segmentation. Such formulation assures the preservation of the tubular structure of the coronary lumen and avoids any post processing to eliminate outliers.

In [357], a shape-based segmentation and visualization technique for quantitative analysis of atherosclerotic plaques in coronary artery disease is presented. It uses two surface representations, one for the contrast filled vessel lumen and a second one for the vascular wall.

In the last years, graph-based technique, such as graph cuts [50], random walker [164] and power-watershed [95] have become a group of popular image segmentation methods. Graph based approaches have also been extensively used for coronary segmentation tasks as in [291, 500, 501]. However shrinking bias (Graph Cuts) and sensitivity to seed point locations (Random walker), are still the classical issues of graph-based approaches presenting a barrier for the use of such approaches to segment elongated structures such as vessel, especially when presenting a complex tree structure. Moreover, the intensity feature generally used for the construction of the graph might be not suited for coronary vessel segmentation. In fact, the intensity can significantly change along the vessel and distal parts may present lower intensity values, hence causing segmentation leakage to the surrounding structures. Therefore, some methods
combined graph based approaches with vessel shape priors. In [380], a semi automated approach for coronary segmentation based on graph cuts is presented. The authors proposed a new edge-weighting function depending on the intensity of the centerline. Segmented regions not belonging to coronary vessels are subsequently removed using an iterative weighted kernel regression approach. Besides, to overcome shrinkage bias and sensitivity to seed point locations, Zhu and Chung [500] proposed a graph-based segmentation approach based on a new tubularity Markov tree model (TMT), which works as both new energy function and graph construction method. Thanks to vessel data fidelity obtained with TMT, shrinking bias and sensitivity to seed point location can be avoided. In [502] an other graph-based method for segmenting 3D vessel trees is proposed. The proposed approach exploits an adaptive cylinder flux based connectivity framework formulated using random walks. The used connectivity framework allows to obtain a global optimal segmentation of the coronaries without extracting the vessel skeleton or any other ROI. Moreover it solves the classical issues of the graph-based methods mentioned above.

Learning based schemes were also used to extract the coronary tree in 3D CT datasets. [496] proposed a machine learning based vesselness measure that exploits the rich domain specific knowledge embedded in an expert-annotated dataset. A set of geometric and image features are extracted and sent to a probabilistic boosting tree classifier. A high score is given to voxels inside the artery and a low score to those lying outside. This score is considered as a vesselness measure that can be used for coronary lumen segmentation.

2.1.2 Centerline-based segmentation approaches

Some approaches dedicated to coronary vessel segmentation were designed by combining a centerline extraction scheme with a surface extraction technique [251, 253, 453]. Lesage et al. [251] developed a recursive Bayesian model for the delineation of coronary arteries from 3D cardiac CTA and utilized a discrete minimal path technique as the optimization scheme. The approach simultaneously optimizes the vessel centerline and the associated lumen radius on a 4D space+scale graph. It incorporates prior knowledge on radius variations and derives the local data likelihood from a multiscale, oriented gradient flux-based feature. Similarly, Li and Yezzi [253] presented a 4D minimal path technique to simultaneously extract 3D tubular surfaces and their centerlines by incorporating an additional non-spatial dimension into the search space. The idea is to represent the vessel not only as a 3D curve but as a 4D one, where each 4D point represents a 3D sphere center coordinates and its radius value. The vessel surface is then obtained as the the envelope of the family of extracted spheres. However,
such approaches can only segment one single vessel and hence do not handle branching vessels. Moreover, a pair as starting and ending points are required to extract the vessel branch. The whole coronary tree can be entirely extracted by manually selecting the different branches. An other approach consists in automatically detecting branching points (i.e. junction) and iteratively track the different branches. This approach is proposed in [254], as an extension of the work described in [253], to detect 3D multi-branch tubular structure and corresponding centerlines by iteratively searching 4D key points. After the key points are located, iteratively, the branches are identified by finding structures between all adjacent key point pairs. Zhao and Bhotika [492] recently introduced an adaptive patient-specific vessel intensity model used within a sequential Monte Carlo vessel tracking framework. The proposed model is built from local intensity histograms and combines both the vessel and background models into the vessel likelihood measure. Starting from one single point, the intensity model is dynamically updated as a function of the vessel radius, hence allowing to track long and thin vessels. In [491], the authors proposed to incorporate a statistical bifurcation method into the tracking process hence allowing to track all the vessel tree by recursively tracking branches and detecting junctions. In [80, 82], a second order vessel tensor is constructed from directional intensity measurements inspired from diffusion tensor image modeling. The vessel tensor is initialized at a single seed point inside the vessel and drives the segmentation of the whole vessel tree by automatically detecting branching points by clustering the direction vectors generated by the tensors. The centerline of the vessel as well as its thickness is extracted.

Level sets were also used in [444] to extract the coronary lumen boundaries. The authors used a level set-based segmentation method guided by an implicit 3D cylindrical vessel model generated from the input centerlines. After the level set evolution is run for a number of iterations, a new centerline is extracted and the vessel diameter is re-estimated in order to update the vessel model. The steps of level set evolutions and vessel centerline update are repeated until convergence. However as one single radius is considered per cross-section to regulate the contour evolution, abrupt changing contours due to the presence of severe plaques might not be captured.

In their recent work on coronary stenosis detection, Shahzad et al. [389, 390] proposed a graph-cut based algorithm using probabilities derived from sampling around the vessel centerline to extract the coronary lumen contours. The resulting graph-cut segmentation is discrete and contains some outliers. Hence, the graph-cut lumen boundary is smoothed and outliers are removed with a robust kernel regression approach. However, as no special treatment for calcium removal is planned, the approach shows moderate segmentation accuracy for diseased arteries when evaluated on the online Rotterdam evaluation framework described in [215].
Lugauer et al. [271] proposed a learning-based boundary detector. First, potential lumen boundary positions are detected using a radial dense ray-casting started at centerline points with a machine learning algorithm to extract the boundary likelihood along each ray. To enhance the approach robustness against calcified plaques, a calcium exclusion step is applied by analyzing the lumen boundary positions. Finally, an optimal vessel lumen surface is generated from the boundary candidates using a tubular surface optimization scheme followed by a refinement step [253]. In [376], a supervised shape-based segmentation method is described. The approach learns the geometry and appearance of vessels in medical images from annotated data and uses this knowledge to segment the vessels in unseen images. The vessel boundaries are segmented in a coarse-to-fine fashion. First, they are roughly estimated with multivariate linear regression, using image intensities sampled in a region of interest around the initial centerlines. Subsequently, the position of the boundaries is refined with a robust nonlinear regression technique, using image intensities sampled on the boundary of the rough segmentation.

Centerline-based segmentation schemes ensures that the lumen surface of all tagged branches (i.e. branches corresponding to the input centerlines) are segmented. However, segmentation robustness of such approaches is conditioned by the accuracy of the provided vessel centerline. In fact, as the segmentation process relies on the provided set of centerlines, all missing branches in the input tree will not be segmented. Besides, inaccurate centerline points position will affect the final vessel border. To solve the problem of sensitivity to the initial centerline position, iterative vessel borders and centerline refinement may be used as in [444, 453] or a correction step can be added after the centerline extraction step as in [389].

The particular scale and topology of the coronary arteries incited authors to design specific approaches for coronaries segmentation. However, several proposed algorithm tends to have limited success with complicated configurations (e.g. presence of severe lesions, complex shape). Hence, important details on the coronary artery system may be lost during the segmentation process and the final result may not be satisfactory for a relevant analysis. User interaction could be considered to solve such problems (manual edition of the segmentation result, correction of the vessel centerline, etc...). However, such solution can be very time-consuming and not suitable for a rapid and efficient clinical use.

Most of the published works on coronary arteries extraction have been evaluated qualitatively [47, 266, 270, 355, 377, 453]. In these works, the coronary arteries extraction is evaluated visually and scored with reference to different defined criteria. In [270, 453], the segmentation accuracy is evaluated based on the number of correct vessel extractions. Moreover, in [270], the results are categorized following the image quality and amount of disease. Despite qualitative evaluation is important to assess the quality of the segmentation approach visually, a
quantitative evaluation of such approaches compared to manually annotated data by experts is mandatory in order to efficiently judge the accuracy of the proposed method. Some authors evaluated the ability of their proposed approaches \cite{217, 474, 500} to correctly extract the coronary branches by using the online evaluation framework described in \cite{379}. This framework allows to compare the centerline derived from the coronary segmentation to those manually extracted. However, such evaluation gives only an idea about the ability of the proposed approach to extract the annotated branches, and offers no information about the accuracy of the extracted vessel surface.

In \cite{476}, the coronaries segmented contours were compared against expert delineated contours on two datasets. The used measure to compare the two contours is the average mean distance error. Recently, Kirişli et al. \cite{215} proposed an other online framework allowing to evaluate the coronary arteries segmentation accuracy. To the better of our knowledge, this is the only public framework allowing to compare coronary segmentation results to a manual segmentation ground truth, as well as comparing the obtained results with other works. Several recent works used the proposed framework in order to evaluate the accuracy of their approaches as \cite{218, 271, 272, 305, 389, 444}.

Table 2.1 presents a review of some coronary segmentation approaches. The main idea of the approach as well as the user interaction involved by the approach are reported. For the evaluation process we precise the number of patients (i.e. number of CT images), the evaluation methodology and metrics used by the authors. Besides, we mention for each approach the type of coronary arteries that are segmented.
Table 2.1 – An overview of the qualitatively and quantitatively evaluated CTA coronary artery segmentation approaches. For qualitative evaluation “Visual inspection” indicates that the quality of the segmentation result was assessed visually and judged as satisfactory or not. For qualitative evaluation the metric used is mentioned.

<table>
<thead>
<tr>
<th>Work</th>
<th>Approach</th>
<th>User Inter.</th>
<th>Patients</th>
<th>Evaluation</th>
<th>Arteries</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chen et al. [85]</td>
<td>Region Growing and DWT</td>
<td>Auto.</td>
<td>NA</td>
<td>Visual inspection</td>
<td>RCA, LAD, LCX</td>
</tr>
<tr>
<td>Kitamura et al. [217]</td>
<td>Learning based detection using Hessian analysis</td>
<td>Auto.</td>
<td>32</td>
<td>Overlap</td>
<td>RCA, LAD, LCX and a side-branch</td>
</tr>
<tr>
<td>Lesage et al. [251]</td>
<td>4D Bayesian maximal paths</td>
<td>Semi-auto.</td>
<td>51</td>
<td>Ov1, AD2 and AR3</td>
<td>Complete Tree</td>
</tr>
<tr>
<td>Li and Yezzi [253]</td>
<td>4D minimal path extraction</td>
<td>Semi-auto.</td>
<td>5</td>
<td>Voxel-wise similarity indices</td>
<td>Complete Tree</td>
</tr>
<tr>
<td>Luengo-Oroz et al. [270]</td>
<td>Morpho. operators on 2D Slices</td>
<td>Semi-auto.</td>
<td>9</td>
<td>Number of correct extractions</td>
<td>LAD &amp; LCX</td>
</tr>
<tr>
<td>Lugauer et al. [271]</td>
<td>Learning based ray casting</td>
<td>Auto.</td>
<td>48</td>
<td>Dice, MSD4, MAXSD5</td>
<td>Complete Tree</td>
</tr>
<tr>
<td>Mohr et al. [305]</td>
<td>Tissue classification with level set approach</td>
<td>Auto.</td>
<td>48</td>
<td>Dice, MSD4, MAXSD5</td>
<td>Complete Tree</td>
</tr>
<tr>
<td>Schaap et al. [380]</td>
<td>Graph cuts with robust kernel regression</td>
<td>Semi-auto.</td>
<td>12</td>
<td>Dice, ASSD6, AMCD7</td>
<td>Two main arteries with a side branch</td>
</tr>
<tr>
<td>Schaap et al. [376]</td>
<td>Learning based segmentation using geometric and intensity features</td>
<td>Semi-auto.</td>
<td>83</td>
<td>Visual inspection and RMSD8</td>
<td>One vessel</td>
</tr>
<tr>
<td>Shahrad et al. [390]</td>
<td>Graph-cuts and robust kernel regression</td>
<td>Auto.</td>
<td>48</td>
<td>Dice, MSD4, MAXSD5</td>
<td>Complete Tree</td>
</tr>
<tr>
<td>Wang et al. [444]</td>
<td>Implicit Model-Guided Level Sets</td>
<td>Auto.</td>
<td>48</td>
<td>Dice, MSD4, MAXSD5</td>
<td>Complete Tree</td>
</tr>
<tr>
<td>Wesarg and Firle [453]</td>
<td>Morpho. Mat. , filtering and thresholding</td>
<td>Semi-auto.</td>
<td>12</td>
<td>Number of correct extractions</td>
<td>3 vessels</td>
</tr>
<tr>
<td>Yang et al. [476]</td>
<td>Bayesian driven implicit surfaces</td>
<td>Auto.</td>
<td>7</td>
<td>Mean distance error</td>
<td>LM, LAD, LCX and RCA</td>
</tr>
<tr>
<td>Yang et al. [474]</td>
<td>Modified Frangi’s vesselness</td>
<td>Auto.</td>
<td>32</td>
<td>Overlap</td>
<td>RCA, LAD, LCX</td>
</tr>
<tr>
<td>Zheng et al. [496]</td>
<td>machine learning based vesselness</td>
<td>Auto.</td>
<td>14</td>
<td>Detection rate vs FP rate</td>
<td>Complete Tree</td>
</tr>
<tr>
<td>Zhu and Chung [502]</td>
<td>Random walks with adaptive cylinder flux</td>
<td>Semi-auto.</td>
<td>NA</td>
<td>Visual inspection</td>
<td>RCA, LAD, LCX</td>
</tr>
</tbody>
</table>

1 Overlap  
2 Average Distance  
3 Average Radius  
4 Mean Squared Distance  
5 Max Squared Distance  
6 Average symmetric surface distance  
7 Average maximum contour distance  
8 root mean squared landmark-to-surface distance
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2.2 A Coronary Enhancement Filter using the Shape Tree and Path Openings

Tubular elongated and thin structures filtering has motivated several research in the past years. Thin object refer to objects exhibiting at least one dimension much smaller than the other(s). This particular field of image filtering has motivated a number of applications in several domains as fiber extraction [122], road network detection [429] and vessel segmentation [47, 412]. Due to their nature, thin object are easily corrupted by noise and partial volume effects. Besides, the complex topology of some thin objects as human vessels, tortuous and spatial sparsity constitute some subsequent challenges.

Coronary artery filtering is still particularly difficult, despite the continuous improvement of spatial resolution of cardiac CT images. In fact, coronary arteries are very thin tortuous tubular structures organized in a tree-like network and prone to noise. Besides, these small vessels often present pathological anomalies which modify their tubular structures and implies some discontinuities along the object. Therefore, applied filters would not have the wanted response at such regions. Junction points shall also be considered carefully when applying and analyzing thin object filters. Moreover, CT cardiac images are 3D datasets presenting a huge amount of data which implies computational issues. In general, coronary arteries filtering aims to enhance the vascular structure while reducing/removing noise. It is considered as an important pre-processing step for the accurate segmentation of the whole coronary tree.

In this section, we propose an approach for coronary arteries enhancement based on robust path opening and the use of the Shape Tree. In section 2.2.1, we review the basic notions of Hessian based filters, Path Opening and Shape Tree. In the following sub-section, we present the proposed enhancement filter. The preliminary results are finally presented and discussed.

2.2.1 Preliminaries

In this section, we briefly recall the theoretical foundations for the proposed enhancement filter and some of techniques used during the tests. We first start with the hessian based filters, extensively used in the literature of vascular structures enhancement and segmentation. Second, we review the basic notions of path opening operators, a set of new operators that showed interesting filtering results while overcoming hessian based filters limitations. Finally, we recall the basic notion of component tree based filters and review a new approach of filtering based on the shape space [472].
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2.2.1.1 Hessian based enhancement filter

Different hessian-based vessel enhancement filters have been proposed in the literature [149, 267, 373] applicable in different modalities (i.e. 3D CT and MRA) and for different vessels enhancement and detection (i.e. cerebral, carotids and cardiac). Hessian filters are metrics using second order derivatives (at different scales) to detect tubular-like structures by combining the eigenvalues of the Hessian matrix. First the hessian matrix is built by computing the second order Gaussian derivatives at scale $\sigma$ as following:

$$\mathcal{H} = \begin{bmatrix}
\frac{\partial^2 I_\sigma}{\partial x^2} & \frac{\partial^2 I_\sigma}{\partial x \partial y} & \frac{\partial^2 I_\sigma}{\partial x \partial z} \\
\frac{\partial^2 I_\sigma}{\partial y \partial x} & \frac{\partial^2 I_\sigma}{\partial y^2} & \frac{\partial^2 I_\sigma}{\partial y \partial z} \\
\frac{\partial^2 I_\sigma}{\partial z \partial x} & \frac{\partial^2 I_\sigma}{\partial z \partial y} & \frac{\partial^2 I_\sigma}{\partial z^2}
\end{bmatrix}$$ (2.1)

where,

$$\frac{\partial^2 I_\sigma}{\partial x^2} = I(x) * \frac{\partial^2 G(\sigma, x)}{\partial x^2}$$ (2.2)

with $G(x, \sigma)$ being a Gaussian function with standard deviation $\sigma$.

Afterward, the hessian matrix is decomposed into eigenvalues $\lambda_1$, $\lambda_2$ and $\lambda_3$ such as $|\lambda_1| < |\lambda_2| < |\lambda_3|$. The obtained eigenvalues are subsequently analyzed to determine a likelihood of $x$ belonging to tubular structure (i.e. vessel). Hence, the following hypothesis shall be satisfied: (a) $\lambda_1 \approx 0$, (b) $\lambda_2 \approx \lambda_3 < 0$ and (c) $|\lambda_1| << |\lambda_2|$. The proposed filters differs in how they verify the different hypothesis and define the vesselness measure. In this work, we used the vessel-likelihood defined by Sato et al. [373]:

$$S_{\sigma}(x) = \begin{cases} 
\sigma^2 |\lambda_3| \left( \frac{\lambda_3}{\lambda_1} \right)^{\xi} \left( 1 + \frac{\lambda_1}{|\lambda_2|} \right)^{-\tau}, & \lambda_3 < \lambda_2 < \lambda_1 < 0 \\
\sigma^2 |\lambda_3| \left( \frac{\lambda_3}{\lambda_1} \right)^{\xi} \left( 1 - \rho \frac{\lambda_1}{|\lambda_2|} \right)^{-\tau}, & \lambda_3 < \lambda_2 < 0 < \lambda_1 < \frac{|\lambda_2|}{2}
\end{cases}$$ (2.3)

where $\xi \geq 0$ influences cross-section asymmetry, $\tau \geq 0$ controls the sensitivity to blob-like structures, $0 < \rho \leq 1$ controls sensitivity to the tubular object curvature, and $\sigma$ normalizes responses across scales.
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As stated previously, the Hessian-based filter uses Gaussian derivatives applied at different scales. The choice of $\sigma$ is important as it determines the size of the tubular structures we want to capture. Large scales tend to deform original objects at detection and lose details. On the other hand, using too small scales emphasize details but they are more prone to producing spurious responses to noise and small features around the vessel. Hence, it would be more interesting to apply the hessian filter at different successive scales to capture a larger range of tubular structures sizes. Meaningful scales should be selected, as it is computationally expensive to process along all possible scale values. The final vesselness function is defined for each point $x$ of the image as the best response over the different scales at this point:

$$V(x) = \max_\sigma v(x, \sigma) \text{ with } \sigma_{\text{min}} \leq \sigma \leq \sigma_{\text{max}} \quad (2.4)$$

This family of filters is widely used in the context of tubular structures enhancement and detection. Its main advantages are, first, that the Hessian is fast to compute, especially when using optimized algorithms. Besides, this approach allows by applying a simple threshold on the vesselness measure to remove all undesirable structures. However, it does suffer also from some limitations, that are particularly annoying in the case of pathological coronaries segmentation. Its first limitation is that the computation of the Hessian is based on a local measurement in neighborhood of each element of volume. The vesselness measure drops quickly at the extremities of tubular structures, which is the case with the presence of severe stenosis. Moreover, hessian based approaches involves the selection of the scale of the objects to be detected (i.e. the size of the neighborhood to be considered). Objects having the target shape but at a slightly different scale won’t be selected by the filter. In the case of coronary arteries, the vessel scale changes along the tree and hence even if we use two different scales for the hessian, vessels of intermediate scales might be deteriorated. Therefore, the objects that will be filtered are tightly determined by the selected scale.

2.2.1.2 Path Openings

Morphological filters are filters allowing to extract features corresponding to a particular shape. Such filters compute the response of each point (pixel or voxel) by combining the values of neighboring points defined by a given structuring element. In order to filter linear bright structures on a dark background in an image, the standard approach is to compute the infimum of opening by straight line segments covering a large range of orientations [395]. The resulting opening operator is an isotropic operator if the length of the linear structuring element are defined to be independent of the direction. Unfortunately, in real world, thin and elongated
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Figure 2.1 – Examples of adjacency graphs: (a) SW-NE 90° graph (b) SE-NW 90° graph (c) S-N 90° graph

structures are rarely perfectly straight. Consequently, linear segment-based operators are not suitable to extract locally non-straight features as coronary vessels.

To overcome such a limitation of straight lines operators, path operators were introduced in [67, 179]. These new filters increases the flexibility of the structuring element and hence have the ability to adapt to local image features. Consequently, a set of narrow, flexible and oriented structuring elements is generated given a length \(L\) and an adjacency relation. This defines the global orientation of the path. As a result, path opening is a filter that allows to remove bright structures (brighter than local neighboring) that do not contain a path of at least a given length \(L\) and orientation. This is done by assigning to each voxel the highest grey level where a path of length \(L\) can be formed. The theory on path opening operator is detailed in [180].

A path is a connected 1D line on the image, composed of a succession of nodes linked by edges. For a 3D image, nodes are voxels and the edges are defined by a given adjacency relation. The adjacency relation is typically derived from the connectivity relation between neighboring voxels. It defines the orientation to follow in order to add successors to the path. For 2D cases, four adjacency relations are commonly used. In figure 2.1, we illustrate some examples of adjacency graph.

Let \(X\) represent the input image domain. A spatial oriented graph \((X, \rightarrow)\) is constructed on \(X\) by defining an adjacency relation \(x \rightarrow y\). This means that one can go from \(x\) (successor) to \(y\) (predecessor). A path \(a\) of length \(L\) and orientation \(\theta\) is defined as a set \(\sigma(a)\) of \(L\) points of \(X\) connected in the direction defined by the orientation \(\theta\). Figure 2.2 shows an example of a path of length 6 with a S-N 90° adjacency. A path can hence be defined as following:

\[
\sigma(a) = \{a_1, a_2, ..., a_L\} \text{ such as } a_i \rightarrow a_{i+1}
\]  

Let \(\Pi_L\) be the set of paths of length \(L\). We refer to the set of paths of length \(L\) defined on
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Figure 2.2 – A valid path of length 6 on a S-N 90° graph.

A binary path opening by a path of length $L$ is hence defined as the union of all paths of length $L$ contained in $X$:

$$\alpha_L(X) = \bigcup \{ \sigma(a) : a \in \Pi_L(X) \}$$  \hspace{1cm} (2.7)

Consequently, a path opening keeps all points of $X$ belonging to at least one path of length $L$. Definition of path opening of grey-level images is hence straightforward. A grey-level path opening can be defined by threshold decomposition. Let $I$ be a grey level image defined on the domain $X$. The grey scale path opening might be computed by stacking the results of all binary path openings from the lowest to the highest threshold value. For each voxel, the assigned output value corresponds to the highest threshold value for which the binary operator remains true. In practice, grey level thresholds are not processed one by one. Path length statistics are stored when processing up levels. Figure 2.3 shows an example of a binary path opening on a 2D image with a path of length 5 with a graph adjacency of figure c.

Path openings showed promising results compared to conventional opening by reconstruction with a linear segment as structuring element by adding more flexibility in the constraint. However, path openings might fail to extract the correct local orientation when the data is contaminated with noise. Such problem is frequent with high resolution images as CT angiography. In order to allow short discontinuities along the detected paths, Robust Path Opening (RPO) has been proposed in [92]. Such operators tolerate gaps up to some maximal allowed length $K$. In figure 2.4, we illustrate the difference between the use of path opening operators and RPOs to extract incomplete linear bright structures. As mentioned before, coronary arteries might
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![Figure 2.3](image)

**Figure 2.3** – A 2D example of a set $X$ and its path opening $\alpha_5(X)$: (a) The initial set $X$ (in black) defined on a S-N 90° graph. (b) The path opening result in green. Eliminated points are highlighted in red.

![Figure 2.4](image)

**Figure 2.4** – A toy example of extraction of a disconnected linear bright path using path opening and robust path opening: (a)Disconnected path (b) Path opening with $L = 5$ (c) Robust path opening with $L = 5$ and $K = 2$

be frequently disconnected by the presence of soft or calcified plaques, or by presence of noisy points. Hence we decided to use robust path openings in order to enhance coronary arteries while reconstructing missing gaps.

2.2.1.3 Shape Tree

Initially, mathematical morphology operators were developed based on the use of structuring elements, that defines the size and the shape of the neighboring of a given pixel [386]. However, the use of such structuring elements induces some limitations, mainly their tendency to deform contours and as they do not respect the object connectivity. Such limitations motivated the development of a new family of morphological operators based on attributes rather than elements as proposed [55, 370]. Such operators, called *connected operators*, are based on the notion of
connectivity that defines the immediate neighbors of a pixel given a connectivity scheme (the 4- and 8-connectivity for 2-D images and 6-, 18- and 26-connectivity for 3-D images). Connected operators act by merging elementary regions called flat zones (i.e. connected regions where the grey-level is constant). Unlike element based operators, these operators cannot create new contours nor deform their initial positions. They have, hence, good contour-preservation properties and are capable of low-level filtering as well as higher-level object recognition.

A first strategy for connected operators creation relies on a reconstruction process involving a first simplification step, using a classical filtering tool and then a reconstruction step. The second and most popular strategy to define connected operators is based on a hierarchical region-based representation of the input image. Therefore, a component tree (e.g. level sets) of the input image is constructed in a first step. Different trees were proposed in the literature as the max/min trees \[372\] and the inclusion tree \[306\]. Such trees are equivalent to the original image as it can be reconstructed from its associated tree.

Then, filtering involves the design of a shape-based attribute computed on each node of the tree and keeping only the nodes presenting sufficiently a strong attribute value. Several attributes might be used in order to detect objects of a particular shape in an image. Such objects can be represented by one or several connected components of the tree. The goal is hence to select these nodes and remove the other non significant ones by the use of adapted attributes. We can distinguish two types of attributes: increasing and non increasing ones.

### 2.2.1.3.1 Increasing Attributes

The attribute evolves monotonically when traveling through a branch. It depends only on the characteristics of the node and not on in the image. Examples include:

- **Height**: Corresponds to the difference between the max and min grey value on the node.

- **Air**: Corresponds to the number of points of the node with a grey value equal to the node height.

- **Volume**: Corresponds to the total number of points of the node. It can be computed as the sum of the airs of the different grey values included in the node.

The input image can easily be filtered using a threshold on such attributes. In fact, as the attribute is increasing, children of an inactive node are also inactive. Hence, to reconstruct the filtered image, we just have to remove all the inactive nodes. For example, the area opening is an operator that filters the image using the air attribute to remove all objects with an air value
lower than a given threshold, while preserving the objects contours (unlike the area opening by reconstruction operator).

### 2.2.1.3.2 Non Increasing Attributes

Such attributes do not evolve monotonically along a given branch on the tree. It depends on the node own characteristics specific to the image features like its geometry or its texture. This type of attributes is more suitable for specific segmentation tasks. Geometric attributes are mainly computed based on the inertia matrix whose eigenvalues characterize the relative length of the main axes of the object and thus its shape. The main advantage of these attributes is that they are invariant to scale, thereby they allow selecting objects according to their shape and not size. This is very useful to isolate structures composed of several components with similar shape but whose scale varies, which is the case of arteries coronary.

This tensor is defined on the set of points of a connected component C with \( V(C) \) = Volume of the component and \( \bar{x}, \bar{y}, \bar{z} \), the coordinates of its center of gravity:

\[
I(C) = \begin{bmatrix}
I_{xx}(C) & I_{xy}(C) & I_{xz}(C) \\
I_{yx}(C) & I_{yy}(C) & I_{yz}(C) \\
I_{zx}(C) & I_{zy}(C) & I_{zz}(C)
\end{bmatrix}
\]  
(2.8)

with:

\[
I_{xx}(C) = \sum_C (x - \bar{x})^2 + \frac{V(C)}{12}
\]

\[
I_{yy}(C) = \sum_C (y - \bar{y})^2 + \frac{V(C)}{12}
\]

\[
I_{zz}(C) = \sum_C (z - \bar{z})^2 + \frac{V(C)}{12}
\]

\[
I_{xy}(C) = I_{yx}(C) = \sum_C (x - \bar{x})(y - \bar{y})
\]

\[
I_{xz}(C) = I_{zx}(C) = \sum_C (x - \bar{x})(z - \bar{z})
\]

\[
I_{yz}(C) = I_{zy}(C) = \sum_C (y - \bar{y})(z - \bar{z})
\]

A set of attributes can hence be computed, with \( \lambda_1 > \lambda_2 > \lambda_3 \) the eigenvalues of \( I \):

- **Non compacity**: \( I_1 = \frac{Tr(I)}{V^{\frac{2}{3}}} \)

- **Elongation 1**: \( E_1 = \frac{|\lambda_1|}{|\lambda_2|} \)
-Elongation 2: \( E_2 = \frac{\lambda_1}{\sqrt{\lambda_2 \times \lambda_3}} \)

-Flatness 1: \( F_1 = \frac{\lambda_2}{\lambda_3} \)

-Flatness 2: \( F_2 = \frac{\sqrt{\lambda_1 \times \lambda_2}}{\lambda_3} \)

Attributes computation can be performed recursively during the construction of the component tree. At each step, when a new point is added to a node or two nodes are merged, the node attribute is updated by adding the contribution of the new element(s) to the previously computed one.

The simplest way to filter the tree consists in pruning the tree by removing all the nodes having an attribute value lower than a threshold, as well as all of its descendant. This pruning rule is straightforward if the attribute is increasing on the tree (i.e. the computed attribute is always stronger for the ancestors of the node). If the chosen criterion is not increasing, the pruning strategy is not straightforward. In fact, the descendants of a node to be removed have not necessarily to be removed. In this case, several pruning strategies can be used (min, max, Viterbi) as detailed in [371]. Finally, the output image can be reconstructed from the pruned tree.

Figure 2.5 shows an example of the max tree constructed from the grey-scale input image. The different connected components are theoretically obtained by applying increasing successive threshold values to the input image. As we can see on figure 1, each node of level \( n \) is included in a precedent node of level \( n - 1 \). The component tree can be build by considering a flood-filling approach. The approach starts at the root and performs a depth-first flooding process to build the final tree. The dual tree of the max tree, i.e. the min tree can be constructed by starting by the highest grey value (giving the tree root) and proceeding in the decreasing sens until reaching the lowest grey level (reaching the tree nodes). The second algorithm used for efficiently constructing component trees is based on the union-find approach [413], which was first introduced into connected filtering as an efficient means to perform area openings [319].

As mentioned earlier, pruning strategy consists generally in removing nodes of the tree for which the computed attribute is lower than a given threshold (with different possible decision about the node childs). However, such a thresholding approach does not take into account the intrinsic parenthood relationship of the tree (two different objects might be selected on the same branch). Besides, by using a unique threshold value, it is often impossible to extract all the wanted objects. In fact, objects of interest might present different energy values between
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Figure 2.5 – A toy example of the extraction of the max tree of a grey level image: (a) Input Image (b)-(e) Different connected components of the image at different threshold values (f) Correspondent max tree.
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Figure 2.6 – Image filtering using the classical connected operators (the black path) and the shape space based approach (the black+red path). Illustration material from [472].

different branches.

Recently, Xu et al. [472] presented a robust method to remove components of a given tree. The idea is to apply a connected filter on the component tree itself, seen as a weighted graph with a neighborhood relationship given by the parenthood relationship; A node’s neighbors are its parent and its children, and the weight is given thanks to the chosen criterion. Consequently, the filtering is done not in the space of the image, but on the space of shapes made by all the components of the image. A max tree can hence be built on the component tree, and an increasing criterion (on the second tree) can be used to robustly remove unwanted components. This new approach allows to keep active nodes as well as their local neighborhood in the space of shapes rather than keeping only nodes with an attribute value higher than a given threshold. Hence, if we look for elongated structures, we will select nodes significantly elongated compared to their neighbors in the shape space, as well as its neighboring elongated nodes. This approach is more robust than simple pruning of the tree of components, as it selects meaningful nodes compared to their context, and do not use a single threshold value which would not select all wanted objects as it depends on the scale of the computed attribute on a given branch.

Figure 2.6 shows the process of image filtering using the classical connected (the black path) operators and the new proposed approach in [472] (the black+red path). Let $A$ be the probability for a component of the input image to be of a given shape. The minima of the shape space are hence, components that are less probable to be of that shape type compared to their context (i.e. children and parent). Considered as a weighted graph, the tree $T$, can thus be presented by a second component tree $T T$ (a min tree for example) where the leaves are represented by minima of $A$ on $T$. Therefore, pruning leaves of $T T$ corresponds to removing components of $T$ that are less likely to be of the searched shape measured by $A$. To select the significant nodes on $T T$, the authors used the extinction value of minima [427]. Such measure quantifies the persistence of a given node compared to its neighbors along its branch on the shape tree. If we are looking for nodes that minimizes (maximizes) a given attribute energy,
we will isolate all nodes presenting local minima (maxima) in their local context (see [472] for more details).

Finally, the complete processing scheme is described in figure 2.6. After constructing the component tree \( \mathcal{T} \) of the input image \( f \), we transform the resulting tree to the space of shapes by constructing the tree \( \mathcal{T} \mathcal{T} \). Then, we filter the new tree using the extinction value in the shape space to obtain the filtered tree \( \mathcal{T} \mathcal{T}' \). Finally, we reconstruct the tree component \( \mathcal{T}' \) and the resulting filtered image \( f' \). Pruning the second tree of shapes consist in keeping the significant neighborhood of minima (or maxima) with an extinction value higher than a given threshold. We can also compute an other attribute on the second tree, as the height of a component in the shape space or the volume of the connected component of \( \mathcal{T} \mathcal{T} \) corresponding to the number of pixels of this set of components in the original image. Such attributes allows to increase the selectivity of the defined filter.

Hereafter, we will present an application of the morphological filtering in shape space to extract coronary vessels in cardiac CT angiographies.

### 2.2.2 The enhancement filter

In this section, we propose a new approach for coronary vessel segmentation based on morphological filtering in the shape space. Most robust approaches (see section 2.1) dealing with direct coronary segmentation are based on extracting image features (intensity or geometric) to extract blood vessels \([217, 305]\). One popular approach is based on the computation of a vesselness measure (e.g. using the Hessian matrix) to extract a set of seeds and then propagate to extract the complete coronary tree. Such approach is currently used in different commercial tools, notably the automated coronary segmentation protocol embedded in the GE Volume Viewer software. However, as mentioned earlier, such approaches are tightly depending on local intensity variation and sensitive to the selected scale. Moreover, low responses around junction points and pathological regions enhances the need to look for an alternative solution to filter coronary arteries in CT angiography. Using connected filters seem to be a promising approach.

As mentioned above, component-tree have been previously used for medical images segmentation/enhancement, mainly for CT/MR angiography \([71, 72, 457]\) and cerebral MRI \([123]\). Some methods were devoted to one specific step of the segmentation process as markers selection as in \([123]\). Others were designed to filter the processed image and remove unwanted parts leading to a first step of segmentation that needs further cleaning \([457]\). Meanwhile, proposed approaches, which deals with a full segmentation problem by using components tree, focused only on simple shape objects segmentation (typically circular or elliptical 2D features). There-
Figure 2.7 – Cardiac CT angiography filtering using the elongation attribute computed on the max tree.

Therefore, the problem of automatically extracting complex 3D objects based on the use of a set of knowledge elements on the target structure is still an active issue in the field of component-tree-based methods.

A first step in this work was to quickly evaluate the state of the art of component-tree based segmentation tools for extracting coronary arteries. In this context, we used the publicly available demonstration program for combined attribute filtering and visualization based on Max-Trees [2]. This software provides a GUI to segment 3D volumes based on Max-Tree filtering. It offers a set of attributes based on inertia moments and radial moments [22]. Different pruning strategies are also proposed. The tool allows to interactively select the attribute threshold value. It hence allowed to observe that two attributes provided the best segmentation results: Elongation and Non compactness. Figure 2.7 shows the result of filtering a 3D volume of cardiac CT using the elongation attribute. It shows that this criterion allows to keep important parts of the coronary arteries. Meanwhile, such filtering keeps a considerable amount of noise and the major cardiac contrasted structures as the trunks and the ventricle. Hence, suing a simple threshold based filtering on the max tree of the image is not suited for coronary isolation. A subsequent step of filtering to remove unwanted structure and to disconnect coronaries from other blood pool structures is mandatory to obtain an accurate result. Besides, using a simple threshold to filter the tree based a non increasing criterion seems to give unsatisfactory results. Therefore, we propose to use the shape space tree as an interesting alternative.

2.2.2.1 Evaluation process

In order to evaluate the results of the different steps of the proposed approach, we compare the filtered result to a ground truth segmentation of the corresponding coronaries. We used a subset
of 11 CT cardiac images. The ground truth segmentation is obtained by first automatically segmenting the coronaries volume, and manually adding missing parts. To compare the two segmentation, we use the sensitivity and the PPV metrics. these metrics allows to assess the amount of correct detections (sensitivity), and the amount of false positives (PPV). This metrics are first used to quickly tune the approach parameters by eliminating aberrant values (corresponding to very low PPV or sensitivity values). Nevertheless, visual inspection is still necessary to judge the type of false positive and differentiate between noise and other anatomical structures like cavities that can be removed easily using adapted segmentation algorithms.

2.2.2.2 Shape Tree construction

To compute the shape tree of cardiac CT volumes, we first extended the work of Xu et al. [472], initially in 2D, to 3D cases. This extension was straightforward using the C++ library Milena [269]. However, a cardiac CT volume is a stack of $N$ 2D short images of size $512 \times 512$. $N$ is typically between 160 and 300, allowing to cover all the heart volume. Such amount of data to be processed involves a considerable memory consumption and limits the use of this approach. In fact, when computing some complicated attributes on the component tree, such as inertia moments, we frequently encountered memory issues. The main reason for such issue is that the used library is not suited for manipulating CT angiography images. In fact, such images contains several inactive voxels ($I(x) = 0$) that needlessly occupy memory resources and increase the computational time. A better storage structure adapted for CT volumes will help solving this memory problem.

To fix the out-of-memory problem, we proposes some adaptations. This was important given the number of attributes we will compute and the size of processed images. The first idea was to reduce the processed amount of data to improve the approach performances by dividing the input volume to subsets of 2D slices. Each subset of images is processed and filtered separately and then merged to obtain the final result. However, this strategy will divide the artery coronaries into segments that can be confused, at a small scale, to reconstruction noise. Hence, the final result will contain much more false positives having similar geometric properties as coronaries. The second possible way to simplify the input image was to divide the image into disjoint and adjacent 3D sub-volumes. The same limitation as the previous approach raises. Finally, we decided to extract a ROI of the input image without dividing it. Therefore, for each cardiac image, we extract the heart mask as described in our previous work [289]. This choice allows to: 1) Crop the image and reduce the amount of data to be processed and hence improve the approach performances, and 2) Improve the approach robustness by reducing the amount of
false positives having similar appearance characteristics to coronaries as the pulmonary vessels, since we remove all surrounding organs of the heart.

Subsequently, in order to reduce processing time and memory consumption, was to reduce the gray values range considered for the computation of the max tree. Initially, if we consider all the CT values of the input image, the grey values range from 0 to 5000 typically. This involves important computational time and a more complex tree to be processed. Therefore, we propose to reduce the values range only to the blood pool class values. In fact, a CT angiography presents a rich 3D volume containing several heterogeneous structure classes (soft tissues, air, blood pools). By selecting only the blood pool class (higher than 1000), we significantly reduce the size of the component tree, and hence the computational time and the allocated memory space.

Finally, by applying the two previous strategies we were able to reduce the computational time by 1/4. Practically, it takes about 2 minutes to process a $512 \times 512 \times 160$ volume on a 4 cores Intel(R) Xeon(R) CPU W3565 @ 3.20GHz, 8.00 GB (RAM).

To filter the coronaries we used the approach proposed in [472]. First, we construct a max tree on the automatically extracted heart by using a 6-connectivity. In fact, we observed that by using 18- and 26-connectivities, the applied filter was less selective and more noise was included in the final result. Then, we construct a second min tree on the first one. As explained previously, we used the extinction value computed on local maxima to filter the second tree.

We first proceed to filtering the image by using only the max tree in order to see the difference with the shape space filtering. Therefore, we start by computing a set of attributes on the max components tree, adapted to the segmentation of coronary arteries. We have tested some of the increasing (Volume, Air and Height) and non increasing attributes (Non-compactness, Elongation and flatness) presented in section 2.2.1.3. The non compactness measures how much the object deviates from a spherical shape. For a given volume, this attribute is minimal for a sphere, and increases rapidly as the object becomes more elongated. The inertia tensor eigenvalues measure the length of the principal axes of the objects. Hence, elongation measures, based on the combination of these eigenvalues, allow the selection of elongated components by giving priority to the principal axis. Flatness selects elongated and flat components.

After a visual inspection, we concluded that the best results are obtained with the first measure of elongation $E_1$. Figure 2.8 shows the result of a cardiac image example filtered using the max tree. The two images are obtained by applying two different threshold values on the elongation attribute.

We evaluated the filtering approach on a set of 11 cardiac CT exam. It was very challenging to determine the best threshold value allowing to robustly extract the coronaries while mini-
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Figure 2.8 – Image filtering using the max tree and the elongation attribute with a connectivity $C_6$: (a) $h = 2$ (b) $h = 5$

Minimizing the amount of kept noise. This is illustrated on figure 2.8, where relatively two close threshold values (2 and 5) yield to different segmentation results. Therefore, we conclude that filtering the image based only on the max tree is not suited for coronary extraction. We filter, hence, the image in the shape space as proposed in [472]. To filter the second tree, we tested three different approaches as illustrated in table 2.2.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>None</th>
<th>$e_{\text{height}}$</th>
<th>$e_{\text{vol}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensitivity</td>
<td>0.97</td>
<td>0.59</td>
<td>0.81</td>
</tr>
<tr>
<td>PPV</td>
<td>0.02</td>
<td>0.26</td>
<td>0.16</td>
</tr>
</tbody>
</table>

We observed that the simple filtering based on the extinction value was not enough to achieve an efficient filtering; The neighborhood of selected nodes was systematically too large. However, it is possible to compute some increasing attributes on the tree of shapes to constraint adding a node to the neighborhood of a significant maxima. We tested the attributes volume ($e_{\text{vol}}$) and height ($e_{\text{height}}$) on the tree of shapes and it was the volume attribute, combined to the extinction value, that gave the most interesting results (see figure 2.9).

These first tests showed that the use of the shape space tree to filter the image allowed to increase the robustness of the proposed filter. In fact, more parts of the coronaries are selected by this filter. However, as we can see on figure 2.9, an important amount of noise is still kept on the final result. Therefore, some strategies of noise reduction and coronary enhancement were tested.
2.2.2.3 Image filtering for noise reduction using robust path openings

After the previous tests, we deduced that processing the initial image in order to reduce noise and enhance the structures of interest (i.e. coronary arteries) is necessary. Two approaches have been compared. The first enhancement filter is based on the computation of the Sato vesselness to highlight tubular structures. Therefore, we applied the hessian-based filter for two different scales (1.5 and 3). The maximum response of both of the filters was used as a masque for the tree-based filter described in the previous section. However, its use is still not ideal since we are again faced with limitations namely the dependence to scale and local variations that we are trying to avoid through the proposed approach.

The second filter deals perfectly with the previous limitations. It is based on path openings (section 2.2.1.2). For this, we used the Robust Path Openings (RPOs) described in [92]. The approach computes the path opening of the input image along the 7 main orientations of the discrete space $\mathbb{Z}$. The orientations include the three principal directions corresponding to the vectors of the orthogonal basis $(0,0,1), (0,1,0), (1,0,0)$, and the four principal diagonals $(1,1,1), (1,1,-1), (1,-1,1), (1,-1,-1)$. We allowed a disconnection of $K = 2$ along the filtered paths to deal with noise.

Figure 2.11 shows the results obtained after adding a pre-filtering step of the input image. By using the hessian based enhancement filter, we were able to remove all connected vascular structures to the coronaries as the main trunks and the heart cavities. However, an important amount of noise is still present at the final result (corresponding to structures having high responses to the hessian filter as the left ventricle borders). However, by applying the robust path opening based filter, we were able to keep more part of the coronaries that were eliminated by the hessian based filtering (see figure 2.11). The major outcome of this filter is the ability
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Figure 2.10 – The 7 directions used for the robust path opening.

Figure 2.11 – Image pre-filtering using the hessian and the robust path opening filters. Results of the extraction of the coronary arteries are obtained by applying a shape space filtering on the pre-filtered image: (a) Image filtered using no pre-filtering step (b) Image filtered using the hessian enhancement filter and the RPO based enhancement filter (c).

to enhance tubular structures while being scale invariant and robust to noise.

Furthermore, in order to improve the robustness of the whole filtering chain against noisy structures kept because they verify the filtering criteria, we propose to combine more than an attribute to be more representative of the coronaries structure. In fact, coronary arteries are elongated structures with a significant volume compared to noisy elongated structures. We, hence, choose to weight the elongation attribute using the air and volume attributes of the corresponding components. The result of this weighting strategies are compared to the previous results in figure 2.12. We can clearly see that the amount of noise has considerably decreased compared to filtering the original image without an enhancement step and by only filtering the tree based on the elongation attribute. 2D cross sections of the cardiac volume are shown to compare the amount of remaining noise.

The final complete scheme of the proposed approach is described in figure 2.13.
Figure 2.12 – Noise reduction using weighted elongation attribute with the component volume ((e), (f)). Results of image filtering using the original image with no enhancement with the elongation attribute ((a), (b)) and the RPO based enhancement filter with the elongation attribute ((c), (d)).
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Figure 2.13 – The cardiac image filtering for coronary segmentation flowchart.

![Images](image)

Figure 2.14 – Challenging case with several calcified plaque disconnecting the coronary arteries (a) Coronary tree ground truth (b) Automatically segmented coronary tree. An post-processing step was applied to remove the remaining heart cavity.

2.2.3 Preliminary Results and Discussion

As we can state by visually analyzing previous results, the proposed approach suffers from a major limitation; An important amount of false positive is still present in the final result, corresponding to cardiac cavities and major trunks (pulmonary arteries and aorta). Such anatomies can easily be removed by applying appropriate cavities segmentation algorithms, in a post-processing step. Besides, some pathological coronary segments were missing on a case (see figure 2.14). The corresponding plaque was a calcified one, causing a disconnection of the corresponding coronary arteries. A path with more flexible noise amount would help to reconnect such coronaries.

The proposed approach presents promising results for automated coronary arteries segmentation. To quantify the obtained results, we compared the automated segmentation results to
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Figure 2.15 – Overlap measure obtained on the 11 cardiac datasets.

manual segmentation. In order assess the amount of correctly extracted coronaries, we compute the overlap measure between the coronary arteries of the ground truth and the automated segmented ones. Results on the 11 datasets are shown in figure 2.15. The approach shows a mean overlap measure of more than 71.

The presented work emphasizes the fact that automatic segmentation of complex objects like coronary arteries based on the use of component-tree-based methods, obviously remains an open methodological problem. Such filters are interesting as they are shape preserving and do not amplify noise. However, the proposed approach depends on a set of parameters that need to be optimized. Robust path openings seem to be efficient in order to enhance elongated structures. The major asset of this approach is that it is scale independent. However, it mainly suffers for its combinatorial complexity. In a next step, it would be interesting to test the recent work of Merveille et al. [293] on ranking the directional response of the path operator in order to differentiate between blob like and tubular structure. Besides, the use of more elaborated knowledge based attributes in order to extract coronaries might help to increase the approach robustness.

2.3 Statistic-based Vessel Lumen Segmentation

In this section, we proposed a centerline-based approach to automatically extract vessel lumen volume. As explained in section 2.1.2, such methods utilizes the previously extracted vessel centerlines to quantify the vessel lumen contours. Hereafter, we are only interested by the lumen quantification step. The vessel centerlines can be obtained using one of the techniques explained in 2.4.1. The proposed approach is based on a seeded segmentation approach to extract the vessel lumen volume. Our main concern is to accurately extract vessel lumen seeds...
while excluding non luminal textures such as calcified and non calcified plaques. To evaluate the performances of the proposed approaches, we used the publicly available database and the corresponding coronary arteries centerlines provided by team Rcadia in the context of the Rotterdam coronary arteries challenge [215].

First, we review the state of the art approach used for coronary arteries lumen extraction, in the GE Volume Viewer software. Second, we explain a novel approach for robust vessel lumen markers extraction based on the use of scan specific adaptive vessel statistics. Finally, we present the quantitative evaluation results of vessel lumen contours extraction using two different segmentation algorithms. Results have been obtained through the online evaluation framework described in [215].

### 2.3.1 State of the art coronary arteries segmentation and lumen extraction

The current state of the art algorithm used for coronary arteries lumen extraction, in the GE Volume Viewer software, is based on the use of automatically extracted coronary centerlines to quantify the lumen contours. It uses a watershed process based on gray-level gradients and markers, as proposed in [296]. First, a mask is extracted using a region growing to be used as a maximum estimate of the vessel volume that the watershed result should not overgrow. The region growing step is constrained by a threshold on the gray value increase when including a new point, computed from the local vessel statistics. This allows to avoid including bones and calcification in the mask volume. The same mask is also used to extract the background labels. Next, the vessel centerlines are used as vessel markers to initiate the watershed process.

The output volume of the watershed step (figure 2.16) is used as a 3D binary input, to extract the vessel lumen contours. The vessel centerlines are used as a guide for the extraction and the quantification of the 2D cross section vessel lumen contours at different location of the vessel. For each point of the centerline, we compute a vectorial (set of 3D points) contour of the cross section from the previously segmented object as described in figure 2.17. To provide a better precision and avoid blocky contours at a voxel level, we derive a sub-voxelic contour. Therefore, a sub-pixel iso-density curve is extracted by using a threshold density value \(d_T\) derived form the median voxel value on the previously extracted contour. The sub-pixel iso-densities curve is computed using linear interpolation between voxel grey values to refine the curve position. Thus for each contour point, with a grey level \(d_c\), we detect the neighboring point having a grey value \(d_n\) such as \(d_T\) is lying between \(d_c\) and \(d_n\). Then a displacement \(\delta\) is
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Figure 2.16 – Coronary artery tree segmentation: (a) The provided coronaries centerlines used as vessel markers to initiate the watershed process. (b) The resulting coronary arteries lumen volume used to compute the lumen contours. (c) The coronary arteries tree rendering with the centerlines and the ascending aorta.

Figure 2.17 – Vessel lumen Quantification: For each vessel cross section a 2D ray casting is used to find the starting point of the section contour, i.e. the first point outside the watershed volume. Then, we look for the next contour point in a restricted neighborhood of the current point. The process stops when the starting point is reached for the second time.

computed to refine the contour point:

$$\delta = \frac{d_T - d_c}{d_n - d_c}$$  \hspace{1cm} (2.9)

This approach was used in the context of stenosis detection as described in section 2. However, it presented moderate performances for accurate stenosis detection and lumen quantification; it mainly suffers for erroneous pathological vessel lumen estimation. In fact, a major drawback for this approach is the use of vessel centerlines as markers to segment the vessel lumen. Consequently, if the used centerline goes through a vessel lesion, the resulting vessel lumen segmentation will be biased. Besides, this method uses a region growing step to define the lumen mask. However, this mask usually present leakages around low intensity regions (i.e. soft
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plaques and distal vessel). This is mainly due to the fact that only local statistics are used to constraint the region growing process and hence this yields to miss-estimating local thresholds. Additionally, no specific treatment is planned to remove soft coronary plaques from the lumen mask and this yields to including such lesions in the final segmentation result. Hereafter, we propose a novel approach using scan specific statistics to extract a vessel lumen mask that can be used in a seeded based segmentation approach to robustly extract and quantify the vessel lumen volume.

2.3.2 Vessel lumen mask extraction using adaptive statistics

For an accurate segmentation of the vessel lumen volume, a robust handling of the coronary lesions is mandatory. Due to the fact that coronary lesions can present intensities similar to those captured inside the vessel lumen, they are often erroneously included in the lumen segmentation. However, they are not part of the vessel blood-flowing lumen and hence must be removed from the lumen segmentation result in order to get a reliable segmentation for stenosis analysis. Previous works used thresholding and tissue classification to remove calcified plaques before segmenting the vessel lumen [271, 305, 460]. However, no specific treatment was planned for soft plaques, although these lesions are more challenging to remove because they exhibit similar intensities to coronary arteries. Therefore, we propose to use a vessel statistics based approach to eliminate the plaques from the coronary lumen, before applying a segmentation step. As shown in figure 2.18, plaques/lumen borders are characterized by an intensity value change. Hence, calcified and soft plaques borders can be detected using appropriate threshold values.

In order to build a vessel intensity model, we propose an adaptive approach that automatically extracts a data-driven intensity appearance model of the coronary arteries lesions. Using the same static vessel model for all the patients is not possible, due the significant inter-patient variability. In fact, several studies showed that using different dilutions of contrast material for multislice CT leads to significantly different attenuation in lumen and associated plaques. The plaque attenuation clearly varies with the luminal one and hence the intra-coronary attenuation should be taken into account to estimate the different plaques intensities. Besides, the plaque intensities varies significantly with the choice of reconstruction kernel and protocol timing. Therefore, we propose to automatically determine scan-specific intensity thresholds for both calcified and non calcified plaques from luminal attenuation.
Figure 2.18 – 2D vessel cross section intensity profiles are shown for normal (a)-(c) and pathological (b)-(d) cases with the corresponding ray directions. Normal ray profiles have maximal intensity values near to the vessel center and lower values near the lumen border. Intensity profiles along pathological tissues show different patterns. For calcified lesions, a second and higher peak is detected at the center of the calcified region. On the contrary, soft lesions showed lower intensity values than the vessel lumen hence involving a drop of the ray intensity profile. The two borders can be delineated by using adequate threshold values.
2.3.2.1 Reformatted vessel volume extraction

In order to provide a resampled version of the original CTA image, while reducing the processing time and memory use we propose to work on a warped volume of the vessel. This volume corresponds to an orthogonal image stack of the corresponding vessel known as the reformatted vessel volume (see figure 2.19). First, the vessel centerline is resampled in order to get a homogenous inter-slice distance and avoid image distortion. The provided centerlines are resampled to obtain an inter-slice resolution of 0.1 mm. The for each point on the vessel centerline we extract a slice orthogonal to the vessel path using a tricubic interpolation. We adjust the size of the extracted 2D slices such that it covers an area that is big enough to show the cross-section of vessel with a maximum diameter value. Thus, the 2D window can safely be restricted to 16 mm × 16 mm. The in-plane resolution was also set to 0.1 mm. Hence, for each vessel, we extract an isotropic warped volume composed of a set of parallel stack of 2D cross sections of the vessel as shown in figure 2.19.

2.3.2.2 Vessel lumen marker extraction

First, the algorithm is initialized by extracting the ascending aorta volume using a set of thresholding and connected component analysis. The aorta volume is then used in order to determine the normal blood pool attenuation. The uniform normal blood pool region is filtered using a median filter to reduce noise amount. Then, we compute the corresponding image
histogram as shown in figure 2.20. A Gaussian smoothing is applied on the aorta histogram.

Then, we extract the normal blood pool value as the peak value $M_{Aorta}$ of the resulting Gaussian-like curve. Additionally, we compute the standard deviation value of the smoothed aorta histogram $std_{Aorta}$. Using these two values, we define the upper and lower contrast intensities as following:

$$L = M_{Aorta} - k \times \sigma_{Aorta}$$
$$U = M_{Aorta} + k \times \sigma_{Aorta}$$

(2.10)

These two values represent the lower and upper threshold values for the normal blood pool class around the aorta. To calculate scan-specific thresholds in order to eliminate calcified and non calcified plaques on coronary arteries, we should adapt the previously extracted thresholds by considering the scan-specific variation in contrast distribution through the coronary arteries. In fact, as we can see on figure 2.21, the luminal intensity decreases along the coronary artery. First, we smooth the vessel lumen central attenuation using a gaussian kernel in order to remove unwanted fluctuation due to the presence of coronary lesions or noisy points. The resulting curve is shown on figure 2.21. It describes the overall decrease of the vessel lumen attenuation from proximal points to distal ones. Thus, for a point $i$ on the vessel centerline, we define the non calcified and calcified plaques thresholds as following:

$$NCP_i = A_i - \kappa \times (A_0 - L)$$
$$CP_i = A_i + \kappa \times (U - A_0)$$

(2.11)
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Figure 2.21 – Adaptive thresholds for calcified and non calcified plaques extraction for a healthy (a) and diseased vessel (b).

with,

\[ \kappa = 1 - \frac{i}{n} \; ; \; n \text{ being the length of the vessel.} \] (2.12)

The previous thresholds are used in order to create a vessel mask while excluding coronary lesions. The extracted mask is further used in a seed based segmentation framework to extract the final vessel lumen. To automatically determine a robust marker of the vessel lumen, we propose a ray casting based approach to search radially for the vessel lumen boundaries using the soft plaques and calcified adaptive thresholds. Using a cylindrical coordinate system, a slice in the warped vessel volume is represented by the coordinate \( z \). A point on the corresponding 2D cross section is defined by an angle \( \theta \) and a radial position \( \rho \). For each slice of the reformatted volume, \( K \) rays of a maximum length of \( R \) equidistant points are generated. To avoid possible bias caused by noisy points, we define a local neighborhood for border points search. For each point on the directed ray, the neighborhood is inspected to determine whether it belongs to a
coronary lesion border or not. Hence, a point is classified as a lumen/calcified plaque border point if it shows a gray value higher than the calcified plaque threshold, as well as its two successive neighbors (figure 2.22). Similarly, we use the soft plaque threshold to determine lumen/non calcified plaques borders. The detected border points are hence stored as the vessel slice contour points.

To maintain accuracy and consistency, we constrained the ray casting step by defining a maximum radius, $R$, for the search of the border points at each slice. This allows to stop the search for challenging cases and avoid going into unwanted structures. To be robust against vessel scale changes, we update this maximum radius value along the vessel path. Hence, for each slice $i$, a maximum search radius $R_i$ from the coronary centerline is defined by continuously decreasing the value from proximal to distal sections. In order to be sure we cover the whole vessel, we started at radius value of 4.5 mm. Furthermore, since cardiac CT images are often noisy, the resulting contours are quite noisy too (figure 2.23). Therefore, we apply a final contour smoothing step based on the smoothing of neighboring radius values of each 2D slice.

Figure 2.24 shows examples of extracted vessel masks using the previous approach. Vessel masks were extracted in vessel warped volumes (section 2.3.2.1) and then projected in the 3D original image volume. We compare the results of the vessel lumen masks extraction using static scan specific thresholds (extracted based only on the aorta histogram) and adaptive scan

![Figure 2.22](image-url)  
**Figure 2.22** – 2D lumen boundaries extraction using adaptive thresholds: (a) Rays of a maximum radius $R$ are traced around the vessel centerline point. (b) A point on the ray and the associated neighboring pattern to detect lumen border.
2.3.3 Vessel Segmentation and evaluation results

2.3.3.1 Vessel segmentation using seed-based algorithms

Seeded segmentation approaches are commonly used in medical images analysis [97]. They allow to integrate a prior high-level knowledge on the vessel location by using a binary or probabilistic indicator function that denotes whether we are inside or outside the target object. Binary indicators are a set of seeds or markers, used to initiate the segmentation process, and mark the object foreground and background. The performance of seeded segmentation approaches heavily relies on the selection of seed points. Wrong seeds lead to erroneous segmentation results. In fact, different seed points sets can yield different segmentation results. Most commonly used seed-based segmentation techniques are Graph Cuts [50], Random Walkers [164] and the Watershed Transform performed in different ways [100, 295, 437].

In order to overcome graph cuts and watersheds issues, we propose to use the Random walker algorithm for vessel lumen segmentation. The algorithm details are described in section

Figure 2.23 – A post smoothing step to avoid noisy contours: Original (a) and smoothed (b) contour.
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Figure 2.24 – Examples of coronary vessels masks extraction using static patient specific thresholds ((a) (c) (e)) and adaptive patient specific thresholds ((b) (d) (f)). Adaptive thresholds allow to obtain more accurate vessel lumen markers by removing leakage and lesion inclusion.
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Figure 2.25 – Overall lumen segmentation flowchart.

1.3.3.1 Segmentation is performed on warped vessel volumes. The vessel lumen seeds are marked using the previously extracted lumen mask. The background seeds are created from the vessel lumen by computing the complementary of the dilated lumen mask. Once the vessel lumen volume is segmented, we extract the 2D cross section contours by using a ray casting approach. The same approach described in section 2.3.1 is used. The obtained contours are furthermore radially smoothed to avoid noisy points. Finally, the obtained contours are dumped into the original 3D image volume and the complete coronary tree is hence extracted. The overall lumen segmentation steps are presented in figure 2.25.

Figure 2.26 shows some extracted coronary vessels for different datasets of the training database of the Rotterdam coronary arteries segmentation challenge.

2.3.3.2 Quantitative evaluation results

In order to quantify the lumen segmentation results, we used the online Coronary Artery Stenoses Detection and Quantification Evaluation Framework described in [215]. Therefore, we provide a unique 3D surface describing the complete coronary artery tree. This online framework allows to evaluate the accuracy of coronary arteries lumen segmentation by comparing the provided 3D coronaries model with a segmentation obtained by averaging three manual observers segmentation, using three different evaluation measures:
Figure 2.26 – 3D example of coronary lumen segmentation results of datasets 16, 14, 13, 12, 01 and 05.
2.2.3 Statistic-based Vessel Lumen Segmentation

- Root mean squared distance (MSD) between the manual and automated 3D vessel lumen surface
- Haussdorf distance (MAXSD) between the two surfaces
- 3D Dice coefficient to measure the overlap between the reference standard and the automated segmentation

Healthy and diseased vessel segments are considered separately during the evaluation process. We have to mention that the following results are obtained on the training databases. Results on the testing database can be disclosed only once to avoid training on the testing database.

First, we evaluated the segmentation results obtained by varying the constant multiplying the standard deviation in equation 2.10. The evaluated segmentation is the output mask extracted using the scan specific adaptive thresholds with the ray casting approach performed in warped vessel volumes, without applying a further segmentation step. Table 2.3 show the obtained evaluation for $k = 1.5$, $k = 2.5$ and $k = 3$. We found that 2.5 yielded the better results. This value was subsequently used for the following tests.

**Table 2.3** – Vessel lumen mask extraction using different k values.

<table>
<thead>
<tr>
<th>$k$</th>
<th>DICE Diseased</th>
<th>DICE Healthy</th>
<th>MSD Diseased</th>
<th>MSD Healthy</th>
<th>MAXSD Diseased</th>
<th>MAXSD Healthy</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.55</td>
<td>0.57</td>
<td>0.68</td>
<td>0.80</td>
<td>6.85</td>
<td>7.63</td>
</tr>
<tr>
<td>2.5</td>
<td>0.57</td>
<td>0.62</td>
<td>0.65</td>
<td>0.67</td>
<td>6.74</td>
<td>8.08</td>
</tr>
<tr>
<td>1.5</td>
<td>0.53</td>
<td>0.61</td>
<td>0.78</td>
<td>0.69</td>
<td>6.99</td>
<td>8.49</td>
</tr>
</tbody>
</table>

In order to evaluate the contribution of the use of the warped vessel volumes to segment the coronary lumen, we compared the proposed approach with a segmentation technique using the same seeds extraction idea but performed on the 3D original volume. Results are presented in table 2.4. As we can state, working on reformatted vessel volumes allows to obtain more accurate and precise lumen segmentation results for both healthy and pathological vessels.

Table 2.5 shows the evaluation results of the state of the art approach (section 2.3.1) and the proposed approach. The new approach clearly offers better performances with reference to the three evaluation metrics and for both healthy and diseased vessels. These results reflect the contribution of the use of more intelligent seeds in accurately extracting vessel lumen contours. Besides, as shown previously, the use of warped volumes allowed to improve these performances by adding more precision. This is a valuable contribution especially for thin object segmentation.
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Table 2.4 – Vessel lumen segmentation performances evaluation using the reformatted vessel volumes and the original images.

<table>
<thead>
<tr>
<th></th>
<th>DICE</th>
<th>DICE</th>
<th>MSD</th>
<th>MSD</th>
<th>MAXSD</th>
<th>MAXSD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Diseased</td>
<td>Healthy</td>
<td>Diseased</td>
<td>Healthy</td>
<td>Diseased</td>
<td>Healthy</td>
</tr>
<tr>
<td>Vessel reformatted volumes</td>
<td>0.65</td>
<td>0.74</td>
<td>0.49</td>
<td>0.46</td>
<td>4.41</td>
<td>5.52</td>
</tr>
<tr>
<td>3D original volumes</td>
<td>0.59</td>
<td>0.58</td>
<td>0.52</td>
<td>0.63</td>
<td>4.67</td>
<td>5.90</td>
</tr>
</tbody>
</table>

using limited image spatial resolution. Such improvements are also important as they allow to more accurately detect and quantify coronary lesions.

Table 2.5 – Comparison of state of the art approach and the proposed one.

<table>
<thead>
<tr>
<th></th>
<th>DICE</th>
<th>DICE</th>
<th>MSD</th>
<th>MSD</th>
<th>MAXSD</th>
<th>MAXSD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Diseased</td>
<td>Healthy</td>
<td>Diseased</td>
<td>Healthy</td>
<td>Diseased</td>
<td>Healthy</td>
</tr>
<tr>
<td>State of the art approach</td>
<td>0.48</td>
<td>0.45</td>
<td>0.68</td>
<td>0.84</td>
<td>5.07</td>
<td>5.93</td>
</tr>
<tr>
<td>Proposed approach</td>
<td>0.65</td>
<td>0.74</td>
<td>0.49</td>
<td>0.46</td>
<td>4.41</td>
<td>5.52</td>
</tr>
</tbody>
</table>

Finally, our approach present state of the art performance as compared to the other approaches evaluated on the same online framework. We obtained similar overlap measures to Observer2, for both healthy and diseased segments. Besides, we obtained similar MSD values for healthy and pathological segments as compared to the two approach [271] and [305]. Meanwhile, our approach presented lower performances with reference to the Haussdorf distance as compared to other approaches and observers. However, we have to keep on mind that the presented results are obtained on a subset of the testing database. This database was used for training the algorithms presented in [271] and [272]. Hence, the obtained results by these approaches should be considered carefully as they might be biased by the training step.

Table 2.6 – Coronary lumen segmentation performances as compared to state of the art approaches and the three observers.

<table>
<thead>
<tr>
<th></th>
<th>DICE</th>
<th>DICE</th>
<th>MSD</th>
<th>MSD</th>
<th>MAXSD</th>
<th>MAXSD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Diseased</td>
<td>Healthy</td>
<td>Diseased</td>
<td>Healthy</td>
<td>Diseased</td>
<td>Healthy</td>
</tr>
<tr>
<td>Lugauer et al. [272]</td>
<td>0.75</td>
<td>0.77</td>
<td>0.27</td>
<td>0.32</td>
<td>1.96</td>
<td>2.79</td>
</tr>
<tr>
<td>Observer3</td>
<td>0.76</td>
<td>0.80</td>
<td>0.24</td>
<td>0.19</td>
<td>3.07</td>
<td>3.25</td>
</tr>
<tr>
<td>Lugauer et al. [271]</td>
<td>0.72</td>
<td>0.74</td>
<td>0.28</td>
<td>0.35</td>
<td>2.02</td>
<td>2.88</td>
</tr>
<tr>
<td>Observer1</td>
<td>0.74</td>
<td>0.79</td>
<td>0.26</td>
<td>0.26</td>
<td>3.29</td>
<td>3.61</td>
</tr>
<tr>
<td>Mohr et al. [305]</td>
<td>0.73</td>
<td>0.75</td>
<td>0.29</td>
<td>0.45</td>
<td>1.87</td>
<td>3.73</td>
</tr>
<tr>
<td>Observer2</td>
<td>0.66</td>
<td>0.73</td>
<td>0.31</td>
<td>0.25</td>
<td>2.70</td>
<td>3.00</td>
</tr>
<tr>
<td>Proposed approach</td>
<td>0.65</td>
<td>0.74</td>
<td>0.49</td>
<td>0.46</td>
<td>4.41</td>
<td>5.52</td>
</tr>
</tbody>
</table>
2.3.4 Conclusions and future work

In this section, we proposed an automated approach for coronary arteries lumen extraction from vessel centerlines. We proposed a novel approach for vessel seeds extraction that seems to be more accurate for seed based segmentation than the use of the vessel centerlines as markers. The approach has been evaluated on a subset of 18 cardiac exam and showed state of the art performances. We have to mention that the segmentation results are conditioned by the provided vessel centerlines quality. Missing branches will yield to mis-segmentation of the coronary tree. In the future, we plan to further improve the segmentation quality by using a more robust segmentation framework by using the Power Watershed proposed in [96]. Besides, we propose to build and test a probabilistic indicator function for vessel seeds rather than a binary one, using scan specific vessel statistics. Finally, we will submit lumen segmentation results as well as stenosis detection using the new vessel segmentation approach on the testing database of the Rotterdom challenge in order to perform a better and fair comparison.
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Part III

Methods for Automated Coronary Arteries Stenosis Detection
Coronary arteries inspection using CT angiographies is a time consuming task and requires a level of expertise in coronary CT analysis and interpretation. It has been established that acquiring moderate expertise in coronary CT angiography interpretation may take more than one year [347]. Interpretation results are also subject to observer variability. Besides, the gold
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standard for stenosis detection and quantification is a 2D imaging modality. Hence, stenosis
detection and quantification is mainly based on a 2D measure of the diseased section diameter
(usually the minimum value). However, by using 3D CT cardiac angiography more possibilities
are provided for stenosis quantification. In fact the stenosis degree can be quantified using the
cross section area in addition to the minimum, maximum or mean diameter values. This induces
more variability in stenosis detection and quantification as each measure might provide different
stenosis degrees. Subsequently, the CT image quality could be degraded by several artifacts
caued by heart and respiratory motion, and presence of some blurring vessel abnormalities
and surrounding structures (calcifications, stents, heart cavities). As a result, the diagnosis
quality and accuracy could be affected [347]. Therefore, computer-aided extraction of coronary
arteries lesions is appreciated to aid the visual analysis of CT images and lesion detection thus
allowing to reduce the evaluation time and observers variability.

Many computer-aided algorithms for detecting and diagnosing arterial abnormalities have
been developed for medical imaging. Proposed algorithms were dedicated for the detection of
different lesion types such as carotids stenosis in MR [147, 194, 479] or CT modality [173, 409,
506], and aortic [40, 104] or brain aneurysm [182, 183]. Meanwhile, less methods have been
dedicated to coronary arteries lesions. In fact, detecting and quantifying coronary lesions are
particularly challenging and tedious tasks mainly due to the limited spatial resolution and the
relatively small size of coronary vessels and the associated lesions. Moreover, coronary lesions
present a highly complex topology (complex shapes) with a wide nature variability (calcified,
soft and mixed plaques) that could not be easily captured using a single simple approach.

In this chapter we present two different approaches for automated coronary lesions detection
in CT angiography. In section 1.1, we review state-of-the-art methods for coronary lesions
detection. We first expose the specific models utilized in the literature to detect vascular
lesions (Section 1.1.1). Then, we present coronary lesions dedicated approaches in section 1.1.2
and 1.1.3. In section 2, a first approach using lumen segmentation and healthy vessel model
reconstruction is proposed. However, this approach suffers from some limitations related to
the quality of lumen segmentation step. In fact, the robustness of the approach is conditioned
by the lumen contours extraction which is challenging giving to the limited spatial resolution
of cardiac CT and coronary arteries motion. Therefore, we later propose a second approach
for stenosis detection in section 3. This approach is based on a machine learning technique to
detect coronary lesions using scale invariant features. The main goal is to overcome the previous
approach limitation due to the lumen segmentation step by focusing on modeling ad detecting
the coronary lesions rather than detecting the resulting lumen narrowing. We compared the
performance of these two approaches using the same evaluation framework [215] and prove that
1.1.1 Coronary Arteries Lesions Detection

Learning based approaches are more robust against false positive detection and allows to get a better true positive detection rate.

1.1 Coronary Arteries Lesions Detection

Recently, efforts have been made towards (semi-)automatic detection and quantification of coronary artery lesions in cardiac CT angiography. Coronary arteries lesion detection problem mainly refers to the localization of vessel abnormalities causing a lumen narrowing (stenosis) that might limit the heart blood flow. A stenosis being the result of a plaque formation on the vessel wall, two possible approaches have been defined to solve this problem in general: 1) Detect the resulting lumen narrowing, 2) Detect the plaque causing the narrowing. The first approach is mainly based on a healthy vessel lumen modeling and thus extracting the lesions as being a deviation from the constructed model. The second approach aims to model the vessel lesion by identifying its main characteristics. However, due to a large topological (extent, eccentricity) and appearance (calcified, soft and mixed) variability, it is very hard to capture all the lesions configurations using a single model. Therefore, most of the proposed algorithms was designed to track one single type of lesions. Some of the proposed approaches only focus on 1) calcified plaques detection [357, 423, 453], others on 2) soft plaque lesions [355] or 3) both of them [161, 212, 417]. To deal with this problem, researchers have utilized machine learning approaches aiming to detect different types of lesions using one single approach.

1.1.1 Pathology Models

Authors have tried to detect vessel pathologies using prior information about the target lesion. In fact, several models have been defined to capture the pathology characteristics. Both appearance and geometric properties were used. However, due to a wide variability of cardiac pathologies anatomy, it seems to be very challenging to detect those anomalies only based on simple models. Following, we cite some defined models in the literature to capture specific properties, hence allowing to discriminate between different types of vascular pathologies.

1.1.1.1 Stenosis

Stenosis are generally characterized by their specific geometric shape corresponding to a laminar narrowing due to a plaque formation. The most intuitive and classical way is to detect those anomalies as sudden decrease of lumen radius value [147, 193, 373, 506] in a post processing stage after a robust lumen segmentation step. These approaches do not deal with the plaque...
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Figure 1.1 – 2D Ray-casting to detect vessel wall points while excluding the calcified plaques using a gradient threshold. Illustration from the work of Wink et al. [460].

type characterization in general; The same model is used to detect stenosis caused by a calcified and a soft plaque. In [262], the work proposed by Sato et al. in [373] to detect tubular structures (vessels) was refined to detect stenosis by defining a new measure of double cone-like shapes (see Figure 1.2). Stenosis have also been detected based to the resulting blood flow limitation by simulating the coronary arteries blood flow using a coherent coronary tree segmentation (section 1.1.2.4).

1.1.1.2 Calcification

Calcifications are an advanced stage of the atheroma plaque development process. At this stage, the plaque is mainly composed of calcium which makes them appear as bright structures stack to the vessel wall. Based on this appearance characteristic, the most commonly used approach to detect those structures is to use appropriate thresholds [454] of CT values combined to a set of morphological operations. Wink et al. [460] proposed a 2D ray casting approach to detect calcified plaques on the vessel wall based on gradient threshold (figure 1.1). This allowed to exclude the calcification from the vessel contour and robustly estimate the vessel lumen center. Features based on size, shape, location, and appearance models are also defined to distinguish between true calcification candidates and other false detection that can look like calcified plaques [198, 235, 236, 463].

1.1.1.3 Aneurysm

Aneurysms have been located as a local deviation from the vessel model as in [261, 460]. In fact, to the best of our knowledge, there is no specific model proposed for aneurysms due to their shape variability. However, in [104], abdominal aortic aneurysms are detected using an active shape model formulation learned from a set of training data. Morphological criteria were also
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defined to detect aneurysm by analyzing the vessel surface curvature [211]. Geodesic Active Region Model combined with non-parametric region-based information was used to segment brain aneurysms in [182, 183]. Similarly to stenosis, those lesions could also be detected as local increase of the vessel wall volume or radius.

In general, vascular abnormalities could be detected as being deviations from a healthy vessel model [466]. Based on the real vessels segmentation, a corresponding healthy vessel model is used to extract the vessel abnormalities thus avoiding to deal with these complex shapes. This approach is generic and allows to detect both stenotic and aneurysmal regions. Similarly, tubular deformable models were registered onto the vessel lumen. This allows to detect normal, stenotic and aneurysmal regions [206]. The main advantage of such approaches is that they do not focus on abnormalities modeling and thus are able to detect a wide range of heterogeneous lesions. However, these class of approaches are dependent on the vessel lumen segmentation quality. In fact, they require a topological and morphological coherent vessel segmentation to be able to accurately estimate the healthy vessel model and hence detect vascular abnormalities. However, we have to mention that aneurysmal coronary lesions present an exceedingly rare clinical entity and are in majority related to a coronary atherosclerosis causing a positive remodeling.

Next we will focus on proposed approaches for coronary lesions detection in the literature. We will only focus on methods dealing with coronary stenosis or plaque detection. We present these works based on the main idea designed to detect the target coronary lesion. Section 1.1.2 deals with ad hoc approaches aiming to directly model a given type of lesion to be detected. Second, we present a set of learning based approaches proposed to deal with the lesions heterogeneity problem.

1.1.2 Rule-based Approaches

In this section, we review proposed rule-based approaches for automated coronary lesions detection and quantification. These approaches are directed towards lesions specific patterns identification using explicitly designed heuristics based on previously defined lesions models (i.e. appearance and geometric models). Hereafter, we present the state-of-the-art approaches classified following the heuristic used to detect the target lesion. First, the most used approach in the literature, based on the vessel lumen segmentation, is exposed. Then, we review some intensity and geometry-based approaches. Finally, a new emergent class of approaches based on the simulation of coronary blood flow is presented.
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1.1.2.1 Lumen Segmentation based Approaches

Early works addressing the coronary stenosis detection and quantification challenge mainly focused on an accurate vessel lumen delineation step in order to extract stenotic areas using different approaches [18, 171]. The first most commonly used idea is to reconstruct an expected normal vessel lumen using the real segmented lumen. For this purpose, several authors proposed to extract a “healthy” lumen diameter (or radius/area) by applying various regression techniques to the real lumen radii profile. Comparing the two diameter profiles, stenotic areas could hence be detected and quantified. Linear regression approaches are commonly used to estimate the expected lumen radii profile [63, 80, 141, 305, 333]. In [63], stenoses are determined by manually placing a proximal and distal reference on the coronary vessel segment to be analyzed, after a lumen segmentation step. The algorithm estimates a normal tapering of the corresponding segment. Stenoses are then detected by assessing the difference between the segmented lumen contours and the normal proximal-to-distal tapering of the segment. In addition, a tissue-based analysis of the area between the vessel wall and the lumen contour allows to identify the composition of the associated lesion (i.e. calcified or soft plaque). However this approach suffers from a low sensitivity and PPV values. The method proposed in [141] needs the artery endpoints as inputs. First, the lumen surface is extracted using a Fast-Marching algorithm followed by a continuous 3D surface reconstruction step based on a Right Generalized Cylinder model. Then, stenoses are detected and quantified by comparing the reconstructed lumen surface to an “idealized” profile obtained form a linear regression of the radii of the most reliable contours. However, several errors are produced due to their segmentation approach; Their approach seems to be not robust against false positive detection. In [333], the authors proposed a semi-automated hybrid approach for coronary stenoses detection and quantification. The coronary arteries are segmented combining the Hessian matrix based “vesselness” filter with three dimensional region growing algorithm. Similarly to the previous approaches, stenosis are detected and quantified by estimating the vessel diameter at each centerline location via plane fitting, and applying linear regression analysis on the estimated diameter profile. In [208], a piecewise least squares line fitting is used to determine the “normal” luminal diameters from the scan. The regression is performed separately on each segment to take into account the normal drop of radius values after each bifurcation. Lesions extraction is performed in several steps, mainly based on the computation of stenosis degrees by the comparison of the two diameters profiles. The algorithm keeps only stenosis with a narrowing degree higher than 25%. In [135], stenoses are detected and quantified by comparing the extracted lumen area with the second order regression of the lumen area over the vessel length. To avoid erroneous de-
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tections due to the partial volume effect, the intensity of boundary voxels is contrasted against
the myocardium and the left ventricle intensities. The same approach was also used in the
work of Shahzad et al. [390]. A graph cut based segmentation is used to extract the coronary
lumen volume. Furthermore, an expected healthy lumen diameter profile is computed using a
weighted Gaussian kernel regression. Hence, stenotic regions are detected by using the healthy
profile as a reference.

An other possible approach for stenosis detection based on the lumen radii analysis, is to
compare the stenotic lumen section to a non stenotic (i.e. healthy) proximal or/and distal
references in the same vessel. In [479], an approach for carotid artery stenosis detection in
MRA data is detailed. To extract the vessel surface, authors used a mesh that deforms toward
high gradient values while maintaining a smoothness criteria. To detect the stenosis, the vessel
skeleton and the radii are extracted using an organized region growing. The stenotic region
is manually selected by putting two seed points. The region growing process is applied to
determine the maximum sphere passing inside the region thus determining the vessel radii.
The stenosis is then estimated by comparing the radius in the stenotic region with the radius of
a healthy section selected manually. Cetin et al. [81] proposed a method based on 1D analysis
of the vessel radii variation to detect vessel stenosis. First, a tensor model for tubular structure
segmentation is used to extract the vessel centerline and thickness. Possible stenoses regions
are detected as the intervals for which the radius constitutes a valley. Therefore, the estimated
radius profile is smoothed using a Gaussian filtering. Then the start and end points of the
stenosis are determined by analyzing the energy profile of the radius derivative. In a similar
approach, Wang et al. [447] computed the circularity and the convex hull deficiency to describe
the shape of the coronary arteries cross sections. These features are then used to automatically
detect and identify the presence of calcified stenoses.

Being located within the vessel wall, coronary plaque lesions can also be detected by analyzing
the volume enclosed between the inner and outer vessel contours. In [161, 355, 423], both
the outer boundary of the vessel and the lumen contours are delineated. Thus, plaque lesions
are detected as hypo-dense areas between the inner and the outer wall of the vessel. Rinck
et al. [357] used a shape-based segmentation approach to extract the inner and outer vessel
surfaces and then analyze the deviation between the two volumes. The method may, however,
need additional user interaction to accurately compute plaque volumes by placing a seed point
before and after each plaque. An iterative model-based variational approach is applied in [161]
to delineate the blood vessel external boundary and lumen. The approach detects both calcified
and soft plaques. Calcified lesions are segmented by hysteresis based adaptive thresholding.
Soft (non-calcified) plaque lesions are detected as hypo-dense areas without calcium between
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the external vessel boundary and lumen. The proposed approach was tested by different clinical trials and compared to human interpretation of the coronary CTA [161]. At a per study level, the approach showed a high sensitivity value above 80%. However, a lower PPV values have been obtained (between 20% and 80%). Toumoulin et al. [423] used a level set approach to detect both the inner and outer wall of a vessel in CT data sets and were therefore able to identify calcified plaques.

The proposed framework by Renard and Yang [355, 356] relies also on the separate segmentation of the lumen and arterial wall of the major arteries by applying a statistical model-based segmentation approach. Soft plaques are identified by examining the effective cross-section areas of the lumen and its surrounding wall surfaces. The soft plaque detection criterion is based only on area difference which makes the method prone to errors. Similarly, in [239] active contours driven by spatially localized probabilistic models are employed to extract the vessel surfaces from the inside-out and the outside-in. The proposed framework uses a scale parameter to restrict the statistical characteristics of the vessel into local regions. By identifying areas where the inner and outer contours do not meet, soft plaques are detected. Tested on 8 datasets (4 datasets with soft plaques and 4 healthy datasets), the approach showed interesting results for plaque detection. However, the technique should be improved in order to be able to detect the plaque lesions robustly. Wang et al. [444] incorporated an implicit 3D vessel model to guide the level sets propagation defined on initial set of centerline points. After the evolution of the level sets, new centerline points are extracted and a new vessel diameter is then quantified. A new vessel model is hence redefined. Propagation and redefinition are repeated until convergence. To extract and quantify stenosis, the inner and outer vessel walls are extracted using the same scheme with different parameters.

Generally, the previous techniques are still highly depending on the lumen segmentation quality. Indeed, any over estimation or under estimation of the vessel segmentation could lead to false positive and/or false negative detections. The coronary lumen (and outer wall) delineation step is challenging for several reasons: The size of coronary artery vessels, the limited CTA resolution and the partial volume effect are the main reasons making the segmentation of the lumen difficult. To deal with this problem some authors proposed to process a more precise segmentation of the lumen by generating sub-voxel contours from a segmented lumen volume [291] or by sub-sampling the initial volume and generating reformatted vessel volumes [208]. Moreover, segmentation approaches based on gradient variation to delineate the lumen boundaries are prone to failure near bifurcations and around soft plaques because of the loss of signal. In [305], the authors used level-sets with additional tissue classification and calcium exclusion in order to get an accurate lumen segmentation. Other works proposed to post-process
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the resulting segmentation to eliminate detected outliers [389, 390].

1.1.2.2 Intensity-based Approaches

An other category of proposed methods focused on directly extracting the vessel pathology based on appearance properties. Lor and Chen [265] used a concentric model derived from Gaussian distribution to detect both the vessel lumen and the coronary plaques. Kalman filtering is used for quantitative evaluation of the vessel diameter stenosis. Finally, a Bayes classifier is used to determine the stenosis degree based on the posterior probability of severity conditioned on stenosis percentage and plaque type of the training data. In [113, 115], the authors presented a semi-automated algorithm for volumetric quantification of non-calcified and calcified plaques from coronary CTA. The algorithm uses scan-specific attenuation thresholds for lumen, non-calcified plaques (NCP), calcified plaques (CP) and epicardial fat to delineate non-calcified and calcified plaques. The algorithm shows interesting correlation with manual quantification performed by two different readers. However, this approach relies on manual selection of start and end points of regions to be analyzed and it needs a user defined region of interest to compute the scan specific thresholds which may influence the computation of these values. The approach was further improved in [207, 208] for the detection of obstructive and non obstructive plaque lesions in the three main coronary arteries (LAD, LCX and RCA). The method needs a coronary mask as input to extract the vessel centerlines. The vessel lumen is then segmented using scan-specific threshold levels of calcified and non-calcified plaques with a recursive region growing approach. In the work of Wesarg et al. [454] calcified plaques are dynamically excluded form the vessel segmentation during centerline extraction. Then, stenosis candidates are detected by analyzing the vessel diameter variation. Subsequently, the local neighborhood of the detected candidates is analyzed to determine whether the detected lumen reduction is due to a calcified plaque or is just a false detection. However, this approach suffers from several drawbacks: It is strongly dependent on the user manually placed seed points on the arteries and detected lesions are not segmented and no quantitative analysis is presented. In [374], the authors used an intensity-based technique involving a registration step to extract a set of calcified plaques candidates using both contrast enhanced and non-contrast enhanced CT images. In spite of presenting interesting results (a sensitivity of 85.5% and a PPV of 87.8%), their method can lead to unnecessary radiation exposure because of the use of both contrasted and non contrasted CT scans. In [471], calcified plaques detection for calcium scoring estimation in non contrasted chest CT is performed by thresholding the filtered volume and removing small detected regions. Subsequently, a region based analysis allows to remove
false detections located at the aortic valve and the mitral valve regions. Komatsu et al. [223] proposed a visual aid for manual detection of calcified and soft plaque lesions in CT angiography. The approach provides a “Plaque Map” based on the color-based isometric lines method and the Bird’s Eye View, to color the relevant limit of CT numbers and show the 3D-contour images. In [107], potential calcium plaque are extracted by identifying connected regions that exceed a given threshold. A stochastic model based approach is applied to estimate the partial content of calcium for accurate quantification of calcium amount in the coronary arteries. For hypo-dense plaque lesions detection, Makrogiannis et al. [276] introduced a non parametric dissimilarity measure to define a local indicator function for the likelihood of belonging to the foreground object. Prior distribution of intensity and low-level image information have been incorporated. The likelihood function has been used as a speed function in a level set formulation to extract hypo-dense regions associated with soft plaques. In [258], a quantitative intensity-based analysis of the vessel wall is proposed for non calcified plaques detection. The method is based a mathematical morphology (Voxel-Map) performed on a three-dimensional coronary tree model which detects coronary walls in a similar approach as IVUS. This results in a 3D coronary artery wall model directly showing the composition of plaque attenuation that are associated with its severity [258].

1.1.2.3 Second Derivative based Approaches

Frangi et al. proposed a model-based approach to quantify carotids stenosis in MRA data sets [147]. A filter to enhance vascular structures is defined based on the eigenvalues of the Hessian matrix computed for each voxel of the image. Then, a deformable model is used to segment the vessel and thus quantify the stenosis using lumenar diameter reduction. However, the hessian based filter would fail near to stenotic regions as the local shape deviates from a healthy tubular structure. As a result, the previous approach will fail to enhance stenotic regions. In [262], an orthonormal set is obtained by linearly combining the second order derivative estimators with energy normalizing coefficients and a new conus-like shape is included to describe the stenosis (Figure 1.2). Based on the new shape space a stenosis detection condition is proposed: three parameters are set to discriminate against other shapes than the double cone shape.
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Figure 1.2 — Stenosis detection using hessian based approach: (Left) The non-redundant shape-space for second order 3D variations proposed by [262]. (Right) Maximum Intensity Projection (MIP) of two stenotic regions in an MRA dataset, wire-frame representation with stars denoting the stenotic area.
Table 1.1 – Ad hoc approaches for (semi-)automated detection of coronary arteries lesions. SP refers to soft plaques and CP to calcified ones.

<table>
<thead>
<tr>
<th>Work</th>
<th>User Inter</th>
<th>Modality</th>
<th>Approach</th>
<th>Target lesion data</th>
<th>Evaluation</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Broersen et al. [63]</td>
<td>semi-auto</td>
<td>contrasted CT</td>
<td>lumen seg. + healthy profile reconstruction</td>
<td>Hybrid 30 per lesion</td>
<td>sensitivity = 27.7% PPV = 31%</td>
<td></td>
</tr>
<tr>
<td>Cetin et al. [81]</td>
<td>auto</td>
<td>contrasted CT</td>
<td>lumen seg. + Gemoetric features analysis</td>
<td>Hybrid 11 NA NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Dey et al. [115]</td>
<td>semi-auto</td>
<td>non contrasted CT</td>
<td>Intensity models</td>
<td>Hybrid 24 per lesion</td>
<td>correlation = 0.90-0.94</td>
<td></td>
</tr>
<tr>
<td>Eslami et al. [135]</td>
<td>semi-auto</td>
<td>contrasted CT</td>
<td>lumen seg. + healthy profile reconstruction</td>
<td>Hybrid 30 per lesion</td>
<td>sensitivity = 51% PPV = 4%</td>
<td></td>
</tr>
<tr>
<td>Flórez Valencia et al. [141]</td>
<td>semi-auto</td>
<td>contrasted CT</td>
<td>lumen seg. + healthy profile reconstruction</td>
<td>Hybrid 30 per lesion</td>
<td>sensitivity = 15% PPV =5%</td>
<td></td>
</tr>
<tr>
<td>Goldenberg et al. [161]</td>
<td>auto</td>
<td>contrasted CT</td>
<td>inner/outer wall delineation</td>
<td>Hybrid 49-398 per patient</td>
<td>sensitivity &gt; 80% PPV = 20-80%</td>
<td></td>
</tr>
<tr>
<td>Kang et al. [208]</td>
<td>semi-auto</td>
<td>contrasted CT</td>
<td>lumen seg. + Intensity models + healthy profile reconstruction</td>
<td>Hybrid 42 per segment</td>
<td>sensitivity = 93% specificity = 81% PPV = 52%</td>
<td></td>
</tr>
<tr>
<td>Lankton et al. [239]</td>
<td>semi-auto</td>
<td>contrasted CT</td>
<td>inner/outer wall delineation</td>
<td>SP 8 per lesion</td>
<td>sensitivity = 87.5% PPV = 100%</td>
<td></td>
</tr>
<tr>
<td>Lor and Chen [265]</td>
<td>semi-auto</td>
<td>contrasted CT</td>
<td>Lumen seg. + Intensity and geometry features analysis</td>
<td>Hybrid 30 per lesion</td>
<td>sensitivity = 32% PPV = 3%</td>
<td></td>
</tr>
<tr>
<td>Mohr et al. [305]</td>
<td>auto</td>
<td>contrasted CT</td>
<td>lumen seg. + healthy profile reconstruction</td>
<td>Hybrid 30 per lesion</td>
<td>sensitivity =51% PPV = 16%</td>
<td></td>
</tr>
<tr>
<td>Öksüz et al. [333]</td>
<td>semi-auto</td>
<td>contrasted CT</td>
<td>lumen seg. + healthy profile reconstruction</td>
<td>Hybrid 30 per lesion</td>
<td>sensitivity = 17% PPV = 26%</td>
<td></td>
</tr>
<tr>
<td>Renard and Yang [355]</td>
<td>semi-auto</td>
<td>contrasted CT</td>
<td>inner/outer wall delineation + geometric features analysis</td>
<td>SP 2 per lesion</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Saur et al. [374]</td>
<td>auto</td>
<td>angio and native CT</td>
<td>Intensity and geometric models</td>
<td>CP 127 per lesion</td>
<td>sensitivity 85.5% PPV = 87.8%</td>
<td></td>
</tr>
<tr>
<td>Shahzad et al. [389]</td>
<td>semi-auto</td>
<td>contrasted CT</td>
<td>lumen seg. + healthy profile reconstruction</td>
<td>Hybrid 30 per lesion</td>
<td>sensitivity = 55% PPV = 27%</td>
<td></td>
</tr>
<tr>
<td>Tounoulin et al. [423]</td>
<td>semi-auto</td>
<td>4-slices CT</td>
<td>inner/outer wall delineation</td>
<td>CP 6 NA NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Wang et al. [444]</td>
<td>auto</td>
<td>contrasted CT</td>
<td>inner/outer wall delineation</td>
<td>Hybrid 30 per lesion</td>
<td>sensitivity = 11% PPV = 33%</td>
<td></td>
</tr>
<tr>
<td>Wesarg et al. [454]</td>
<td>semi-auto</td>
<td>contrasted CT</td>
<td>lumen seg. + Gemoetric features analysis</td>
<td>CP 10 per lesion</td>
<td>sensitivity = 98%</td>
<td></td>
</tr>
<tr>
<td>Wang and Liatsis [446]</td>
<td>auto</td>
<td>contrasted CT</td>
<td>lumen seg. + Gemoetric features analysis</td>
<td>CP NA NA NA</td>
<td>NA</td>
<td>NA</td>
</tr>
</tbody>
</table>
1.1.2.4 FFRs Estimation Approaches

Fractional Flow Reserve (FFR) is a lesion-specific technique to determine the functional significance of a coronary stenosis. It corresponds to the ratio of the pressure distal to a stenotic region to the pressure before the stenosis. A wire is used to determine the maximal coronary blood flow down a vessel in the presence of a stenosis compared to the maximal flow in the hypothetical absence of the stenosis. An FFR of 0.75 means that the corresponding stenosis caused 25% drop in the vessel blood flow. However, the relation between coronary stenosis severity and myocardial ischemia is not causal. In fact, some severe stenosis could be functionally non-significant. The FFR measure allows to determine the culprit lesion of an ischemia and thus defines the narrowed coronary that needs to be revascularized [343]. An important advantage of this technique is that it allows to detect the important stenosis and allows to simultaneously stent the diseased vessel. Nevertheless, this technique is an invasive procedure for which a non-invasive alternative is highly appreciated.

Thanks to recent advances in image-based modeling and computational fluid dynamics, it is possible today to non-invasively compute the fractional flow reserve using only CTA scans called FFR\textsubscript{CTA} [414]. The computation the FFR from CTA is based on a combination of anatomy, physiology and fluid dynamics. First, an anatomic model of the coronary vessels is mandatory. Generally, this model is extracted from the CT images using segmentation techniques that might be refined manually; The coronary tree topology is defined, plaques are detected and vessel lumen is delineated. Second, the inflow and outflow boundary conditions reflecting the patient-specific physiology are extracted. Finally, the coronaries flow and pressure are computed by solving the governing equations of fluid dynamics. The scientific foundation for non invasive FFR\textsubscript{CTA} computation are detailed in the work of Taylor et al. [414].

This approach have shown promising performances for ischemic stenosis detection compared to invasive FFR [224, 288, 301, 486]. However, these studies have been limited to stable patients. An interesting study would assess the performance of FFR\textsubscript{CTA} to evaluate bypass grafts or in-stent restenosis. Moreover, the accuracy of FFR\textsubscript{CTA} could be limited by moderate CT scan quality (e.g. presence of calcification, motion artifacts). In fact, a perfect coronary arteries model is mandatory for an accurate FFR\textsubscript{CTA} estimation. A subsequent limitation could be the variability of the physiological model between populations and patients which may lead to biased FFR\textsubscript{CTA} values [414].

Table 1.1 presents the different heuristic-based approaches proposed to detect coronary artery lesions in different modalities. For each method, the table reports the user interaction level, the used modality, the used approach and the target lesion type. Besides, details about
Figure 1.3 – Two cases showing the accuracy of FFR$_{CTA}$ compared to invasive FFR. Case (a) shows a nonfunctionally significant stenosis at the LAD with a computed FFR$_{CTA}$ of 0.62. This value is confirmed using invasive angiography that shows an FFR of 0.65. Case (b) shows a non hemodynamically significant stenosis with an FFR$_{CTA}$ of 0.87. The FFR measured using invasive angiography was of 0.86. Illustrations from [414].

the evaluation process and results of each approach are reported. Even if it is difficult to compare such approaches (different modalities, different target lesions and evaluation metrics), this table gives an insight of the state-of-the-art methods accuracy.

1.1.3 Learning-based Approaches

In the last few years, pattern recognition and classification systems became popular for specific object detection. In fact, they are used to solve several practical problems in clinical applications such as breast and lung cancer diagnosis. Recently, this technique has been used for coronary arteries lesions detection [303, 416, 505]. Thereby, we may overcome lumen segmentation quality related issues. Some of the proposed approaches deals with a specific target lesion (calcified, soft plaques) and thus utilizes specific features capturing the target abnormality characteristics [64, 198, 236, 259, 451]. On the other hand, some approaches were designed to deal with different type of lesions by using a mixture of features to cover the different configurations [212, 416, 419]. Calcified plaques within the coronary artery present a marker of the degree of underlying atheromatous involvement of that vessel. Therefore, automated tools for detection and quantification of coronary calcifications are proposed to assist the clinician during the calcium scoring step. Such methods allow to reduce the manual burden and the diagnosis time, which would be especially useful for large-scale screening. A large set of (semi-)automated approaches has been proposed trying to solve the problem of coronary artery calcifications detection in native (non-contrasted) or/and contrasted CT scans. Approaches are generally
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designed following a two stage framework. First a set of calcified lesions candidates is extracted from the processed volume. Then, a classifier is used to discriminate between true positives (coronary calcifications) and false positives including bones, metal stents or any other metallic objects (see figure 1.4). In [64], a two stage non supervised classification approach was proposed to detect calcified lesions in electron beam CT images. First, the algorithm mines the calcified lesions characteristics and identifies a subset of optimal lesion features that will be used for classification. Second, a two stage clustering approach is applied to differentiate between arterial and non arterial calcifications. This work was extended in [65] using a supervised Support Vector Machines (SVM) based approach and a modified heart-centered coordinate system to align the different data sets. Similarly, using non contrasted EBCT angiography, Kurkure et al. [235, 236] used a two stages hierarchical supervised learning method for classification of candidate regions. The method learns an ensemble of classifiers at each stage, where each classifier is a cost-sensitive learner trained on a distinct asymmetrically sampled data subset. In the first stage, the method distinguishes between arterial (the coronary and the aortic) calcifications and other similar dense regions. At a second stage, coronary arteries calcifications are distinguished from aortic calcifications. However, the performance of this method are not assessed on multi-detector CT data sets, the most commonly used modality for cardiac lesions assessment. Işgum et al. [198] used specific features to automatically detect coronary calcification using a two-stage classification system from non-contrast-enhanced, ECG-gated Multi-slice Computed Tomography data. Candidates for coronary calcifications are first extracted by thresholding and connected component labeling. For classification, the features used were computed based on the size, shape, location, and appearance of the candidate regions. A two-stage classification system with a K-Nearest Neighbor (K-NN) classifier and a feature selection scheme was finally deployed to detect the true coronary artery calcifications. However, their classifiers were biased by the use of unbalanced training data containing a larger number of false candidates. In [463], an automated system for coronary calcium scoring in non enhanced CT angiography is presented. First, a set of coronary calcification candidates is extracted using appropriate threshold and connected components analysis. Then, a machine learning approach (Extra Trees [157]) is applied to distinguish between true coronary calcifications and other false positives using shape, intensity and spatial features. The system proposed a guided review post-processing step to reduce the amount of false positives. In [303], a rotation invariant sampling pattern was designed to extract calcified plaques on coronary arteries. For training, two different supervised learning techniques were tested: the Probabilistic Boosting Tree (PBT) and the Random Forest (RF) method. Both methods output a probability that a given point along the coronary centerline falls in the calcified region. The detection is restricted to the three main coronary arteries
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Figure 1.4 – Automatic calcified coronary lesions extraction and quantification pipeline: First, the algorithm starts by identifying a set of calcification candidates. Appropriate features are computed to describe each of the previous candidates. Following, a trained classifier is used to distinguish between true calcifications and false detections. A review step is proposed in order to validate/suppress suspicious calcification that the classifier could not label with a high confidence. The final calcium score can thus be computed. Illustration from [463].

which makes the detection poor near bifurcation points. In the work of Li et al. [259], coronary calcification are detected using 22 characterizing features to train a SVM classifier. Using a four classification stages scheme, different candidates are detected and classified applying different features group. The system seems to perform better with reference to a patient basis analysis (whether a patient contains coronary calcifications or not) than using a vessel basis analysis (whether a coronary artery or a coronary branch contains calcifications).

Contrary to calcified lesions, fewer works have been dedicated to soft plaque extraction using learning based approaches. An automated approach was proposed in [451] to detect non-calcified plaques in coronary arteries. The approach starts with candidates selection by analyzing the 2D topology of the vessel wall gradient field. Then a Linear Discriminant Analysis (LDA) classifier is built with a set of 15 features (geometric features and 6 gray-level features) to compute a non-calcified plaque likelihood.

Other hybrid approaches have focused on coronary arteries stenosis identification which allows to detect all types of coronary plaques. Suzuki et al. [404] used a multilayer neural network for coronary artery stenosis in quantitative coronary angiography (QCA) using the normalized vessel diameters and cross-sectional areas as inputs. Tested on 30 QCA data sets, this approach achieved a correlation of 0.89 between the automatically estimated stenosis degree and the clinicians diagnosis. Toledano et al. [419] used a supported vector machine approach to learn and detect coronary artery stenosis in Multi-detector computed tomography (MDCT) images. The vessel is extracted in the corresponding curved image using image morphology and the boundaries are then estimated using dynamic programming. Soft and calcified plaques are detected separately using different multi-scale descriptors estimated at each point of the vessel centerline. Teßmann et al. [417] proposed a learning based classification approach that
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uses local and global features for both calcified and non-calcified plaques detection using a multi-class variant of AdaBoost. However, this approach suffers from high false positive and negative detection rates. Moreover, the algorithm does not provide a threshold suitable for the segmentation and quantification of calcified plaques. In [212], severe stenosis are detected by a four-step approach including a learning-based centerline verification step and a lumen cross section estimation step using random regression forests. The stenosis candidates are detected based on lumen cross section radii. Finally, using the same classifiers as in [303], stenosis candidates are classified into “calcified”, “non calcified’ and “mixed’ plaques. Duval et al. [131] used rotation invariant features extracted inside a circular ROI around the centerline points. A RF classifier is used to detect the stenotic points. More precisely, five random forests are used per centerline point corresponding to the point itself and its four neighbors. A stenosis is considered to be present only if the five random forests agree. Similarly to [416] and [303], intensity and Haar-like features are used to train the classifier and detect the pathologies. The same classifier is also utilized in [80] to detect the stenosis coordinates along the coronary vessel using intensity-based and geometric features. Zuluaga et al. [507] proposed a semi-supervised learning based approach based on SVM to detect both calcified and non-calcified plaques using only healthy labeled samples and a large mixture set of unlabeled samples coming from both healthy and disease sampled. The proposed framework allows to extent the training datasets using a new validated data set. However, this could induce a regression if the user validates a misclassified sample.

Table 1.2 presents the different learning-based approaches proposed to detect coronary artery lesions. For each method, the table reports the user interaction level, the used modality, the learning approach and the target lesion. Besides details about the evaluation process and results of each approach are reported. Even if it is difficult to compare such approaches (different modalities, target lesions and evaluation metrics), this table gives an insight of the state-of-the-art methods variability.
<table>
<thead>
<tr>
<th>Works</th>
<th>User Inter</th>
<th>Modality</th>
<th>Learning approach</th>
<th>Target lesion data</th>
<th>Evaluation</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Teßmann et al.</td>
<td>automatic</td>
<td>Contrasted CT</td>
<td>Multi-class AdaBoost</td>
<td>Hybrid</td>
<td>45 per vessel</td>
<td>Sensitivity = 95.5%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Specificity = 76.9%</td>
</tr>
<tr>
<td>Toledano et al.</td>
<td>semi-automatic</td>
<td>Contrasted CT</td>
<td>Support vector machines</td>
<td>Hybrid</td>
<td>21 per lesion</td>
<td>Sensitivity &gt; 90%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Specificity &gt; 90%</td>
</tr>
<tr>
<td>Zuluaga et al.</td>
<td>automatic</td>
<td>Contrasted CT</td>
<td>Semi-supervised support vector</td>
<td>Hybrid</td>
<td>15 per lesion</td>
<td>Sensitivity = 89.8%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>machines</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kelm et al.</td>
<td>automatic</td>
<td>Contrasted CT</td>
<td>Random Forest (for plaque</td>
<td>Hybrid</td>
<td>229 per vessel</td>
<td>Sensitivity = 97.62%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>characterization)</td>
<td></td>
<td></td>
<td>Specificity = 73.14%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>NPV = 99.77%</td>
</tr>
<tr>
<td>Cetin and Unal</td>
<td>semi-automatic</td>
<td>Contrasted CT</td>
<td>Random Forest</td>
<td>Hybrid</td>
<td>42 per lesion</td>
<td>Sensitivity = 53%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>PPV = 26%</td>
</tr>
<tr>
<td>Duval et al.</td>
<td>automatic</td>
<td>Contrasted CT</td>
<td>Random Forest</td>
<td>Hybrid</td>
<td>42 per lesion</td>
<td>Sensitivity = 43%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>PPV = 8%</td>
</tr>
<tr>
<td>Brunner et al.</td>
<td>automatic</td>
<td>EBCT</td>
<td>Unsupervised</td>
<td>Calcified plaques</td>
<td>16 per patient</td>
<td>Accuracy = 84%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Classification based on the Hopkins test</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brunner et al.</td>
<td>semi-automatic</td>
<td>Non contrasted EBCT</td>
<td>Support vector machines</td>
<td>Calcified plaques</td>
<td>30 per segment</td>
<td>Sensitivity = 77.94 %</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Specificity = 96.57 %</td>
</tr>
<tr>
<td>Işgum et al.</td>
<td>automatic</td>
<td>Non contrasted CT</td>
<td>Two stage K-NN classifier</td>
<td>Calcified plaques</td>
<td>76 per lesion</td>
<td>Sensitivity = 73.8%</td>
</tr>
<tr>
<td>Kurkure et al.</td>
<td>semi-automatic</td>
<td>Non contrasted EBCT</td>
<td>Support vector machines</td>
<td>Calcified plaques</td>
<td>105 per scan</td>
<td>Accuracy = 98.27%</td>
</tr>
<tr>
<td>Mittal et al.</td>
<td>automatic</td>
<td>Contrasted CT</td>
<td>Probabilistic Boosting tree and</td>
<td>Calcified plaques</td>
<td>165 per lesion</td>
<td>Sensitivity = 81%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Random Forest</td>
<td></td>
<td></td>
<td>FPs per scan = 0.3</td>
</tr>
<tr>
<td>Li et al.</td>
<td>automatic</td>
<td>Contrasted CT</td>
<td>Support vector machines</td>
<td>Calcified plaques</td>
<td>55 per vessel</td>
<td>Accuracy = 83.64%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Sensitivity = 81.50%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Specificity = 84.09%</td>
</tr>
<tr>
<td>Wolterink et al.</td>
<td>automatic</td>
<td>non contrasted EBCT</td>
<td>Extra Trees</td>
<td>Calcified plaques</td>
<td>164 per patient</td>
<td>Sensitivity = 86%</td>
</tr>
<tr>
<td>Suzuki et al.</td>
<td>automatic</td>
<td>QCA</td>
<td>Multilayer Neural Network</td>
<td>Coronary stenosis</td>
<td>30 per lesion</td>
<td>Correlation = 0.89</td>
</tr>
<tr>
<td>Wei et al.</td>
<td>automatic</td>
<td>Contrasted CT</td>
<td>Linear discriminant analysis</td>
<td>Soft plaque</td>
<td>62 per lesion</td>
<td>AUC value = 0.85</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>classifier</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
1.1.4 Discussion

In this section, we reviewed most of the proposed techniques to deal with the problem of coronary arteries lesions detection and quantification. Depending on the lesion type and the kind of information to be quantified, several approaches have been proposed that can be summarized as illustrated in figure 1.5. The first family of presented approaches (ad-hoc approaches) tried to directly detect abnormalities by identifying and modeling these lesions’ particularities. The bigger part of these approaches was dedicated to detect the vessel stenosis resulting from the plaque formation rather than detecting and characterizing the associated plaque lesion. Therefore they mainly focused on the vessel lumen geometry modeling and analysis to detect the vessel regions showing a lumen narrowing. Some methods proposed to reconstruct a healthy vessel lumen to be used as a reference for stenosis detection from the real vessel lumen profile by applying different regression approaches. However, creating such a healthy lumen profile is not trivial because of the complexity of the vessel structure and the related pathologies. Moreover, performing a regression along the whole vessel would necessary lead to erroneous detection due to the abrupt change of vessel radius after each bifurcation. Besides, using line fitting to estimate the vessel radii profile is not very robust as the normal vessel radii do not necessarily correspond to a straight line. Other approaches proposed to use a healthy (proximal and/or distal) reference section of the target vessel to detect and quantify the vessel stenosis. But the choice of this reference is very critical and can hence affect the detection and the quantification of the stenosis if not correctly selected. For this reason, some authors preferred to leave the reference selection task to the user rather than automatically select a section that could lead to false detections. An alternative to using healthy reference for stenotic region detection is to analyze other features computed for each vessel section such as circularity and eccentricity. All the previous approaches rely on an accurate lumen segmentation and contours delineation. Hence, the stenosis detection robustness is tightly related to the quality of the lumen segmentation which is particularly challenging due to limited spatial resolution, coronary artery motion and complex and variable coronary artery anatomies. We have also to notice that these approach mainly focus on severe stenosis extraction (causing >50 % of narrowing), hence it could miss coronary lesions that do not cause an obstructive lumen narrowing but that might be clinically relevant. Besides, being based on the lumen narrowing, most of these approaches would fail to detect vessel lesions associated to a positive remodeling.

An other subset of proposed approaches have focused on plaque detection and identification. As the plaque lesions are located within the vessel wall, these approaches was directed towards the vessel wall extraction and analysis. The basic idea is to extract both of the vessel inner
and outer vessel walls. Such approaches allow for the detection of the different plaque lesion types (calcified, non-calcified and mixed) and the quantification of the generated vessel stenosis. Such approaches are also robust against coronary plaques inducing positive vessel remodeling. Nevertheless, this task is still challenging for the same reasons, related to the accuracy of the vessel walls segmentation, detailed above. The two surfaces have to be accurate enough to be able to delineate the small lesions volumes which is not that easy due to the CT limited resolution compared to the plaques size.

Some other works tried to detect specific lesion types by using prior appearance models. Being heterogeneous by nature, it was difficult to define a single model that captures all the possible lesions. Therefore, most of the proposed approaches were rather dedicated to identify and segment one type of lesions. Being relatively easy to detect, the vast majority of works deals with calcified plaques detection for calcium scoring or related stenosis detection. Some of these approaches was only applied to non contrasted CT and hence are not suitable for contrasted CT. However, non-calcified lesions are more vulnerable and prone to rupture and need to be accurately detected in order to estimate the development stage of this plaque and its risk of rupture. Fewer works have focused on soft plaques modeling and extraction. These approaches were mainly based on extracting soft plaques intensity properties to delineate the lesion volume in contrasted CT. They generally offer a tool to visualize and analyze soft plaques composition. However, they are not able to differentiate between the different types of soft plaques. This is mainly a drawback of the CT technology. Moreover, such approaches need subsequent user interaction to define regions of interest needed for the extraction of the soft plaques. However, intensity-based approaches usually utilize specific modality techniques which are more suitable for the target lesion detection (e.g. non contrasted EBCT for calcification detection and contrast enhanced CT for soft plaque detection). This makes difficult to extend them to other modalities in order to be combined to simultaneously detect all plaques types. A possibility would be the use of different CT acquisitions (i.e. with and without contrast enhancement) but this would lead to exposing the patient to increased radiation doses. Dual source CT could be a solution for this problem if it was available in all medical centers.

The second family of available methods have made use of machine learning techniques to simultaneously tackle the different types of lesions. Most of these approaches use supervised classification schemes. Therefore, to be able to accurately detect all topologies of coronary plaques, such methods need a reliable, well balanced training set covering all possible pathological behaviors. Nevertheless, collecting such labeled data is time consuming and the accuracy of the manual annotation is prone to be affected by the inter-observers variability and different expertise level. Some attempts was directed towards the use of unsupervised classification
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Figure 1.5 – An overview of the proposed workflows in the previously published works on coronary arteries plaque lesions detection and quantification.

schemes but they showed relatively high rate of false positive detections.

Subsequently, methods for coronary arteries lesions extraction are generally based on coronary vessel centerlines (e.g. for vessel reformatted volumes extraction, ROIs definition, lumen reconstruction) and are hence affected by these centerlines quality. In the following, we propose two different frameworks for automated coronary arteries lesions detection based on a vessel lumen segmentation and reconstruction approach, and a learning based approach trying to overcome the limitation of the above mentioned approaches.

1.2 Materials and Evaluation Framework

The evaluation of previously cited methods is usually performed using different databases, metrics and criteria (per segment, vessel or patient evaluation). Therefore, making a fair comparison of these works remains difficult. Recently, Kirişli et al. [215] introduced an algorithm evaluation framework precisely dedicated to solving this problem: The Coronary Artery Stenoses Detection and Quantification Evaluation Framework. This framework is publicly available online at
the following address \url{http://coronary.bigr.nl/stenoses}. It provides an online evaluation framework of different challenges: Stenosis Detection, Stenosis detection and quantification, and Stenosis detection, quantification and lumen segmentation.

1.2.1 Data

The framework provides 48 multi-vendor cardiac CTA datasets of symptomatic patients aged between 41 and 80 years old consisting of 32 (67%) males. The datasets were acquired in three different medical centers on different CT scanners: (1) The Erasmus University Medical Center (Erasmus MC, Rotterdam, The Netherlands) using a dual-source CT scanner (Somatom Definition, Siemens, Forchheim, Germany), (2) The University Medical Center Utrecht (UMCU, Utrecht, The Netherlands) on a 64-slice CT scanner (Brillance 64, Philips Medical Systems, Best, the Netherlands), and (3) The Leiden University Medical Center (LUMC, Leiden, The Netherlands) using a 320-slice CT scanner (Aquilion ONE 320, Toshiba Medical Systems, Tokyo, Japan). The enhanced CT images were reconstructed at the mid-to-end diastolic phase using retrospective or prospective ECG gating. Besides, for each patient, a non-enhanced CT scan is performed to assess the coronary calcium score (CCS) using a dedicated software. Patients have been hence selected based on their CCS (between 0 and 400) and distributed over 5 coronary calcium score risk categories in order to have a representative database \cite{215}. More details about patient selection, image acquisition and reconstruction can be found on the framework website.

Every patient underwent both CTA and Conventional Coronary Angiography (CCA) examinations. Eighteen of the 48 CTA images were made available with CTA and Quantitative Coronary Angiography (QCA) reference standards for training purposes. For the remaining 30 datasets, only the CTA images were made available. These datasets were used for testing the proposed algorithms using the online framework. Patients in both of the training and testing database have been selected in a way to cover different vendors, CCS categories and stenosis degrees. The distribution of patients over the two sets is explained in \cite{215}.

1.2.2 Reference Standards

The CTA datasets were annotated by three independent experienced observers, blinded to the QCA results, from Erasmus MC, University Medical Center Rotterdam. The final ground truth was provided via a consensus reading described in \cite{215}. Using the axial, MPR and curved MRP views, the coronary arteries were analyzed with reference to the 17 modified AHA coronaries model (see appendix B). Segments with a diameter lower than 1.5 mm were excluded from the
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For each dataset, lesions with a luminal narrowing higher than 20% are reported. For each detected lesion, the plaque type (calcified, non-calcified or mixed), the stenosis location and the quantitative stenosis grading (Normal, Mild, Moderate, Severe or Occluded) based on the stenosis degree were reported by the observers. Finally, a segment with at least one reported significant stenosis (i.e. with a luminal narrowing higher than 50%) was scored as having a significant coronary artery disease [215].

The CCA reference standards were provided by an observer, who was blinded to CTA annotations, using QCA. Using CCA datasets, each coronary segment of the modified 17-segment AHA classification was identified, assessed and classified as healthy or diseased. The detected stenosis are quantified using the angiographic views and was classified as significant if the luminal narrowing degree exceeded the 50%.

For lumen segmentation reference standards, three independent observers have assessed a set of selected vessel segments using CTA images. For each patient, the set of the selected segments is composed of all segments having a significant stenosis and three others randomly selected segments in each of the main coronary arteries. To manually delineate the coronaries lumen contours, the observers used manually refined vessel centerlines to draw the longitudinal contours on curved MPR views. Using these contours, the final cross sectional contours are extracted and refined.

As a result, for each dataset the QCA and CTA stenosis detection and quantification ground truth as well as the lumen segmentation on the CTA images were extracted. For more details on reference standards extraction please refer to the website of the challenge.

1.2.3 Evaluation Measure for Stenosis Detection and Quantification

Evaluation of computer aided diagnostic (CAD) approaches is a crucial step as it allows to assess the robustness of the proposed approach and its usefulness in a clinical context. However this evaluation depends on some parameters such as the quality of the ground truth used to evaluate the results, the evaluation measures and the definitions of what would be considered as a true detection and a false detection.

1.2.3.1 Definitions

The performance of a CAD system are often quantitatively evaluated based on their accuracy rate (i.e. percentage of significant lesions correctly detected by the CAD). Different measures have been used to assess a system accuracy as the sensitivity, specificity, false positive rate. However, in order to define and compute such measures, terms of true positive (TP), false pos-
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itive (FP), true negative (TN) and false negative (FN) detections should be defined. Generally, TP corresponds to the correctly detected positive samples (with abnormalities) and TN indicates the correctly classified negative patterns. FP refers to the erroneously classified negative patterns, and FN to missed positive samples.

There is no unique clear definition of those terms in the literature for coronary arteries lesions detection. Previously published works used different definitions of these measures to evaluate their proposed approaches. Such measurement could be defined based on different precision levels: a per-patient [18, 64, 161, 463, 471], per-vessel [18, 212, 258, 416], per-segment [65, 80, 131, 208] or per-lesion level [199, 419, 505]. Table 1.3 reports the different descriptions proposed in the literature using per-patient, per-vessel and per-segment analysis. We have to notice that the definition of a lesion depends on the coronary lesion targeted by the proposed approach. For instance, a lesion could refer to a calcified plaque, a soft plaque, a hybrid plaque (with or without a related stenosis), a stenosis or only a significant stenosis.

Table 1.3 – Definition of TP, TN, FP and FN measures proposed in the literature for stenosis detection evaluation in CT angiography.

<table>
<thead>
<tr>
<th>Analysis</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Per patient</strong></td>
<td></td>
</tr>
<tr>
<td>TP</td>
<td>A patient with at least one lesion reported in the ground truth and detected by the system</td>
</tr>
<tr>
<td>TN</td>
<td>A patient with no lesion reported neither in the ground truth nor by the system</td>
</tr>
<tr>
<td>FP</td>
<td>A patient with at least one lesion detected by the system but not reported in the ground truth</td>
</tr>
<tr>
<td>FN</td>
<td>A patient with at least one lesion reported in the ground truth but missed by the system</td>
</tr>
<tr>
<td><strong>Per vessel</strong></td>
<td></td>
</tr>
<tr>
<td>TP</td>
<td>A vessel with at least one lesion reported in the ground truth and detected by the system</td>
</tr>
<tr>
<td>TN</td>
<td>A vessel with no lesion reported neither in the ground truth nor by the system</td>
</tr>
<tr>
<td>FP</td>
<td>A vessel with at least one lesion detected by the system but not reported in the ground truth</td>
</tr>
<tr>
<td>FN</td>
<td>A vessel with at least one lesion reported in the ground truth but missed by the system</td>
</tr>
<tr>
<td><strong>Per segment</strong></td>
<td></td>
</tr>
<tr>
<td>TP</td>
<td>A segment with at least one lesion reported in the ground truth and detected by the system</td>
</tr>
<tr>
<td>TN</td>
<td>A segment with no lesion reported neither in the ground truth nor by the system</td>
</tr>
<tr>
<td>FP</td>
<td>A segment with at least one lesion detected by the system but not reported in the ground truth</td>
</tr>
<tr>
<td>FN</td>
<td>A segment with at least one lesion reported in the ground truth but missed by the system</td>
</tr>
</tbody>
</table>

This ambiguity and diversity in defining previous measure terms lead to a wide range of evaluation frameworks and an additional variability between the proposed approaches performances. As a result, the comparison of such approaches is not possible. Meanwhile, the definition of previous measures is more complicated for a lesion-based analysis. First, the definition of the different measures depends on type of the target lesion as stated before. However, some ambiguities raise related to a non clear statement about the detection of other non
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targeted lesions. For instance, some of the hybrid approaches (that target different types of lesions) are only focusing on the detection of calcified and soft plaques detection and no precise information are provided about the classification of a mixed plaques. Other approaches that focus on the detection of coronary stenosis due to calcified plaques do not state the performance of the approach against soft plaque related stenosis. Moreover, in several works, no details are given on the definition of what would be considered as a true negative (TN). For example, for a lesion-based analysis, a true positive is the truly detected lesion reported by an observer. But, it is more complicated to define what is a true negative. However, this measure is important and crucial for the estimation of the specificity of the detection system.

Patient based analysis are not robust enough to allow an accurate evaluation of an approach performance; A positive scan could be detected even with an erroneous detected lesion. Vessel and segment based analysis are more accurate as they allow to call the attention of the physician to the diseased vessel or segment. A clinically relevant and interesting measure of detected abnormalities would be based on the number of the detected lesions. In fact, this allows to get a precise idea about the accuracy of a classification system and fairly compare it to a clinician performance.

Hereafter, we use a segment and lesion based analysis, provided by the automated evaluation framework, to assess the ability of the proposed approaches to detect and quantify significant stenosis (> 50% of lumen narrowing) with reference to QCA and CTA reference standards respectively. The use of this framework allows as to fairly compare our works to state-of-art approaches submitted to the challenge. Table 1.4 details the used definitions of the TP, FP, TN and FN measures.

1.2.3.2 Evaluation measures

1.2.3.2.1 Stenosis Detection The framework uses two reference standards (QCA and CTA) to evaluate the ability of an algorithm to discriminate a significant stenosis from a non significant one. For each data, the centers of all detected significant lesions by the algorithm are reported. Vessel portions with a diameter lower than 1.5 mm are discarded from the evaluation.

For each reference standard, two metrics are used to evaluate the performance of the stenosis detection algorithm: the Sensitivity rate and Positive Productive Value (PPV) rate using equations 1.1 and 1.2 respectively:

$$\text{Sensitivity} = \frac{TP}{TP + FN} \quad (1.1)$$
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Table 1.4 – Segment-based (compared to QCA reference standards) and lesion-based (compared to CTA reference standards) definitions of TP, TN, FP and FN detections for coronary arteries significant stenosis detection using the framework described in [215].

<table>
<thead>
<tr>
<th>Analysis Reference</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Per segment (QCA)</strong></td>
<td></td>
</tr>
<tr>
<td>TP</td>
<td>A segment with at least one significant stenosis detected by the system and the reference</td>
</tr>
<tr>
<td>TN</td>
<td>A segment with no significant stenosis reported either by the system or the reference</td>
</tr>
<tr>
<td>FP</td>
<td>A segment with at least one significant stenosis detected by the system while no significant stenosis were reported in the QCA reference</td>
</tr>
<tr>
<td>FN</td>
<td>A segment with at least one significant stenosis reported in the reference but missed by the system</td>
</tr>
<tr>
<td><strong>Per lesion (CTA)</strong></td>
<td></td>
</tr>
<tr>
<td>TP</td>
<td>A significant stenosis detected by the system and matches a significant reference stenosis.</td>
</tr>
<tr>
<td>TN</td>
<td>A non significant stenosis detected by the system and that does not matches any of the non significant stenosis of the reference or a non significant stenosis reported in the reference but missed by the system</td>
</tr>
<tr>
<td>FP</td>
<td>A significant stenosis detected by the system and matches no significant stenosis in the reference</td>
</tr>
<tr>
<td>FN</td>
<td>A significant stenosis reported in the reference but missed by the system (either reported as a non significant or not detected at all)</td>
</tr>
</tbody>
</table>

\[
PPV = \frac{TP}{TP + FP} \tag{1.2}
\]

First, segment-based detection rates are examined compared to QCA references. Consequently, a segment is considered as being diseased if it contains at least one severe stenosis. A reported classification result is accepted as being a true positive if it shows at least one lesion in this segment. Second, lesion-based detection rates using CTA references are examined. A reported stenosis is considered to be a true positive if it is also reported by the consensus of the three experts (see table 1.4). The automatically reported stenosis needs thus to be matched to one of the 17-AHA segment, for the segment-based evaluation, and to a reference stenosis for the lesion-based evaluation. The matching steps are presented in figure 1.6. Details on the matching procedure are also available on the challenge website (http://coronary.bigr.nl/stenoses). As a result, the algorithm is ranked with reference to each evaluation metric separately (4 ranks) and a final total rank overall the metrics and the patient is provided to allow to compare the different approaches.

1.2.3.2.2 Stenosis Quantification For the stenosis quantification evaluation, both CTA and QCA reference standards are used. For each detected stenosis, the percentage of the lumen narrowing detected by the algorithm is reported. The stenosis degree is reported as a value ranging from 0 to 100% with 0 corresponds to a non stenotic region and 100 implies
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#### Figure 1.6

Matching procedure of the reported stenosis to a segment and lesion number. Illustration from reference [215]

<table>
<thead>
<tr>
<th>CTA reference standard</th>
<th>CTA submission</th>
</tr>
</thead>
<tbody>
<tr>
<td>$l_{\text{CTA}} \in L_{\text{CTA}}$</td>
<td>$l_i \in \Lambda$</td>
</tr>
<tr>
<td>$(x_{\text{CTA}}, y_{\text{CTA}}, z_{\text{CTA}})$</td>
<td>$(x^i, y^i, z^i)$</td>
</tr>
<tr>
<td>$\text{SNR}_{\text{CTA}}$</td>
<td>$g_{\text{CTA}}$</td>
</tr>
<tr>
<td>$l_{\text{CTA}}$</td>
<td>$g_{\text{QCA}}$</td>
</tr>
<tr>
<td>: the world coordinates</td>
<td>: the AHA-segment number</td>
</tr>
<tr>
<td>: the AHA-segment number</td>
<td>: the CTA estimated lesion grade</td>
</tr>
<tr>
<td>: the lesion number (=0 if not lesion)</td>
<td>: the QCA estimated lesion grade</td>
</tr>
<tr>
<td>: the lesion grade (=0 if not a lesion)</td>
<td></td>
</tr>
</tbody>
</table>

#### Step 1: search for kNN in CTA reference standard

for $j = 1, j \leq S, j ++$

$kNN_j = []$

for $k = 1, k \leq 5, k ++$

if $\exists i \in [1, N]$, for which $\text{dist}(l_j, l_{\text{CTA}}) < 5\text{mm}$ AND $\text{dist}(l_j, l_{\text{CTA}}) = \min_{i \in [1, N], i \in kNN_j} (\text{dist}(l_j, l_{\text{CTA}}))$

$kNN_j = [kNN_j, l_j]$

with $\text{dist}(l_j, l_{\text{CTA}}) = \sqrt{(x_{\text{CTA}} - x^i)^2 + (y_{\text{CTA}} - y^i)^2 + (z_{\text{CTA}} - z^i)^2}$

#### Step 2: assign a segment number

for $j = 1, j \leq S, j ++$

if $\exists k \in [1, 5], kNN_k = \emptyset$

if $\exists (k_1, k_2, k_3) \in kNN, \text{SNR}^{k_1}_{\text{CTA}} = \text{SNR}^{k_2}_{\text{CTA}} = \text{SNR}^{k_3}_{\text{CTA}}$ // if a majority of the kNN

$\text{SNR}^j_{\text{CTA}} = \text{SNR}^{k_1}_{\text{CTA}}$

else

$\text{SNR}^j_{\text{CTA}} = \text{SNR}^{kNN[0]}_{\text{CTA}}$ // snr of the geometrically closest

else

$\text{SNR}^j_{\text{CTA}} = \text{undef}$;

#### Step 3: assign a lesion number

for $j = 1, j \leq S, j ++$

if $\exists k \in [1, 5], kNN_k = \emptyset$

if $\exists (k_1, k_2, k_3) \in kNN, \text{INR}^{k_1}_{\text{CTA}} = \text{INR}^{k_2}_{\text{CTA}} = \text{INR}^{k_3}_{\text{CTA}}$ // if a majority of the kNN

$\text{INR}^j_{\text{CTA}} = \text{INR}^{k_1}_{\text{CTA}}$

else

$l = \arg\min_{i \in kNN} (\text{abs}(g_{\text{CTA}}^i - g_{\text{QCA}}^i))$ // lnr of the point having

$\text{INR}^j_{\text{CTA}} = \text{INR}^{\text{closest CT grade}}_{\text{CTA}}$ // the closest CTA grade

else

$\text{INR}^j_{\text{CTA}} = \text{undef}$;

<table>
<thead>
<tr>
<th>CTA matched submission</th>
</tr>
</thead>
<tbody>
<tr>
<td>$l_i \in \Lambda$</td>
</tr>
<tr>
<td>$(x^i, y^i, z^i)$</td>
</tr>
<tr>
<td>$g_{\text{CTA}}$</td>
</tr>
<tr>
<td>$g_{\text{QCA}}$</td>
</tr>
<tr>
<td>: the AHA-segment number</td>
</tr>
<tr>
<td>: the lesion number</td>
</tr>
</tbody>
</table>

Figure 1.6 – Matching procedure of the reported stenosis to a segment and lesion number. Illustration from reference [215]
a total occlusion. For the segment-based analysis (i.e. with reference to the QCA ground truth), the lumen diameter reduction of each of the coronaries segments (cf. the modified 17-AHA segments model) corresponds to the maximum lumen narrowing of all his stenosis. The *absolute average difference* (AAD, eq. 1.3) and the *root mean squared difference* (RMSD, eq. 1.4) over the reported lumen diameter stenosis (by the evaluated algorithm) and the true lumen diameter reduction (reported by the observer) are used to evaluate the stenosis quantification with reference to the QCA reference standards for all patients.

\[
\text{AAD} = \frac{\sum_{i=1}^{S} |g_i - g_i^{ref}|}{S} \quad (1.3)
\]

\[
\text{RMSD} = \sqrt{\frac{\sum (g_i - g_i^{ref})^2}{S}} \quad (1.4)
\]

where \(g_i^{ref}\) corresponds to the QCA stenosis reference standard, \(g\) is the stenosis grade reported by the algorithm, and \(S\) the number of considered segments.

For the lesion-based analysis, each stenosis reported by the algorithm is assigned to the corresponding stenosis grade (mild, moderate, severe, occluded). The *weighted Kappa* value [91] is used to evaluate the stenosis performance overall the patients with reference to the CTA standards references. It assesses the difference agreement between the observed lumen narrowing and the one reported by the algorithm.

More details about the computation of the previous metrics are available in the work of Kirişli et al. [215].
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In this section we present a lumen segmentation based approach for automated stenosis detection in CT angiographies. This work is dedicated to extract all significant stenosis caused by soft, calcified or mixed plaques. Figure 2.1 shows an example of the target lesions. The proposed approach is described in figure 2.2.

In this work we propose a two-step severe cardiac stenoses detection approach. The coronary arteries tree is constructed from a set of automatically extracted vessel centerlines; A lumen segmentation algorithm is applied to extract the lumen volume from the vessel centerlines. To detect severe stenosis, first, we used the geometric model of a stenosis to detect suspicious areas by reconstructing the healthy lumen profile. Secondly, we applied a false positives removal step, based on lesions appearance properties. Hereafter, we will detail the different steps.

2.1 Artery Coronaries Tree Construction

To construct the coronary artery tree, we need a set of coronary centerlines as input. Several techniques for automatic vessel centerline tracing in the literature could be used for this purpose (see section 2.4.1.2). For this work, we used the automatically extracted centerlines, provided by the Rcadia Team, as input to our algorithm. A hessian based filter and a tracking approach is utilized to extract the coronary arteries centerlines. Details of the extraction scheme are provided in [30, 161]. The centerlines are provided for each branch separately. Therefore, we need to process the set of centerlines in order to construct a connected coronary tree. First, the right and left sub-trees of the coronaries are defined from the input centerlines. The right and left ostia are hence computed from the starting points of the different sub-trees; the two ostia are defined as the barycenter of left and right sub-trees starting points respectively. Since the centerlines are provided per vessel branches (they start at the coronaries ostia and ends at different leaf points), they result in multiple overlapping parts. Thus, the input centerlines are processed and divided in a set of disjoint smaller segments. For this reason, we traverse the different centerlines in order to detect all the bifurcation points. Starting from leaf points (ending points), an intersection is detected if two centerlines points are separated by a distance lower than a threshold $T_{bif}$ (we set $T_{bif}$ to 1 voxel).

Figure 2.3 shows an example of merging three different branch centerlines. Starting from the first vessel (V1), we identify the first vessel it intersects (V2). Then we check if V2 intersects an other vessel before intersecting V1 (in this case V3). We repeat the same process on V3. Here
Figure 2.1 – Examples of different target lesions to be detected in the challenge database. Calcified plaques are highlighted in yellow, soft plaques in red and mixed plaques in blue.
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**Figure 2.2** – Overview of the lumen based stenosis detection approach

[Diagram of the lumen based stenosis detection approach]

**Figure 2.3** – Example of merging 3 different branches with overlapping segments.
2.2.1 Artery Coronaries Tree Construction

Figure 2.4 – Coronary artery tree merging. (a) The original coronaries centerlines presenting overlapping segments with multiple centerline points (each branch is illustrated using a different color). (b) Resulting coronary arteries tree organized in a set of disjoint segments (each segment is represented by a different color).

we see that V3 does not intersect any other vessel, so we start by merging the two vessels V2 and V3 by setting the common segment of the two vessels (above $B_{23}$) to the mean of the two vessels centerlines. Then we merge this resulting segment with V1. Furthermore, we apply a hamming filter, with a window size of $w = 5$, to smooth the centerlines and avoid discontinuity around junctions.

Figure 2.4 shows the constructed coronaries tree for dataset 09. Thus, the final coronaries tree is organized in a set of disjoint segments. The whole tree analysis is performed by segment traversing starting from each leaf and stopping if a bifurcation with a longer branch is reached. Once the vessel tree is constructed, we define a local geometry for each point on the vessel centerline. First, the tangent at a point is computed as the direction defined by its neighboring points (on the centerline). A hamming filter is used to smooth the centerline tangents and avoid discontinuities around bifurcation points. Then, cross sectional planes are defined using the vessel centerline tangents by getting the plane normal to the vessel tangent at each point and computing two vectors perpendicular to the tangent of the vessel. As a result, for each point of the vessel centerline we define a geometry matrix containing the tangent ($R_3$) and the cross section vectors ($R_1$ and $R_2$) as shown in figure 2.5.
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Figure 2.5 – Geometry definition for each centerline points. $R_1$ and $R_2$ are used to define the cross section planes.

2.2 Vessel Lumen Contours Extraction and Diameter Quantification

Based on the prior anatomical knowledge stating that a stenosis corresponds to lumen diameter reduction, investigating the inner vessel wall diameter variation would be relevant to detect and identify stenotic regions. To extract vessel lumen volume and quantify the 2D cross sections we used the method previously described in section 2.3.1. This approach employs a watershed based process initiated by the coronary arteries centerlines to extract the vessel lumen volume. Then, using the binary segmented lumen volume, the 2D lumen borders are extracted at different locations along the vessel by computing subvoxelic contours. Once the vessel lumen contours extraction is processed, the section area is measured and used for stenosis detection and quantification.

For stenosis detection, we choose to use the cross sectional area as it is more robust against vessel stenosis topology variations. In fact, coronary atherosclerosis plaques being often eccentric and non symmetric, the associated vessel lumen cross section would not be necessarily circular. As a result, lumen diameter (min or mean values) could not be considered as an accurate indicator of the stenosis degree as it could result in an erroneous estimation of the lumen narrowing. Meanwhile, the use of lumen cross section area provides more information about the stenosis severity as it is in correlation with the blood rate flowing through this cross section.
2.2.3 Stenosis Detection

Figure 2.6 – Vessel area quantification: for each center point the correspondent section area is set to the median value of all the section area inside the box of height H.

To improve robustness against erroneous section quantification, we apply a local median filter on the vessel lumen section area profile. We use a 3D box of height H (typically 11 voxels), centered at the centerline point to be quantified, and we set the active vessel section area to the median of area values of all the sections included inside the box (figure 2.6):

$$\text{Area}_i = \text{median}\{\text{Area}_j; i - \frac{H}{2} \leq j \leq i + \frac{H}{2}\}$$  \hspace{1cm} (2.1)

2.3 Stenosis Detection

To detect coronary stenosis, we propose a two stage approach combining geometric and intensity features analysis. Therefore, based on the area profile of the estimated lumen cross sections, we reconstruct a synthetic area profile to be used as a “healthy lumen” reference. To be robust against abrupt changes in lumen cross section area after each bifurcation, the profile reconstruction is performed for each segment separately. The lumen profile reconstruction is performed by applying a robust regression on the segment area profile. The extracted (real) profile is first analyzed to remove the outliers corresponding to erroneous vessel cross section quantification. Centerline points having a lumen cross section area higher than a defined threshold $T_a$ are considered to be outliers and are removed form the set of points on which the regression step is performed. To set the threshold value $T_a$, we compute the median value $m_{area}$ of all the lumen section areas along the whole vessel. The threshold value is set to:

$$T_a = m_{area} + 1.5 \times \sigma_{area}$$  \hspace{1cm} (2.2)

$\sigma_{area}$ is the standard deviation value of the lumen cross section areas. Once the outliers are
Figure 2.7 – Examples of vessel lumen quantification showing the real (in blue) and the smoothed (in red) vessel lumen cross sections area profiles.
detected and removed, we apply a linear regression on the cleaned profile. Let \( x_i \) be a centerline point index on a vessel segment and \( y_i \) the observed real lumen cross section area for this point. We assume that, for each vessel segment,

\[
Y = X\beta + \epsilon
\]

with,

\[
Y = \begin{pmatrix} y_1 \\ y_2 \\ \vdots \\ y_n \end{pmatrix} ; \quad X = \begin{pmatrix} 1 & x_1 \\ 1 & x_2 \\ \vdots \\ 1 & x_n \end{pmatrix} ; \quad \beta = \begin{pmatrix} \beta_1 \\ \beta_2 \end{pmatrix} \quad \text{and} \quad \epsilon = \begin{pmatrix} \epsilon_1 \\ \epsilon_2 \\ \vdots \\ \epsilon_n \end{pmatrix}
\]

The goal is to find the straight line,

\[
L = X\beta
\]

that fits the best the previous set of points by minimizing the sum of least squares errors. Figure 2.8 shows the reconstructed healthy lumen profile \( a_{\text{healthy}} \) for a vessel with calcified, mixed and soft plaques.

Afterward, we compute the stenosis degree (grade) for each center point by comparing the real section area to the synthetic/healthy value (figure 2.9).

\[
S_{\text{Grade}} = 100\% \times \left(1 - \frac{a_{\text{real}}}{a_{\text{healthy}}} \right)
\]

Only points having a stenosis grade higher than a given threshold \( S_{\text{degree}} \) are flagged. The value of this threshold depends on the severity of the stenosis we want to rule out. For this work, we extract all points presenting a stenosis degree higher than \( S_{\text{degree}} = 50\% \) of the expected value (i.e. significant stenosis). We set this value to 40\% and not 50\% (the fixed value for severe stenosis as stated by the challenge organizers) to allow a margin error that could occur due to an overestimation of the vessel lumen. Once we have computed this first set of stenotic area, we propagate the flagged points to extract the whole lesion area by detecting the start
Figure 2.8 – Vessel area profile reconstruction: Original and smoothed vessel area profile per 2D section (in red and blue respectively). The vessel theoretic profile is constructed using a robust linear regression (in green).

and end point of the lesions. Those extremity points are detected if the real value crosses the expected value. The center of the stenosis is set to the center of the section with the smallest area (i.e. the higher stenosis degree). An example of flagged stenotic regions is shown in figure 2.9. At the end of this first step we have computed a set of stenosis candidates, however likely to contain false positives. Thus, we propose to use of additional information about the lesion appearances to filter the erroneous positive detections (i.e. false positives) from this set.

In addition to the analysis of the vessel section area, we propose to use additional vessel statistics in order to improve the accuracy of lesion detection. Indeed, atheromatous lesion plaques are characterized by their appearance in CT angiography as detailed in section 1.1.1. Hence, we define a cylindrical ROI centered at each centerline point to analyze the vessel neighboring in order to detect present plaques. To allow the ROI to cover the whole vessel wall and hence to include the vessel lesions, the size of this cylinder is defined based on the local size of the vessel section. The ROI width is hence set to the local width of the vessel cross section dilated by 3 voxels to include the vessel wall. The height of the ROI is fixed to 11 voxels. To capture the intensity variation around each points on the vessel centerline, we compute the difference between the maximum ($\text{max}$) and minimum ($\text{min}$) grey level values inside the corresponding ROI. Besides, this variation is weighted with reference to the distance of each point from the root of the corresponding vessel branch. This allows to avoid considering irrelevant high variations at vessel distal parts where the signal to noise ratio became relatively high. Finally, among all the lesion candidates detected at step 1, we keep only the candidates
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Figure 2.9 – Stenoses detection and quantification using the healthy reconstructed vessel lumen cross section area profile. Several stenosis are detected but only five of them are flagged as severe stenosis.

verifying the following condition:

$$w_i \times (\max - \min) > \alpha \times \sigma_{dev} \quad (2.6)$$

where $\sigma_{dev}$ corresponds to the standard deviation of the gray value along the whole vessel branch and $w_i$ is the corresponding weight of position $i$ on the vessel centerline. $\alpha$ is set empirically to 2.5. Figure 2.10 illustrates some examples of intensity variations along vessels with different lesion types. We cannotice that the different plaque types regions exhibit relatively high variation values compared to healthy segments.

For each detected stenosis in the final set at the end of step 2, the proximal and distal extremities as well as the lesion extent are marked on the lumen and curved views. The detected lesions are also highlighted on the 3D rendering view of the coronary arteries tree allowing the user to get a quick overview on the different coronaries condition (figure 2.11).
Figure 2.10 – Examples of computed intensity variations along some diseased branches.
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![Figure 2.11](image)

**Figure 2.11** – Stenosis detection for dataset 09: (a) 3D rendering of the coronary tree with detected stenosis highlighted in red. (b) Lumen views of the left anterior descending artery and the right artery coronary (c) Curved view of the left anterior artery and the right. Detected stenotic areas are marked in between two red segments.
2.4 Evaluation for MICCAI 2012 coronary artery stenosis detection challenge

We have tested our algorithm on the 48 multi-vendor CTA datasets of typical patients provided by the MICCAI Stenosis detection/quantification and lumen segmentation challenge. As explained in section 1.2, the database is composed of 18 training datasets, with QCA and CTA reference standards, and 30 other testing datasets. The mean overall processing time of our method is 1 minute, including the lesion detection process that takes 10 seconds on a 4-core Intel(R) Xeon(R) CPU 5160 at 3.00GHz computer, with 4.00 GB (RAM).

The stenosis detection results are evaluated compared to the CTA and QCA references separately. The metrics considered are the sensitivity, which assesses the proportion of actual severe stenoses which are correctly identified, and the PPV, corresponding to the proportion of positive detection that are true positives (see section 1.2.3). Tables 2.1 and 2.2 shows the obtained results on the training and the testing database separately. The overall results are depicted in table 2.3.

Table 2.1 – Performance of the proposed approach for severe stenosis detection on the training database. Results are compared to the three observers and their consensus. Evaluation is performed by segment (compared to QCA) and lesion analysis (compared to CTA).

<table>
<thead>
<tr>
<th></th>
<th>QCA</th>
<th>CTA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sens. (%)</td>
<td>P.P.V. (%)</td>
</tr>
<tr>
<td>CTA Consensus</td>
<td>64.0</td>
<td>100.0</td>
</tr>
<tr>
<td>Observer1</td>
<td>72.0</td>
<td>92.6</td>
</tr>
<tr>
<td>Observer2</td>
<td>76.0</td>
<td>81.5</td>
</tr>
<tr>
<td>Observer3</td>
<td>52.0</td>
<td>63.0</td>
</tr>
<tr>
<td>Our approach</td>
<td>60.0</td>
<td>48.1</td>
</tr>
</tbody>
</table>

Table 2.4 shows the evaluation results for the training datasets after each step of the stenoses detection algorithm. For the first step, we obtained a sensitivity of 68% as compared to QCA references and 44.4% as compared to CTA. However the obtained PPV for the QCA and CTA based evaluation was of 11.6% and 5.0% respectively. These scores are related to the high amount of FPs reported by our section area analysis (i.e. first step). With the two steps detection approach, we were able to reduce the amount of FPs from 130 to 62 as compared to QCA and from 228 to 143 as compared to CTA. This allows to improve the PPV rates for both of CTA and QCA (8.3% compared to CTA and 19.5% w.r.t QCA). Besides, the sensitivity per lesion analysis increased to 48.1% while the sensitivity per segment decreases to 60.0%. The
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Figure 2.12 – Coronary arteries severe stenosis detection performance: True positive (TP), false positive (FP), false negative (FN) and true negative (TN) rates with reference to the QCA (a) (segment-based analysis) and CTA (b) (segment-based analysis) reference standards. Values are illustrated for the training and the testing databases as well as for the whole database.
Chapter 2. A two-stage Automatic Coronary Arteries Stenoses Detection

Table 2.2 – Performance of the proposed approach for severe stenosis detection on the testing database. Results are compared to the three observers and their consensus. Evaluation is performed by segment (compared to QCA) and lesion analysis (compared to CTA).

<table>
<thead>
<tr>
<th></th>
<th>QCA</th>
<th>CTA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sens. (%)</td>
<td>P.P.V. (%)</td>
</tr>
<tr>
<td>CTA Consensus</td>
<td>82.1</td>
<td>52.3</td>
</tr>
<tr>
<td>Observer1</td>
<td>85.7</td>
<td>40.0</td>
</tr>
<tr>
<td>Observer2</td>
<td>75.0</td>
<td>51.2</td>
</tr>
<tr>
<td>Observer3</td>
<td>64.3</td>
<td>42.9</td>
</tr>
<tr>
<td>Our approach</td>
<td>46.4</td>
<td>12.1</td>
</tr>
</tbody>
</table>

Table 2.3 – Performance of the proposed approach for severe stenosis detection on the 48 datasets. Results are compared to the three observers and their consensus. Evaluation is performed by segment (compared to QCA) and lesion analysis (compared to CTA).

<table>
<thead>
<tr>
<th></th>
<th>QCA</th>
<th>CTA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sens. (%)</td>
<td>P.P.V. (%)</td>
</tr>
<tr>
<td>CTA Consensus</td>
<td>73.6</td>
<td>56.5</td>
</tr>
<tr>
<td>Observer1</td>
<td>79.2</td>
<td>43.3</td>
</tr>
<tr>
<td>Observer2</td>
<td>75.5</td>
<td>57.1</td>
</tr>
<tr>
<td>Observer3</td>
<td>58.5</td>
<td>50.8</td>
</tr>
<tr>
<td>Our approach</td>
<td>52.8</td>
<td>15.2</td>
</tr>
</tbody>
</table>

Table 2.4 – Evaluation of the first and second steps results on the training datasets. The first step corresponds to the stenosis candidates extraction using only the lumen area reduction. The second step corresponds to the false positive removal step using appearance properties.

<table>
<thead>
<tr>
<th></th>
<th>QCA (per segment)</th>
<th>CTA (per lesion)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TP</td>
<td>FP</td>
</tr>
<tr>
<td>First Step</td>
<td>17</td>
<td>130</td>
</tr>
<tr>
<td>Second step</td>
<td>15</td>
<td>62</td>
</tr>
</tbody>
</table>
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later value change is due to the fact that two segments were detected as true positives because a FP lesion was reported inside them.

The obtained results on the testing database showed a sensitivity of 46.4% compared to QCA references and 42.6% compared to CTA. These moderate scores are mainly related to an erroneous vessel section area quantification step. In fact, we have noticed that the contours were erroneous for some lesions which lead to miss-classifying the related stenosis. Erroneous vessel quantification could be explained by some anomalies in the vessels centerline that were not perfectly centered inside the vessel lumen and biased by some of the vessel lesions, which biases the watershed final result. A more robust contour extraction approach should improve the detection accuracy. Similarly, this approach provides low PPV values of 12.1% and 9.3% on the testing database, per segment and per lesion respectively. This is explained by the number of FPs that are still remaining after the second step. Besides the erroneous detections related to the lumen quantification and/or the centerlines quality, the FPs amount is also related to the way the TPs/TNs are classified. To evaluate the results, the software sets as FP any lesion we detect with the proposed algorithm that have a reference degree lower than 50%. However setting such hard threshold is not robust due to the inter-observer variability and the limited resolution of CT angiography that does not allow to differentiate between 40, 50 and 60% stenosis. In fact, by removing the threshold of 50% for TP/FN classification and considering all stenosis degrees reported in the reference standard, the amount of the FPs per lesion moves from 143 to 96 per lesion and from 62 to 48 per segment on the training dataset. This work has been published during the “3D Cardiovascular Imaging: a MICCAI segmentation challenge” workshop organized in conjunction with the 15th International Conference on Medical Image Computing and Computer Assisted Intervention (MICCAI) [291]. The propose approach ranked third among 11 algorithms during the on-site evaluation.
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Machine learning techniques have been extensively used for aided medical diagnostic. However, fewer works have tried to solve the problem of coronary arteries lesions detection using machine learning approaches, comparing to heuristic based ones. Besides, as stated in section 1.1.3, most of the approaches that tried to employ machine learning for vascular lesion detection have focused on one single lesion type detection. The popularity and the proven good
performance of such approaches in several medical domains, have motivated the investigation of their ability to detect coronary arteries plaques (with different nature) in CT angiography. Nevertheless, the first motivation to this work is to prove that learning based approaches are able to overcome the limitation of rule-based techniques for detecting all coronary pathologies types (using one single approach). In fact, the heterogeneity of such lesions makes difficult the modeling and the detection of all plaque types by applying simple heuristic-based approaches. Moreover, explicit approaches usually detect stenosis based on lumen (and vessel outer wall) segmentation, which makes the robustness of the detection approach tightly conditioned by the segmentation step accuracy. Machine learning approaches are a promising alternative for such techniques.

In this section, we propose a fully automated learning-based method for coronary artery stenosis detection and quantification. The approach utilizes the Random Forest (RF) classifier to detect severe stenosis based on lesion-specific features. It can be divided into three main steps: (1) Features extraction, (2) Classifier training and (3) Stenosis detection and Quantification. The algorithm needs the artery coronaries centerlines as input. We used the same centerlines set as described in section 2.1. As mentioned previously, these branches centerlines are processed by applying a merging algorithm to create the left and right coronaries trees. Thus, the final coronaries tree is organized in a set of disjoint segments corresponding to the 17-AHA-segments model. The analysis of the whole tree is then performed by segment traversing starting from each leaf and stopping if a bifurcation with a longer branch is reached.

Before explaining the different steps of this work, we first propose to have an overview of machine learning approaches principles and basic ideas.

### 3.1 Machine Learning Approaches in Medical Context

Machine learning is a scientific discipline that constitutes a sub-field of computer science and statistics, integrating different approaches such as artificial intelligence, combinatorial optimization and probability theory. It deals with the design of systems able to automatically learn from specific data (called training data) and experience, making them able to recognize complex patterns and make intelligent decisions. Learning based classification systems are employed in a wide variety of practical problems where explicit rule-based algorithms performance seems to be unsatisfactory. Fields of applications include computer vision, search engines, bioinformatics and medical diagnosis. For a review of popular machine learning methods and their applications, one could refer to the works of Dutton and Conroy [130] and Kubat et al. [233].
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Depending on the input data type and the desired outcome of the learning algorithm, machine learning techniques can model a problem differently. This defines different learning styles that could be used to categorize machine learning algorithms. We mainly identify three categories:

- **Supervised learning**: For this category, learning algorithms are trained using labeled examples for which the desired outputs are known. The task of the machine learning algorithm is to find a relationship between the input data and the associated known output values that will be used to predict new outputs from unlabeled data. Hence, the training database is composed of a set of pairs \((x_i, y_i)\) where \(x_i\) is an input object and \(y_i = f(x_i)\) the corresponding desired (i.e. known) output value. By analyzing the training data, the supervised learning algorithm tries to estimate the function \(f\) that maps each input object to a coherent output. This inferred function will be used to map and classify new *unseen* instances correctly. The algorithm should be able to generalize from the labeled data to the unseen data in the best way (e.g. classification and regression problems). This type of approaches needs the training data set to be sufficiently large. Support vector machines (SVMs) [94], and Decision Trees [360] are some examples of supervised learning algorithms.

- **Unsupervised learning**: Contrary to supervised learning algorithms, unsupervised learning approaches operate on unlabeled training data (i.e. without any information on the output result). The aim of such approaches is to extract a model by determining the hidden structures present in the input data (e.g. clustering model). Example algorithms include Hidden Markov Models [27] and K-means clustering [145].

- **Semi-supervised learning**: The input data are a mixture of a small amount of labeled data (representing one class) and a larger set of unlabeled examples. It falls between the two previous learning categories: As for the supervised learning, the data represents a desired prediction problem, but the algorithm should subsequently learn the data structure to organize the different samples. It has been found that combining such labeled and unlabeled data can improve the learning accuracy. Moreover, this allows to reduce the cost associated with the labeling process and use easily available unlabeled data. Examples are Self training and Graph-based algorithms [83].

Others learning categories include Deep learning [382] and Reinforcement Learning [204]. In the last decades, machine learning algorithms have been intensively applied on medical imaging datasets. In fact, medical image processing community is more and more interested
by investigating the usability of machine learning in medical context which led, for instance, to the introduction of several workshops on this subject \(^1\)\(^2\). It is used to help solving prognostic problems such as prediction of a disease progression, therapy planning and support, and patient management. Moreover, machine learning has been utilized for diagnostic purpose to analyze medical data in order to detect abnormalities and alarm the medical expert. Hence resulting in a better clinical monitoring, an improved quality of medical care and enable diagnosis in real time. Below, we summaries the most successfully used algorithms for computer aided diagnosis: The Supported Vector Machines (SVMs), The Boosting algorithms and the Random Forest classifier (RF).

### 3.1.1 Supported Vector Machines

SVM is one of the most widely used forms of an ensemble learning method \([44, 94, 433]\). They are supervised learning models used for classification and regression analysis. Given a training set of examples belonging to two different classes, an SVM algorithm outputs a model that allows to assign a new unlabeled sample to one of the two classes which makes it a discriminative (binary) classifier. The output model is defined by a hyperplane (or a set of hyperplanes in a high- or infinite-dimensional space) that separates the two categories, in a representative space, thus forming the wider possible gap between the two training classes points. The estimated hyperplane gives the largest minimum distance, named margin, to the training examples thus ensuring a low generalization error of the classifier. To classify a new example, first the sample is mapped into the same space as learning data and then assigned to the corresponding category depending on which side of the hyperplane it falls on.

Let’s suppose that the two classes to be discriminated are linearly separable in a given higher-dimensional space. A 2D simplified representation of the classification problem is illustrated in figure a. Several lines could be used to separate the two categories but there exists only one line that allows to separate the training data into two distinct classes while minimizing the classification errors. The algorithm should find the hyperplane that maximizes the minimum margin as illustrated in figure c. If we formally define a hyperplane by the following expression:

\[
    f(x) = \beta_0 + \beta^T x
\]

\(\beta_0\) is the intercept of the hyperplane, \(\beta^T\) is the weight vector that separates the two categories, and \(x\) is the sample to be classified. The algorithm should find the hyperplane that maximizes the minimum margin as illustrated in figure c. If we formally define a hyperplane by the following expression:
Figure 3.1 – Supported vector machines classifier: (a) A 2D example of linearly separable data. (b) The two classes could be separated using multiple lines. But being too close to some training data such lines are more sensitive to noise and will not generalize correctly. (c) The better hyperplane separating the two training subsets is the one maximizing the margin distance as it will be able to better classify new samples that are close to the current decision boundary.

the margin $\mathcal{M}$, equal to twice the distance to the closest examples, is expressed by:

$$\mathcal{M} = \frac{2}{||\beta||}$$  \hspace{1cm} (3.2)

Hence, maximizing $\mathcal{M}$ is equivalent to minimizing the constrained function $L(\beta)$:

$$\min_{\beta,\beta_0} L(\beta) = \frac{1}{2}||\beta||^2 \text{ subject to } y_i(\beta^T x_i + \beta_0) \geq 1 \forall i,$$

(3.3)

where $y_i$ represents the label of the training example $x_i$. The constraint expresses the requirement that the hyperplane should classify correctly the training data. To obtain the weight vector $\beta$ and the bias $\beta_0$ defining to the optimal hyperplane, the previous Lagrangian optimization could be solved using Lagrange multipliers.

Supported vector machines were also extended for non linear classification in [44]. Other extensions have been proposed to use the SVMs approaches for multi-class classification by reducing the single multi-class problem into multiple binary classification problems [127]. SVMs were used in medical context for several practical applications [159, 209, 348] including coronary lesions detection [65, 236, 505, 507].

3.1.2 Boosting Algorithms

Boosting algorithms are an ensemble of supervised machine learning methods relying on the principle of generating a majority voting prediction from a set of individual classifiers [287]. Most boosting algorithms consists of combining weak classifiers, giving at least a slightly better
accuracy than a random classification, to finally obtain a strong classifier. For that, a weighted training set is used for the learning stage; A positive weight $w_i$ is assigned for each training data example $x_i$. Initially all the weights are set to 1 and a first learning is performed yielding to a first hypothesis $h_1$. The resulting classifier will correctly classify some of the training data examples and erroneously classify the others. The training data is hence re-weighted: the weights of the miss-classified examples is increased while the correctly classified ones lose weight. As a result the next weak classifier will focus more on examples that the previous hypothesis miss-classified in order to perform a better classification. Using this new weighted training samples, a new hypothesis is created. This iterative process is repeated $T$ times ($T$ is a parameter of the boosting algorithm) (figure 3.2). The final strong classifier $\mathcal{H}$ is a combination of all weak hypothesis $h_t$ weighted with reference to their performance on the overall training data sets:

$$\mathcal{H}(x) = \sum \alpha_t h_t(x)$$  \hspace{1cm} (3.4)

where $\alpha_t$ is the weight associated to the weak hypothesis $h_t$ depending on their accuracy of classification.

The most well known boosting algorithm is the Adaptive Boosting algorithm usually named by AdaBoost. It was introduced by Freund and Schapire in 1995 [150] and became very popular as it was the first boosting algorithm that adjusts adaptively to the weak learners. Given a distribution $\tilde{p}$ over the training samples, the algorithm calls a weak learner and gets back a weak hypothesis $h$. At each iteration, a new set of weights is assigned to the training examples based on the classification error of the weak classifier. Hence a new distribution is defined using the set of weights and a new weak classifier is called. The algorithm combines the different weak hypothesis by summing their probabilistic prediction [150]. The AdaBoost can also be easily extended to multi-class classification [69, 150]. Boosting have been used in different medical imaging related works as in [493, 498, 499] and more precisely for coronary lesions detection in [303, 416, 417].

### 3.1.3 Random Forests

The Random Forests classifier (RF) is an ensemble of decision trees that output one prediction value corresponding to the class that is the mode of the different trees output classes.

Decision trees are hierarchical piecewise models, used for multiple variable analysis in or-
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Figure 3.2 – Boosting algorithm: (a) A 2D example of training data for a 2-class classification. (b)-(e) Examples of some weak classifiers iteratively created by the boosting algorithm to construct the final strong classifier. After each weak classifier, the training data is re-weighted giving a higher weight to misclassified samples. (f) The final strong classifier as a weighted combination of weak hypothesis allowing to accurately separate the two classes.
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Figure 3.3 – Decision tree constitutes a set of hierarchically organized nodes (gray) with ending leaves (blue). Each node corresponds to a test function \( h_i \) used to decide whether to send the input data to the left child node or to the right one. Each path on the tree leads to a leaf point corresponding to a final decision \( D_i \) (prediction) on the input object.

In order to make a final decision for an input object (figure 3.3), it uses a tree-like graph which internal nodes represents a test on one or some of attributes (i.e. features) of the input object. Depending on the test result (\( True \) or \( False \)), the object is sent to the right or the left child node of the current node. This process is repeated until reaching a final node (i.e. leaf) giving a prediction on the input data. The path from the root point to one leaf constitutes the classification rules. Decision trees are used for classification but also regression problems [59]. Efforts have been made to construct (i.e. train) powerful decision trees from training data for specific tasks. Training a decision tree corresponds to define the nodes split functions (i.e. test functions) by optimizing a given energy term using the training data and their corresponding labels. However, used as single entities, decision trees are not practical for high dimensional data. Meanwhile, as stated previously, it has been proven that combining an ensemble of (weak) learners yields to accurate and strong classifiers (e.g. boosting algorithms, section 3.1.2).

Based on combining ensemble learning and decision trees, the idea of constructing ensembles of randomly trained decision trees (i.e. random decision forests) rose. Hence, a random forest is a set of decision trees grown separately using a random subset of the input training data [58]. This design was influenced by the idea of random subspaces selection for tree training, proposed in [186]. The final output class is obtained by averaging all tree outputs. Randomness is also injected in the training process of each tree; To compute the node split function models, random
subsets of features are used instead of using all the computed features in the training subset. The idea of searching over a random subset of the training data features when splitting a node of each single tree was first introduced in the work of Amit and Geman [14] for handwritten digit recognition. Similarly, the mean of the tree probabilities is used as the tree ensemble output. The Random Forest algorithm was first formulated by Leo Breiman [58] and combines the idea of “bagging”, where a random selection of examples from the training set is used to grow each tree of the ensemble [57], with a random features selection to split the data on each node. This approach seems to perform comparably to state-of-the-art learning based techniques [77]. Recently, forest-based techniques have been extensively used in computer vision [101, 394] and medical imaging fields [80, 303, 308, 398].

The random forest algorithm, as any other learning based approach, is composed of a learning (training) stage and a testing stage. The forest is composed of $T$ trees ($Tree_t$), with different or similar depths $d_t$. Let $S$ refer to the overall training data set. Thus, $S$ corresponds to a set of $N$ data element $x_i$ and their corresponding labels $y_i$.

$$S = \{(x_1; y_1), (x_2; y_2), ..., (x_N; y_N)\}$$  \hspace{1cm} (3.5)

$x_i$ is an $M$-dimensional vector containing the extracted features used for the split function optimization during the training step and to parse the trees during the testing stage. The features are extracted from the raw data (e.g. a 3D medical image) in order to represent the data in a different meaningful space (named features space and denoted $\mathcal{F}$). The definition of such features space depends on the problem to be solved and are very important for the robustness of the random forest classifier. We will discuss this later in section 3.2. Since the different trees use different random subsets of training data, $S'_0$ will refer to the subset of data used during the learning of the tree $Tree_t$. $S'_i$ denotes the subset of training data reaching the node $i$ of the tree $t$.

### 3.1.3.0.3 Training step

The training step is an off-line stage during which the different parameters of the classifier are optimized, i.e. the nodes splitting functions and the leaves predictors.

The split (i.e. test) functions of the different nodes are a key feature of the Random Forest classifier. These functions correspond to different weak learners, that are learned automatically form the set of annotated (labeled) input data. A test function $h_i$ is a binary function proper to each node $i$, used to split the input set of data $S_i$ into two subsets $S'_i$ and $S''_i$ according to
the result of the test (figure a).

\[ h(x, \theta_i) \in \{0, 1\} \] (3.6)

The training stage is mainly dedicated to determine the type and the parameters \( \theta_i \) of the split function by optimizing a given objective function defined on a subset of the training data. At each node, and using \( m \) randomly selected features, the algorithm learns the best function that allows to divide the incoming training set \( S_i \).

\[ \theta_i = \arg \max_k IG(S_i, S_i^L, S_i^R, \theta_k) \] (3.7)

The choice of the objective function \( IG \) used for the definition of an optimized split function depends on the target task. A possible choice is to define \( IG \) as being the information gain obtained by splitting the input data set into \( S_i^R \) and \( S_i^L \). This allows to define the best split function resulting in the two purest split subsets, i.e. each resulting subset contains only training data form one single class [101]. When training the \( i^{th} \) node, only a subset of the sample vector feature is selected to estimate the split function parameters. The set of features is selected randomly which allows to guarantee a low correlation level between the different trees (the trees are trained using different data examples selected randomly) while enhancing the efficiency (using random subsets reduces the search space dimension) [58].

The final step in the learning stage is to learn the leaves predictors that will be used during the testing stage to predict the class of each new sample. For classification, each final node contains the empirical distribution over all the classes of the training data samples having reached that leaf. The probabilistic leaf predictor for tree \( Tree_i \) is then denoted by:

\[ P_i(c|x); \ c \text{ being the class index} \] (3.8)

The leaf output could also be set as the Maximum A-Posteriori (MAP) estimate obtained by:

\[ c = \arg \max_c P_i(c|x) \] (3.9)
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During the training step, the structure shape is also being learned while learning the nodes parameters. The final tree structure depends on the used criteria to stop growing the branches. Most commonly, tree expansion is stopped when the trained tree reached a maximum depth $d_{\text{max}}$. Growing could also be stopped when a node contains a small number of training points, i.e. using a threshold on the training subset size. We can also choose to stop the tree growing if the remaining training points exhibit high similarity with reference to the selected attributes.

By the end of the training stage, each node is associated to an optimum weak learner and each leaf corresponds to a defined predictor, thus allowing to predict the class of any new unlabeled vector.

3.1.3.0.4 Testing step After the training step, a forest with $T$ optimized trees is constructed. All the trees were trained independently and with random subset of labeled data and features leading to a high accuracy of classification. For the testing step, a new previously unseen vector $\mathbf{v}$ is sent to set of the forest trees. For each tree, starting at the root node, the test sample is pushed through the different branches until reaching one leaf (see figure 3.5). The testing step could be performed by sending the test sample simultaneously to all the forest trees (in parallel), thus allowing to achieve better computational efficiency.

By traversing a trained tree, a set of hierarchical tests is applied to the input vector using the previously learned weak classifiers. At each node, the unseen data will be sent to the left or right branch depending on the result of the associated test function applied to $\mathbf{v}$. This step is repeated until the sample reaches a final node. Hence, the class label of the input vector is determined using the predictor associated to the reached leaf. This results in getting several predictions (decisions) for the input data for tree of the forest. To get a single final forest predictor, all the trees predictions are combined together in several possible ways. In figure 3.5, the final tree prediction is obtained by averaging all trees predictors:

$$P(c|\mathbf{v}) = \frac{1}{T} \sum_{t=1}^{T} P_t(c|\mathbf{v})$$  \hspace{1cm} (3.10)

The overall forest predictor could also be defined as the normalized product of all the trees predictors. However, this operation is more sensitive to noisy trees predictions. In fact, averaging the different trees posteriors has the advantage of being more robust to noise.

In conclusion, random decision forests are highly depending on the selection of the different parameters of the model. As explained previously, several parameters interferes in the construction of the classifier model. The most critical ones are related to the:
Figure 3.4 – Training stage: (a) Each tree is trained using a randomly selected subset of input labeled data. The trees are grown separately until reaching a stopping condition (details in the text). (b) To train a single decision tree, a subset of learning data is used as input (here denoted $S_0$). For each node $i$, a set of randomly selected features of the vector $\vec{x}$ is employed for optimizing the parameters of the split function $h_i$ by maximizing a given energy function $IG$. The input data set $S_i$ is then split into two disjoint sets $S^L_i$ and $S^R_i$, subsequently used to grow the children nodes. Internal nodes are illustrated in gray and final leaves in blue.
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Figure 3.5 – Random Forest testing stage
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- Forest structure: number of trees $T$, maximum tree depth $d_{\text{max}}$
- Nodes training: choice of the objective function to be optimized $IG$, choice of the weak learners model $\theta$, number of selected features for model estimation $m$.
- Features definition and extraction for a specific application.

These previous parameters setting have a direct affect on the algorithm predictive accuracy and the computational efficiency. Next, we discuss the features extracted for coronary lesions detection.

### 3.2 Features Extraction for Coronary Lesions Modeling

In order to detect coronary lesions using a learning based approach, we first need to define an accurate description of a stenosis using a set of features. The set of features is encapsulated into a vector that will be used by the learning approach.

This step is very crucial to ensure the robustness of the classification approach. In fact, for a learning based approach to be accurate and able to generalize form the training data, the selected features should be discriminative and allow to characterize the target class. Therefore, we focused on defining special image features that allow to capture the stenosis properties at different scales. For this purpose we defined a pattern description that approximates the local vessel shape and allows to capture its abnormalities. Shape patterns are usually employed to approximate an anatomical structure in medical context. They are generally designed in a way to fit the target object shape based on prior knowledge, to guide a feature extraction scheme. Such shape models have been used for polyps detection in [424], heart cavities extraction in [493] and liver segmentation in [238].

However, coronary arteries lesions do not exhibit a typical unique shape that could be easily modeled by a sampling template. Calcified and soft plaques present heterogeneous properties that could not be generalized to a unique form description. In fact, using CT angiography, soft plaques could not be precisely delineated and are mainly detected due to the resulting lumen narrowing. Meanwhile, calcified plaques, even if being easier to visualize, are not that easy to model. In general, coronary plaques present highly variable shape, location, eccentricity and characteristics that are not easy to predict and estimate by simply transforming a predefined template. Hence, in order to accurately model a lesion within a coronary artery, we need to extract adequate features from the raw data.
A major point of interest is the scale size of the chosen shape pattern to describe the coronary lesion; it should be able to capture sufficient context information to accurately determine the vessel condition. One choice could be to model the coronary branch as a whole. However, this modeling is unlikely to provide precise information on the anomaly location and extent as it will classify the whole vessel as being healthy or diseased. In fact, vascular lesions are often located in a short segment of the vessel (compared to the whole vessel length). On the other hand, if we tackle the problem on a per-slice level, this could induce higher false detection rates that could be due to noisy vessel section and the lack of information about the surrounding vessel sections. These characteristic observations should be considered for the lesion shape model design. The shape pattern should cover only a portion of the vessel and should be large enough to be able to capture the plaque volume. Besides, the background tissues surrounding the vessel should be excluded as much as possible to not disturb the lesion detection process. The shape model should hence only include the local vessel volume to insure that no false lesions, due to the vessel surrounding tissues, could be detected by the algorithm.

We propose to exploit the naturally cylindrical shape of coronary vessels in order to achieve the previously stated constraints and define a shape pattern that sufficiently captures the local vessel condition. Therefore, we define a cylindrical segment ROI that fits the vessel local shape. Straight cylindrical patterns with fixed size were used in previous works [80, 303, 417]. In [303], authors mainly focused in detecting calcified plaques using intensity-based features. In [417], a multi-scale approach using patterns at different scales was proposed. However, patterns at high scales do not respect the local curvature of the vessels, which makes the approach prone to failure as it is likely to include undesired structure surrounding the vessel. Cetin et al. [80] used fixed cylinder height and radii and thus the approach is no longer scale invariant. Our approach combines robustness against scale variance and vessel curvature. Furthermore, the centerline is sub-sampled in order to create overlapped cylindrical patterns. The sampling model is then used to extract a set of features that will be used to drive the training and the classification steps. As a result, each sampling point along the vessel centerline will be classified as “healthy” or “diseased”.

3.2.1 Vessel sampling using the cylindrical pattern

If we represent the vessel cross section by a 2D circular pattern (as shown in figure 3.7), the local vessel artery shape could be modeled using a cylindrical shape. The proposed pattern should include the vessel lumen as well as the vessel wall. This ensure that the plaque lesion, if any, is well included in the sampling pattern and thus could be captured by the defined
features. Hence, the vessel is discretely approximated by using a set of cylindrical sampling segments defined on each point on the vessel centerline. As a result the whole vessel shape and curvature are covered (see figure a). The vessel centerline is sampled with a sampling step allowing to create overlapping cylindrical patterns along the vessel. This overlap between the successive ROIs allows to ensure that small stenosis are well included in at least one of the sampling patterns and so can be correctly classified (illustrated in figure 3.6).

However, a vessel coronary present a varying (decreasing) size from the coronary root to the leaf (distal region). Thereby, a static pattern with a fixed size is not appropriate to accurately fit the vessel volume; A large pattern is convenient to ensure that we include locally all the vessel volume but this will result in including vessel surrounding structures at distal segments. On the other hand, if we set the pattern size to be small enough to ensure that we do not include other non-vascular structures at distalities, this pattern will not include the totality of the vessel volume at proximal segments (it will be too small to cover the vessel lumen and walls). As a result, proximal lesion plaques could be missed. To the best of our knowledge, the only work (among the learning based approaches for lesions detections detailed in section 1.1.3) that treated this problem is the work of Teßmann et al. [417]. In this work, the authors used a multi-scale feature extraction scheme using different cylindrical patterns with different scales. However, this approach is still not robust to the vessel curvature. As high scale patterns do not fit the vessel curvature while lower scale patterns are not large enough to capture a whole
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Figure 3.7 – Example of vessel with different plaque types (soft and calcified). Cross sections A, B, C and D of the vessel are shown on the right images. The slices shows a healthy section (A), two calcified sections (B and D) and a section with a soft plaque (C). The vessel cross section are fairly approximated by circular sections.

lesion. To ensure a scale invariance of the extracted features along the whole vessel, we chose to derive the size of the model pattern from the healthy vessel size. Doing so, we ensure that the proposed pattern includes the vessel lumen and wall while excluding all other surrounding structure. To quantify the vessel lumen area we use the same approach described in section 2.2. After a watershed-based approach for vessel lumen segmentation and 2D contours extraction, a robust regression approach is applied on the lumen cross section diameter profile for each branch in order to get an estimation of the healthy lumen diameter profile $D_{\text{healthy}}$. We used the healthy lumen profile instead of the real profile to be able to include the vessel wall and lesions inside the pattern. In fact, a plaque lesion may cause a lumen narrowing and thus if we build our pattern size based on the real lumen profile, the plaque will not be located inside the pattern. Hence, for each centerline point, the estimated diameter value is used to compute the cylindrical pattern parameters. As a result, the cylindrical pattern is represented by:

$$C_i(\phi, z) = \begin{pmatrix} \frac{D_i}{2} \cos(\phi) \\ \frac{D_i}{2} \sin(\phi) \\ -\frac{H_i}{2} + z \end{pmatrix}_{\{R_1,R_2,R_3\}} \quad \text{(3.11)}$$

where $D_i = (1 + 20\%) \cdot D_{\text{healthy}}$ and $z \in [0, H_i]$. $H_i$ corresponds to the height of the cylindrical pattern and is set to $H_i = 2 \cdot D_i$. $D_{\text{healthy}}$ is the reconstructed lumen diameter at point $i$ on the centerline. This model represents a straight cylinder defined on the vessel cross section geometry at point $i$ (see figure a) with a varying size form proximal to distal points on
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Figure 3.8 – Vessel sampling pattern: (a) A straight cylindrical pattern with varying height $H_i$ and width $D_i$. This model is not accurate to sample highly curved segments of the vessel (examples in dashed lines). (b) To deal with curved regions along the vessel, we propose to use a curved cylindrical model that locally fits the vessel curvature. This allows to avoid including undesirable surrounding structures and missing some vessel regions which could bias the classification of the corresponding point.

the vessel. This model is more robust against vessel scale variation, contrary to previous works were the size (height and width) of the cylindrical pattern was set to fixed value.

However, since the vessel shape is not perfectly tubular, we deform the cylindrical model in order to fit the local vessel curvature. This is done by using a “curved” cylindrical pattern instead of a straight one. To construct the curved pattern, we fit the cylinder straight axis to the curved vessel centerline. To do so, we use the different local vessel geometry to define each cross section of the vessel instead of defining the whole cylindrical pattern using one single geometry (i.e. the three axis of the center point $i$). As a result, the pattern is now defined as a set of circular cross sections $S_z$, each defined on the cross section plane of the vessel.

$$S_z(\phi) = \begin{array}{c}
\frac{D_i}{2} \cos(\phi) \\
\frac{D_i}{2} \sin(\phi) \\
\frac{-H}{2} + z
\end{array} \{R_1,R_2,R_3\}_z \quad (3.12)$$

The resulting cylinder pattern is shown in figure b. Figure b shows an illustration of the proposed pattern applied to a whole vessel. Unlike the straight cylindrical pattern, the scale varying curved pattern allows to fit the real size of the vessel and thus avoid including non desirable structures while ensuring to cover the important vessel regions.

As coronary lesions have no specific size or shape, we need to divide our pattern into
Figure 3.9 – Schematic vessel sampling using the (a) straight and (b) curved cylindrical patterns. The curved varying pattern offers a better overlap with the vessel volume while minimizing the inclusion of undesirable surrounding structures (specially at distal segments of the vessel).
different regions in order to capture the stenosis characteristic properties at different scales and positions. In the sequel, we will use a straightened cylindrical pattern, for illustration and explanation, instead of a curved one for simplicity. To extract the features values, the cylindrical pattern is partitioned into radial and longitudinal sub-regions. First, the pattern is divided into 3 cylindrical disjoint and equal parts along its main axis as shown in figure 3.10. Each part, is further partitioned into 8 cones and each cone into 3 sub-regions thus resulting in 24 2-dimensional sub-regions (per cross section) and 72 3-dimensional sub-region (along the z-axis) per pattern (see figure 3.10). For each 2D cross section of the pattern, samples are generated using polar coordinates by exploiting the basic radial shape of the proposed pattern (figure 3.11). Each sample is characterized by its polar coordinates as follow:

\[
s(\rho, \phi, z) = \begin{pmatrix} \rho \cos(\phi) \\ \rho \sin(\phi) \\ -\frac{H}{2} + z \end{pmatrix}_{\{R_1, R_2, R_3\}_z} \tag{3.13}
\]

with,

\[
\rho = \frac{D_i}{2 * N_{radius}} * j; \quad j \in [0, N_{radius}] \tag{3.14}
\]

\[
\phi = \frac{2 * \pi}{N_{angle}} * k; \quad k \in [0, N_{angle}] \tag{3.15}
\]

\[
z = \frac{H_i}{N_{section}} * k; \quad l \in [0, N_{section}] \tag{3.16}
\]

\(N_{radius}\) is the number of samples along a given radius of the cylindrical pattern cross section.
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Figure 3.11 – An illustration of the sampling of a 2D slice of the cylindrical pattern. The sampling results in 4 points per 2D sub-region.

$N_{\text{angle}}$ corresponds to the number of radial segments (i.e. arcs) used to sample the cross section. Finally, $N_{\text{section}}$ defines the number of the cross sections used to sample the cylindrical pattern along its main axis. For our curved pattern, for each cross section, we use the local center point geometry $\{R_1, R_2, R_3\}$ to extract the sampling points. This modeling exploits the 3D extent of the vascular structure and allows to extract relevant context information inside of each cylindrical ROI in order to get a coherent description of the vessel segment condition. This approach is more robust than just using a 2-dimensional features extraction scheme (i.e. on 2D cross sections), as the later one does not contain enough information about adjacent vessel parts which could lead to erroneous detections. Besides, the adaptive scale of the pattern take into account the natural size reduction along the vessel from its root to the most distal parts from the aorta.

3.2.2 Features selection

To increase the robustness of any supervised learning algorithm, the selected features should sufficiently capture the characteristic properties of the underlying classes of the data. The computed features utilizes the image properties and employs some mathematical mechanism used to highlight lesion/lumen specificities. They are extracted at different sub-regions separately or by combining several sub-regions of the previously detailed cylindrical region of interest. Thus, we define two types of computed features: local features and global features. Local features are features computed in the 3D sub-regions defined previously. Global features are computed only once per each cylindrical pattern. The different features allows to capture a lesion at different locations around the vessel and at different scales.
3.2.2.1 Local Features

For each of the 3D sub-regions of the cylindrical pattern, a set of image-based and geometric feature values are extracted. First, we extract intensity-based features inside each of the 3D sub-regions. Intensity-based features are commonly used for lesion detection as in [80, 416, 417]. They exploit the image appearance properties to capture intensity discontinuities that may occur due to the presence of a lesion plaque. For each sampling point \( s \) of the pattern, the image intensity value, denoted \( I \), is extracted. A tricubic interpolation on the CT dataset is used to generate sub-voxelic value for samples inside small sub-regions. As a result, the mean gray value inside each sub-region \( R \) is computed and stored into the feature vector. To be robust against lesion position around the vessel axis, we sorted these values in decreasing order so that high values and low values are always represented by the same features (figure 3.12). Hence, attenuation values representing a lesion are always kept at the same position on the features vector and as a result the classifier becomes insensitive to the lesion position. This ensures a rotation invariance with respect to these features by keeping only the relevant information related to the intensity value (representing a calcified or a soft plaque) while discarding the location information around the vessel (which is not determinant to know whether a stenosis is present inside the current pattern or not).

However, previous features are particularly significant for calcified plaques as they exhibit high intensity values compared to vessel lumen ranges. Thus, the associated stenosis can be easily discerned using simple intensity-based features as they deviate from the normal vessel lumen ranges. Meanwhile, detecting soft plaques using only the previous features seems to be challenging as this type of plaques exhibit low intensity values making such lesions hardly discernible from the vessel surrounding tissues. Therefore, in order to detect the related gray value attenuation we compute a set of Haar-like features.
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Figure 3.13 – Intensity variation of 2-D cross sections of some coronary arteries - First column presents a normal cross-section (a), a cross-section with a calcification (a) and a cross-section with a soft plaque (a). 2D views of pseudo-color intensity plots of the same cross sections are shown in column 2. The third column shows a 3D view of the same intensity plots. Pseudo-color maps are generated by scaling the cross section data between its minimum and maximum values.
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As mentioned previously, soft and calcified plaques present different attenuation value ranges than the vessel lumen (see figure 3.13). Therefore, when a stenosis (due to any type of lesion plaque) is present, a meaningful intensity discontinuity occurs inside the diseased vessel part. To capture such disparity, we use a range of feature values based on the computation of radial and longitudinal gradients between neighboring local sub-regions of the pattern. We first compute the difference between the gray values of each two opposite sub-regions (i.e. $R_i$ and $R_j$) and parts (i.e. $P_i$ and $P_j$) as shown in figure 3.14. As a lesion is generally located at one side of the vessel volume part, this features allows to highlight the dissimilarity between the healthy and diseased regions of the vessel located at opposite sides of the model pattern. Computing these differences overall the sub-regions and parts allows to the features to be invariant with reference to the lesion location around the vessel. We additionally compute the difference between the sum of the intensity values of each two crowns (i.e. $C_i$ and $C_j$) as illustrated on the same figure. We also compute $F_{H,crowns}$ as the difference between the medial crown intensity and the sum of the inner and the outer crowns intensities.

\[
F_{H,i,j} = I_{R_i} - I_{R_j}; \\
F_{H,i,j} = I_{P_i} - I_{P_j}; \\
F_{H,i,j} = I_{C_i} - I_{C_j}; \\
F_{H,crowns} = I_{C_1} + I_{C_3} - I_{C_2}
\]

with,

\[
I_R = \sum_{s \in R} I(s)
\]

Moreover, to be rotation invariant and to ensure an overlap between each two neighbor regions, we rotate the cylindrical pattern by an angle of $\Pi/8$ to create an overlap between the different parts and we re-compute all the previous local features once again (figure 3.15). Hence, the overall robustness of the approach is further increased.

Subsequently, we compute longitudinal gradients over the vessel pattern as illustrated in figure 3.16. These features mainly allow to capture a lesion by comparing healthy sections to diseased portions of the vessel. They are particularly helpful for detecting lesions causing total occlusions. In fact, such lesion plaques occupies the whole vessel cross section and hence the radial features will fail to detect any discontinuity as the pattern cross sections (mainly
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Figure 3.14 – Illustration of radial gradients features calculation using Haar-like patterns. The difference between the two dark regions is computed as a feature for each pair of regions. The difference intensity value between the light crown and the sum of the two dark ones is also used as a Haar-like feature.

\[ F_{H4} = I_{SC1} - I_{SC2}; \]
\[ F_{H5} = I_{SC3} + I_{SC5} - I_{SC4}; \]

Figure 3.15 – Cylindrical pattern rotation to enhance the rotation invariance around the vessel center.

containing the lesion) will present homogenous intensity values. Such radial and longitudinal gradients features approximates the Haar-like features, very popular for object recognition and first proposed in [439]. Contrary to the original Haar-like filters utilizing rectangular patterns, we extracted these features using cylindrical patterns to sufficiently capture the structure of the vessels.

3.2.2.2 Global Features

Global features are features computed all over the pattern and reported only once per each centerline point. Similarly to local features, we first compute a set of intensity based global features including the mean, minimum and maximum values inside the cylindrical pattern. Moreover, in order to assess the variation of the attenuation value and hence the homogeneity of the tissue inside the pattern, we compute the variance, the standard deviation as well as the mean average deviation and median average deviation over all the samples of the pattern. Subsequently, for each pattern, we compute the histogram of the sampling points intensities.
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Figure 3.16 – Illustration of longitudinal gradients features calculation similar to the well known Haar-like features. For the left, the difference between the dark and light regions is computed as a feature to assess the presence of a lesion inside one of the two sub-regions. For the right, the feature corresponds to the difference intensity value between the two bright sub-regions and the dark one. This allows to capture a lesion located at the center of the pattern.

ranging from 0 HU (the minimum attenuation value for soft plaques as explained in section 1.3.0.3) and 600 HU (the maximum attenuation value for calcified plaques). Each histogram is composed of 40 equal bins with a bin-width of 15 HU. This allows to capture the amount of high or low gray values corresponding to calcified or soft plaques. Using the histogram, we hence extract 40 features $F_{Hist\_o}$ defined by:

$$F_{Hist\_o} = \#(B_m); \quad \text{with} \quad B_m = \{v; limit_m \leq v < limit_{m+1}\}$$

The use of the histogram aims at keeping only the relevant information concerning the potential presence of plaques causing the stenosis without focusing on their position inside the cylindrical pattern. This helps the classifier to be more robust against lesion position around the vessel axis. Examples of histogram extracted around different lesion plaque types are shown in figure 3.17.

Additionally to intensity-based features used to describe the appearance of the local vessel pattern, we propose to use geometric-based features in order to describe the local shape of the vessel. Hence, we first use the vessel lumen radius estimated using the approach described in section 2.2. In fact, the approximate lumen radius value is a meaningful feature to be used in order to represent the lumen narrowing for stenotic points. For each cylindrical pattern, we report the lumen radius value computed at its central point. Though, this value varies by decreasing along the vessel branch from the root point to the distal segments. Besides, at the same location along the same vessel the lumen radius is likely to vary from one patient to another. Therefore, to avoid the intra- and inter-patient variance and be robust against the point position along the branch, we normalized this feature using the mean radius value along
Figure 3.17 – Intensity histogram of a sampling pattern located at a diseased vessel segment with (a) normal, (b) calcified, (c) soft and (d) mixed plaque. All the histograms contain 40 bins ranging from 0 HU to 600 HU.
the corresponding branch $\hat{r}$.

\[ F_r = \frac{r_i}{\hat{r}} \] (3.26)
\[ (3.27) \]

To locally describe the shape of the lumen vessel, we also propose to compute a vascular enhancement-based feature using the hessian eigenvalues. Such filters provide a good response at normal lumen positions while providing poor responses deviating from the normality at diseased lumen points. This is due to deviation of the lumen shape from a local tubular structure near to coronary lesion (i.e. lumen stenosis). Even if this could present a limitation to the application of such filters for lumen enhancement and segmentation, this weakness could be used to detect lumen anomalies. The hessian based filter is described in section 2.2.1.1. In the context of coronary lesions detection, we computed the Hessian matrix and the associated eigenvalues at 3 different scales for each vessel centerline point $p_i$. For a normal vessel cross-section (i.e. nearly symmetric cross section), the two eigenvalues are expected to have similar magnitudes and the same sign (positive as the vessel lumen is brighter than the surrounding tissue). The Sato vesselness measure is hence reported per cylindrical pattern as a geometric feature.

However, a major problem related to the intensity-based features is that gray values may differ between two different exams because of varying acquisition parameters. Therefore, the previously explained, local and global, intensity-based features are normalized using the mean intensity value inside the aorta. For this, the aorta volume is automatically segmented and the mean intensity value overall the segmented volume is computed and used to normalize all the intensity-based features.

\section*{3.3 Stenosis detection using the Random Forest Classifier}

Recently, there has been an increasing interest in using Random Forests for medical images processing [80, 131, 303, 308, 398]. They have demonstrated to be better or at least comparable to other state-of-the-art methods in classification applications [58], and more specifically for coronary lesions detection task as shown in [303]. While achieving state-of-the-art results, the popularity of Random forests is mainly due to their high computational efficiency during both
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training and classification steps. Besides, they can easily be parallelized, which makes them interesting for multi-core and GPU implementations. Furthermore, compared to other ensemble methods such as boosting, RFs are inherently multi-class and are more robust to label noise. Therefore, we decided to use the random forest algorithm for automatically detecting coronary lesions. As explained in section 3.1.3, the random forest classifier is an ensemble of $T$ individual decision trees learned using random sampling points from $N$ input data. The final decision is obtained from a consensus over all the trees. In each tree, each split node uses the same number of $m$ randomly selected features (from $M$ computed features) to output the local decision.

3.3.1 Training Step

During the training phase, we first create the training database to build the decisions trees. The training database is a feature key that defines the robustness of any supervised learning based approach. It should include sufficiently representative samples of both of the classes we want to discriminate. Coronary plaque lesions exhibit various shape, extent, position and appearance properties leading to wide range of observable configurations. Hence, the better is to ensure that different possible figures are covered and present in the training database. This allows the approach to correctly identify the different lesions types and configurations. On the other hand, we have to ensure that there is no risk of over-fitting \(^3\). Over-fitting could occur when the training database is unbalanced and does not contain all the possible instances. Meanwhile, the training database should not be too large in order to avoid high training and testing computational time.

To build our training database, samples are selected from the 18 training data sets provided by the MICCAI challenge organizers [215]. These data sets were carefully selected in a order to be representative of the different coronary arteries lesions types and configuration occurring in clinical practice. Table 3.1 presents the lesion types reported in the training data sets. We can see that the three types (soft, calcified and mixed plaques) are equally present. The distribution of all the coronary stenosis degrees over the training data sets is summerized in table 3.2. The database contains 103 lesions varying from non significant (i.e. $<20\%$) to total occlusion (i.e. $>95\%$). The framework focuses only on the detection of severe lesions on a cardiac CT angiography. Hence, only stenosis with a degree higher than $50\%$ are considered.

\(^3\)Over-fitting is a practical difficulty that could occur for a decision tree based model (or many other predictive models). It happens when the learning approach continues developing hypothesis to reduce the training dataset classification error at the cost of providing poor classification results on the unseen testing dataset. Hence, the resulting decision model tightly depends on insignificant features of the training instances which are difficult to generalize on the testing data sets. As s result the classifier loses his power of prediction on new samples.
Figure 3.18 shows the distribution of the coronary lesions reported by the CTA observers over the different lesion types and stenosis degrees, on the training database. We cannot notice that more than half of the reported lesions do not correspond to severe stenosis and hence could not be used to train the classifier.

| Table 3.1 – Coronary plaque types distribution over the 18 training data sets. |
|--------------------------------|---------|---------|---------|
| Plaque Type                    | Soft    | Calcified| Mixed   |
| dataset00                      | 0       | 0        | 0       |
| dataset01                      | 1       | 0        | 0       |
| dataset02                      | 1       | 0        | 0       |
| dataset03                      | 0       | 2        | 0       |
| dataset04                      | 2       | 4        | 3       |
| dataset05                      | 4       | 1        | 4       |
| dataset06                      | 2       | 2        | 1       |
| dataset07                      | 5       | 2        | 3       |
| dataset08                      | 0       | 2        | 4       |
| dataset09                      | 4       | 4        | 3       |
| dataset10                      | 4       | 3        | 2       |
| dataset11                      | 4       | 9        | 3       |
| dataset12                      | 0       | 0        | 0       |
| dataset13                      | 0       | 5        | 2       |
| dataset14                      | 0       | 2        | 2       |
| dataset15                      | 5       | 0        | 1       |
| dataset16                      | 1       | 3        | 1       |
| dataset17                      | 0       | 0        | 2       |
| All                            | 33      | 39       | 31      |

To construct the training database, we select samples from the two classes: pathological and healthy points (i.e. sampling patterns). A pathological sample corresponds to a stenotic point with a narrowing degree higher than 50%. In the provided data sets, 27 lesions are marked as severe ones. We include all the corresponding vessel points to the training database. On the other hand, the number of healthy vessel points is largely greater than the number of pathological ones. Therefore, we construct our training database in a way to include:

- All the pathological points reported by the observers and presenting a stenosis with more than 50% of lumen narrowing denoted by \(S_{Pat}\).
- A set of non pathological points equally selected over all the 18 training data sets denoted...
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<table>
<thead>
<tr>
<th>Stenosis Degree</th>
<th>dataset00</th>
<th>dataset01</th>
<th>dataset02</th>
<th>dataset03</th>
<th>dataset04</th>
<th>dataset05</th>
<th>dataset06</th>
<th>dataset07</th>
<th>dataset08</th>
<th>dataset09</th>
<th>dataset10</th>
<th>dataset11</th>
<th>dataset12</th>
<th>dataset13</th>
<th>dataset14</th>
<th>dataset15</th>
<th>dataset16</th>
<th>dataset17</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-19%</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>20%-49%</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>6</td>
<td>6</td>
<td>3</td>
<td>6</td>
<td>5</td>
<td>9</td>
<td>2</td>
<td>5</td>
<td>14</td>
<td>0</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>50%-69%</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>70%-94%</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>95%-100%</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>All</td>
<td>1</td>
<td>75</td>
<td>18</td>
<td>6</td>
<td>3</td>
<td>9</td>
<td>1</td>
<td>10</td>
<td>6</td>
<td>11</td>
<td>11</td>
<td>9</td>
<td>16</td>
<td>0</td>
<td>7</td>
<td>4</td>
<td>6</td>
<td>2</td>
</tr>
</tbody>
</table>

#### Table 3.2 – Coronary stenosis degrees distribution over the training data sets.
Figure 3.18 – Distribution of the reported coronary lesions by the CTA observers over the different lesion types and stenosis degrees. Only 27 over 103 lesions correspond to severe stenoses.
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by \( (S_{NPal}) \).

While the number of stenotic sampling points is fixed (by the ground truth), the set of non pathological points could be selected using different distributions based in two main definitions. In fact, compared to pathological point (i.e. with a lumen narrowing greater than 50%), a non pathological point could be defined as: 1) a non stenotic point (i.e. 0-19% of lumen narrowing) or 2) a stenotic point with a lumen narrowing between 20 and 49% (i.e. non-severe stenosis). Hence, we tested several training databases using the following possible non pathological class samples selections:

- \( (S_{NPal}) \) contains all the healthy points (i.e. 0-19% of lumen narrowing) of the 18 training exams.
- \( (S_{NPal}) \) contains all the non severe stenotic points (i.e. 20-49% of lumen narrowing) of the 18 training exams.
- \( (S_{NPal}) \) contains a subset of \( N \) healthy points of the 18 training exams (\( N \) varying from 30 to 200).
- \( (S_{NPal}) \) contains a subset of \( N \) points with a lumen narrowing lower than 50% (including healthy points and non severe stenosis) over the 18 training exams (\( N \) varying from 30 to 200).

Using the leave-one-out-cross validation, we concluded that the best classification performance is obtained by using the third definition of the healthy class samples with \( N = 50 \). Results of this step of optimization will be shown in section 3.4. Then, the previously explained features are computed around each selected sampling point and used to train the Random Forest classifier. Hence, the training database is presented as a \( N \times (M+4) \) matrix. \( N \) corresponds to the total number of training samples (healthy and pathological points). \( M \) represents the number of computed features. The matrix contains 4 extra columns corresponding to: the training exam identifier, the vessel branch label, the point 3D world coordinates (x, y, z) and the sample class (\( H \) for healthy and \( P \) for pathological). \( F_i \) corresponds to the \( i^{th} \) feature value computed at each point. The composition of the training database is illustrated in figure 3.19.

Besides, the performance of the random forest for the given training data set depends on the forest design parameters: tree depth \( D \), number of trees \( T \), and number of randomly selected features \( m \) to consider at each node to find the best split. The parameters of the classifier were optimized over the training database. Details of these parameters optimization are given in
By the end of the training step, the resulting classifier is stored to be used for the testing step using an unseen exam samples.

### 3.3.2 Testing Step

Second, the detection of severe stenosis is possible by running the previously trained classifier on a new unseen dataset (testing step). Therefore, the same features are extracted on the new exam. For each point on the vessel centerline, we define the cylindrical pattern using the local vessel geometry and size and compute the set of local and global features detailed in section 3.2. For each sampling point \( i \), we get a vector of features \( \mathbf{v}_i \) describing the local vessel appearance and geometric properties. As a result, we obtain a set of feature vectors for the testing exam, that we send to the random forest classifier to be processed. The classifier considers each feature vector (corresponding to a single point on a vessel branch) separately. To classify this new instance using the random forest trees, the unseen vector is sent to the root node of all the trees separately and then traverse the whole tree by traveling downward to the left or right node depending on the function test result. Finally, each tree gives a vote, depending on the leaf node reached by the instance, that corresponds to the probability of this sample to belong to a given class. The final predicted class probabilities of an input sample is computed as the mean predicted class probabilities of the trees in the forest. For coronary lesions, we used two different classes: pathological and healthy. For each point of the coronaries’ centerlines, the classifier provides a pair of probability values. We propose thus to focus on the pathological class probability.

For each branch, we reconstruct the pathological class probability profile by concatenating the final predicted probabilities for each point on this vessel branch. Figure 3.20 shows an example of the output profile of a vessel branch. As we can state, such profile is difficult
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Figure 3.20 – Output probability profile processing: (a) The output probability profile for the pathological class along a vessel branch (i.e. the horizontal axis corresponds to the point position along the vessel path). (b) The smoothed probability profile after applying the Hann filter. (c) The severe stenosis ground truth (green line) displayed on the smoothed profile. We can see that the annotated stenosis correspond to peak of the probability profile. Hence the classifier is able to recognize the marked stenosis. This profile is obtained on an annotated dataset that was excluded from the training database (cross validation leaving-one-out process).

3.3.2.1 Stenotic regions flagging

The next step consists in extracting the stenotic vessel regions and define the stenosis center. Two strategies have been tested for this task. The first one consists in detecting the stenotic area of the vessel by simply thresholding the probability profile. Hence we only keep the connected component corresponding to a probability of belonging to the pathological class higher than \( T_{\text{prob}} \) (see figure 3.21). The choice of this threshold value is critical as it affects directly the performance of the detection approach (i.e. the sensitivity and the PPV values).
Figure 3.21 – Stenotic regions detection using a single threshold. Using a threshold value of 50 (red line) allows to detect all the stenosis reported by the consensus of readers (the detected regions are marked in green) but it also leads to the detection of three false detections marked in red. The ground truth stenosis are shown using the green line.

Figure 3.22 – Stenotic regions detection using hysteresis thresholding. A first high threshold allows to select the surely stenotic regions (in dark green). Second the selected connected components are propagated to including neighboring stenotic point with a probability higher than $T_{prob2}$ (in light green). Using such approach false positives are eliminated thanks to the first high threshold. The ground truth stenosis are shown using the green line.

In fact, increasing the value of $T_{prob}$ leads to lower the amount of false positives while could increase the number of false negatives (i.e. missed stenoses). Meanwhile, low values of $T_{prob}$ allows to detect more stenosis (i.e. true positives) but induces an increase of false positive detections. A set of cross validation tests have been performed using the training database in order to optimize this threshold value. Details of this optimizations are given in section 3.4. To overcome these limitations due the use of a one single threshold, we propose to use a double thresholding based approach. Hence, two different thresholds $T_{prob1}$ and $T_{prob2}$ are defined as $T_{prob1} > T_{prob2}$. First, points with a probability higher than $T_{prob1}$ are identified as sure stenotic points. Second, neighboring points of the selected connected components having a probability higher than $T_{prob2}$ are added to the previously stenotic regions (see figure 3.22). This second threshold allows to better detect the stenosis starting and ending edges as they do not necessary exhibit high probability values. This method thus ensures to better detect the whole stenotic regions since only high probability points are selected thanks to the first threshold $T_{prob1}$, while their surrounding extremities are added thanks to the second lower threshold $T_{prob2}$. This approaches allows also to avoid isolated non stenotic false positive that are eliminated by the use of the high threshold $T_{prob1}$. Similarly to the previous approach, these thresholds are optimized using a cross validation leave on out process. Results are reported in section 3.4.
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Figure 3.23 – Stenosis Center Extraction: The probability profile is illustrated in blue. In (a), the center point is defined as the vessel point showing the minimum cross section area value. The flagged stenotic region is displayed in green and the corresponding cross section area profile is drawn in purple. The straight line indicates the extracted stenosis center. In (b), the center point is extracted as the point having the maximum probability value. The two approaches give two distinct points.

3.3.2.2 Stenosis center extraction

The previous step results in a set of stenotic regions flagged per vessel branch. This offers an information about the extent of each lesion. However, an other important information about coronary lesions is the stenosis center. This center corresponds to the section of the stenotic vessel region presenting the maximum lumen narrowing (i.e. the minimum lumen area). It is used to compute the stenosis degree with reference to a healthy vessel section. Besides, this center is the only information reported by the approach and used the automated evaluation framework to validate the stenosis detection process as explained in [215].

To extract this stenosis center, we tested two different approaches. The first approach gets use of the lumen cross section area information. Based on the automated lumen segmentation and quantification, the stenosis center is reported as the point presenting the minimum lumen section area among all the points of the flagged vessel region (figure a).

Since the automatically extracted lumen area is not perfect, the previous approach could lead to erroneous stenosis centers. Therefore, we propose to use the probability profile; The stenosis center is hence defined as the point showing the highest probability value along the flagged connected component. In fact, we have noticed that for each detected region, there exits at least one maximum point. We assume that at this point, showing the highest probability, the local vessel portion represents a good stenotic pattern model and hence corresponds to the stenosis center.

The two approaches are optimized and compared using a cross validation over the learning database. The results of the different tests are detailed in section 3.4. Based on this series of
tests, the second approach seems to provide better detection results.

### 3.3.3 Stenosis Quantification

Finally, quantitative information about the previously detected stenosis are derived such as the percent of diameter-stenosis. The detected stenosis candidates are hence graded using the automatically segmented vessel lumen. The stenosis degree reflects the percent of vessel narrowing relative to an assumed healthy (i.e. normal) vessel section. The choice of such reference is very crucial for the stenosis degree computation; Erroneous references lead to erroneous stenosis degrees. Generally, the stenosis degree is quantified using one single healthy vessel reference immediately adjacent to the stenotic region as following:

\[
S_d = 100\% \times \left(1 - \frac{a_{\text{min}}}{a_h}\right)
\]  

(3.28)

with \(a_{\text{min}}\) the minimal section area and \(a_h\) the healthy section area.

However, using one single reference may lead to quantification errors if the healthy section is not correctly selected. If it is located too far from the diseased lesion, the comparison of the two sections is not conclusive as the stenosis degree is miss-estimated. If the healthy section is erroneously selected downstream the stenosis might be under-estimated. On the other side, if the healthy reference is selected upstream, the lumen narrowing could be over estimated (due to the normal vessel diameter tapering). To minimize the influence of the healthy reference selection, we propose to use a double reference approach. Therefore, a proximal and distal adjacent healthy references are selected for each detected stenosis. These references are defined as the first neighboring healthy points (i.e. not detected by the approach as diseased points) of the flagged stenotic regions (see figure a).

For each detected stenosis, we compute both of the CTA and QCA grades as required by the evaluation framework. Hence, for each stenosis center point \(i\) detected at the previous step, we compute the flagged stenosis minimum cross section area \(a_{\text{min}}\) and the minimum cross section diameter \(d_{\text{min}}\). Then, the two grades are computed as following:

\[
S_{\text{CTA}} = 100\% \times \left(1 - \frac{a_{\text{min}}}{a_p + w \times (a_d - a_p)}\right)
\]  

(3.29)

where,
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Figure 3.24 – Stenosis quantification for (a) the CTA (per lesion) and (b) QCA (per segment) evaluation. (c) The segment stenosis corresponds to the maximum lumen narrowing induced by all the stenosis located at that segment.

\[ a_d \text{ and } a_p \text{ corresponds to proximal and distal references (i.e. healthy points) section areas used to quantify the stenosis degree.} \]

\[ S_{QCA} = 100\% \times (1 - \frac{d_{min}}{d_p + w \times (d_d - d_p)}) \] (3.30)

where, \( d_d \) and \( d_p \) corresponds to proximal and distal references vessel section diameters. \( d_{min} \) is the diseased region minimum diameter value.

with,

\[ w = \frac{w_p}{w_p + w_d} \] (3.31)

For each segment, the stenosis degree corresponds to the maximum of all the stenosis degrees included in that segment as illustrated in figure c.
3.3.4 Implementation

The implementation of the presented approach implied a large amount of work devoted to parameter tuning, validation and optimization of strategies. The previous algorithm was developed in C++ and integrated into a clinical diagnosis prototype of the GE Volume Viewer software. The prototype is totally automated and allows to perform coronary lesions detection of any unseen 3D CT data exam using automatically extracted vessel centerlines.

The first version of the prototype was mainly developed to be tested and evaluated on the challenge database with the provided centerlines. Hence, no pre-processing was necessary to extract the centerlines needed to perform the feature extraction and the classification step. This version was used to optimize and tune the different parameters over the training database.

The developed module implements the feature extraction strategies and acts as the connection to the Random Forest classifier. The first step consists of extracting the features along the coronary vessels of a given exam. The extraction steps are illustrated in algorithm 2.

**Algorithm 2: Feature Extraction**

| input  | cardiac CT exam $E$, Coronary Branches Centerlines $CL$, Lumen radii $R$ |
| output | $F$ the exam features |
|        | for all Coronary branch $B$ do |
|        | for all Segment $S$ of $B$ do |
|        | if $S$ has not been visited yet then |
|        | for all $x$ along $S$ do |
|        | $C = \text{DefineCylindricalPattern}(x, R)$ |
|        | $F_x = \text{ComputeFeatures}(C)$ |
|        | $F \leftarrow F \cup F_x$; |
|        | end for |
|        | end if |
|        | end for |
| Return  | $F$ |

The feature extraction step is run on all the training data sets. The extracted features are stored to create the database used to train the classifier. Once the features are extracted for all the training data sets, we proceed to the creation of learning database using pathological and healthy samples. This step as well as the Random Forest training step are performed off-line by using a Python script. The Random Forest implementation used in this module is based on the freely available version of the scikit-learn Python based framework([http://scikit-learn.org/stable/index.html](http://scikit-learn.org/stable/index.html)). This module allows a very flexible implementation and evaluation
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of the various parameters of the Random Forest algorithm. To facilitate the communication between the C++ and the Python parts of the module, we used the Boost Python library hence allowing to bind C++ to Python programs in a mostly-seamless fashion. The training scheme is described in the following algorithm:

\textbf{Algorithm 3:} Classifier training

\begin{itemize}
  \item \textbf{input}: Sets of features of the learning data sets $F$
  \item \textbf{output}: The trained classifier $RF$
  \end{itemize}

$S \leftarrow \emptyset$

\textbf{for all} set $F$ of features of a training data set \textbf{do}

- $H = \text{ExtractHealthySamples}(F)$
- $P = \text{ExtractPathologicalSamples}(F)$
- $S \leftarrow S \cup H \cup P$

\textbf{end for}

$RF = \text{TrainClassifier}(S)$;

\textbf{Return} $RF$

Once the training step performed, the obtained classifier is serialized and stored in a file for later use during classification phases. All trees constructed during learning are thus preserved. Then, during the testing step, the serialized classifier is reloaded in order to classify the new unseen exam.

The algorithm 4 describes the different steps of an unseen exam processing. First, the different features are extracted for all the coronary vessels points. Then, the different obtained samples are sent to the classifier using a C++/Python interface. The trained classifier affects a probability of being pathological to each vessel point. Once, all the samples are classified, the probability profile of each branch is constructed and processed, and then the stenosis candidates are extracted. The final step consists in computing each stenosis measurement (center point, degree, start and end points). The detected stenoses and their measures are then displayed on the different views.

This work lead to two different prototypes. The first version was dedicated to work on the MICCAI challenge database. We hence used automatically generated centerlines provided by the challenge organizers to extract the different features. Results of evaluating this work on the Rotterdam Coronary Artery Algorithm Evaluation framework are presented in section 3.4.2.1. These results were published in our work [292]. Second, this work was extended in order to be able to fully automatically detect coronary lesions on any unseen cardiac CT exam without using any inputs (i.e. vessel centerlines). Therefore, the final version works in conjunction with the automated heart extraction and coronary segmentation explained in previous chapters.
Algorithm 4: Testing phase

**input** : Unseen cardiac CT exam $E$, Coronary vessels centerlines $CL$, Lumen radii $R$,Serialized classifier $RF$

**output**: Detected Stenosis

$F = \text{ExtractFeatures}(E, CL, R)$

for all $\text{Branch } B \in CL$ do

for all sample $x \in B$ do

$P_x = \text{Classify}(x, F)$

add $P_x$ to the vector of probabilities of the branch $B$ $P_B$

end for

$P_{BS} = \text{SmoothProbabilityProfile}(P_B)$

$\text{FlagStenoticRegions}(P_{BS})$

$C_S = \text{ExtractStenosesCenter}(P_{BS}, R)$

$\text{ComputeStenosesDegrees}(C_S, R)$

end for

DisplayStenosis()

The final framework also utilizes an already existing module of Volume Viewer for automated centerline extraction. The final flowchart of the developed prototype is shown in figure 3.25. This prototype has been further quantitatively and qualitatively evaluated on a GE cardiac CT database (section 3.4.2.2).

The algorithm is launched by selecting a CTA dataset and pressing one button that allows to load the exam and launch the processing (figure 3.26). Then, the whole chain, consisting of heart segmentation, coronary detection, centerline extraction, lumen quantification and features extraction and classification, runs automatically with no additional user interaction or
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parameters setting. Once the classification step is performed and the output probability result is processed, the stenosis center as well as the stenosis degree are computed.

The set of detected stenosis is then displayed by adding bookmarks at each stenosis. The bookmark defines the starting and ending points of the lesion, detected automatically, as well as the center of the stenosis and its grade. The stenoses are displayed on a 3D volume rendering of the coronaries tree. Besides, the lumen, curved and cross section views are displayed allowing the user to visualize the straightened vessel volume and the desired cross sectional planes in order to better inspect the detected stenoses. Detected stenoses are also marked on these different views as shown in figure 3.27. The user could switch between the different vessels views to visualize the different detected lesions. Moreover, for each selected vessel branch, the output probability profile of belonging to the pathological class is displayed along the vessel lumen view thus allowing to compare the probability profile variation to the vessel appearance directly. The user could hence visualize suspicious regions having relatively high probability values that are not detected by the algorithm. Two examples of automated stenosis detection are shown in figure 3.28.
Figure 3.26 – The prototype is launched by clicking on the icon (2) after selecting the wanted exam from the list of available exams in (1). This work is developed as a prototype of the Volume Viewer software.
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Figure 3.27 – An overview of the developed automated prototype for coronary stenosis detection. The 3D views of the segmented artery coronary tree and the heart are shown in views 1 and 3. Views 2 and 4 show the coronal and axial views of the original volume. The detected stenosis are marked using different color codes per lesion on the different views. Lumen, cross section and curved views of the diseased vessel branch are displayed on right view ports (5, 6 and 7). The green profile along the vessel lumen shows the mean vessel diameter. The user could switch the displayed profile to visualize the corresponding probability profile. The stenosis degree as well as the stenosis proximal and distal references are detailed on each stenosis bookmark.
3.4 Experiments and Results

The proposed algorithm have been evaluated using the training and testing databases of the publicly available Coronary Artery Stenoses Detection and Quantification Evaluation Framework described in section 1.2. The training database was used to train the Random Forest classifier as well as to optimize the different parameters of the algorithm. The testing database have been used to evaluate the optimized algorithm and get the final performance on unseen data.

The present section is devoted to describe all the required elements for the evaluation of the proposed methodology described in this chapter. First, we specify the configuration and the parameters tuning of the used classifier. Later, we present the evaluation results of the proposed approach on unseen data bases.
3.4.1 Parameter Tuning and Experimental Setup

For the parameters optimization steps, we used the leave-one-out cross validation method. It involves keeping one exam of the training database to validate the approach and use the remaining 17 exams to train the classifier. This is repeated until all the 18 exams had been used for validation. This allows to simply and quickly test and optimize the algorithm parameters using only the training database.

The first optimization step of our approach was dedicated to the cylindrical vessel pattern parameters as explained in section 3.2.1. Typical values are $N_{\text{radius}} = 8$, $N_{\text{angle}} = 16$ and $N_{\text{section}} = 11$. These sampling parameters were optimized over the training data set. Optimized values lead to a number of 4 sample points per 2-dimensional sub-region (a sub-region on the cross section) and a total of 1056 ($4 \times 24 \times 11$) sampling points per pattern. Next, the extracted features, the training database, the classifier parameters and a set of additional parameters are optimized.

### 3.4.1.1 Features Selection

One important parameter of any learning based approach is the selection of a set of meaningful features that allow to better capture the lesion characteristics to robustly detect all coronary pathologies. The selected features should adequately describe the different types of stenosis that are present in CTA images and be able to generalize easily to other unseen data. Different sets of features have been extracted and tested on the training database as explained in section 3.2. The first tests were dedicated to a restricted number of features including only 7 global intensity-based features (minimum, maximum, mean value, variance, standard deviation, mean average deviation, median average deviation and the central point intensity values). These tests were not conclusive as they lead to high false positive rates and moderate true positive rates. Hence, we used the partitioned cylindrical pattern in order to better capture the presence or not of a vessel lesion. This led to 27 additional local features (12 sub-region means and 15 triangular stats) as detailed in section 3.2. Subsequently, we introduced the histogram-based features with various bins widths. We also added the central point radius value and the hessian intensity computed over different scales, as two geometric features to describe the lumen narrowing induced by the vessel lesion. Afterward, we created an overlap between the different pattern sub-regions by rotating the cylindrical pattern in order to cover all possible lesion positions around the vessel. To increase the robustness of the algorithm against inter-patient variance, we normalized all the intensity based features. Moreover, we extracted two additional longitudinal gradients to detect the lesion along the vessel pattern. The different tests have
been created by sequentially adding and optimizing a new type of features to the previously optimized ones. Finally, the tests are compared based on the online evaluation framework and the best set of features is selected based on the overall average rank (as compared to the CTA and QCA references).

Table 3.3 details the composition of 7 tested features sets. In figure 3.29 and 3.30, we illustrate the obtained classification results using these features sets, optimized over the training data sets. These tests were mainly dedicated to evaluate the two geometric features (mean radius and hessian-based features), the optimization of the histogram width as well as the creation of the overlap and the normalization of the intensity based features.

<table>
<thead>
<tr>
<th>Set</th>
<th>Extracted Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{F}_1$</td>
<td>8 Global intensity features + 37 local features + global histogram of 40 bins + radius</td>
</tr>
<tr>
<td>$\mathcal{F}_2$</td>
<td>8 Global intensity features + 37 local features + global histogram of 60 bins + radius</td>
</tr>
<tr>
<td>$\mathcal{F}_3$</td>
<td>8 Global intensity features + 37 local features + overlap + global histogram of 40 bins + radius</td>
</tr>
<tr>
<td>$\mathcal{F}_4$</td>
<td>8 Global intensity features + 37 local features + overlap + global histogram of 40 bins + radius + hessian intensity</td>
</tr>
<tr>
<td>$\mathcal{F}_5$</td>
<td>8 Global intensity features + 37 local features + 2 longitudinal gradients + overlap + global histogram of 40 bins + normalized radius + Normalized intensity features</td>
</tr>
<tr>
<td>$\mathcal{F}_6$</td>
<td>8 Global intensity features + 37 local features + 2 longitudinal gradients + overlap + global histogram of 60 bins + radius + Normalized intensity features</td>
</tr>
<tr>
<td>$\mathcal{F}_7$</td>
<td>8 Global intensity features + 37 local features + 2 longitudinal gradients + overlap + global histogram of 40 bins + radius + Normalized intensity features</td>
</tr>
</tbody>
</table>

Based on the submitted tests to the online evaluation framework, we concluded that the set $\mathcal{F}_5$ gives the best classification results on the training data sets. The partitioning of the cylindrical pattern allowed to capture more information about the vessel lesions and hence increased the detection rates. On the other side, the hessian based feature was not conclusive. In fact the use of this feature leads to high false positive per patient rates as shown in figure 3.29.

3.4.1.2 Training database creation

As explained in section 3.3.1, different compositions of the training database are possible. In order to determine the best training database, we tested different instances and submitted the classification results using the online evaluation framework. The different subsets are obtained by varying the amount and nature of non pathological samples. First, we created a training data set by considering all the healthy samples (i.e. points, along the coronary vessels of all the training data sets, tagged as non diseased by the observers). This choice is represented
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Figure 3.29 – 7 different sets of features have been extracted over the training data sets. The sets are compared using the per lesion (CTA) and per segment (QCA) evaluations. (a) and (b) shows the QCA and CTA true positives, false positives and false negatives rates. In (c) the false positive per patient rates (compared to the QCA and CTA references) are shown.
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Figure 3.30 – Sensitivity and PPV values compared to the QCA and CTA references for the 7 sets of features. $F_5$ shows the best overall performances.

by the first training database $S_1$ on figure 3.31. However, the classifier is only supposed to detect severe stenosis (i.e. $> 50\%$). Hence, to efficiently detect such diseases and distinguish between severe and non severe stenosis, the training database should include both of the classes. Therefore, a second training database (subset $S_2$) was created by including only the two classes of diseased points: (1) the severe stenosis and (2) the non severe stenotic points. However, such training dataset is not perfectly representative of non severely stenotic class as it does not contain healthy samples. Therefore, we create a third training database $S_3$ containing $N$ points equally selected among healthy and non severe stenotic points. Finally, we considered an ensemble of training databases by including only a number $N$ of healthy points to learn the non severe stenotic class. We have tested different values of $N$ to determine the optimal value leading to the better classification of the severe stenosis on the training data sets. Results of $N = 30$ and $N = 50$ are presented in figure 3.32 for subsets $S_4$ and $S_5$. Figure 3.33 illustrates the obtained ranks with reference to the four evaluation metrics by the five training subsets compositions.

Based on the comparison of the different results using the previously proposed sets of training, we conclude that the better classification performances are obtained by using the training database $S_5$, i.e. composed of 50 healthy samples and including all the severe stenosis.
3.3.4 Experiments and Results

Figure 3.31 – Composition of different training databases for stenosis detection. (a) All the healthy points are included into the training database with the pathological points ($S_1$). (b) The non pathological class is constructed used only the stenotic points with a degree lower than 50% ($S_2$). (c) A set of N points selected from healthy and non severe stenotic points is used as non pathological samples ($S_3$). Finally (d), a set of N points selected only from the healthy class is selected to designate the non pathological class ($S_4$ and $S_5$).
Figure 3.32 – Comparison of different training databases for stenosis detection: (a) shows the distribution of the segments detected as diseased over the TP, FP and FN classes (i.e. per segment analysis) for different training databases ($S_1$ to $S_5$). In figure (b) the distribution of the detected lesions (i.e. per lesion analysis), by the proposed approach, over the TP, FP and FN classes is illustrated using the same training databases. The sensitivity and PPV for both the CTA and QCA based analysis for each training database are presented in figure (c).
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Figure 3.33 – Obtained ranks by the different training databases. The best overall rank is obtained by subset $S_5$.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Tested values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of estimators (i.e. trees) $T$</td>
<td>100, 500, 1000, 1500</td>
</tr>
<tr>
<td>Number of features for the split $m$</td>
<td>$\frac{M}{T}$, $\sqrt{M}$, $\log_2(M)$</td>
</tr>
<tr>
<td>Split function Criterion</td>
<td>Gini function, entropy</td>
</tr>
</tbody>
</table>

3.4.1.3 Random Forest classifier parameters selection

The used implementation of the Random Forest classifier allows to instantiate a classifier with a set of variable parameters. The interface offers a set of 12 tunable parameters. We mainly focused on the optimization of 4 principle parameters: (1) Number of estimators $T$, (2) Number of features to consider when looking for the best split at each node $m$, (3) The criterion function to measure the quality of a node split and (4) The maximum depth of the trees. The ensemble of tested parameters values for the Random Forest are summerized in table 3.4.

In order to optimize the previous random forest intrinsic parameters, we have used the ROC curves (see section C.1.1.7). Such curves allowed to determine the best set of parameters offering the better performances over the training data sets. In figure 3.34, we illustrate three ROC curves used to optimize the Random Forest classifier parameters. Each curve corresponds to a different set of values of $T$ (the number of trees in the forest) and the number of features considered at each node split $m$. Each curve is obtained by increasing the probability threshold from 0 to 1.
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Figure 3.34 – ROC Curves used to optimize the Random Forest classifier parameters. Each curve corresponds to a set of parameters from table 3.4. Parameters value presented by the blue curve gives the better performance.

We have also compared the overall evaluation results obtained by the online evaluation framework to define the best set of parameters. Figure 3.35 shows the obtained results for five different tested sets of parameters.

Based on the previous tests on the training database, we choose to use the Shannon Entropy as a criterion to measure the information gain and quality of each node split [391]. Subsequently, we set $T$ to 1000 and $m$ to $\sqrt{M}$ ($M$ being the number of all the features used for training the classifier). We choose not to set the depth value of the trees, instead the nodes are expanded until all leaves are pure. These parameters setting is represented by submission $P_4$ on figure 3.35.

3.4.1.4 Output probability profile processing

The choice of the training database and the classifier’s intrinsic parameters is very crucial to determine the performances of the proposed approach. However, there exist additional parameters that affects the classification results. The processing of the output probability is important in order to efficiently extract the stenotic regions as explained in section 3.3.2.1; The output profile is smoothed using a Hann filter. Different smoothing window widths varying from 40 to 400 are tested to optimize this parameter over the training data sets using a cross validation process (see table 3.5). Per segment and per lesion sensitivity and PPV values of the different submissions are shown in figure 3.36. Based on this set of tests, the best classification performances were obtained using a window width of 40.
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Figure 3.35 – Optimization of the Random Forest classifier intrinsic parameters over the training data sets. The rates of the per lesions and per segments TP, FP and FN are shown in (a) and (b). The CTA and QCA sensitivity and PPV values are shown in (c).
Table 3.5 – Random Forest output probability profile smoothing. Variation of the window width and comparison of the classification results over the training database. The overall rank of the submission is modified in order to compare only these three submissions.

<table>
<thead>
<tr>
<th></th>
<th>QCA</th>
<th>CTA</th>
<th>Modified Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TP</td>
<td>FP</td>
<td>FN</td>
</tr>
<tr>
<td>$w_{smooth} = 40$</td>
<td>18</td>
<td>65</td>
<td>7</td>
</tr>
<tr>
<td>$w_{smooth} = 100$</td>
<td>17</td>
<td>66</td>
<td>8</td>
</tr>
<tr>
<td>$w_{smooth} = 400$</td>
<td>7</td>
<td>28</td>
<td>18</td>
</tr>
</tbody>
</table>

Figure 3.36 – Severe and non severe stenosis classification performances for three different smoothing parameters. The per lesion and per segment sensitivity and PPV values are presented for the three submissions.
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3.4.1.5 Stenosis threshold optimization

Once the optimal smoothing window size has been set, the probability threshold value should be selected in order to extract stenotic regions. The choice of the threshold value is very important as it allows to decide whether a point should be included as a pathological vessel point or not. Hence, we tested different values in order to define the optimal threshold value. We used a leave-one-out cross validation process to test the different values on the training data sets. For each exam, we train the classifier on the remaining 17 exams. The vessel points of the unseen exam are processed using the trained classifier. The output probability profile is then processed for each coronary branch separately and the chosen threshold value is applied to the processed profile in order to flag the stenotic points. Figure 3.37 shows the classification results for different threshold values ranging from 50 to 80. Submission results are listed with reference to their average ranking.

Based on the previous submissions, the probability threshold value has been set to 50 corresponding to the first threshold $T_1$ on figure 3.37. However, we observed that such choice gives a relatively high false positive rates. Meanwhile, increasing the threshold values will lead to missing some stenosis. Hence we decided to use a two-threshold based approach in order to robustly detect stenotic regions while reducing false detections.

A set of double threshold values have been tested and their classification results evaluated using the Rotterdam evaluation framework. Obtained results are detailed in figure 3.38. The best performances over the training data sets are obtained by setting $T_{prob_1}$ to 70 and $T_{prob_2}$ to 50 (corresponding to the first test).

The choice of the threshold values allows to define the stenotic regions to be flagged (i.e. the extent of the lesion). However, we subsequently need another characteristic of the vessel lesion to be evaluated: its center point. In fact, this point is the only information reported to the evaluation framework. Therefore, we tested two strategies to extract such point as detailed in section 3.3.2.2. Figure 3.39 shows the comparison of the two strategies performances. As illustrated, the maximum probability strategy allows to have a better per lesion detection rates. This is mainly due to the moderate lumen quantification quality that leads to erroneous estimations of the stenosis center.

Hereafter, we report results of the developed approach tested using two different unseen testing databases.
Figure 3.37 — Optimization of the probability threshold value for stenosis detection. FP, TP and FN rates are shown for both a per segment (a) and a per lesion (b) evaluation for different threshold values. The corresponding sensitivity and PPV values are presented in (b).
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Figure 3.38 – Stenotic regions detection by using a two-thresholds based approach. FP, TP and FN rates as well as the FP per patient rates, are shown for both a per segment (a) and a per lesion (b) evaluation for different couples of threshold values. The corresponding sensitivity and PPV values are presented in (b).
Figure 3.39 – Stenosis center extraction strategy selection: FP, TP and FN rates are shown for both a per segment (a) and a per lesion (b) evaluation of both of the strategies. The corresponding sensitivity and PPV values are presented in (c). The maximum probability strategy gives a better classification result.
3.4.2 Results

First, we have evaluated the proposed algorithm using the testing database of the Rotterdam Coronary Challenge (section 3.4.2.1). Details about the database and the evaluation framework are given in section 1.2. This first evaluation was lesion- and segment-based allowing to compare the performances of the approach to the work of other teams on the same database. However, the online evaluation framework is restricted to the detection of severe stenosis and rejects any non-severe (i.e. <50%) lesion which leads to relatively high false positive rates. Besides, as the evaluation results details are not accessible, we do not have details about the failure cases of the proposed approach. Hence, we decided to evaluate our algorithm separately on a second database in section 3.4.2.2.

3.4.2.1 Evaluation on the Rotterdam Coronary Artery Algorithm Evaluation Framework

Two versions of the proposed approach have been tested using the online evaluation framework. The first version $V_1$ was published in our work [292] during the SPIE Medical Imaging conference 2014. This version used a single probability threshold value to detect stenotic regions. Afterward, this work was further improved leading to a second version $V_2$. The new version was dedicated to reduce the amount of false positives by using a two-threshold based approach. The evaluation results of both of the versions are detailed in tables 3.6, 3.7 and 3.8.

<table>
<thead>
<tr>
<th>Database</th>
<th>TP</th>
<th>FP</th>
<th>FN</th>
<th>FP+TP</th>
<th>FN+TP</th>
<th>FP/pat</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>$V_1$</td>
<td>18</td>
<td>64</td>
<td>7</td>
<td>82</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td>$V_2$</td>
<td>16</td>
<td>22</td>
<td>9</td>
<td>38</td>
<td>25</td>
</tr>
<tr>
<td>Testing</td>
<td>$V_1$</td>
<td>16</td>
<td>126</td>
<td>12</td>
<td>142</td>
<td>28</td>
</tr>
<tr>
<td></td>
<td>$V_2$</td>
<td>15</td>
<td>38</td>
<td>13</td>
<td>53</td>
<td>28</td>
</tr>
<tr>
<td>All</td>
<td>$V_1$</td>
<td>34</td>
<td>190</td>
<td>19</td>
<td>224</td>
<td>53</td>
</tr>
<tr>
<td></td>
<td>$V_2$</td>
<td>31</td>
<td>60</td>
<td>22</td>
<td>91</td>
<td>53</td>
</tr>
</tbody>
</table>

The first version was able to detect 18 among 25 diseased segments on the training data sets, leading to a QCA sensitivity score of 72%. Second, lesion-based detection rates using CTA references are examined. On the 27 annotated severe stenosis from the 18 training data sets, 20 have been correctly reported by our algorithm which corresponds to a CTA sensitivity of
Table 3.7 – Per lesion evaluation results (TP, FP, FN and FP/Pat values) of severe stenosis detection obtained by the two approaches $V_1$ and $V_2$ on the training and testing databases of the Rotterdam Coronary Artery Algorithm Evaluation Framework

<table>
<thead>
<tr>
<th>Database</th>
<th>TP</th>
<th>FP</th>
<th>FN</th>
<th>TP+FP</th>
<th>TP+FN</th>
<th>FP/pat</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$V_1$</td>
<td>20</td>
<td>105</td>
<td>7</td>
<td>125</td>
<td>27</td>
<td>5,83</td>
</tr>
<tr>
<td>$V_2$</td>
<td>22</td>
<td>21</td>
<td>5</td>
<td>43</td>
<td>27</td>
<td>1,16</td>
</tr>
<tr>
<td>Testing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$V_1$</td>
<td>26</td>
<td>200</td>
<td>21</td>
<td>226</td>
<td>47</td>
<td>6,66</td>
</tr>
<tr>
<td>$V_2$</td>
<td>19</td>
<td>46</td>
<td>28</td>
<td>65</td>
<td>47</td>
<td>1,53</td>
</tr>
<tr>
<td>All</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$V_1$</td>
<td>46</td>
<td>305</td>
<td>28</td>
<td>351</td>
<td>74</td>
<td>6,35</td>
</tr>
<tr>
<td>$V_2$</td>
<td>41</td>
<td>67</td>
<td>33</td>
<td>108</td>
<td>74</td>
<td>1,39</td>
</tr>
</tbody>
</table>

Table 3.8 – Per segment and Per lesion evaluation results (Sensitivity and PPV values) of severe stenosis detection obtained by the two approaches $V_1$ and $V_2$ on the training and testing databases of the Rotterdam Coronary Artery Algorithm Evaluation Framework

<table>
<thead>
<tr>
<th>Database</th>
<th>QCA (per segment)</th>
<th>CTA (per lesion)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sens. (%)</td>
<td>P.P.V. (%)</td>
</tr>
<tr>
<td>Training</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$V_1$</td>
<td>72</td>
<td>22</td>
</tr>
<tr>
<td>$V_2$</td>
<td>64</td>
<td>42,1</td>
</tr>
<tr>
<td>Testing</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$V_1$</td>
<td>57,1</td>
<td>11,3</td>
</tr>
<tr>
<td>$V_2$</td>
<td>53,6</td>
<td>28,3</td>
</tr>
<tr>
<td>All</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$V_1$</td>
<td>64,2</td>
<td>15,2</td>
</tr>
<tr>
<td>$V_2$</td>
<td>58,5</td>
<td>34,1</td>
</tr>
</tbody>
</table>
74.1% (Table 3.8). Meanwhile, we obtained 16% for CTA PPV score and 22% QCA PPV score. Subsequently, evaluation have been performed using 30 unseen CTA data. The algorithm was able to correctly detect 16 among 28 diseased vessel segment, corresponding to 57.1% of CTA sensitivity. 26 lesions among 47 annotated stenosis have been reported by the evaluated version which leads to a CTA sensitivity of 55.3%. Similarly to the training data sets, moderate PPV values have been obtained with compared to QCA and CTA references (11.3% and 11.5%). An analysis of the reported false positive types allowed to define some strategies in order to avoid such high amounts of false positives (126 false positives for the per segment evaluation and 200 for the per lesion one, on the testing data base). As a result, we submitted a second classification result using the second version (based on the double probability threshold).

The proposed new version of the algorithm is able to detect 16 over the 28 diseased segments of the training data base (i.e. a sensitivity of 64%), and 22 among the 27 annotated severe stenosis (i.e. a sensitivity of 81.5%). On the testing data sets, a sensitivity of 53.6% has been obtained compared to QCA references. The per lesion sensitivity value was of 40.4%. We notice that using the new strategy of stenosis flagging, we were able to reduce the false positive rates. For instance, for a per lesion evaluation on the overall database, the new approach misclassifies only 67 false positive lesions against 305 using the old approach. In fact, the current version offers better PPV values compared to the one published in our work previous work [292]. Compared to QCA, a PPV value of 34.1% have been performed overall the data sets. Meanwhile a PPV of 38% was obtained with reference to CTA ground truths (Tables 3.8).

**Table 3.9** – Evaluation results of the three proposed methods on severe stenosis detection compared to the observers’ consensus.

<table>
<thead>
<tr>
<th>Method</th>
<th>QCA</th>
<th></th>
<th>CTA</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TP</td>
<td>FP</td>
<td>FN</td>
<td>TN</td>
</tr>
<tr>
<td>CTA consensus</td>
<td>23</td>
<td>21</td>
<td>5</td>
<td>345</td>
</tr>
<tr>
<td>Observer 1</td>
<td>24</td>
<td>36</td>
<td>4</td>
<td>330</td>
</tr>
<tr>
<td>Observer 2</td>
<td>21</td>
<td>20</td>
<td>7</td>
<td>346</td>
</tr>
<tr>
<td>Observer 3</td>
<td>18</td>
<td>24</td>
<td>10</td>
<td>342</td>
</tr>
<tr>
<td>Melki et al. [291]</td>
<td>13</td>
<td>94</td>
<td>15</td>
<td>272</td>
</tr>
<tr>
<td>Melki et al. [292]</td>
<td>16</td>
<td>126</td>
<td>12</td>
<td>240</td>
</tr>
<tr>
<td>V2</td>
<td>15</td>
<td>38</td>
<td>13</td>
<td>328</td>
</tr>
</tbody>
</table>

Compared to our first work on automated stenosis detection published in [291], this prototype presents more interesting evaluation results on the same data sets as shown in table 3.9. The new version of the prototype shows a better FP per patient score as compared to the
previous ones (only 1.5 FP/Patient against more than 6 FP/Patient for the older prototypes). This result is important as it indicates that the obtained false positive rates are still reasonable for a clinical use of the prototype.

Tables 3.10 and 3.11 summarize the results of the different works that have been submitted and evaluated using the online evaluation framework on the testing database and the overall database (testing+training). The proposed approach ranked fourth among the 16 tested approaches. Based on these results, we can clearly notice that our approach achieved state of the art performances. For a per segment basis, our approach presented a better sensitivity value than the work of Kitamura et al. [217] and the same as Cetin and Unal [80]. In terms of PPV, we obtained a better PPV value than the works of Cetin and Unal [80] and Lugauer et al. [271]. Similarly, for the per lesion evaluation, our work offers a better PPV value than both of the previous works.

Table 3.10 – Results of severe stenosis detection of the Rotterdam Coronary Challenge: comparison of the 16 submitted methods. Evaluation was performed on the 30 testing data sets.

<table>
<thead>
<tr>
<th>Method</th>
<th>Cat.</th>
<th>QCA</th>
<th>CTA</th>
<th>Avg. rank</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sensitivity</td>
<td>PPV</td>
<td>Sensitivity</td>
<td>PPV</td>
</tr>
<tr>
<td></td>
<td>% Rank</td>
<td>% Rank</td>
<td>% Rank</td>
<td>% Rank</td>
</tr>
<tr>
<td>CTA Consensus</td>
<td>Min User</td>
<td>82.1 2 52.3 1</td>
<td>100 1 100 1</td>
<td>1.2</td>
</tr>
<tr>
<td>Observer2</td>
<td>Min User</td>
<td>75 3 51.2 2</td>
<td>70.2 3 80.5 2</td>
<td>2.5</td>
</tr>
<tr>
<td>Observer1</td>
<td>Min User</td>
<td>85.7 1 40 5</td>
<td>83 2 60.9 3</td>
<td>2.8</td>
</tr>
<tr>
<td>Observer3</td>
<td>Min User</td>
<td>64.3 5 42.9 4</td>
<td>66 4 59.6 4</td>
<td>4.2</td>
</tr>
<tr>
<td>Kitamura et al. [218]</td>
<td>Automatic</td>
<td>35.7 15 32.3 6</td>
<td>51.1 7 33.3 5</td>
<td>8.2</td>
</tr>
<tr>
<td>Lugauer et al. [271]</td>
<td>Automatic</td>
<td>60.7 6 24.6 8</td>
<td>46.8 11 25 12</td>
<td>9.2</td>
</tr>
<tr>
<td>Cetin et al. [81]</td>
<td>Min User</td>
<td>53.6 10 19.2 12</td>
<td>53.2 6 26 10</td>
<td>9.5</td>
</tr>
<tr>
<td>Our Approach</td>
<td>Automatic</td>
<td>53.6 10 28.3 7</td>
<td>40.4 14 29.2 8</td>
<td>9.8</td>
</tr>
<tr>
<td>Lugauer et al. [272]</td>
<td>Automatic</td>
<td>53.6 10 22.1 11</td>
<td>48.9 10 27.7 9</td>
<td>10</td>
</tr>
<tr>
<td>Mohr et al. [305]</td>
<td>Automatic</td>
<td>57.1 7 14.4 14</td>
<td>51.1 7 15.7 14</td>
<td>10.5</td>
</tr>
<tr>
<td>Melki et al. [292]</td>
<td>Automatic</td>
<td>57.1 7 11.3 18</td>
<td>55.3 5 11.5 15</td>
<td>11.2</td>
</tr>
<tr>
<td>Wang et al. [444]</td>
<td>Automatic</td>
<td>25 17 50 3 10.6 20</td>
<td>33.3 5 11.2 11.2</td>
<td></td>
</tr>
<tr>
<td>Eslami et al. [135]</td>
<td>Min User</td>
<td>67.9 4 9.4 19</td>
<td>51.1 7 4 19 12.2</td>
<td></td>
</tr>
<tr>
<td>Duval et al. [131]</td>
<td>Automatic</td>
<td>57.1 7 12.2 16</td>
<td>42.6 12 7.6 17</td>
<td>13</td>
</tr>
<tr>
<td>Broersen et al. [63]</td>
<td>Automatic</td>
<td>25 17 18.9 13</td>
<td>27.7 16 31 7</td>
<td>13.2</td>
</tr>
<tr>
<td>Shahzad et al. [389]</td>
<td>Min User</td>
<td>28.6 16 24.2 9</td>
<td>21.3 17 23.3 13</td>
<td>13.8</td>
</tr>
<tr>
<td>Öksüz et al. [333]</td>
<td>Min User</td>
<td>21.4 19 22.2 10</td>
<td>17 18 25.8 11</td>
<td>14.5</td>
</tr>
<tr>
<td>Melki et al. [291]</td>
<td>Automatic</td>
<td>46.4 14 12.1 17</td>
<td>42.6 12 9.3 16</td>
<td>14.8</td>
</tr>
<tr>
<td>Lor and Chen [265]</td>
<td>Min User</td>
<td>50 13 13.9 15</td>
<td>31.9 15 3 20</td>
<td>15.8</td>
</tr>
<tr>
<td>Flórez Valencia et al. [141]</td>
<td>Min User</td>
<td>17.9 20 8.5 20</td>
<td>14.9 19 4.8 18</td>
<td>19.2</td>
</tr>
</tbody>
</table>
### 3.3.4 Experiments and Results

**Table 3.11** – Results of severe stenosis detection of the Rotterdam Coronary Challenge: comparison of the 16 submitted methods. Evaluation was performed on the 48 training and testing data sets.

<table>
<thead>
<tr>
<th>Method</th>
<th>Cat.</th>
<th>QCA Sensitivity</th>
<th>PPV %</th>
<th>CTA Sensitivity</th>
<th>PPV %</th>
<th>Avg. rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>CTA Consensus</td>
<td>Min User</td>
<td>73.6</td>
<td>3</td>
<td>56.5</td>
<td>2</td>
<td>100</td>
</tr>
<tr>
<td>Observer2</td>
<td>Min User</td>
<td>75.5</td>
<td>2</td>
<td>57.1</td>
<td>1</td>
<td>74.3</td>
</tr>
<tr>
<td>Observer1</td>
<td>Min User</td>
<td>79.2</td>
<td>1</td>
<td>43.3</td>
<td>4</td>
<td>86.5</td>
</tr>
<tr>
<td>Observer3</td>
<td>Min User</td>
<td>58.5</td>
<td>11</td>
<td>50.8</td>
<td>3</td>
<td>64.9</td>
</tr>
<tr>
<td>Cetin et al. [81]</td>
<td>Min User</td>
<td>60.4</td>
<td>9</td>
<td>28.3</td>
<td>10</td>
<td>67.6</td>
</tr>
<tr>
<td>Kitamura et al.[218]</td>
<td>Automatic</td>
<td>47.2</td>
<td>14</td>
<td>41.7</td>
<td>5</td>
<td>60.8</td>
</tr>
<tr>
<td>Our Approach</td>
<td>Automatic</td>
<td>58.5</td>
<td>11</td>
<td>34.1</td>
<td>9</td>
<td>55.4</td>
</tr>
<tr>
<td>Lugauer et al. [271]</td>
<td>Automatic</td>
<td>62.3</td>
<td>6</td>
<td>27.5</td>
<td>11</td>
<td>54.1</td>
</tr>
<tr>
<td>Lugauer et al. [272]</td>
<td>Automatic</td>
<td>60.4</td>
<td>9</td>
<td>27.4</td>
<td>12</td>
<td>59.5</td>
</tr>
<tr>
<td>Melki et al. [292]</td>
<td>Automatic</td>
<td>64.2</td>
<td>4</td>
<td>15.2</td>
<td>18</td>
<td>62.2</td>
</tr>
<tr>
<td>Mohr et al. [305]</td>
<td>Automatic</td>
<td>64.2</td>
<td>4</td>
<td>18.7</td>
<td>15</td>
<td>54.1</td>
</tr>
<tr>
<td>Duval et al. [131]</td>
<td>Automatic</td>
<td>62.3</td>
<td>6</td>
<td>15.6</td>
<td>16</td>
<td>55.4</td>
</tr>
<tr>
<td>Shahzad et al. [389]</td>
<td>Min User</td>
<td>37.7</td>
<td>16</td>
<td>38.5</td>
<td>6</td>
<td>27</td>
</tr>
<tr>
<td>Broersen et al. [63]</td>
<td>Automatic</td>
<td>30.2</td>
<td>18</td>
<td>26.7</td>
<td>13</td>
<td>33.8</td>
</tr>
<tr>
<td>Wang et al. [444]</td>
<td>Automatic</td>
<td>32.1</td>
<td>17</td>
<td>36.2</td>
<td>8</td>
<td>18.9</td>
</tr>
<tr>
<td>Eslami et al. [135]</td>
<td>Min User</td>
<td>62.3</td>
<td>6</td>
<td>11.9</td>
<td>19</td>
<td>47.3</td>
</tr>
<tr>
<td>Oksüz et al. [333]</td>
<td>Min User</td>
<td>28.3</td>
<td>19</td>
<td>36.6</td>
<td>7</td>
<td>14.9</td>
</tr>
<tr>
<td>Melki et al. [291]</td>
<td>Automatic</td>
<td>52.8</td>
<td>13</td>
<td>15.2</td>
<td>17</td>
<td>44.6</td>
</tr>
<tr>
<td>Lor and Chen [265]</td>
<td>Min User</td>
<td>47.2</td>
<td>14</td>
<td>20.2</td>
<td>14</td>
<td>31.1</td>
</tr>
<tr>
<td>Flórez Valencia et al. [141]</td>
<td>Min User</td>
<td>20.8</td>
<td>20</td>
<td>9.8</td>
<td>20</td>
<td>21.6</td>
</tr>
</tbody>
</table>

**Table 3.12** – (Semi-) Automated severe stenosis detection performance of the 16 public methods submitted to the evaluation framework.

<table>
<thead>
<tr>
<th>Method</th>
<th>QCA Sen</th>
<th>QCA PPV</th>
<th>CTA Sen</th>
<th>CTA PPV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>44.42</td>
<td>20.23</td>
<td>37.91</td>
<td>19.41</td>
</tr>
<tr>
<td>Minimum</td>
<td>17.9</td>
<td>8.5</td>
<td>10.6</td>
<td>3</td>
</tr>
<tr>
<td>Q1</td>
<td>27.7</td>
<td>12.175</td>
<td>26.1</td>
<td>8.875</td>
</tr>
<tr>
<td>Median</td>
<td>51.8</td>
<td>19.05</td>
<td>42.6</td>
<td>24.15</td>
</tr>
<tr>
<td>Q2</td>
<td>57.1</td>
<td>24.3</td>
<td>51.1</td>
<td>28.075</td>
</tr>
<tr>
<td>Maximum</td>
<td>67.9</td>
<td>50</td>
<td>55.3</td>
<td>33.3</td>
</tr>
</tbody>
</table>
When analyzing the different proposed methods, we can state that there exists no approach that managed to obtain high score with reference to the 4 criteria. In fact, methods that obtained the best PPV values (e.g. Wang and Liatsis [445]), presented the lowest sensitivity values, with reference to table 3.10. Similarly, methods that were scored the best with reference to the sensitivity rate, obtained lower PPV values (e.g. Eslami et al. [135]). The best approach was the one that managed to get moderate values for the four scores, i.e. the work of Kitamura et al. [217].

Figure 3.40 shows the distribution of the obtained sensitivity and PPV scores per comparison to QCA and CTA references, on the testing data sets. Clearly, all the automated methods provides better detection rates as compared to QCA than CTA references. This is mainly due to the fact that a method could correctly detect a pathological segment while missing the exact lesion location. Lower CTA scores are mainly explained by the fact that giving the exact location and degree of the detected stenosis is challenging when using CTA images. A stenosis could be missed only because the method provides a center that does not within the range of the reference standard which could explain the relatively low sensitivity CTA scores. The reported stenosis will also be considered as a FP. Besides, if the method reports a stenosis with a degree slightly lower than 50%, the stenosis will be classified as a FP. Which explains some of the false positive detections reported by the automated methods.

However, even if the proposed approach seems to provide good PPV values compared to other methods, we was interested by explaining such moderate rates. In fact, an analysis of the reported false positives by our algorithm on the training data sets showed that these low scores can be attributed to different reasons. First, around 15% of false positives are located in branch bifurcation area. It is mainly due to the fact that the cylinder pattern direction
in that case is not precise enough and thus the ROI sometimes overlaps with other vessel surrounding structures. Second, nearly 23% of reported false positives are located at distal parts of coronaries where the lumen quantification fails and leads to erroneous cylinder radius that exceeds the vessel one. Besides, the quality of the CT data became too poor at distal segments and hence affect the detection of vessel lesions. In the two previous cases, we extract features outside coronaries, which leads to classification errors. Moreover, 32% of false positives values are in fact mild and moderate stenosis (< 50% narrowing), classified by our method as true positives while the framework rates them as false positives. The addition of an accurate lumen narrowing quantification step on each stenosis reported by the algorithm would help to better discriminate severe and non-severe stenoses. Finally, the proposed approach seems to merge close stenosis in one single lesion (about 10%). Hence, the reported stenosis center does not correspond to a stenosis center reported by the observers. Such error leads also to some false negatives. Based on this analysis, it appears that only the remaining 20% of the reported false positives are due to the a mis-classification by our algorithm that could be related to the centerline quality. We can thus consider that the PPV for both CTA and QCA evaluation can be improved by handling bifurcations and distal segments separately and by adding a further step to discard non-severe stenoses based on a robust quantification step.

Several reasons could also explain the obtained sensitivity results by the proposed methods. The first limitation that we have noticed, is the vessel centerline quality. In fact, all the proposed algorithms depend on the provided centerlines. If a diseased vessel is missing, the approach would not be able to detect it. Moreover, our approach is based on the hypothesis that the given centerline is well centered at the vessel lumen to be able to correctly capture the vessel wall lesions. However, for some vessel segments, the centerline were biased by the presence of a lesion. In fact, automated coronary tracking is a very challenging task due to the relatively small size of these vessels. Therefore a correction step of the automatically extracted centerlines is mandatory to ensure that all the centerlines are correctly located at the vessel lumen center.

Moreover, we have to mention that the three observers performance for coronary stenoses detection and quantification as compared to CTA reference standard should be interpreted with caution. In fact, as the reference standards was derived from a consensus of these three readers, their performance can be biased to their advantages. Therefore we cannot fairly compare the submitted methods to the performance of the three observers. Instead, to compare the automated detection of stenosis to a manual annotation based on a CTA reference standard, the manual CTA detection should be obtained from a different observer than the ones involved in the consensus reading.
Besides, the evaluation framework does suffer from a set of limitations that affect the final results obtained by the different methods. First, as we can state by examining the scores of the three observers, there exists a clear incoherence between QCA and CTA references. In fact, the CTA consensus is not perfectly in agreement with the QCA reference standard. This could be explained by two major factors; First, the consensus is obtained based on the observation of three independent observers, and is hence subject to inter-observers variability. Second, there exists some detection and/or quantification mismatches between the two modalities. A severe stenosis might be easily detectable in CCA modality but not visible using CTA images due to their limited resolution. Besides, using CCA, a moderate stenosis can be over estimated and hence classified as a severe stenosis, for instance by using wrong references to estimate the QCA stenosis degree. Reversely, a stenosis might be overestimated using CTA modality, which may occur due to a booming or motion artifact, while the corresponding segment does not present any real severe lesions when inspected using CCA images. Such mismatches between the two modalities makes challenging to get high detection scores as compared to QCA references, since all the proposed approaches use CTA data to extract the lesions.

Second, another limitation of the evaluation framework is the stenosis matching procedure between the automatically detected stenosis and the references standards. To evaluate the detection performance of the approach, we have to report only the stenosis location of the center, generally corresponding to the maximum narrowing along the detected lesion. No precisions are given about the procedure to extract such point by the organizers. Moreover such point definition depends on the lumen quantification quality as we need the lumen radii value to determine the maximum narrowing. Hence, this may result in mismatches between the stenosis center detected by the method and the reference standard; Even if the corresponding lesion have been detected by the method, if the reported stenosis center does not lye within the range of the reference standard, it will be classified as a false postive and the reference standard as a false negative. Moreover, if the method provides a large lesion while the reference standard indicates a series of smaller stenosis (at the same vessel), there will be mismatch. As explained in [215], in the best case, only one of the reference stenoses will be correctly matched, if the provided center point lies within the range of one of the small reference stenoses. Therefore, we believe that the evaluation framework could be modified in order to include a better matching procedure. A slice based evaluation seems to be more robust in order to determine whether a method is able to correctly detect the annotated lesions or not. As shown in figure 3.41, the evaluation could be performed by considering a per slice evaluation procedure. As a result, the detection method provides a series of slices corresponding to the detected stenosis and the framework matches each slice with the reference standards. Such process is more precise than
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Figure 3.41 – A slice-based evaluation scheme: Blue slices refers to the reference standard annotated by the observers. True Positive slices (reported by the method) are marked in green while false negative ones are depicted in yellow. False positive detections are marked in red and true negative slices (non diseased) are depicted in grey.

A center point based one.

An additional limitation of the evaluation framework is the use of a hard threshold value to discriminate a severe stenosis from a non severe one. In fact, the observers have used hard classification of the detected lesions into five categories depending on their stenosis degree. However, an automated method may grade a lesion as a stenosis of 49%, while the observers grades the same lesion as being moderate and the QCA reveals a stenosis degree of 52%. As a result, the corresponding approach will be penalized and the corresponding lesion will be classified as a FN, although the grade computed by the approach is close to the reference standards’ one. In fact, stenosis grading using CTA is subject to a margin of error as the modality resolution is limited at narrowed vessels. Besides, a stenosis grade could vary depending on the selection of healthy landmarks. Hence, it is difficult to differentiate between a 45 % and 50 % stenosis degree. A solution would be to use more flexible categories by adding a margin error of 5% to each category border, so that a method would not be penalized while missing or reporting borderline stenoses.

3.4.2.2 Evaluation on a GE database

Additionally to the Rotterdam testing database, the final version of the previous learning based stenosis detection algorithm has been tested on clinically relevant CTA data sets. The new unseen database $B_1$ is composed of 31 CTA images coming from GE Healthcare’s LightSpeed VCT (64-slice Volume Computed Tomography) and GE’s Discovery CT750 HD (64-slice High Definition scanner). The images have been analyzed by different observers and all present stenoses have been annotated manually. For each CTA data, the main 17 segments are inspected and the detected lesions are reported. For each lesion, the observer reports the type (calcified, soft, mixed) and grade category of the stenosis (Normal, Mild, Moderate, Severe or Occluded). Thereby, a ground truth database was generated containing the position, type and grade of every lesion present in the CTA images.
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Table 3.13 – Lesion distribution within the two testing databases.

<table>
<thead>
<tr>
<th>Lesion Type</th>
<th>Stenosis Degree</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Calcified</td>
<td>Soft</td>
<td>Mixed</td>
<td>Stent</td>
<td>All</td>
<td>Non Severe</td>
<td>Severe</td>
<td>All</td>
</tr>
<tr>
<td>B₁</td>
<td>39</td>
<td>19</td>
<td>42</td>
<td>9</td>
<td>100</td>
<td>54</td>
<td>34</td>
<td>88</td>
</tr>
<tr>
<td>B₂</td>
<td>18</td>
<td>12</td>
<td>42</td>
<td>0</td>
<td>72</td>
<td>40</td>
<td>32</td>
<td>72</td>
</tr>
</tbody>
</table>

The 31 CTA images with 193 annotated coronary artery branches were used for a first set of evaluation. The evaluation was performed per Branch and Patient basis. A branch is considered as true positive if it was detected by the method and it contains at least one lesion. A False negative branch is a diseased branch missed by the algorithm. Similarly, a TP patient is a patient having at least one lesion and detected by the automated method. This testing database contains 119 diseased vessels with 100 lesions (see table 3.13). Among the 100 lesions, only 88 presented a visible lumen narrowing (i.e. a lumen stenosis): 54 are non sever stenosis and 34 are severe one. The remaining 12 lesions are associated to a positive remodeling of the vessel wall and present hence no stenosis. The evaluation of the proposed method has been performed on the 17-AHA coronary segments, if they have been correctly segmented and tracked by the automated segmentation and tracking tool. The detection results are summarized in table 3.14. On the 119 diseased branches, 86 were correctly detected leading to sensitivity of 72.2%. The method detected only 9 false positives corresponding to a PPV value of 90.5%. For a per patient basis, the proposed approach has a sensitivity of 84% and a PPV of 100%.

Table 3.14 – Per Branch and Per patient evaluation results using B₁

<table>
<thead>
<tr>
<th></th>
<th>TP</th>
<th>FP</th>
<th>FN</th>
<th>TN</th>
<th>Sensitivity (%)</th>
<th>Specificity (%)</th>
<th>PPV (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Branch</td>
<td>86</td>
<td>9</td>
<td>33</td>
<td>65</td>
<td>72.20</td>
<td>87.80</td>
<td>90.50</td>
</tr>
<tr>
<td>Patient</td>
<td>21</td>
<td>0</td>
<td>4</td>
<td>6</td>
<td>84</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

Subsequently, in order to get a more precise evaluation of the proposed approach, we performed a segment-based evaluation using a sub-database B₂ of B₁ defined only of 11 CTA images. Therefore the algorithm was applied to 92 automatically extracted coronary artery centerlines. From these vessels, a total of 25 was healthy and 67 contained one or more lesions. The automatically extracted vessels contained a total of 98 segments with 35 diseased segments and 63 healthy ones. The selected CTA data sets contains only lesions inducing a lumen narrowing (see table 3.13). In total, 72 stenotic lesions were present on the segmented vessels where 18 of them were calcified plaques, 12 were soft plaques and 42 were mixed plaques. Applied to
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The method was able to detect 27 among the 35 diseased segments, corresponding to a sensitivity of 77.14%. Five segments have been reported by the algorithm as diseased while they contain no lesions. This results in a specificity of 92% and a PPV value of 84.38%. As with the previous database, the vessel-based and patient-based detection rates were examined. From the 67 pathological vessel branches, 47 have been properly classified by the method. Only one branch was wrongly detected as diseased. Hence, obtained sensitivity and specificity values are 70.15% and 96.00% respectively. Additionally, 8 of the 11 diseased patients were correctly classified. This amounts to an overall correct detection rate of 72.0% and a PPV of 100%. Results are summarized in Table 3.15.

Table 3.15 – Per segment, Per Branch and Per patient evaluation results using \(B_2\)

<table>
<thead>
<tr>
<th></th>
<th>TP</th>
<th>FP</th>
<th>FN</th>
<th>TN</th>
<th>Sensitivity (%)</th>
<th>Specificity (%)</th>
<th>PPV (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Segment Based</td>
<td>27</td>
<td>5</td>
<td>8</td>
<td>58</td>
<td>77.14</td>
<td>92.06</td>
<td>84.38</td>
</tr>
<tr>
<td>Branch Based</td>
<td>47</td>
<td>1</td>
<td>20</td>
<td>24</td>
<td>70.15</td>
<td>96.00</td>
<td>97.92</td>
</tr>
<tr>
<td>Patient Based</td>
<td>8</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>72.7</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

Even though the whole coronary tree is analyzed for the lesion detection task, unlike other state-of-the-art methods [207, 208, 303, 355] that focus only on the three major coronary arteries, classification times are still low. Performing CAD on the automatically extracted coronary tree takes around 5 seconds on a standard PC hardware. This time is clearly much lower than the one required by a clinician to manually annotate the different vessels. The whole processing chain, together with the heart segmentation and coronary tree extraction and tracking, takes about 20 to 30 seconds to generate the final diagnosis. The processing time may vary with the size of the cardiac CT dataset and the complexity of the extracted coronary tree. This time may be further optimized by using a C++ code for the classification task instead of the Python one. In fact, the trained classifier being serialized, it might be reloaded using a C++ code embedded in the voxtool library. The whole proposed chain is fully automated, requiring no user interaction to generate the final results. Examples of the quality of the detection results and the accuracy of the approach are presented in figures 3.42, 3.43, 3.44 and 3.45.
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Figure 3.42 – Coronary lesions detection results on a diseased LAD branch showing soft and calcified plaques. Detected lesions are marked using blue bookmarks. The proximal and distal references as well as the minimum lumen narrowing are marked.

Figure 3.43 – Coronary lesions detection results on a diseased RCA branch showing soft plaques. Two different lesions are detected and are marked in purple and red bookmarks. The proximal and distal references as well as the minimum lumen narrowing of each lesion are shown.
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![Figure 3.44](image)  
**Figure 3.44** — Coronary lesions detection results on a diseased RCA branch with mixed, calcified and soft plaques. The different lesions are detected and are marked using a red bookmark. The proximal and distal references as well as the minimum lumen narrowing of each lesion are shown.

![Figure 3.45](image)  
**Figure 3.45** — Coronary lesions detection results on a diseased RCA branch with calcified plaques and a stent that covers the proximal segment. The detected stent is marked using a blue bookmark.
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Conclusions and Future Work
This PhD thesis deals with automated analysis of coronary arteries for lesions detections and quantification using CT angiography data. We have developed algorithms adapted to this context and allowing to reduce the time, cost and risk related to conventional coronary angiography. This work involves a multi-disciplinary interaction, which allowed us to better understanding the problems to be treated and acquire additional knowledge helpful for solving them. In particular, our approaches benefit from anatomical knowledge in order to improve the accuracy and robustness of the different steps of the processing. This knowledge is integrated in the different algorithms at different levels; to initialize the process, guide the segmentation, characterize the target structures and reduce false detections. We were hence able to simplify the proposed algorithms, increase their effectiveness and make them more robust and accurate. Our major concern when developing these approaches was to ensure their applicability in a clinical context by verifying that they meet the target performances. Therefore, we dedicated a major part of this thesis to study and validate (qualitatively and quantitatively) the proposed approaches. In order to make the proposed solutions useful in daily clinical practices, our main objectives were:
• Propose algorithms for cardiac CT analysis using techniques that combine automation, efficiency and robustness.

• Improve some existing processing steps (e.g. heart segmentation, lumen delineation) that affect the final stenosis detection results.

• Validate and analyze the proposed prototype qualitatively and quantitatively by combining several metrics.

In the next sections, we first summarize the main contributions of this work that we organize following three different main topics. Then, we recall the major limitations of the proposed approaches and expose possible solutions to overcome them.
Chapter 1

Achieved work

1.1 Automated heart delineation

In chapter 1, we have presented and evaluated an automated model-based approach for heart isolation in cardiac CT angiography. The proposed technique is mainly composed of a first step of fitting of the geometrical model of the heart (represented by a 3D ellipsoid), followed by a refinement step to delineate the final heart volume. To fit the geometric model, a set of points is extracted on the heart surface. To eliminate contaminated points, in order to avoid biasing the fitting process, a backward outliers removal step is performed. Afterward, a novel two-stage ellipsoid fitting is proposed to estimate the best ellipsoid covering the heart volume. Subsequently, as the heart is not perfectly elliptic, a supervised graph based technique using Random Walkers (RW) is utilized to refine the heart’s delineation. A final step of extra bones removal is applied to clean up the final heart volume. This work has been validated on 133 healthy and pathological CT cardiac images. According to a quantitative and qualitative evaluation on two different sets, the proposed method appears to be an accurate and robust technique for heart segmentation. In fact, an average Dice coefficient of 0.87 ± 0.17 and a maximum distance error of 2.67 ± 1.43 were obtained. Besides, 70% of the segmented volumes shows a very good or perfect segmentation quality.

This work could be used in different clinical applications such as cardiac and vascular diseases investigation or for real-time interventional procedures guiding. The result of heart segmentation could be used to define the heart short and long axis and generate the different views of the heart chambers. It can be used to clearly visualize the coronary arteries running on the surface of the heart. Furthermore, the masque is usually utilized as an input volume for automated cardiac structures segmentation (coronaries and heart chambers) hence reducing the overall processing time as well the amount of false detections.
1.2 Coronary arteries extraction

We have elaborated a novel coronary arteries extraction approach robust to local perturbation and that overcomes the scale related problems. The approach first uses Robust Path Opening to enhance linear structures of a given length with a given amount of noise. Then a component tree filtering approach is applied to extract the coronary arteries. A set of attributes were computed over the constructed tree and evaluated to determine the best ones allowing to robustly capture the coronary arteries. By combining two different attributes we were able to filter major parts of the coronary arteries while reducing the noise amount. The approach showed promising results for coronary arteries extraction compared to a hessian based approach. Compared to ground truth segmentation, the approach shows a mean overlap measure of more than 71.

1.3 Automated coronary stenosis detection

1.3.1 A two-stage Automatic Coronary Arteries Stenoses Detection

In this work, a fully automated algorithm to rule out coronary stenotic area using 3D cardiac CT angiography is presented. The approach is based on lumen segmentation and quantification to detect stenotic regions caused by all types of plaques (soft, calcified or mixed). A first set of stenosis candidates are extracted by analyzing the vessel lumen diameter profile. Then, this set is cleaned up. To remove the outliers, geometric and intensity-based features are used to characterize coronary plaques and stenosis. This work has been evaluated using the Rotterdam Coronary Challenge [215]. It was also evaluated on site during the MICCAI conference (2012) and ranked third. Results show that this tool can be used as a first reader to indicate segments with high likelihood of severe stenosis.

1.3.2 Learning-based Detection of Severe Coronary Stenoses

A learning-based approach for automatic detection of coronary arteries lesions in cardiac CT data is presented. The technique uses a robust multiscale vessel specific pattern to extract a set of rotation invariant features along the vessel centerlines. As input we used the automatically extracted centerlines provided by team Rcadia [30, 161]. We used the Random Forest as a classifier to learn the coronary stenosis from a set of 18 training datasets. The approach was evaluated on the remaining 30 datasets of the Rotterdam challenge.

This approach shows promising results for coronary artery stenosis detection based on the MICCAI stenosis detection challenge evaluation framework. It ranks third among 12 submitted
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algorithms and shows similar performances to the two best works. This shows the potential of machine learning based approaches in resolving the stenosis detection problem against segmentation based approaches. Detection results were also evaluated on a set of GE Healthcare cardiac images by using a vessel-based and segment-based evaluations. The approach showed a sensitivity of 77.14%, a specificity of 92% and a PPV value of 84.38% for a per segment analysis. A fully automated prototype useful in clinical context is developed based on this technique. It could be used as an automated tool to help clinicians quickly highlight severe stenosis (10 seconds).
Chapter 1. Achieved work
Chapter 2

Limitations and Perspectives

General limitations for the proposed techniques are mainly related to the quality of CT images. In fact, coronary arteries are relatively tiny tubular structures that are quickly affected by noise present in the image. This affects segmentation approaches as well as stenosis detection techniques. Besides, the image quality could be degraded by several artifacts caused by heart and respiratory motion, and presence of some blurring vessel abnormalities and surrounding structures (calcifications, stents, heart cavities). A subsequent limitation of the use of CT images is the current spatial resolution not allowing to clearly visualize and accurately process coronary branches with low scale size. The limited resolution can also affect the stenosis degree quantification.

2.1 Automated heart delineation

The most sensitive step of the heart segmentation approach is the initialization and fitting of the geometric model. If the ellipsoid initially includes non cardiac structures, the final results might be not satisfactory. In fact, as we use this geometric model to label the heart volume for the Random walker based segmentation, if an unwanted structure is already included in the initial marker of the heart, it will be present at the final segmented volume. This what happens with ribs. This structures are too close the heart anatomy and are often included in the final result. Moreover, some other surrounding structures of the heart (e.g. liver, major trunks) might be included because the contact regions are absent or weak. In fact, because of the lack of contrast and their closeness to the heart surface, such structures are difficult to remove.

This issue can be addressed by adding an interactive tool allowing the user to adjust the fitted model if necessary. This type of edition tools is often used for clinical applications and adds a flexibility to the proposed tool. Future work will focus on automatically removing the
remaining pulmonary veins and ascending aorta that can obscure the root of the coronaries. Moreover, we plan to further reduce the processing time for the heart segmentation by implementing a multi-grid and parallel approach for the RW and use a more robust statistical approach for the outliers removal.

2.2 Coronary arteries extraction

The proposed method yields promising results for coronary arteries filtering. However, some points of improvement are planned to increase the approach robustness. Major tasks for future work should include computational time reduction and the removal of unwanted kept structures in the final segmented masque. We plan to use a more robust implementation of the tree construction algorithm that would be more adapted for cardiac CT processing. In fact, these images present a considerable number of inactive vowels that do not need to be processed. Such implementation would help to reduce the computational time and the complexity of the approach. Furthermore, we propose to add an automated steps of false positive removal from the final segmentation result. This step includes heart cavities major vessel (pulmonary arteries) removal. Finally, the approach suffers from a major weakness when dealing with pathological cased. We observed some missing coronary parts due to the presence of a severe stenosis resulting in missing the coronary segment beyond the stenosis. In order to solve this limitation, a constrained region growing can be performed in order to reconnect the missing parts. The proposed approach could also be tested in order to filter other type of human vascular structures.

2.3 Automated coronary stenosis detection

2.3.1 A two-stage Automatic Coronary Arteries Stenoses Detection

Based on the evaluation results, our approach mainly suffers from a considerable number of false positives. Besides, some of the significant stenosis were missed by the algorithm. The amount of false positive and false negative can be discussed regarding the evaluation process criteria used to perform such classification. However, one major drawback of this approach is its sensitivity to the lumen segmentation quality. In fact, the approach is mainly based on the quantification of the lumen diameter (or area) to extract the stenotic points. Any error on the lumen segmentation might induce a false (positive or negative detection). Therefore, as future work we will use the improved lumen segmentation approach in order to improve the lesion detection accuracy.
2.3.2 Learning-based Detection of Severe Coronary Stenoses

Even if the approach presented very promising results based on both qualitative and quantitative evaluations, some aspects need to be improved for using the proposed prototype in clinical practice. One major drawback of such approaches is that its performances directly relies on the quality of the input centerlines. Unfortunately, the used centerlines provided by the team Rcadia presents some anomalies. First, we noticed that some significant branches of major coronaries are sometimes missing. This is crucial when a stenosis has been reported by the observers at this missing branch. It will be reported as a false negative by the evaluation framework, while our approach will never be able do detect it. Besides, visual inspection revealed that these centerlines have problems around severe stenosis or occlusions. Some centerlines end prematurely if a severe lesion is encountered. Finally, the quality of vessel centerlines is very critical for an accurate feature extraction. In fact, the designed vessel pattern supposes that the provided centerline is well centered at the vessel lumen in order to be able to capture the region features. Any perturbation along the vessel centerline will lead to erroneous features extraction. This currently happens near to calcified plaques where the centerline is biased by the plaque intensities. Therefore, a centerline correction step seems to be mandatory in order to increase the performances of the proposed approach.

Furthermore, a current drawback of the method is that the definition of one unique threshold value for the probability profile for all the exams is difficult. An interesting solution will be the proposition of a dynamic threshold selection using an interactive tool available via the graphical user interface. Besides, a thorough analysis of the impact of the used features on the final classification result should be performed in order to determine most relevant ones. As future work, we also plan to enrich the learning database by including new annotated coronary lesions. In fact, the relatively limited amount of training data can be considered as a weakness of the current version of our algorithm. It would also be interested to test other learning-based schemes as the active learning. This will allow to continuously learn from new data examined by the user. Besides, miss-classifications would be corrected by the radiologist and could thus lead to an improvement of the approach accuracy. However, this should be used carefully in order to not deteriorate the prototype performances. Only high qualified users should be able to add a new training data and correct a false classification.

Finally, automatic stenosis detection and quantification is still challenging specially because it is hard to accurately discriminate between severe and non-severe stenosis using a hard 50% threshold. In fact, it not possible to accurately differentiate between a 45% and a 53% stenosis degree, given the current resolution of the used CT scanners. A possible solution would be to
use a more flexible approach for reporting detected stenosis. The idea is to allow reporting a suspicious detected stenosis, using a color code with regard to their probability to be a severe lesion.
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Appendix B

American Heart Association Coronary segmentation

Coronary anatomy varies greatly from one person to another. For a better description and communication of the coronary arteries findings, the use of a standardized coronary arterial tree nomenclature is required. In this context, the AHA proposed a standard coronary segmentation model that represents the most frequently encountered coronary segments and that optimizes the correspondence and communication between the different cardiac imaging modalities.

B.1 Left ventricle segmentation

Several imaging modalities are used for the assessment of the left ventricle function, the myocardial perfusion and coronary lesion inspection. This includes echocardiography, coronary angiography (CA), cardiac computed tomography (CCT), cardiac magnetic resonance (CMR), single photon emission tomography (SPECT) and positron emission computed tomography (PET). Despite the technical differences between those modalities, they tend to image and display the myocardium and its surrounding cavities. To facilitate the intra- and cross-modality communication and comparison for clinical application and research, the American Heart Association (AHA) proposes a set of consensus recommendations for the display and the visualization of cardiac images. The heart should be oriented and displayed using the long axis of the left ventricle and selected planes oriented at 90 degrees angles relative to the long axis. A standardized nomenclature of short axis, vertical long axis and horizontal long axis -corresponding to the traditional short-axis, apical 2-chamber, and apical 4-chamber planes of the 2D echocardiography- should be used to describe the 3 perpendicular cardiac planes for all the modalities (see figure A.1). The left ventricle muscle could be divided into a variable number of segments. The first developed model was a 15-segment model proposed by Austen et al. to describe the left ventricle anatomy. Based on an autopsy study, precise data on mass and size of the myocardium were derived. It allowed for a repartition of the myocardial mass into basal (35%), mid-cavity (35%), and apical (40%) thirds perpendicular to the left ventricle long axis. Thus, a
American Heart Association Coronary segmentation

standard 17-segment model of the left ventricle was established based on this anatomic finding. Figure A.1 shows the circumferential location and names of the 17 segments. The basal and mid-cavity thirds are segmented into six 60 degrees parts each. The apical slice was divided into four equal segments of 90 degrees each. The 17th segment corresponds to the left ventricle apex, the extreme tip of the ventricle where the cavity is no longer available. The AHA recommends the use of this left ventricle model for the analysis of the ventricle function and myocardium perfusion.

B.2 Coronary arteries territories assignment

Despite the tremendous anatomic variability of coronary arteries, the AHA recommends to assign each individual segment of the left ventricle to a specific coronary artery territory. Figure A.2 shows the assignment of the 17 segments of the left ventricle to one of the three main coronary arteries: LAD, LCX and RCA. Segments 1, 2, 7, 8, 13, 14, and 17 are supplied with the LAD artery. Segments 3, 4, 9, 10, and 15 are assigned to the RCA distribution. Segments 5, 6, 11, 12, and 16 are assigned to the LCX artery. The greatest variability occurs at the apical cap (segment 17), which can be supplied by any of the three arteries. This assignment between the left ventricle segments and the coronary arteries distribution facilitates the detection of corresponding coronary lesions.
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Figure A.1 – Views of the long vertical axis, long horizontal axis and the short axis planes showing the recommended basal, mid-cavity and basal slices with the corresponding 17-segments. Illustration from [?]
Figure A.2 – Assignment of the 17 segments of the left ventricle to the RCA (red), LAD (blue) and LCX (green). A1, A2 and A3 shows the axial views of the basal, mid-cavity and the apical thirds of left ventricle on a CT angiography with the corresponding AHA segments. B and C shows the horizontal and vertical long axis of the left ventricle displaying the ventricle apex (segment 17). Bottom: Segmental anatomy of coronary arteries corresponding to the modified AHA 17-segment model of the left ventricle. With considering that there is a great variability in blood supply of different segments, the individual segments are assigned to each coronary artery territories. Illustration from [? ]
### B.2 Coronary arteries territories assignment

<table>
<thead>
<tr>
<th>Segment Number</th>
<th>Myocardial segment nomenclature</th>
<th>Associated coronary segment nomenclature</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Basal Anterior</td>
<td>RCA proximal</td>
</tr>
<tr>
<td>2</td>
<td>Basal Anteroseptal</td>
<td>RCA mid</td>
</tr>
<tr>
<td>3</td>
<td>Basal Inferoseptal</td>
<td>RCA distal</td>
</tr>
<tr>
<td>4</td>
<td>Basal Inferior</td>
<td>right posterior descending</td>
</tr>
<tr>
<td>5</td>
<td>Basal Inferolateral</td>
<td>main stem</td>
</tr>
<tr>
<td>6</td>
<td>Basal Anterolateral</td>
<td>LAD proximal</td>
</tr>
<tr>
<td>7</td>
<td>Mid-Anterior</td>
<td>LAD mid</td>
</tr>
<tr>
<td>8</td>
<td>Mid-Anteroseptal</td>
<td>LAD distal</td>
</tr>
<tr>
<td>9</td>
<td>Mid-Inferoseptal</td>
<td>first diagonal</td>
</tr>
<tr>
<td>10</td>
<td>Mid-Inferior</td>
<td>second diagonal</td>
</tr>
<tr>
<td>11</td>
<td>Mid-Inferolateral</td>
<td>LXC proximal</td>
</tr>
<tr>
<td>12</td>
<td>Mid-Anterolateral</td>
<td>obtuse marginal</td>
</tr>
<tr>
<td>13</td>
<td>Apical Interior</td>
<td>LCX distal</td>
</tr>
<tr>
<td>14</td>
<td>Apical Septal</td>
<td>LCX posterolateral branch</td>
</tr>
<tr>
<td>15</td>
<td>Apical Inferior</td>
<td>LCX posterior descending branch</td>
</tr>
<tr>
<td>16</td>
<td>Apical lateral</td>
<td>RCA posterolateral branch</td>
</tr>
<tr>
<td>17</td>
<td>Apex</td>
<td>ramus intermedius branch</td>
</tr>
</tbody>
</table>

**Table A.1** – The 17 myocardial segments with the recommended nomenclature for the left ventricle and the corresponding coronary arteries segmentation for tomographic imaging of the heart
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Appendix C

Measures for Automated Segmentation
Evaluation of medical imaging

Image processing and object/background segmentation are the first steps towards quantitative medical images analysis. In fact, many interesting approaches have been proposed, in the literature, for organs or pathologies segmentation using different modalities. While a great effort has been dedicated to designing new innovative algorithms, fewer works have been dedicated to an appropriate validation framework for this techniques. The first goal of medical image segmentation is to propose algorithms able to produce accurate segmentation results that meet the targets of the wanted application. Therefore, the quality of the segmentation must be assessed to be sure that the proposed approach accomplished the wanted task and is accurate enough to be used in clinical applications. Generally, a manual segmentation of the target object is performed by one or several experts and the result (consensus of the different manual segmentation if more than one expert) is considered as “gold standard” to evaluate the automated segmentation. A large number of measures are available to evaluate the segmentation quality with reference to the manual segmentation (i.e. gold standard). Those techniques can be extensively divided into two main categories: (1) Volume-based measures and (2) Distance-based measures. Hereafter, we will explain the different most used measures in image processing fields.

C.1 Volume Based Measures

Let $I(x, y, z) : \mathbb{R}^3 \mapsto \mathbb{R}$ be a 3D medical image and $S(I(x, y, z)) : \mathbb{R}^3 \mapsto \Omega, \Omega = 0, 1$ a binary segmentation of $I$. If we define $G(I(x, y, z)) : \mathbb{R}^3 \mapsto \Omega$ as the ground truth (i.e. a gold standard annotated by an expert), we can thus classify each voxel $(x, y, z)$ of the segmented image $S$ into one of the four following classes (figure A.1):

- True positive: if $S(x, y, z) = 1 \land R(x, y, z) = 1$ (correctly identified)
- False positive: if $S(x, y, z) = 1 \land R(x, y, z) = 0$ (incorrectly identified)
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<table>
<thead>
<tr>
<th>Segmentation</th>
<th>Ground Truth</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>TP</td>
<td>FP</td>
</tr>
<tr>
<td>Negative</td>
<td>FN</td>
<td>TN</td>
</tr>
</tbody>
</table>

Table A.1 – Confusion matrix

Figure A.1 – An example of a segmentation with the distribution of false positives, true positives, true negatives and false negatives. Both the segmentation S (green) and the ground truth G (blue) are illustrated.

- True negative: if $S(x, y, z) = 0 \land R(x, y, z) = 0$ (correctly rejected)
- False negative: if $S(x, y, z) = 0 \land R(x, y, z) = 1$ (incorrectly rejected)

Hence four statistical parameters can be defined: number of TP, number of FP, number of TN and number of FN. A confusion matrix can be used to summarize the four values:

Several statistical parameters can be thus derived to assess the segmentation result accuracy.

C.1.1 Statistical measures

C.1.1.1 Sensitivity

Sensitivity of an algorithm refers to its ability to correctly identify the wanted object from its background. It is defined as the percentage of true positives detected correctly and is expressed from the previous definition of true positives and false negatives volumes:

\[
\text{sensitivity} = \frac{\text{Volume of true positives}}{\text{Volume of true positives} + \text{Volume of false negatives}} \quad \text{(C.1)}
\]

\[
= \frac{|V_{TP}|}{|V_{TP}| + |V_{FN}|} \quad \text{(C.2)}
\]
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C.1.1.2 Specificity

Specificity of an algorithm refers to the method’s ability to exclude a condition correctly. It represents the percentage of true negatives detected correctly and is expressed as:

$$\text{Specificity} = \frac{\text{Volume of true negatives}}{\text{Volume of true negatives} + \text{Volume of false positives}}$$  \hspace{1cm} (C.3)

$$= \frac{|V_{TN}|}{|V_{TN}| + |V_{FP}|}$$  \hspace{1cm} (C.4)

C.1.1.3 Positive productive value

Positive Productive value (PPV) corresponds to the proportion of true positives inside the segmented area (included in the ground truth segmentation). It evaluates the performance of the method against false positive detections.

$$\text{PPV} = \frac{\text{Volume of true positives}}{\text{Volume of true positives} + \text{Volume of false positives}}$$  \hspace{1cm} (C.5)

$$= \frac{|V_{TP}|}{|V_{TP}| + |V_{FP}|}$$  \hspace{1cm} (C.6)

C.1.1.4 Negative productive value

Negative Productive value (NPV) corresponds to the proportion of true negatives inside the segmented object’s background (not included in the ground truth segmentation). It evaluates the performance of the method against false negative detection.

$$\text{NPV} = \frac{\text{Volume of true negatives}}{\text{Volume of true positives} + \text{Volume of false negatives}}$$  \hspace{1cm} (C.7)

$$= \frac{|V_{TN}|}{|V_{TN}| + |V_{FN}|}$$  \hspace{1cm} (C.8)

C.1.1.5 Fraction of false negative

This measure is expressed as a fraction of the ground truth volume. Fraction of false negatives (FFN) denotes the fraction of tissue that was missed by the approach. It is formulated as following:

$$\text{FFN} = \frac{\text{Volume of false negatives}}{\text{Volume of true positives} + \text{Volume of false negatives}}$$  \hspace{1cm} (C.9)

$$= \frac{|V_{FN}|}{|V_{TP}| + |V_{FN}|}$$  \hspace{1cm} (C.10)
C.1.1.6 Fraction of false positive

This measure is expressed as a fraction of the ground truth volume. Fraction of false positives (FFP) indicates the fraction of volume that was falsely segmented by the approach. It is formulated as following:

\[
\text{FFP} = \frac{\text{Volume of false positives}}{\text{Volume of true positives + Volume of false negatives}} \quad \text{(C.11)}
\]

\[
= \frac{|V_{FP}|}{|V_{TP}| + |V_{FN}|} \quad \text{(C.12)}
\]

C.1.1.7 Receiver Operator Characteristic curve

A receiver operating characteristic (ROC) curve of a binary classification system is a graphical plot that shows the variation of the performance of the system as a decision threshold is varied. The ROC curve is a graph of sensitivity (y axis) vs. 1 - specificity (x axis). Each segmentation result represents one point in the ROC space. The curve is delimited by two points B(0,0) and C (1,1) representing two particular cases. Point B corresponds to the case where the system detects no positive cases (sensitivity = 0) and detects all the negative cases (specificity = 1). Point C corresponds to the situation where the system classifies all the instance as positive detections. Thus, all positive cases are detected (sensitivity = 1) while all negative cases are missed (specificity = 0). The perfect classification system corresponds to the point A (0,1). In fact, for this case no false positives (sensitivity = 1) or false negatives (specificity = 1) are detected.

The ROC curve analysis allows to select the optimal cutoff value that provides the better trade off between the system sensitivity and specificity (best classifying point). The choice of this point depends on the costs of detecting false positives and false negatives as well as the prevalence of the class to be detected (i.e., the proportion of presence of true positives and true negatives in the initial set to be classified) \[?]\. In fact, depending on the application of the system, positive and negative miss-classification may not be considered with the same cost. For pathology detection systems, miss-classifying a positive case as false negative is more crucial than miss-classifying a negative case as false positive. Therefore, sensitivity would be preferred to specificity in this case.

To graphically determine the best point, we need first to define the slope value \(s\) based on the false positive and false negative cost, and the prevalence value \(P\):

\[
s = \left( \frac{\text{False positives cost}}{\text{False negatives cost}} \right) \times \frac{1 - P}{P} \quad \text{(C.13)}
\]

\[
= \left( \frac{\text{Cost of False Positive}}{\text{Cost of False Negative}} \right) \times \frac{1 - P}{P} \quad \text{(C.14)}
\]

The best classifying point corresponds to the point where a line with the above slope \(s\) touches the
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Figure A.2 – A ROC curve illustration showing particular classification cases.

ROC curve moving down from above to the left [? ? ]. When the costs are equal and the prevalence is of 0.5, the best point corresponds to the intersection point of the ROC curve and the line parallel to the diagonal.

C.1.2 Overlap Measures

C.1.2.1 Dice similarity coefficient

Dice similarity Coefficient (DSC) is a spatial volume-based measure that quantifies the overlap between two given binary regions [? ? ?]. It is expressed using the following formula:

\[
DSC = \frac{2 \times |S \cap G|}{|S| + |G|} \quad \text{(C.15)}
\]

\[
= \frac{2 \times |V_{TP}|}{(|V_{FP}| + |V_{TP}|) + (|V_{FN}| + |V_{TP}|)} \quad \text{(C.16)}
\]

Thus, dice coefficient represents the size of the union of the two sets S and G (\(|S \cap G|\)) divided by the average size of the two sets (\(\frac{|S| + |G|}{2}\)). The dice values ranges from 0 to 1. A value of 0 indicates no overlap between the two sets; a value of one indicates that the two sets are in perfect agreement. Higher values of DSC indicates that the segmented result matches better the ground truth than lower.
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values of DSC.

C.1.2.2 Jaccardi Index

Also known as Tanimoto coefficient, Jaccardi index is another similarity measure used to compare two sets \([? \ ]\). It is expressed as following:

\[ J = \frac{|S \cap G|}{|S \cup G|} \]  \hspace{1cm} (C.17)

\[ = \frac{2 \times |V_{TP}|}{|V_{FP}| + |V_{TP}| + |V_{FN}|} \]  \hspace{1cm} (C.18)

It represents the ratio of the size of the intersection of S and G to the size of their union. Similarly to the dice coefficient, the Jaccardi index ranges from 0 to 1.

C.2 Distance based measures

Let \( \mathcal{S} \) denotes the surface of the segmented object \( S \) and \( \mathcal{G} \) the surface of the corresponding ground truth \( G \). Distance based evaluation measures quantify the distance between the segmentation result and the ground truth surfaces \( \mathcal{S} \) and \( \mathcal{G} \). Hausdorff distance and Mean absolute distance are among the distances used for segmentation evaluation.

C.2.1 Distance of Haussdorf

The directed Hausdorff distance between two non empty, closed and bounded sets \( \mathcal{S} \) and \( \mathcal{G} \) corresponds to the maximum distance of \( \mathcal{S} \) to the nearest point in \( \mathcal{G} \). Formally, the Hausdorff distance is a maximum distance defined as:

\[ h(\mathcal{S} , \mathcal{G}) = \max_{a \in \mathcal{S}} \{ \min_{b \in \mathcal{G}} \{ d(a, b) \} \} \]  \hspace{1cm} (C.19)

where \( a \) and \( b \) are points of \( \mathcal{S} \) and \( \mathcal{G} \) respectively and \( d(a, b) \) is a metric distance that could be defined as the Euclidean distance for simplicity. This distance can be obtained in two stages: First, for each point \( a \) in \( \mathcal{S} \) compute the minimum distance to all points in \( \mathcal{G} \). Second, the maximum of all this minimums is obtained as the Hausdorff distance of the set \( \mathcal{S} \) to the set \( \mathcal{G} \). However, this definition of Hausdorff distance is asymmetric (directed). In general:

\[ h(\mathcal{S} , \mathcal{G}) \neq h(\mathcal{G} , \mathcal{S}) \]  \hspace{1cm} (C.20)
Therefore, a more accurate definition of the distance Haussdorf would be:

\[ H(\mathcal{S}, \mathcal{G}) = \max \{ h(\mathcal{S}, \mathcal{G}), h(\mathcal{G}, \mathcal{S}) \} \]  (C.21)

The last definition is generally used to compute the Haussdorf distance between two sets. This measure allows to quantify the mismatch between two sets by computing the distance of the point of \( \mathcal{S} \) that is farthest from any point in \( \mathcal{G} \) and vice versa. So, if the Hausdorff distance between \( \mathcal{S} \) and \( \mathcal{G} \) is \( h \) then all the points of the set \( \mathcal{S} \) are at a distance lower than or equal to \( h \) and vice versa.

### C.2.2 Mean absolute distance

The mean (or average) absolute distance \( m \) of a surface \( \mathcal{S} \) to another surface \( \mathcal{G} \) corresponds to the mean of all minimum distance values separating the points of the set \( \mathcal{S} \) from the set \( \mathcal{G} \).

\[ m(\mathcal{S}, \mathcal{G}) = \frac{1}{|\mathcal{S}|} \sum_{a \in \mathcal{S}} \min_{b \in \mathcal{G}} \{ d(a, b) \} \]  (C.22)

First, for each point \( a \) in \( \mathcal{S} \), the minimum distance to the surface \( \mathcal{G} \) is computed. The average of all these distances gives the average absolute distance of \( \mathcal{S} \) to \( \mathcal{G} \). This calculation is not symmetric. Therefore, as for the Haussdorf distance, we compute the average absolute distance of \( \mathcal{G} \) to \( \mathcal{S} \). The final average symmetric absolute distance between \( \mathcal{S} \) and \( \mathcal{G} \) is obtained by combining the two previous average distances.

\[ M(\mathcal{S}, \mathcal{G}) = \max \{ m(\mathcal{S}, \mathcal{G}), m(\mathcal{G}, \mathcal{S}) \} \]  (C.23)

The mean absolute distance between two surface \( \mathcal{S} \) and \( \mathcal{G} \) tells us about how much these two surfaces differs on average. This value is 0 for a perfect segmentation.
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