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Abstract

Timed FSM strategy for optimizing web service compositions w.r.t. the quality and safety issues

by Olga Kondratyeva

Service-oriented architecture (SOA) together with a family of Everything-as-a-Service (XaaS) concepts nowadays are used almost everywhere, and the proper organization of collaborative activities becomes an important challenge. With the goal of bringing to the end-user safe and reliable service with the guaranteed level of quality, issues of service compositions verification and validation become of high practical and theoretical interest. In the related works, numerous models and techniques are proposed, but mostly focused on functional and non-functional issues in isolation, while integration of these parameters within unified formal framework still remains a problem to be solved – and therefore became one of the core objectives of this thesis.

In our work, we address the problems of web service composition verification and optimization with respect to functional, quality and safety properties of the composition. Finite state models are proven to be useful for testing and verification purposes as well as for service quality evaluation at each step of service development. Therefore, we propose to use the model of Finite State Machine with Timeouts (TFSM) for integrating functional service description with time-related quality and safety parameters, and suggest the extension of the model in order to adequately inherit significant nondeterminism due to the lack of observability and control over third-party component services. For the purpose of component optimization in the composition, we propose a method for deriving the largest solution containing all allowed component service implementations, based on solving TFSM parallel equation. Further, techniques for extracting restricted solutions with required properties (minimized/maximized time parameters, deadlock- and livelock-safety, similarity to the initially given component, etc.) have been proposed. In cases when the specification of a composite service is provided as a set of functional requirements, possibly, augmented with quality requirements, we propose a technique to minimize this set with respect to the component under optimization. Application of the obtained results for more efficient candidate component services discovery and binding, alongside with extending the framework for more complex distributed modes of communications, are among the future work.
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Chapter 1

Introduction

1.1 General Context and Motivations

Nowadays web services are used almost everywhere [1], and the family of concepts of providing something “as-a-service” goes far beyond web service per se. In particular, synchronizing or even moving everyday routine and/or professional activities to clouds have already made it nearly impossible to remember life without Everything-as-a-Service (XaaS). Send an email, share a project report with colleagues, create an electronic RSVP form for a party, or design an animated presentation on-line using yearly subscription instead of often over-priced in-box license - the typical examples of Software-as-a-Service (SaaS), also referred to as “on-demand software” [2]. Need to deploy an application, and want to avoid the trouble of physical maintaining of servers and data centers, thinking about operating systems and runtime - the solution is Platform-as-a-Service (PaaS) [2], e.g., Google App Engine [3]. Though, if you prefer to be in control of everything but hardware - Infrastructure-as-a-Service (IaaS) [2] is another model, and one of the classical example for IaaS are Amazon Web Services (AWS) [4, 5]. And the list of “as-a-service” concepts and models could be continued. Practically, in Web 3.0 [6] era saying that everything is a service - is not an exaggeration anymore.

The number of services increases very fast in order to allow users an easy manipulation of various online applications. Different services developed for the same purpose can be found in service repositories (see, for example, [7]). Nevertheless, the same functional properties do not mean that those web services have the same quality. Thus, in order
to efficiently select the best web service among the great number of available services it is necessary to have the adequate evaluation of the service quality.

Service-oriented architecture (SOA) is an emerging technology, gaining its popularity from a range of benefits: heterogeneity, scalability, flexibility, reusability of the components, etc. [8], becoming a basis for various internet applications such as online multimedia services, purchase and payment systems, e-government, and many others. The service can be defined as a self-contained unit of functionality, logically representing a repeatable business activity with a specified outcome [9]. Simple functionality is usually implemented as a solid entity while complex services are built up from a simpler ones, often provided by a third-party.

Considering any service realizability issues, especially for composite services, it is important to take into account not only functional aspects of components behavior and interactions, but non-functional as well. Among the components with similar functionality, the optimal choice maybe done with respect to their quality parameters. Variety of quality metrics can be assigned to services, while the most popular and widely-used are objective QoS (Quality of Service) attributes. In most papers, the quality of a given web service is defined as a set or a pattern of attributes/parameters of this service [1, 10–12]. As it is mentioned in [11], the major attributes to define the Quality of Service (QoS) are the time delay, the package loss percentage, the service access facility (the availability), the reliability, etc. All these parameters are rather objective and thus, can be evaluated automatically when a range of possible values is specified in advance for each parameter.

Standardized descriptions of service functionality with languages like WSDL, BPEL or WS-CDL, usually do not contain any quality information, though some extensions were recently proposed [8, 9, 13, 14]. The quality information about services becomes the essential part of Service Level Agreement (SLA), the service level contract between service provider and service user describing mutual responsibilities [8, 9, 15]. One of the most common features of the SLAs is a contracted delivery time, related to timed-dependent QoS parameters like response delays, mean time between failures, execution time and timeouts.

The literature survey clearly shows that more research is needed in usage of finite state models for the evaluation of the quality of web services, especially while considering complex services. Often, finite state models augmented with weights and probabilities
such as Markov chains, probabilistic automata, weighted automata, etc., allow more accurate estimating of some parameters which are important for the quality of web services. In most works, the quality of web service compositions is evaluated with respect to a number of composition types and the quality of the composite service is aggregated from the values of quality parameters for service components. Though, sometimes workflows, which are often used for representing such composition, are insufficient for the precise evaluation of the quality of the composite service. Thus, more complex finite state models such as extended finite transition systems are needed to accurately evaluate the quality of the composition when the component quality is given.

There are two main concepts of service composition that are widely discussed in the literature: orchestration and choreography. Orchestration is considered to be centralized composition with the dedicated service (called orchestrator) to manage all the interactions in the system and be a mediator between the user of the service and components involved in producing the final result. Choreography, on the contrary, is considered as distributed decentralized composition, with no dedicated service to organize collaborative work, with each involved agent knowing when and with whom to engage in interaction, and with possibility of moving the user-interaction point from one component to another according to composition goals. Different from orchestration, choreography does not describe any internal actions and internal (control) message exchanges between components, only sequences of messages that are observable from global point of view. Often [16–18] choreography is considered as a communication protocol to which the collaborative behavior of individual peers (component services) has to conform, and in the thesis we adapt this latter interpretation of the choreography concept, with no focus on implementation details of composition, whether it is distributed or centralized.

In this thesis, we do not go deeply in the implementation and deployment questions of choosing centralized or decentralized architecture, but rather consider choreography and orchestration being composition descriptions at different levels of abstraction: while orchestration description languages, like BPEL, already provide processes that can be executed, the choreographies represent the specification, the observable desired joint behavior of the system.

The composition mode in focus of this thesis is the parallel composition, based on the suggestion that the components of a composition communicate with each other in form
of dialogs, exchanging requests and responses, one at a time, in order to process an external request to the composition and produce an external composite response to it. Moreover, the internal communications between components can be hidden from the external viewer while describing composite behavior.

In this communication model, the orchestration architecture might be represented, for instance, as parallel composition of the orchestrator - which will be the context, that treats all external communications - and the pool of candidate component services that are being orchestrated and might be seen as an embedded component, communicating with the environment only through the context. Correlation of the parallel composition to choreography in general case is more complicated, though, the resulting composition could be considered as a result of choreography between components, while the internal dialogs-mode communications could be considered as control messages that components in choreography might exchange in order to coordinate their joint behavior. However, the mode of communication we consider cannot be directly applied to the distributed computations with multiple communications and synchronizations or simultaneously working components, neither for centralized nor decentralized architecture, and those issues are left for the future work.

The use of finite state models for dealing with composition realization issues (i.e. verifying whether the given set of components can work together according to composition specification) has proven to be perspective. Often [17–20] the specification and component behaviors are represented with variants of finite automata and finite state machines, based on which authors propose formal algorithms for checking composition implementability and even derive skeletons for candidate component services.

Though, the quality issues of service compositions are mostly treated separately from functional. Integrated consideration of both functional and nonfunctional requirements may be done based on finite state models augmented with additional parameters, similar to [21–23]. In the thesis, we assume that behavior of the components and specification of the composition are representable with Finite State Machines with Timeouts (TFSM): classical FSMs augmented with timed functions for input and output symbols to integrate service time-related quality parameters, – and show how this model can be used for verifying safety properties of service composition.
1.2 Objectives and Contributions

In the thesis we address two main questions on service composition within TFSM framework:

1. Whether the parallel composition of given components satisfies given functional and quality requirements, while providing safe communication between components?
   (a) If the composition satisfies functional, but not quality requirements, is it possible to reconsider quality requirements in such way, that the composition is able to meet them?
   (b) If the composition does not satisfy functional requirements, what part of the specified behavior can it implement? Is it possible to choose components with different quality parameters so that composition functional requirements are met?

2. Whether it is possible to optimize some of the components to ensure that composition meets quality restrictions?
   (a) Is it possible to substitute a component so that a composition conforms the specification with timed restrictions?
   (b) ...without livelocks and deadlocks? (safety requirements)
   (c) ...with optimal delays? (quality requirements)

Therefore, we are stating the following objectives for the thesis:

1. Propose a finite state model capable of integrating functional, quality and safety requirements for complex services.

2. Define a composition for the proposed model for describing communicative behavior of complex services.

3. Develop methods for effective optimal component selection based on proposed model.
The work performed to fulfill the stated objectives resulted into the following contributions:

1. A FSM with Timeouts (TFSM) model has been proposed as a model for service description that integrates functional, quality-related and safety parameters.

   The FSM with Timeouts model is an extension of classical FSMs with timeout and output delays functions, therefore allowing to describe as sequences of request/response aspects of service behavior, as time-related quality properties like performance within the same model. The behavior of a component service involved in composition can be significantly nondeterministic due to possible interactions with other users and services, which we do not observe nor control, hence, in order to adequately inherit such nondeterminism in the model, an extension of the TFSM model has been also proposed.

2. A correspondence between functional conformance relations for service modeled by TFSMs in cases of real and integer-valued time variable has been established.

   In communicating service components, time variable may have any real value, which is adapted in the proposed TFSM model. Though, checking conformance between two models becomes a complex issue. Therefore, we prove that two given TFSMs are conforming while time variable has any possible real value if and only if they are in conformance while time variable has only integer values. The established correspondence allows adaptation of formal language approaches for composition and component selection issues within TFSM framework.

3. A method for deriving the largest solution containing all allowed component service implementations has been proposed based on solving TFSM parallel equation.

   It is also stated that if the solution to corresponding TFSM equation does not exist, then the composition cannot be implemented with given functional and/or quality requirements.

4. A method for minimization of the set of composite service requirements has been proposed.

   In cases when the specification of a composite service is provided as a set of functional requirements, possibly, augmented with quality requirements, this set can be minimized with respect to the component under optimization. The minimization
technique is based on determining which requirements are applied to the context only, and comparing which parts of the component under optimization are involved in satisfying or violating given requirements.

5. Techniques for extracting restricted solutions with required properties have been proposed.

Namely, we consider four most interesting component service optimization issues:

- selection of safe component service with respect to livelock-free composition;
- selection of the component service with minimal number of states;
- selection of the component service with minimal (best) or maximal (least restrictive) output delays as service quality parameter.
- selection of the component service with minimal required changes to be made comparing with the initially given component.

The theoretical contributions are of importance not only in composite service quality evaluation and optimization domain, but also in domain of automata theory. The applications of theoretical contributions are illustrated on examples of composite services throughout the thesis.

1.3 Thesis plan

In accordance with the above objectives and to provide logical proof of contributions, the thesis is organized in 7 chapters, including Introduction (Chapter 1) and Conclusions (Chapter 7):

- Chapter 2 is devoted to the state-of-the-art in web service quality evaluation models and optimization throughout the service development steps.

- Chapter 3 focuses on the TFSM model definitions and properties, as a formal model for describing web service functional and non-functional properties.

- In Chapter 4 we discuss the correlation between web services composition concepts and the parallel composition, and formally define the parallel composition over TFSMs, providing the algorithms to derive the safety-aware composition.
• In Chapter 5 the general procedure for design of the component under optimization is provided, based on solving the parallel equation over TFSM.

• The restricted solutions correlating to the particularly interesting cases while optimizing service component are discussed in Chapter 6.

• In Conclusions (Chapter 7) we summarize the contributions and discuss the directions for future work.
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Conference publications


Participation in seminars and conferences
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Chapter 2

Background for the State Models in Service Quality Evaluation

2.1 Introduction

We start the chapter with the general preliminaries and the context for web services and service quality evaluation, and continue with the survey of the formal models useful for the quality evaluation at each step of service development process.

The development steps we consider are inspired by [24] with some modifications according to quality evaluation goals at each step. Namely, the steps are: service requirements specification, provisioning, composition, implementation, and usage and management.

The step we are most interested in is the service composition, including issues of composition realizability and functional and non-functional optimization of the composition via component quality-aware selection and substitution.
2.2 Preliminaries on web services

2.2.1 Service-oriented architecture

Service-oriented architecture (SOA) is an emerging technology, gaining its popularity from a range of benefits: heterogeneity, scalability, flexibility, reusability of the components, etc. [8], becoming a basic for various internet applications such as online multimedia and OTT services, online purchase and payment systems, e-government, and many others.

The core unit of SOA is service, which can be defined from different points of view. The Open Group [9] defines the service as a self-contained logical representation of a repeatable business activity, which may be composed of other activities, given to consumers as a “black box” and has a specified outcome. Another way of defining a service is as a composition of web applications where a server (client) in one application can be turned into a client (server) in another application, for example, in [8] a service is defined as “a software system designed to support interoperable machine-to-machine interaction over a network. It has an interface described in a machine-processable format (specifically, WSDL). Other systems interact with the service in a manner prescribed by its description using SOAP messages, typically conveyed using HTTP with an XML serialization in conjunction with other web-related standards”.

The Open Group consortium [9] defines SOA as an architectural style supporting service-orientation, i.e., it is comprised of the following principles [25]:

- **Standardized Service Description.**
- **Service Abstraction**: service descriptions only contain essential information; implementation details are not provided to service consumer.
- **Service Reusability**: services can be positioned as reusable enterprise resources.
- **Service Discoverability**: services are supplemented with communicative meta data by which they can be effectively discovered and interpreted.
- **Service Composability**: services are effective composition participants, regardless of the size and complexity of the composition:
The communication of simple component services may be organized via a remote procedure call (RPC technology), though, the Simple Object Access Protocol (SOAP) or Representational State Transfer (REST) are more often used. In order to support main features of the heterogeneous service oriented architecture (SOA), the interaction with services is processed through public interfaces that are often defined and described using XML-based languages.

The *service description* should contain the description of service semantics and a machine-processable description of the messages that are processed by the service [8]. One of the basic standard languages is the web service description language (WSDL). A number of service repositories publish and provide the automatic analysis of WSDL service files; for example, in [26], a “WSDL Analyzer” extracts the list of supported operations and a required transport protocol that usually is HTTP. Complex services may be derived as a composition of simpler ones, and special languages for the composite service description are developed.

The simple functionality is usually implemented as a solid entity while complex services are built up from simpler ones, often provided by a third-party. Therefore, the properties of the services involved in the design of a new composite service must be carefully evaluated, and before engaging a service component into the desired collaboration, it should be verified whether it would be able to provide the required compositional behavior or not. Workflows which support the logic execution of composite complex services can be described using the business process execution language (BPEL) that, for each component service, defines which messages it gets from and sends to other components. The sequences of the message exchange occurred in the system are usually described using the web service choreography description language (WS-CDL) [20]. Canonical descriptions of services allow an automatic search for a service with the required functionality, though, the information on the quality of a selected service is usually not presented.

### 2.2.2 Service quality parameters

In order to efficiently select the best service among the great number of available services which can provide the required functionality it is necessary to have the adequate evaluation of the service quality.
In most papers, the quality of a given service is defined by a set or a pattern of attributes/parameters of this service [1, 10–12].

The QoS (Quality of Service) can be defined by a set of attributes (or parameters), such as the response time, availability, reliability, etc., corresponding to a given web service and allowing to compare and rank services with similar functionalities [1, 10–12]. This set of attributes is often mapped into a single value, quality score, using an appropriate computable function and the result of this function can be an integer, a rational, a (fuzzy) logic constant, etc. The QoS parameters are rather objective and thus, can be evaluated automatically when a set of possible values is specified in advance for each parameter.

For estimating the quality of web services based on the above parameters heuristic methods are usually proposed [10, 27]. A usual way when evaluating the QoS based on traffic analysis is to use a linear combination of weighted network parameters [12]. Sometimes coefficients of the formula are not given as they can be a know-how of a company that evaluates the service quality for its own purposes. For many services that are located in repositories the QoS is evaluated based on parameters mostly related to traffic analysis. However, the parameters used in traffic analysis are more concerned about the transport level than about service issues; thus, new parameters appear that have to be considered when evaluating the service quality. Such parameters may be the amount of money to be spent, service reputation, the comfort of a solution proposed by the service, etc. A single utility function that maps the values of all parameters into a single resulting value still is used for QoS evaluation [28] but usually it is difficult to represent all these parameters by means of a single value. Correspondingly, the service quality is represented as a set or a vector of heterogeneous attributes [28–30]. The parameters which are related to the traffic analysis are usually evaluated based on the traffic monitoring but such parameters as the comfort of a proposed solution, money to be spent etc. can hardly be estimated applying traffic based methods and thus, there is a need for more complex models to be involved. Taking into account sequences of various user requests, cancellations etc., web services are often described by the sets of permissible sequences of actions [1, 31] and for this reason, researchers turn their attention to trace models such as flow graphs, Markov chains, weighted and probabilistic automata, Petri nets, fuzzy logic [21, 28, 32], etc.
2.2.3 Service composition realizability and optimization

In this section, we consider in more details specifications of composite services, on different abstraction levels, and discuss whether two main composition concepts (namely, orchestration and choreography) are indeed so different.

Choreographies are becoming one of the most powerful, scalable and flexible way of describing collaboration of heterogeneous distributed components, varying its applications from service compositions [33] to complex business processes [34, 35], and far beyond, from ubiquitous systems [36] to Internet of Things [37] and coordination of mobile devices, people and offline services with online ones [38].

One of the problems of components involved in choreographies is that they cannot be forced to proceed in one or another way, unlike when having an orchestrator-manager which is eligible for making any decisions. But in real-world compositions it is not always possible to design an appropriate orchestrator, for various reasons: involved services should preserve the control of interaction with the user to themselves for security and privacy reasons (e.g., payment services like PayPal, Verified-by-Visa, WebMoney, etc., must never share with sellers the details of clients payment information), or physical impossibility (airport timetable service cannot gain any control over the planes and the air companies crews), etc. These type of compositions can be efficiently treated as choreographies, moreover, choreographies with partial specifications requiring from involved components to be able to support desired conversations/interactions but not being able to force them to do it, or ensuring that whatever components do they would never cause undesirable behavior of composition, or verifying that the components can be involved only in specified allowed conversations and none of the others.

The matter of distinguishing choreographies and orchestrations in complex services description is sometimes related not only to the degree of distribution of the control over process among involved components, but also to the level of abstraction at which the system behavior is considered.

Considering any service realization issues, especially for composite services, it is important to fulfill not only functional aspects of components behavior and interactions, but non-functional as well. Among the components with similar functionality the optimal
choice maybe done with respect to their quality parameters. Variety of quality metrics can be assigned to services, while the most popular and widely-used are objective parameters-related QoS (Quality of Service) attributes, subjective evaluation of end-user satisfaction with QoE (Quality of Experience) and revenue-related QoBiz (Quality of Business) [8]. Standardized descriptions of service functionality with languages like WSDL, BPEL or WS-CDL, usually do not contain any quality information, though some extensions were recently proposed [8, 9, 13]. The quality information about services becomes the essential part of Service Level Agreement (SLA), the service level contract between service provider and service user describing mutual responsibilities [8, 9, 15]. One of the most common features of the SLAs is a contracted delivery time, related to timed-dependent QoS parameters like response delays, mean time between failures, execution time and timeouts.

There are two main issues with service composition that can be addressed within formal models frameworks:

- Given a composition specification (most likely, choreography), whether the composition of given components conforms specification? If yes, can the composition of given components satisfy all the quality restrictions? (composition realizability issue)

- Given a composition specification and the components that conform to it, whether it is possible to optimize some of the components to ensure that the composition meets quality restrictions? What restrictions should be put to components so that they satisfy both functional and quality requirements of the composite service? (composition quality- and safety-aware optimization issue)

In related work, the questions of composition realizability are handled within appropriate finite automata-like models, like component automata [17], conversation protocols [16], symbolic transition systems [39], and the usual way of deriving the components from the composition specification is to perform natural projection [17] and/or augment the result of the projection with special control messages to ensure that involved components are aware of the nondeterministic choices made by other components [18]. In [18] it is also
shown that realization of given choreography can be done either in centralized or decentral-
ized manner, using special control messages in both cases to overcome drawbacks of
simple natural projection and allow realization of more challenging choreographies.

In most cases, the models used to analyze the realizability of given composition are
based on finite state models augmented with corresponding communication operators.

2.3 Evaluating quality of web services at development steps using finite state models

2.3.1 Web service development steps

As any software product, a web service passes different steps while being developed, and
these major steps can be defined in different ways: starting from classical software
development life cycle models [40, 41] to business process development [42, 43]. Whatever
chosen development steps are, evaluating quality of the service under development and
verifying its conformance to functional requirements at each step are important issues for
more flexible modification and re-design of either service or requirements. We consider a
chain of five development steps inspired by [24] and slightly modified to be better adapted
for the quality-aware service development, namely, service requirements specification,
provisioning, composition, implementation, and usage and management (Fig. 2.1). An
implementation step is explicitly distinguished and the usage and management steps are
united as they are closely related when evaluating the quality.

1. Service requirements specification: at this step, functional and non-functional re-
  uirements for a service under construction are set, the service and interface de-
   scriptions are specified; in particular, a formal service model can be derived.

2. Service provisioning: this step is used for estimating required and/or available
   provider and business resources.

3. Composition of services: at this step, a service under construction is decomposed
   into simpler services. A decision is made on already implemented component
   services that could be selected in order to guarantee the necessary functionality
   and quality of the composite service.
4. **Service implementation**: at this step, implemented components of a composite service are combined together; verification and testing of the new service are also performed.

5. **Service usage and management**: as the main goal of each service is to satisfy an end-user, the quality of a developed service should be monitored during its usage by collecting and analyzing corresponding data. If the provided quality is under the given threshold then there can be a need for the service optimization.

Service quality can be eventually improved/deteriorated at each development step. Generally, this does not guarantee the optimum of the final service quality but usually helps to get closer to the target. For this reason, a quality evaluation is performed at each service development step. At the first two steps, the specification and provisioning steps, a set of service requirements as well as a set of available resources needed for the service implementation are determined.

**Example 2.1.** Throughout the section we illustrate the use of finite state models at different development steps for the quality evaluation with the example of a Vacation Planner service. This example, with slight modifications, is taken from [44, 45]. The service allows a user to purchase flight tickets and to book an accommodation at the destination point. A user submits traveling dates and the planner proposes a number of available options for flight tickets and hotel rooms. If the user and planner agree on the flight ticket and hotel room then the vacation is successfully booked. Otherwise, the vacation reservation has failed.
2.3.2 Specifying service requirements and deriving a formal specification

The first step - the service specification - has the following goal: describe what the service under development should be able to do and what is the expected quality of the service we hope to be able to provide.

The requirements for the service under construction can be implicitly divided into two groups: functional and non-functional requirements. At the first step it is important to specify which quality parameters are crucial for the service quality and this choice essentially depends on web service features. The choice of quality parameters has a significant impact on the further attractiveness of the constructed service.

The list of crucial parameters is usually defined as the quality vector $QoS = \langle q_1, q_2, \ldots, q_n \rangle$. The restrictions on parameter values (if there are any) can be, for instance, stated by a system of equations or inequalities. Equivalence and order relations can be used for specifying the priorities over quality parameters [46]. For example, the notations below can be used:

- $q_i > q_j$ – parameter $q_i$ is more important than parameter $q_j$;
- $q_i \gg q_j$ – parameter $q_i$ is much more important than parameter $q_j$;
- $q_i \approx q_j$ – parameters $q_i$ and $q_j$ have the same importance.

To be able to produce a “better” service than those which already exist, it is necessary to define the notion “to be better” for two services. Two most popular approaches for such evaluation are the usage of a utility function and the Pareto-dominance relationship.

**Utility function** [28, 29, 47] is a computable function that maps the $QoS$ vector into a single quality score $F(QoS)$. In other words, given two services $S_1$ and $S_2$ with the quality vectors $QoS_1$ and $QoS_2$, the service $S_1$ is better than $S_2$ if $F(QoS_1) > F(QoS_2)$. There are many ways for defining utility functions; the simplest option is to define such a function as a weighted sum of quality parameter values, $F(QoS) = \sum_{q_i \in QoS} \omega_i q_i$, where the main question is how to choose weights. In [28], weights are chosen in such a way that a weighted parameter value is between 0 and 1 where 0 corresponds to the “worst” parameter value while 1 corresponds to the “best”. In [46], the weights are calculated
based on a partial order relation between parameters. The “worst” and “best” parameter values essentially depend on a parameter. For instance, for the response time the less the value is, the better it is for the service quality, while for the availability or popularity a better value is the greater one.

The utility function is not always appropriate for the service quality comparison, especially for composite services. Last years, the Pareto-dominance relationship, also often called skyline, is increasingly used [46, 48]. Once the relation “better” is set for the set of values of each parameter, the quality vector QoS\(_1\) is said to dominate vector QoS\(_2\) if all components of QoS\(_1\) are “not worse” than corresponding components of QoS\(_2\) and at least one component of QoS\(_1\) is better than that of QoS\(_2\). The importance of parameters may be easily taken into account, by considering the domination only over most important parameters. Less important parameters are not taken into consideration at all or the maximal discrepancy value can be set for these parameters.

As web services often process permissible sequences of actions, finite state models are widely used for their analysis and synthesis. In [19], the authors extract a Finite State Machine (FSM) from the WS-CDL description using the tool DIEGO 2.0. In [20], the BPEL and WS-CDL descriptions are translated into a system of communicating timed automata. In most papers, the extracted finite state models are used for automatic composition of services [49] or testing and verification purposes [50, 51]. In the next sections, we show that finite state models can also be helpful for more precise quality evaluation.

**Example 2.2.** For the vacation planner informally described in Example 2.1, we set the following functional requirements: 1) Vacation is booked if both a flight ticket and a hotel room are reserved, 2) Flight tickets are proposed before booking a hotel room. Quality requirement at this step can be expressed with a restriction, that each user request has to be processed in at most 30 seconds.

For the formal specification, on a high level of abstraction, the functional requirements can be represented by transitions of a finite automaton in Fig. 2.2.

The service starts with waiting in the initial state \(q_0\) for users request on preferable travel dates, replying in the state \(q_1\) with the dates available for flight tickets. Then the user might agree or disagree with proposed options (moving from state \(q_2\) to \(q_3\)). In case of
disagreement, the service moves to state $q_4$ and proposes user to either check other travel dates and continue (back to state $q_1$) or quit the service via state $q_7$.

If the user accepts the ticket provided by the service at state $q_3$, then the service confirms available dates and options for booking a hotel room, moves to state $q_5$ and waits for user to decide on hotel reservation. After receiving the answer from the user, the service quits to the final state (coinciding with the initial one) with confirmation or cancellation of the travel booking (with corresponding outputs 'reserved or 'not_reserved).

2.3.3 Estimating reachable quality of the service under development

The service provisioning step includes the analysis of available and required resources for the service under development. This issue involves business processes and related resources such as human-hours to be spent, the cost of implementation of a new service comparing to the usage of existing components, etc. All these parameters significantly influence the system architecture as well as a choice of component services and the implementation quality but their influence is rather implicit and for this reason, such business issues are left out of the scope of this thesis. Nevertheless, knowing some network resources (server quality, internet speed, etc.) gives a chance for more precise evaluation of some service parameters such as the response time or availability of the service. The marketing analysis of the target audience can also refine the evaluation. The quality evaluation at this step can become a part of Service Level Agreement (SLA) [52]. If the predicted quality is under desirable standards then the service requirements specification should be revised, i.e., a developer should come back to the previous development step.

Given a finite state model extracted from some service description, at the provisioning step the model can be refined by augmenting its states and/or transitions with
weights, probabilities or other attributes based on the quality requirements. In particular, in [21], weighted automata are used for more precise service quality evaluation. The weight associated with each automaton transition represents the cost of the corresponding transaction execution (in terms of time, money, etc). The quality parameter values can be estimated via different execution paths of the corresponding automaton and some conclusions about the service quality can be drawn.

**Example 2.3.** Continuing with the Vacation Planner service example, we illustrate the benefits of using weighted automata comparing to the simple rough estimation. For the purpose, the automaton from Fig. 2.2 is augmented with weights for transitions corresponding to service transactions, weights representing the estimated maximal time to perform each operation. The transitions corresponding to the actions of the user (input actions marked with “?”) are not weighted because the user might take as much time as he/she needs to perform a chosen operation, and hence are not taking into account for evaluation of service quality. The resulting automaton is shown in Fig. 2.3.

![Weighted automaton for the Vacation Planner service](image)

**Figure 2.3:** Weighted automaton for the Vacation Planner service

The rough quality estimation that does not take into account the order of operations (and corresponding paths), could be done by simple sum of all known transaction delays, which in our example return 36 seconds and violates the quality requirement described for the vacation planner in Example 2.2.

Though, if the estimation is done based on the formal model, weighted automaton in this case, the more accurate value may be obtained by considering traces from the initial to the final state. As mentioned in [21], the weight of each simple trace (without cycles) may be calculated and the longest transaction time corresponds to a trace with the maximal weight - in this example, such trace is the one through sequences states \( q_0 q_1 q_2 q_3 q_5 q_6 q_0 \) with total weight 29 seconds. \( \triangle \)
2.3.4 Service composition and implementation

When a new service is derived by composing already existing services, possibly developed by a third-party, two main questions arise: what service quality can be provided by existing components, and how to select components to achieve a higher quality of composite service.

For quality evaluation purposes, the functioning of the component services and the content of the messages they exchange are often not considered. When designing the architecture of a composite service, task invocations between components can be expressed with a corresponding workflow and Fig. 2.4 illustrates the basic composition patterns in which the workflow can be decomposed. When a component service is invoked, it executes some task (according to the composition requirements), and after completing the task, the service either produces the result if it is the final task, or invokes other components to execute further composition tasks. The same component service can be used for executing different composition tasks. To avoid any ambiguity further the execution of some task by the service is referred to as a component service.

The simplest workflow compositional pattern is sequential (Fig. 2.4a) where the composite service is organized as follows: when the service $S_0$ completes a task then the service $S_1$ is invoked. In a conditional pattern (Fig. 2.4b), also referred to as XOR-split pattern, $S_0$ invokes one and only one of services $S_1, \ldots, S_k$ depending on the results of the task execution. When probabilities are involved for each possible invocation, the equality $\sum_{i=0}^{k} p_i = 1$ must be held. When the service $S_0$ invokes several services $S_1, \ldots, S_k$ a parallel pattern (Fig. 2.4c), or an AND-split pattern, is considered. Services executing tasks in parallel can be further merged in order to execute a required later task. If the next service is invoked only when all preceding services have completed their tasks, the synchronizing pattern (Fig. 2.4d), or AND-joint pattern, is considered. Otherwise, if the next service is invoked after at least one service completes its task, a concurrent pattern (Fig. 2.4e), or a XOR-joint pattern, is at hand. When some tasks should be repeated, the loop pattern (Fig. 2.4f) is involved, and the number of repetitions may be either known a priori or can be calculated during the task execution.

Without loss of generality, loops are considered to have a single starting point (service $S_1$ in Fig. 2.4f) and any number of exits (service $S_i$ in Fig. 2.4f). For each exit point, the probabilities of continuing the loop or of going out may be specified.
Example 2.4. For the Vacation Planner service (Examples 2.1 to 2.3) the workflow consists of two components - Flight Booking (FB) and Hotel Booking (HB) services, which are invoked sequentially, and the Flight Booking may be re-invoked repeatedly in a loop, as shown in Fig. 2.5.

2.3.4.1 Aggregation functions for quality evaluation

Given a set \( \{S_1, S_2, \ldots, S_n\} \) of component services, their QoS vectors \( \{Q_1, Q_2, \ldots, Q_n\} \) (for instance, published by service providers or so-called service brokers [53], and the composition structure, the question is: what is the quality \( Q \) of the composite service?

For all basic patterns and their combinations the question of overall QoS evaluation has been studied properly and aggregation functions have been elaborated for a number of QoS parameters. The result of each aggregation function is the value of a corresponding attribute of the composite service. Some of these functions without considering probabilities for XOR-splits are summarized in Table 2.1. In Table 2.2, probabilities for
Table 2.1: Aggregation functions for quality parameters

<table>
<thead>
<tr>
<th>QoS Attribute</th>
<th>Sequential</th>
<th>XOR-split</th>
<th>AND-joint</th>
<th>XOR-joint</th>
<th>Loop</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost ($c$)</td>
<td>$\sum_{i=1}^{k} c_i$</td>
<td>$\sum_{i=1}^{k} c_i$</td>
<td>$\sum_{i=1}^{k} c_i$</td>
<td>$\sum_{i=1}^{k} c_i$</td>
<td>$n \sum_{i=1}^{k} c_i$</td>
<td>[29, 53]</td>
</tr>
<tr>
<td>Availability ($a$)</td>
<td>$\prod_{i=1}^{k} a_i$</td>
<td>$\prod_{i=1}^{k} a_i$</td>
<td>$\prod_{i=1}^{k} a_i$</td>
<td>$\prod_{i=1}^{k} (1-a_i)$</td>
<td>$\left( \prod_{i=1}^{k} a_i \right)^n$</td>
<td>[28, 53]</td>
</tr>
<tr>
<td>Response time ($t$)</td>
<td>$\sum_{i=1}^{k} t_i$</td>
<td>$\max(t_i)$</td>
<td>$\max(t_i)$</td>
<td>$\min(t_i)$</td>
<td>$n \sum_{i=1}^{k} t_i$</td>
<td>[29, 53]</td>
</tr>
<tr>
<td>Reliability ($r$)</td>
<td>$\prod_{i=1}^{k} r_i$</td>
<td>$\prod_{i=1}^{k} r_i$</td>
<td>$\prod_{i=1}^{k} r_i$</td>
<td>$\prod_{i=1}^{k} (1-r_i)$</td>
<td>$\left( \prod_{i=1}^{k} r_i \right)^n$</td>
<td>[28, 30, 53]</td>
</tr>
<tr>
<td>Reputation ($q$)</td>
<td>$\frac{1}{k} \sum_{i=1}^{k} q_i$</td>
<td>$\frac{1}{k} \sum_{i=1}^{k} q_i$</td>
<td>$\frac{1}{k} \sum_{i=1}^{k} q_i$</td>
<td>$\frac{1}{k} \sum_{i=1}^{k} q_i$</td>
<td>$\frac{1}{k} \sum_{i=1}^{k} q_i$</td>
<td>[28, 30]</td>
</tr>
</tbody>
</table>

Table 2.2: Aggregation functions for quality parameters when probabilities are involved

<table>
<thead>
<tr>
<th>QoS Attribute</th>
<th>XOR-split</th>
<th>Compositional pattern</th>
<th>Loop</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost ($c$)</td>
<td>$\sum_{i=1}^{k} p_i c_i$</td>
<td>$\sum_{i=1}^{j} \left( \prod_{j=1}^{i} p_j \right) \left( \prod_{j=i+1}^{k} (1-p_j) \right) \left( \sum_{j=1}^{i} c_j + \sum_{j=i+1}^{k} c_j \right)$</td>
<td>$\left( 1 - \prod_{i=1}^{k} p_i \right)$</td>
<td>[29, 53]</td>
</tr>
<tr>
<td>Availability ($a$)</td>
<td>$\sum_{i=1}^{k} p_i a_i$</td>
<td>$\sum_{i=1}^{j} \left( \prod_{j=1}^{i} p_j \right) \left( \prod_{j=i+1}^{k} (1-p_j) \right) a_i$</td>
<td>$\left( 1 - \prod_{i=1}^{k} p_i \right) a_i$</td>
<td>[29]</td>
</tr>
<tr>
<td>Response time ($t$)</td>
<td>$\sum_{i=1}^{k} p_i t_i$</td>
<td>$\sum_{i=1}^{j} \left( \prod_{j=1}^{i} p_j \right) \left( \prod_{j=i+1}^{k} (1-p_j) \right) t_i$</td>
<td>$\left( 1 - \prod_{i=1}^{k} p_i \right) t_i$</td>
<td>[29, 53]</td>
</tr>
</tbody>
</table>

XOR-splits and loops are taken into account when deriving aggregation functions. In these tables, the integer $k$ denotes the number of involved services while the integer $n$ is used for the number of loop iterations, and $p_i$ is the probability of invoking the service $S_i$.

In fact, the set of functions in Table 2.1 is incomplete, since more attributes can be considered such as popularity, especially for social networks [54]. When involving some logic models, such as fuzzy logic, $k$ value logic etc., or modular arithmetic models, aggregation functions which use only sum and multiplication operators do not seem to be sufficient and thus, novel corresponding aggregation functions have to be elaborated.

Table 2.2 contains no aggregation functions for sequential and parallel patterns since they coincide with those in Table 2.1. For a conditional pattern the average quality evaluation is calculated, though the quality often is computed for each path separately, which allows to assess the worst case, the best case, and/or the quality along the most probable execution path [53]. When probabilities are given, the quality of a loop pattern is calculated for an arbitrary (not limited) number of iterations.

However, sometimes workflows, which are often used for calculating the composition QoS, are insufficient for the precise evaluation of the quality of the composite service.
Thus, more complex trace models such as extended finite transition systems are needed to accurately evaluate the quality of the composition when service component qualities are given.

2.3.4.2 Quality-aware component selection

When the estimated quality of a composite service is unsatisfactory the question arises how the quality could be enhanced. According to the previous section, the quality of a composite service significantly depends on the composition structure and the quality of component services. The composition structure is mainly pre-determined by functional requirements and hence, cannot be easily changed. Correspondingly, in order to enhance the quality of a composite service there is an option of selecting a “better” component service, a so-called the quality-aware component selection problem. A “better” component service can be selected from a collection of services with similar functionalities based on a corresponding utility function or a skyline order relation.

The quality-aware component selection is a multi-dimensional optimization problem and often can be reduced to the well-known combinatorial problems such as the multi-choice knapsack problem [55], the resource constraint project scheduling [56], or the derivation of a shortest graph path under some constraints [57], etc. Local and/or global approaches can be applied [28, 55, 58]. Local selection approaches focus on choosing the best component for each task independently of other tasks, while the global optimization objective is to derive a composition with a better overall quality. For partially specified or derived on-the-fly compositions a local selection approach is reasonable, though, it cannot guarantee that the composite service satisfies the given quality requirements [59]. Global approaches which can ensure the composite service quality utilize the multi-dimensional optimization [58–60] and these approaches are rather computationally expensive. Novel promising approaches are rather the mixture of local and global approaches [28, 46, 48].

2.3.4.3 The implementation issues

When all decisions are taken about the service hierarchy and components, the non-existing component services and the overall composition are implemented. At this step, formal descriptions using finite state models can essentially help as there are many tools
which allow automatic code generation (see, for example, [61]). A developed implementation is then verified and tested for checking that the implementation conforms to its specification [50, 51, 62]. Other properties of the implementation such as security and robustness can be also tested at this level. Nevertheless, the quality related features which are expected according to the service specification usually are tested at the next step when the service is started to be used. If some parameter values do not satisfy a developer he/she can come back to the previous steps in order to redesign the service.

### 2.3.5 Service usage and management

The main objectives of service management include, but are not restricted to, improving service quality and ensuring that the service satisfies functional and non-functional requirements [8, 15]. Requirements that service should meet can be specified in the Service Level Agreement [52] and are checked via service monitoring when various data are collected and analyzed. At this step, detecting the SLA violations becomes one of the main service management objectives.

The quality information about services becomes the essential part of Service Level Agreement (SLA), the service level contract between service provider and service user describing mutual responsibilities [8, 9, 15]. One of the most common features of the SLAs is a contracted delivery time, related to timed-dependent QoS parameters like response delays, mean time between failures, execution time and timeouts. In this paper we focus on those parameters, integrating them into the state model of service behavior in terms of dedicated timed functions. The example of timed-related fragment of an SLA document for a simple IT helpdesk service from [63] is shown in Fig. 2.6.

Monitoring the conformance of service performance to the specification of composition and SLA requirements is one of the crucial objective at this development step. In cases
if specification and/or SLA violations are detected, the optimization of the service, including substitution of some components, might be required.

### 2.4 Chapter conclusions

The finite state models relying on input/output sequences of service specification augmented with appropriate parameters can increase the accuracy of the QoS evaluation in some cases, compared to linear combinations and workflow-based aggregation functions. We have also discussed how the quality of a composite web service can be evaluated by the use of such models and how the selection of a QoS-aware component service can be performed. Also, time-related quality parameters are remaining one of the crucial for evaluating the service quality and in many services has an important influence on end-user satisfaction as well.

Therefore, in the following chapters we investigate the finite state model augmented with timed parameters in more details.
Chapter 3

Finite State Machines with Timeouts as a Formal Model for Web Services

3.1 Introduction

The finite state models proved their usefulness for various purposes while dealing with discrete event systems - including web services, especially while considering composite services: often [17–20] the service composition functional specification is treated as a conversation protocol, described with variants of finite automata and finite state machines, so that formal algorithms for its optimization and verification can be applied.

Similar to [21–23], to integrate service quality parameters into a functional model, we augment classical finite state model with additional functions. In the thesis, we integrate into the functional model one quality parameter - response time, for several reasons: first, it is one of the most popular quality parameter to consider while evaluating service quality and SLA negotiations; second, for wide range of services it also has a great impact on user satisfaction; third, it is often useful for detecting some safety issues in communication between several components; forth, response time is one of the most representative cumulative (or, additive) parameter, i.e., the aggregation of such parameters in complex processes is based on sum operator (for example, in aggregation functions in Table 2.1).
Therefore, in the thesis we consider the specification and components behavior being represented with Finite State Machines with Timeouts (TFSM): classical FSMs augmented with timed functions for input and output symbols. In this Chapter, we investigate essential properties and relations for the TFSM model, starting from the general definition. Then, we propose a nondeterministic extension to model lack of control and observability while dealing with third-party components. For verification and testing purposes, the conformance relations are defined over TFSMs, and we show that it is sufficient to consider TFSM behavior only at integer-valued time instances. The latter allows to establish the correspondence between TFSMs and classical Finite Automata (FA), opening the way for the efficient adaptation of well-developed formal techniques. The established correspondence holds due to the cumulative nature of time parameter, and in the future work might be investigated for other than time quality parameters and metrics.

3.2 TFSM definitions and notations

3.2.1 General definition

Definition 3.1. A Finite State Machine with Timeouts (TFSM) is a 7-tuple \( S = (S, I, O, \lambda_S, s_0, \Delta_S, \sigma_S) \), where:

- the 5-tuple \( (S, I, O, \lambda_S, s_0) \) is an (underlaying) FSM:
  - \( S \) is the finite non-empty set of states with the designated initial state \( s_0 \);
  - \( I \) and \( O \) are the input and the output alphabets, respectively;
  - \( \lambda_S \subseteq S \times I \times O \times S \) is the transition relation;
- \( \Delta_S : S \rightarrow S \times (\mathbb{N} \cup \{\infty\}) \) is a timeout function, and
- \( \sigma_S : \lambda_S \rightarrow \text{Time} \) is an output delay function.

The timeout function \( \Delta_S(s) = (s_T, T) \) prescribes for each state \( s \in S \) the maximal time \( T \in (\mathbb{N} \cup \{\infty\}) \) (timeout) of the idle waiting at the state \( s \) for an input to be applied; and the next state \( s_T \in S \) which the machine moves to if no input has been applied.
before the timeout expires. If $\Delta_S(s) = (s_T, \infty)$, then by definition, \( s_T = s \), i.e., the
machine can stay waiting for an input at state \( s \) infinitely long.

The output delay $\sigma_S : \lambda_S \rightarrow \text{Time}$ function defines for each transition \(<s_1, i, s_2, o> \in \lambda_S$
the set of timed intervals \( \{[l, r] | l < r \wedge l, r \in (\mathbb{N} \cup \{0, \infty\}) \} \) within which the machine can
process the applied input, execute the transition and produce the output \([64–67] \). \( \triangle \)

Each TFSM has an internal time variable – \textit{timer} – which is reset to 0 when either of
the following occurs:

- TFSM is reset (i.e. TFSM current state is set to the initial state);
- TFSM receives an input;
- TFSM produces an output;
- TFSM state changes (due to input-output transition or timeout).

In other words, the value of TFSM timer shows how much time has passed since the
TFSM reached its current state or received the input that is currently processed.

**Definition 3.2.** A TFSM is complete if the underlying FSM is complete; the latter
means that for each state \( s \in S \) the behavior of the machine is defined for any input
\( i \in I \), i.e., for each state \( s \in S \) and input \( i \in I \) there is at least one pair \( \langle o, s' \rangle \in O \times S \)
such that \( \langle s, i, o, s' \rangle \) is transition of the underlying FSM; otherwise the TFSM is called
partial.

For a given state \( s \in S \), we denote \textit{inputs}_S(s) the set of inputs that are defined in the
state \( s \), i.e.,

\[
\text{inputs}_S(s) = \{i \in I | \exists (o, s') \in O \times S : \langle s, i, o, s' \rangle \in \lambda_S \}.
\]

**Definition 3.3.** A TFSM is functionally-deterministic (f-deterministic) if the underlying
FSM is deterministic, i.e., for each state \( s \in S \) and input \( i \in I \) there is at most one
pair \( \langle o, s' \rangle \in O \times S \) such that \( \langle s, i, o, s' \rangle \) is transition of the underlying FSM.

A TFSM is time-deterministic (t-deterministic) if for each transition \( \langle s, i, o, s' \rangle \in \lambda_S $ the
output delay function is a single interval, i.e., for each \( \langle s, i, o, s' \rangle \in \lambda_S \) it holds that
\( \sigma_S(\langle s, i, o, s' \rangle) = \{[k; k + 1]\}, k \in \mathbb{N} \cup 0 \).
A TFSM is deterministic if it is both $f$- and $t$-deterministic, otherwise, the TFSM is called nondeterministic.

**Example 3.1.** The Vacation Planner service, described as weighted automaton in Example 2.3, also can be represented by TFSM model in Fig. 3.1, where weights are wrapped as output delays values and requests and responses are paired. The resulting TFSM is partial and functionally-deterministic.

![TFSM Diagram](image)

**Figure 3.1:** TFSM description of Vacation Planner service

### 3.2.2 TFSM behavior description

The behavior of the TFSM is characterized by the set of (timed) traces it accepts. Further we denote the set of non-negative real as $\mathbb{R}^+$. 

**Definition 3.4.** A timed input is a pair $\langle i, t \rangle \in I \times \mathbb{R}^+$ which indicates that an input $i$ is applied when TFSM time variable (timer) has value $t$, i.e. at the time instance $t$ after the previous output was observed or the current state was reached.

A timed output is a pair $\langle o, t \rangle \in O \times \mathbb{R}^+$ which indicates that an output $o$ is produced when the timer has value $t$, i.e. exactly at the moment $t$ after an input was applied.

A sequence $\langle i_1, t_1 \rangle \ldots \langle i_m, t_m \rangle$ of timed inputs is a timed input sequence, while a sequence $\langle o_1, k_1 \rangle \ldots \langle o_m, k_m \rangle$ of timed outputs is a timed output sequence.

Given the state $s$ and input $i \in \text{inputs}_S(s)$, denote $\text{outputs}_S(s, i) \subseteq O \times \{\sigma_S\}$ the set of all output symbols paired with their possible delays, i.e.,

$$\text{outputs}_S(s, i) = \{\langle o, \sigma_S(tr) \rangle \mid \forall o \in O \exists s' \in S : tr = \langle s, i, o, s' \rangle \in \lambda_S\}.$$
Given the state $s$ and input $i \in \text{inputs}_S(s)$, denote $\text{next\_states}_S(s, i) \subseteq S$ the set of successors of the state $s$ under input $i$, i.e.,

$$\text{next\_states}_S(s, i) = \{s' \mid \exists o \in O : \langle s, i, o, s' \rangle \in \lambda_S\}.$$  

In order to extend the transition relation on timed inputs and outputs, we define the following functions:

- $\text{time}_S : S \times \mathbb{R}^+ \to S$ — for a given state $s$ and time value $t$, function $\text{time}_S$ computes the state of the TFSM $t$ time units after reaching the state $s$ according to the timeout function;

- $\text{clock}_S : S \times \mathbb{R}^+ \to \mathbb{R}^+$ — for a given state $s$ and time value $t$, function $\text{clock}_S$ computes the value of the timer $t$ time units after reaching the state $s$.

To calculate the value of $\text{time}_S(s, t)$, we calculate the chain of timeout transitions $\Delta_S(s) = (s_1, T_1), \Delta_S(s_1) = (s_2, T_2), \ldots, \Delta_S(s_{p-1}) = (s_p, T_p)$ such that $T_1 + T_2 + \ldots + T_{p-1} < t$, but $T_1 + T_2 + \ldots + T_p \geq t$. In this case, it holds $\text{time}_S(s, t) = s_p$ and the value of time variable is $\text{clock}_S(s, t) = t - (T_1 + T_2 + \ldots + T_{p-1})$, since the last reset of the timer is performed when reaching the state $s_p$.

If $\Delta_S(s) = (s, \infty)$, then $\text{time}_S(s, t) = s$ and for any value of $t$, it is set $\text{clock}_S(s, t) = 0$.

By definition, the following properties hold: for $\Delta_S(s) = (s', T)$

$$\text{time}_S(s, t + T) = \text{time}_S(\text{time}_S(s, T), t),$$

$$\text{clock}_S(s, t + T) = \text{clock}_S(\text{time}_S(s, T), t).$$

In order to calculate the output that TFSM produces in response to a timed input $\langle i, t \rangle$ applied in state $s$, we first compute to which state $s_p$ TFSM moves according to the timeout function after waiting $t$ timed units, i.e., the input $i$ is applied when TFSM is in the state $s_p = \text{time}_S(s, t)$.

Therefore, for each timed input $\langle i, t \rangle$ the transition relation $\lambda_S$ is extended with transition $\langle s, \langle i, t \rangle, o, s' \rangle$, i.e., $\langle s, \langle i, t \rangle, o, s' \rangle \in \lambda_S$, and output delay function is defined as $\sigma_S(s, \langle i, t \rangle, o, s') = \sigma_S(\langle \text{time}_S(s, t), i, o, s' \rangle)$. 
Receiving the input $i$ in $s_p$, the TFSM can produce an output $o$ if there is a transition $\langle s_p, i, o, s' \rangle \in \lambda_S$ in response after any time instance $t' \in \sigma_S(\langle s_p, i, o, s' \rangle)$ (i.e., $t'$ being within some interval from $\sigma_S(\langle s_p, i, o, s' \rangle)$).

The corresponding timed output $\langle o, t' \rangle$ is a possible response of the TFSM to the timed input $(i, t)$ applied at the state $s$.

Consider the sequence $\alpha = \langle i_1, t_1 \rangle \langle i_2, t_2 \rangle \ldots \langle i_n, t_n \rangle$. Timed input sequence $\alpha$ is called acceptable by TFSM $S$ in state $s$ if there exist a timed output sequence $\beta = \langle o_1, k_1 \rangle \langle o_2, k_2 \rangle \ldots \langle o_n, k_n \rangle$ and a chain of states $s_1, s_2, \ldots, s_n$ such that $\lambda_S^s$ contains transitions $\langle s, \langle i_1, t_1 \rangle, o_1, s_1 \rangle$, $\langle s_1, \langle i_2, t_2 \rangle, o_2, s_2 \rangle$, $\ldots$, $\langle s_n-1, \langle i_n, t_n \rangle, o_n, s_n \rangle$ and output delays are $k_1 \in \sigma_S(\langle s, \langle i_1, t_1 \rangle, o_1, s_1 \rangle)$, $k_2 \in \sigma_S(\langle s_1, \langle i_2, t_2 \rangle, o_2, s_2 \rangle)$, $\ldots$, $k_n \in \sigma_S(\langle s_n-1, \langle i_n, t_n \rangle, o_n, s_n \rangle)$.

Then, $\alpha/\beta$ is called the timed trace of the TFSM $S$ in state $s$, and the transition relation is extended with the transition $\langle s, \alpha, \beta, s_n \rangle \in \lambda_S^s$.

Denote the set of all traces of $S$ in state $s$ as $\text{trace}^S(s)$ and the set of all timed output sequences $\beta$, such that $\alpha/\beta$ is a timed trace, as $\text{out}^S(s, \alpha)$.

For notation simplicity, we further omit superscripts $t$ and $\alpha$ in extended transition relations and use $\lambda_S$ everywhere. Where appropriate, we also use the following notation for transitions and timeout transitions: $\langle s, i, o, s' \rangle \in \lambda_S$ with output delays $K = \sigma_S(\langle s, i, o, s' \rangle)$ as $s \xrightarrow{i, o(K)} s'$; and timeout $\Delta_S(s) = \langle q, T \rangle$ as timeout transition $s \xrightarrow{T} q$.

Further, we also refer to the set of all traces of TFSM $S$ in the initial state $\text{trace}^S(s_0)$ as the behavior of TFSM $S$.

**Remark 3.5.** For the sake of consistency, we further consider only TFSMs under the following assumptions:

- Since we consider only initialized TFSMs, we also assume TFSMs to be initially connected, i.e., that each state of the TFSM is reachable from the initial state. In other words, that for each $s \in S$ there exists $\alpha/\beta \in \text{trace}^S(s_0)$ so that $\langle s_0, \alpha, \beta, s \rangle \in \lambda_S$.

- In case of partial nondeterministic TFSMs, we further assume that all traces are harmonized [68], meaning that acceptance of input sequences in states does
not depend on outputs. In other words, we require for any $s, s_1, s_2 \in S$ that if
$(s, \alpha, \beta_1, s_1) \in \lambda_S$ and $(s, \alpha, \beta_2, s_2) \in \lambda_S$ then $inputs_S(s_1) = inputs_S(s_2)$. △

In terms of traces, we can redefine notions of determinism and completeness as follows.
The TFSM $S$ is complete if any timed input sequence $\alpha$ is acceptable in the initial state
of $S$, otherwise the TFSM $S$ is partial. The TFSM $S$ is deterministic if for any timed
input sequence $\alpha$ there exists at most one timed output sequence $\beta$ so that $\alpha/\beta$ is a
timed trace of the TFSM $S$, otherwise the TFSM $S$ is nondeterministic.

The set of all acceptable timed input sequences in the state $s$ is further denoted as

$$in^S_S(s) = \{ \alpha \in (I \times \mathbb{R}^+)^* | \exists \beta \in (O \times \mathbb{R}^*)^* : \alpha/\beta \in trac^S_S(s) \}.$$  

3.3 Conformance relations for TFSMs

In order to design and analyze different interactive systems formal relations between two
systems have to be established to compare their behaviors. For FSMs, such relations
are well defined; and this is another reason why we use this model for service design and
analysis. We modify these relations for FSMs with timeouts.

**Definition 3.6.** TFSMs $S$ and $P$ over the same input and output alphabets are
equivalent, written $S \cong P$, if the sets of their traces coincide, i.e., it holds that
$trace^S_S(s_0) = trace^P_P(p_0)$; otherwise, TFSMs $S$ and $P$ are distinguishable. In other
words, for the equivalent TFSMs, the sets of defined timed input sequences coincide
(they have the same specification domain) and the equivalent TFSMs produce the
same output sequences in response to each defined timed input sequence. Formally,
$trace^S_S(s_0) = trace^P_P(p_0)$ iff $in^S_S(s_0) = in^P_P(p_0)$ and for all $\alpha \in in^S_S(s_0)$ it holds that
$out^S_S(s_0, \alpha) = out^P_P(p_0, \alpha)$. △

Sometimes, it is said that the equivalent TFSMs have the same behavior.

**Definition 3.7.** The TFSM $S$ is called a reduction of the TFSM $P$, denote $S \subseteq P$, if
$trace^S_S(s_0) \subseteq trace^P_P(p_0)$, i.e., if sets of defined timed input sequences of $S$ is a subset

---

1It is sufficient in this definition that the completeness requirement is set for the initial state only,
because we consider all traces to be harmonized and the TFSM being initially connected. Otherwise,
the requirement should be set for each state of the TFSM, since some input sequences may lead to both
complete and partial states with different output responses.
of that of \( \mathcal{P} \) and for each defined timed input sequence, the output response of TFSM \( \mathcal{S} \) to this sequence is in the set of output responses of \( \mathcal{P} \) to this sequence. Formally, \( \mathit{in}^{\mathcal{S}}(s_0) \subseteq \mathit{in}^{\mathcal{P}}(p_0) \) and for all \( \alpha \in \mathit{in}^{\mathcal{S}}(s_0) \) it holds \( \mathit{out}^{\mathcal{S}}(s_0, \alpha) \subseteq \mathit{out}^{\mathcal{P}}(p_0, \alpha) \). \( \triangle \)

The equivalence and reduction relations are defined regardless of whether compared TFSMs are complete and deterministic or partial and nondeterministic. For partial TFSMs the equivalence means that behaviors of both compared TFSMs should be defined on the same sets of input sequences.

As service specifications are often partial and nondeterministic, special corresponding relations between partial FSMs should be adapted to TFSMs, namely, quasi-equivalence and quasi-reduction [68, 69].

**Definition 3.8.** The TFSM \( \mathcal{S} \) is called quasi-equivalent to the TFSM \( \mathcal{P} \), \( \mathcal{S} \sqsupseteq \mathcal{P} \), if \( \mathit{in}^{\mathcal{S}}(s_0) \supseteq \mathit{in}^{\mathcal{P}}(p_0) \) and for all \( \alpha \in \mathit{in}^{\mathcal{P}}(p_0) \) it holds \( \mathit{out}^{\mathcal{S}}(s_0, \alpha) = \mathit{out}^{\mathcal{P}}(p_0, \alpha) \), i.e. \( \mathcal{S} \) and \( \mathcal{P} \) have the same output responses to all the input sequences that are accepted by \( \mathcal{P} \). \( \triangle \)

**Definition 3.9.** The TFSM \( \mathcal{S} \) is called a quasi-reduction of the TFSM \( \mathcal{P} \), \( \mathcal{S} \subseteq \mathcal{P} \), if \( \mathit{in}^{\mathcal{S}}(s_0) \supseteq \mathit{in}^{\mathcal{P}}(p_0) \) and for all \( \alpha \in \mathit{in}^{\mathcal{P}}(p_0) \) it holds \( \mathit{out}^{\mathcal{S}}(s_0, \alpha) \subseteq \mathit{out}^{\mathcal{P}}(p_0, \alpha) \), i.e. for all input sequences accepted by the TFSM \( \mathcal{P} \), the TFSM \( \mathcal{S} \) can produce some of output responses produced by \( \mathcal{P} \). \( \triangle \)

**Proposition 3.10.** Given TFSMs \( \mathcal{S} \) and \( \mathcal{P} \) with harmonized traces, the following conformance relations properties hold.

1. \( \mathcal{S} \) and \( \mathcal{P} \) are equivalent if and only if \( \mathcal{S} \) is a reduction of \( \mathcal{P} \) and \( \mathcal{P} \) is a reduction of \( \mathcal{S} \): \( \mathcal{S} \cong \mathcal{P} \) if and only if \( \mathcal{S} \leq \mathcal{P} \) and \( \mathcal{P} \leq \mathcal{S} \).

2. \( \mathcal{S} \) and \( \mathcal{P} \) are equivalent if and only if \( \mathcal{S} \) is a quasi-equivalent to \( \mathcal{P} \) and \( \mathcal{P} \) is quasi-equivalent to \( \mathcal{S} \): \( \mathcal{S} \equiv \mathcal{P} \) if and only if \( \mathcal{S} \sqsupseteq \mathcal{P} \) and \( \mathcal{P} \sqsupseteq \mathcal{S} \).

3. \( \mathcal{S} \) and \( \mathcal{P} \) are equivalent if and only if \( \mathcal{S} \) is a quasi-reduction of \( \mathcal{P} \) and \( \mathcal{P} \) is a quasi-reduction of \( \mathcal{S} \): \( \mathcal{S} \equiv \mathcal{P} \) if and only if \( \mathcal{S} \sqsubseteq \mathcal{P} \) and \( \mathcal{P} \sqsubseteq \mathcal{S} \).

4. If \( \mathcal{S} \) is a quasi-reduction of \( \mathcal{P} \) and \( \mathcal{P} \) is a reduction of \( \mathcal{S} \), then \( \mathcal{S} \) is quasi-equivalent to \( \mathcal{P} \): if \( \mathcal{S} \sqsubseteq \mathcal{P} \) and \( \mathcal{P} \leq \mathcal{S} \) then \( \mathcal{S} \sqsupseteq \mathcal{P} \).

**Proof.**

1. \( \mathcal{S} \cong \mathcal{P} \) if and only if \( \mathcal{S} \leq \mathcal{P} \) and \( \mathcal{P} \leq \mathcal{S} \)
The property holds by definition, since $\text{trace}^R_S(s_0) = \text{trace}^R_P(p_0)$ if and only if $\text{trace}^R_S(s_0) \subseteq \text{trace}^R_P(p_0)$ and $\text{trace}^R_P(p_0) \subseteq \text{trace}^R_S(s_0)$.

2. $S \equiv \mathcal{P}$ if and only if $S \supseteq \mathcal{P}$ and $\mathcal{P} \supseteq S$

(a) $S \equiv \mathcal{P}$ holds, by definition, if and only if $\text{trace}^R_S(s_0) = \text{trace}^R_P(p_0)$, hence, if and only if $\text{in}^R_S(s_0) = \text{in}^R_P(p_0)$ and for all $\alpha \in \text{in}^R_S(s_0)$ it holds $\text{out}^R_S(s_0, \alpha) = \text{out}^R_P(p_0, \alpha)$.

(b) $\text{in}^R_S(s_0) = \text{in}^R_P(p_0)$ if and only if $\text{in}^R_S(s_0) \subseteq \text{in}^R_P(p_0)$ and $\text{in}^R_P(p_0) \subseteq \text{in}^R_S(s_0)$.

By definition of quasi-equivalence, if $\text{in}^R_S(s_0) \subseteq \text{in}^R_P(p_0)$ and for all $\alpha \in \text{in}^R_S(s_0)$ it holds $\text{out}^R_S(s_0, \alpha) = \text{out}^R_P(p_0, \alpha)$ means $S \supseteq \mathcal{P}$.

3. $S \equiv \mathcal{P}$ if and only if $S \subseteq \mathcal{P}$ and $\mathcal{P} \subseteq S$

(a) $S \equiv \mathcal{P}$ holds, by definition, if and only if $\text{trace}^R_S(s_0) = \text{trace}^R_P(p_0)$, hence, if and only if $\text{in}^R_S(s_0) = \text{in}^R_P(p_0)$ and for all $\alpha \in \text{in}^R_S(s_0)$ it holds $\text{out}^R_S(s_0, \alpha) = \text{out}^R_P(p_0, \alpha)$.

(b) $\text{in}^R_S(s_0) = \text{in}^R_P(p_0)$ if and only if $\text{in}^R_S(s_0) \subseteq \text{in}^R_P(p_0)$ and $\text{in}^R_S(s_0) \supseteq \text{in}^R_P(p_0)$

(c) and for all $\alpha \in \text{in}^R_S(s_0) = \text{in}^R_P(p_0)$ it holds $\text{out}^R_S(s_0, \alpha) = \text{out}^R_P(p_0, \alpha)$ if and only if $\text{out}^R_S(s_0, \alpha) \subseteq \text{out}^R_P(p_0, \alpha)$ for all $\alpha \in \text{in}^R_P(p_0)$ and $\text{out}^R_S(s_0, \alpha) \supseteq \text{out}^R_P(p_0, \alpha)$ for all $\alpha \in \text{in}^R_S(s_0)$.

The latter matches the definition of quasi-reduction.

4. if $S \subseteq \mathcal{P}$ and $\mathcal{P} \subseteq S$ then $S \supseteq \mathcal{P}$

If $S \subseteq \mathcal{P}$ then it holds $\text{in}^R_S(s_0) \supseteq \text{in}^R_P(p_0)$ and $\text{out}^R_S(s_0, \alpha) \subseteq \text{out}^R_P(p_0, \alpha)$ for all $\alpha \in \text{in}^R_P(p_0)$.

If $\mathcal{P} \subseteq S$ then it holds $\text{trace}^R_S(s_0) \supseteq \text{trace}^R_P(p_0)$, therefore, $\text{in}^R_P(p_0) \subseteq \text{in}^R_S(s_0)$ and $\text{out}^R_P(p_0, \alpha) \subseteq \text{out}^R_S(s_0, \alpha)$ for all $\alpha \in \text{in}^R_P(p_0)$.

Hence, $\text{in}^R_S(s_0) \supseteq \text{in}^R_P(p_0)$ and $\text{out}^R_S(s_0, \alpha) = \text{out}^R_P(p_0, \alpha)$ for all $\alpha \in \text{in}^R_P(p_0)$, which matches the definition of quasi-equivalence. 

\[ \Box \]
3.4 From real to integer values of time variable

The problem now is that all these relations are defined over sets of timed sequences for real time instances and, hence, time variable has infinite number of values within any interval. But since all the timeouts in the TFSMs and boundaries of intervals for output delays are integers and time variable is reset after each transition, we can restrict the sets of traces to integer time instances preserving the above conformance relations between TFSMs.

3.4.1 Integer-valued conformance relations

Given TFSM $S$, the following formula can be established.

First, for any state $s$ it holds that $\text{time}_S(s, n + \delta) = \text{time}_S(s, n)$ for all $n \in \mathbb{N} \cup \{0\}$ and $\delta \in [0, 1)$:

1. if $\Delta_S(s) = (s', T)$ and $n < T$ or $\Delta_S(s) = (s, \infty)$ then $n + \delta < T$ and $\text{time}_S(s, n + \delta) = \text{time}_S(s, n) = s$;
2. if $\Delta_S(s) = (s', T)$ and $n = T$ then $\text{time}_S(s, n + \delta) = \text{time}_S(s', \delta) = s'$ since $\delta < 1$;
3. if $\Delta_S(s) = (s', T)$ and $n > T$ then $\text{time}_S(s, n + \delta) = \text{time}_S(s', n - T + \delta)$ which iteratively is reduced to the clauses $n \leq T$.

Therefore, $\langle s, (i, n + \delta), o, s_n \rangle \in \lambda_S$ if and only if $\langle s, (i, n), o, s_n \rangle \in \lambda_S$.

Consider a timed input sequence $\alpha = \langle i_1, t_1 \rangle \langle i_2, t_2 \rangle \ldots \langle i_k, t_k \rangle$ where $t_j = n_j + \delta_j$, $\delta_j \in [0, 1)$ for all $1 \leq j \leq k$. We denote $\alpha^{\text{int}} = \langle i_1, n_1 \rangle \langle i_2, n_2 \rangle \ldots \langle i_k, n_k \rangle$.

**Proposition 3.11.** For any state $s$ it holds that $\alpha \in \text{in}^R_S(s)$ if and only if $\alpha^{\text{int}} \in \text{in}^R_S(s)$.

**Proof.** Consider two sequences $\alpha = (i, n + \delta)\alpha'$ and $\alpha_1 = (i, n)\alpha'$.

It holds that $\alpha \in \text{in}^R_S(s)$ if and only if $i \in \text{inputs}_S(\text{time}_S(s, n + \delta))$, i.e., there exist $s_1$ and $o$ such that $\langle \text{time}_S(s, n + \delta), i, o, s_1 \rangle \in \lambda_S$, and $\alpha' \in \text{in}^R_S(s_1)$. Since $\text{time}_S(s, n + \delta) = \text{time}_S(s, n)$, it holds that $i \in \text{inputs}_S(\text{time}_S(s, n))$ and $\alpha' \in \text{in}^R_S(s_1)$ implies $\alpha_1 \in \text{in}^R_S(s)$. The proposition then can be proven using the induction on the length of sequence $\alpha'$. √
Proposition 3.12. For any state $s$ and any input sequence $\alpha$, it holds that $out_S^\mathbb{R}(s, \alpha) = out_S^\mathbb{R}(s, \alpha_{int})$.

Proof. The proof is a corollary (by induction) of the property that for all $\delta \in [0,1)$ it holds $\langle s, \langle i, n+\delta \rangle, o, s_n \rangle \in \lambda_S$ if and only if $\langle s, \langle i, n \rangle, o, s_n \rangle \in \lambda_S$. \qed

On the other hand, we consider that the global timer which measures time intervals between applying an input and observing an output is most likely discrete, then if an output $o$ is produced at some time instance $n+\delta$, $n \in \mathbb{N} \cup \{0\}$ and $\delta \in [0,1)$, we observe the timer value $n$ and denote this timed output as $(o, n)$. Therefore, timed output $(o, n)$ is interpreted as an output $o$ produced at any time instance between $[n, n+1)$ after a corresponding input was applied, and two timed outputs $(o, n)$ and $(o, n+\delta)$ are considered equivalent for all $n \in \mathbb{N} \cup \{0\}$ and $\delta \in [0,1)$ and treated as the same output.

Denote $in_S(s) = \{\alpha_{int} \mid \alpha \in in_S^\mathbb{R}(s)\}$ the set of integer-valued timed input sequences defined in the state $s$, the $out_S(s, \alpha) = \{\beta_{int} \mid \beta \in out_S^\mathbb{R}(s, \alpha)\}$ the set of integer-valued timed output sequences in response to the sequence $\alpha$ in state $s$, while $\text{trace}_S(s) = \{\alpha_{int}/\beta_{int} \mid \alpha/\beta \in \text{trace}_S^\mathbb{R}(s)\}$ denotes the set of all integer-valued timed traces in state $s$.

Proposition 3.13. Given TFSMs $S$ and $\mathcal{P}$, the following statements holds:

1. $S \equiv \mathcal{P}$ iff $\text{trace}_S(s_0) = \text{trace}_P(p_0)$;

2. $S \preceq \mathcal{P}$ iff $\text{trace}_S(s_0) \subseteq \text{trace}_P(p_0)$;

3. $S \succeq \mathcal{P}$ iff $in_S(s_0) \supseteq in_P(p_0)$ and for all $\alpha \in in_P(p_0)$ it holds $out_S(s_0, \alpha) = out_P(p_0, \alpha)$;

4. $S \preceq \mathcal{P}$ iff $in_S(s_0) \supseteq in_P(p_0)$ and for all $\alpha \in in_P(p_0)$ it holds $out_S(s_0, \alpha) \subseteq out_P(p_0, \alpha)$;

Proof. Directly follows from Propositions 3.11 and 3.12. \qed

According to Proposition 3.13, when talking about conformance relations it is sufficient to consider timed traces where time instances are integers.
Correspondingly, we can restrict the definition of the output delay function of TFSM from intervals to sets of integer values without breaking a considered conformance relation. Therefore, the following definition can be considered without loss of generality.

**Definition 3.14.** A **Finite State Machine with Timeouts (TFSM)** is a 7-tuple $S = \langle S, I, O, \lambda_S, s_0, \Delta_S, \sigma_S \rangle$, where:

- the 5-tuple $\langle S, I, O, \lambda_S, s_0 \rangle$ is an FSM;
- $\Delta_S : S \rightarrow S \times (\mathbb{N} \cup \{ \infty \})$ is a timeout function, and
- $\sigma_S : \lambda_S \rightarrow 2^{\mathbb{N} \cup \{ \infty \}} / \emptyset$ is an output delay function that defines the non-empty (possibly, infinite) set of allowed delays for the machine.

Moreover, in this thesis, we assume that the set of values of $\sigma_S$ for each transition can be represented as a set of values of linear functions $\{ b + kt \mid b, k \in \{0\} \cup \mathbb{N} \}$.

Since the timed behavior aspects of TFSM can be adequately modeled at integer time instances, it is possible to represent waiting for one time unit using dedicated discrete action 1 and characterize the behavior of the TFSM with a regular language of a corresponding finite automaton.

### 3.4.2 Corresponding Finite Automata

The behavior of a TFSM can be described by a corresponding regular language and, similar to classical FSMs, the composition of TFSMs can be derived based on operations over corresponding finite automata (FA). Therefore, in this section, we first remind necessary operations over finite automata and then define the correspondence between TFSMs and FA.

A **Finite Automaton (FA)** is a 5-tuple $\mathcal{P} = (P, A, \delta_P, p_0, Q)$, where $P$ is finite non-empty set of states with the designated initial state $p_0$ and the set $Q \subseteq P$ of final (accepting) states, $A$ is a finite alphabet of actions, $\delta_P \subseteq P \times (A \times \epsilon) \times P$ is the transition relation.

Further, we also refer to a finite automaton simply as an automaton where it does not cause any ambiguity.
For each state \( p \in P \) denote the set of actions under which an outgoing transitions are defined as \( \text{actions}_P(p) = a \mid \exists p' \in P(p, a, p') \in \delta_P \).

By induction, the transition relation is extended to sequences of \( A^* \). The automaton accepts (recognizes) a string \( \alpha \in A^* \) if there exists a state \( q \in Q \) such that \( (p_0, \alpha, q) \in \delta_P \). The set of all strings accepted by the automaton is the language of the automaton and is denoted \( L(P) \). Automata \( P \) and \( S \) are equivalent if they accept the same language, i.e., \( L(P) = L(S) \).

An FA \( P \) is deterministic if \( \delta_P \subseteq P \times A \times P \) and for each pair \( (p_1, a) \in P \times A \) there is at most one state \( p_2 \in P \) such that \( (p_1, a, p_2) \in \delta_P \), otherwise, the finite automaton is non-deterministic. It is known that for each non-deterministic automaton there exists an equivalent deterministic automaton which can be derived by the use of subset construction [70].

The expansion of an automaton \( P = (P, A, \delta_P, p_0, Q) \) to alphabet \( B \) (or the B-expansion) is the automaton \( P_{P \cup B} = (P, A \cup B, \delta^B_P, p_0, Q) \) where \( \delta^B_P = \delta_P \cup \{(p, b, p) \mid p \in P \land b \in B \setminus A\} \), \( L(P_{P \cup B}) = L(P)_{P \cup B} \). [71] In other words, in order to get the B-expansion of the automaton \( P \) we add a self-loop at each state \( p \) labeled with every action from \( B \) that is not in the alphabet \( A \). The restriction of an automaton \( P \) to alphabet \( C \subseteq A \) is an the automaton \( P_{P \cap C} = (P, C, \delta^C_P, p_0, Q) \) where for all \( (p_1, a, p_2) \in \delta_P \), if \( a \in C \) then \( (p_1, a, p_2) \in \delta^C_P \), else if \( a \in A \setminus C \) then \( (p_1, \epsilon, p_2) \in \delta^C_P \).

In other words, to extend an automaton we add a loop at each state for each new symbol we extend to. To restrict an automaton we hide symbols we are not interested in by replacing them with an the empty move.

The expansion and restriction operations on automaton are shown in Figure 3.2.
By definition, the operators $\uparrow$ and $\downarrow$ possess the following features: $L(P_{\uparrow B}) = L(P)_{\uparrow B}$ and $L(P_{\downarrow C}) = L(P)_{\downarrow C}$\cite{71}.

Given two automata $P = (P, A, \delta_P, p_0, Q_P)$ and $R = (R, A, \delta_R, r_0, Q_R)$, the intersection $C = P \cap R$ is the automaton $C = (P \times R, A, \delta_C, (p_0, r_0), Q_P \times Q_R)$ so that for all $\langle p, r \rangle \in P \times R$ and all $a \in A$ it holds $\langle \langle p, r \rangle, a, \langle p', r' \rangle \rangle \in \delta_C$ if and only if $\langle p, a, p' \rangle \in \delta_P$ and $\langle r, a, r' \rangle \in \delta_R$. \cite{70} Intersection operation can be considered as a special variant of more general product operation for deriving the common behavior of two automata. Due to automaton-language correspondence, it holds by definition that $L(P \cap R) = L(P) \cap L(R)$.

Further, referring to automata intersection, we also assume, that unreachable states are either deleted or not derived.

A finite automaton $Aut(S)$ corresponds to a given TFSM $S$ if for each timed trace $\alpha\beta = \langle i_1, t_1 \rangle.\langle o_1, k_1 \rangle.\langle i_2, t_2 \rangle.\langle o_2, k_2 \rangle. \ldots \langle i_n, t_n \rangle.\langle o_n, k_n \rangle$ of the TFSM $S$ the automaton $Aut(S)$ has a trace $1^{t_1}i_11^{k_1}o_1 \ldots 1^{t_n}i_11^{k_n}o_n$, where symbol 1 denotes the waiting for one time unit.

The general idea of deriving the corresponding automaton can be summarized by following rules.

1. Each transition $s \xrightarrow{i/\alpha(k)} q$ of the TFSM is unfolded into a chain of transitions $s \xrightarrow{1} \langle s, i \rangle \xrightarrow{\frac{1}{k}} \cdots \xrightarrow{\frac{1}{k}} \langle s, i, k \rangle \xrightarrow{1} q$, where all intermediate states (i.e. all states except $s$ and $q$) are non-final.

2. For each infinite timeout the automaton has a loop under 1 in the corresponding state, i.e., if $\Delta_{S}(s) = (s, \infty)$ then the automaton has a transition $s \xrightarrow{1} s$.

3. A timeout transition $s \xrightarrow{1} s'$ for $t < \infty$ is unfolded into a chain of transitions $s \xrightarrow{1} \langle s, 1 \rangle \xrightarrow{1} \cdots \xrightarrow{1} \langle s, t - 1 \rangle \xrightarrow{1} s'$, all intermediate states $\langle s, j \rangle$ being final and “copies” of $s$, i.e. has the same transitions under $i \in I$ as the state $s$.

In other words, we unfold each input/output transition of TFSM $S$ and add several transitions labeled with the action 1 between an input and an output according to the output delay value. Timeout transitions (i.e., transitions according to the timeout function) are unfolded into a chain of transitions labeled with action 1 preceding a corresponding input, similar to that in \cite{66} for corresponding FSM.
In more details, the process of deriving the corresponding automaton is shown in Algorithm 3.2.

For t-nondeterministic TFSM, if output delay function is periodical for some transitions, it cannot be unfolded into a chain of transitions under 1 directly. Though, for any set of linear functions there exists a regular language (i.e., the language of some finite automaton) so that the set of length of its words coincides with the set of values of these linear functions. In other words, any set of linear functions can be represented with some one-letter finite automaton. In our case, we unfold sets of linear functions to automata over one-letter alphabet \( \{1\} \), representing given set of output delays, in Algorithm 3.1. The algorithm, in general, returns non-deterministic finite automaton which can be determinized by any known procedure (e.g., see [70]) if needed. In the non-deterministic automaton, derived by Algorithm 3.1, the number of cycles is equal to the number of functions with non-zero period \( k_j \neq 0 \) in the set, with lengths \( k_j \), and all cycles contain only one final state. After the determinization, the automaton will contain the single cycle of length \( \text{LCM}_j(k_j) \) with multiple final states.

**Algorithm 3.1** Deriving the automaton representing the values of the set of linear functions

**Input:** The set of linear functions \( \sigma = \{b_j + k_j t \mid (1 \leq j \leq n) \land (b_j, k_j \in \mathbb{N} \cup \{0\})\} \).

**Output:** The corresponding automaton \( \text{Aut}(\sigma) = (P, \{1\}, \delta_P, p_0, P_{\text{fin}}) \), so that \( 1^k \in L(\text{Aut}(\sigma)) \) if and only if \( k \in \sigma \).

1. if \( 0 \in \sigma \) then \( p_0 \in P_{\text{fin}} \) end if
2. \( b_{\text{max}} = \max_{1 \leq j \leq n}(b_j) \).
3. for all \( 1 \leq b \leq b_{\text{max}} \) do add state \( (p, b) \) to the set \( P \)
4. end for
5. for all \( 1 < b \leq b_{\text{max}} \) do add transition \( (p, b - 1, 1, (p, b)) \) to \( \delta_P \)
6. end for
7. Add transition \( (p_0, 1, (p, 1)) \) to \( \delta_P \)
8. for each \( b_j \neq 0 \) do set \( (p, b_j) \in P_{\text{fin}} \)
9. end for
10. for each \( k_j \neq 0 \) do a loop of length \( k_j \) from corresponding final state:
11. for all \( 1 < k < k_j \) do
12. add state \( (p, b_j)_{k-1} \) to \( P \)
13. add transition \( (p, (p, b_j)_{k-1}, 1, (p, b_j)) \) to \( \delta_P \)
14. end for
15. add transition \( (p, (p, b_j), 1, (p, b_j)_{1}) \) to \( \delta_P \)
16. add transition \( (p, (p, b_j)_{k-1}, 1, (p, b_j)) \) to \( \delta_P \)
17. end for
18. Determinize derived \( \text{Aut}(\sigma) \) if needed.

---

2The length sets of regular languages are known to be semi-linear (i.e., the finite unions of linear sets) [72], which can be shown as a particular case of the Parikh theorem for context-free grammars.
Given the TFSM $S$, the corresponding automaton $\text{Aut}(S)$ is derived by Algorithm 3.2.

By construction, the following proposition holds.

**Proposition 3.15.** Given a TFSM $S$, an automaton $\text{Aut}(S)$ derived by Algorithm 3.2 accepts a trace $\alpha \in [1^{t_1}i_11^{k_1}o_1 \ldots 1^{t_n}i_11^{k_n}o_n]1^*$ if and only if the TFSM $S$ has a trace $(i_1, t_1). (o_1, k_1) \ldots (i_n, t_n). (o_n, k_n)$.

**Proof.** The proposition holds by construction. Suffix $1^*$ after each trace means that TFSM does not stop functioning but continue waiting for a next input with corresponding changing of states according to the timeout function. \[\square\]

Consider the TFSM $S = (S, I, O, s_0, \lambda_S, \Delta_S, \sigma_S)$. Let $T_{\text{max}}$ denote the maximal finite timeout, $K_{\text{max}}$ - the maximal finite output delay without cycles, $n = |S|$, $m = |I|$, $k = |O|$, and $l$ - the maximal number of output symbol variants for each input applied at a given state. In practice, the value of $l$ is usually essentially less than $|O|$, and somehow can be used as a measure of functional nondeterminism of the TFSM. For $l$-deterministic TFSMs $l = 1$. Then, the corresponding automaton $\text{Aut}(S)$ has at most $n \cdot T_{\text{max}}$ final states (states of the TFSM plus their “copies” via timeout transitions unrolling). Each transition of the TFSM is unrolled into a chain of transitions starting from states of form $(s, i)$ and there are at most $n \cdot m$ of those states. The last non-final states in such unrolled chains are states from which transitions under output symbols are defined to states from $S$, and hence there are at most $n \cdot k$ last non-final states of unrolled transition chains. The length of a chain of transitions and number of intermediate states it traverses are defined by the maximal output delay value. In case of periodic output delays, the maximal number of intermediate states is also defined by the maximal output delay value without going into cycles. The chain of transitions under 1 starting from states of form $(s, i)$ can lead to at most $l$ last non-final states due to $l$-nondeterminism. Therefore, there are at most $m \cdot l \cdot K_{\text{max}}$ such intermediate states.

Overall, the corresponding automaton has at most $n \cdot (T_{\text{max}} + m + k) + m \cdot l \cdot K_{\text{max}}$ states.

Taking into account that modern FA-processing tools (see, for example, BALM [71]) efficiently process finite automata with hundred thousands of states, and that this worst evaluation is practically unreachable (especially for partial TFSMs), the transformation...
Algorithm 3.2 Deriving the corresponding automaton for given TFSM

**Input:** The TFSM $S = \langle S, I, O, s_0, \lambda_S, \Delta_S, \sigma_S \rangle$

**Output:** The corresponding automaton $Aut(S) = \langle Q \cup F, I \cup O \cup \{1\}, \delta_S, s_0, Q \rangle$, with the set of final states $Q \subseteq S \cup (S \times N)$ and the set of non-final states $F \subseteq (S \times I) \cup (S \times I \times N)$.

1: Set $Q = S$, the initial state is $s_0$.

2: unfold all transitions

3: for each $tr = \langle s, i, o, s' \rangle \in \lambda_S$ do

4: add state $\langle s, i \rangle$ to the set $F$.

5: add transition $\langle s, i, \langle s, i \rangle \rangle$ to $\delta_S$.

6: if $0 \in \sigma_S(tr)$ then add transition $\langle \langle s, i \rangle, o, s' \rangle$ to $\delta_S$ end if

7: if $|\sigma_S(tr)| = n < \infty$ then $k_{\text{max}} = \max(k_j \in \sigma_S(tr))$

8: unfold deterministic delay into a simple chain of transitions

9: for all $1 \leq k \leq k_{\text{max}}$ do add $\langle s, i, k \rangle$ to the set $F$

10: end for

11: for all $1 < k \leq k_{\text{max}}$ do add transition $\langle \langle s, i, k-1 \rangle, 1, \langle s, i, k \rangle \rangle$ to $\delta_S$

12: Add transition $\langle \langle s, i \rangle, 1, \langle s, i, 1 \rangle \rangle$ to $\delta_S$

13: for each $k_j \in \sigma_S(tr)$ do add transition $\langle s, i, k_j \rangle, o, s' \rangle$ to $\delta_S$

14: end for

15: else if $\sigma_S(tr) = \{b_1 + k_1 t; b_2 + k_2 t; \ldots; b_n + k_n t\}$ then

16: unfold non-deterministic delays into a finite automaton using source state of the TFSM transition as initial state for the automaton representing delays

17: derive an automaton $Aut(\sigma_S(tr)) = \langle P, \{1\}, \delta_P, p_0, P_{\text{fin}} \rangle$ by Algorithm 3.1

18: Add $P$ to the set of non-final states $F$

19: Merge $p_0$ to $\langle s, i \rangle$

20: Add all transitions from $\delta_P$ to $\delta_S$

21: for all $p \in P_{\text{fin}}$ do add $\langle p, o, s' \rangle$ to $\delta_S$

22: end if

23: end if

24: end for

25: unfold time-outs

26: if $\Delta_S(s) = (s, \infty)$ then add transition $\langle s, 1, s \rangle$ to $\delta_S$

27: else if $\Delta_S(s) = (s', 1)$ then add transition $\langle s, 1, s' \rangle$ to $\delta_S$

28: else if $\Delta_S(s) = (s', T)$ with $1 < T < \infty$ then

29: for each $1 \leq t < T$ do

30: Add state $\langle s, t \rangle \in Q$

31: for all $\langle s, i, \langle s, i \rangle \rangle \in \delta_S$ do add transition $\langle \langle s, t \rangle, i, \langle s, i \rangle \rangle$ to $\delta_S$

32: end for

33: Add transition $\langle s, 1, \langle s, 1 \rangle \rangle$ to $\delta_S$

34: for each $1 < t < T$ do add transition $\langle \langle s, t-1 \rangle, 1, \langle s, t \rangle \rangle$ to $\delta_S$

35: end for

36: Add transition $\langle \langle s, T-1 \rangle, 1, s' \rangle$ to $\delta_S$

37: end if

38: end for
from TFSMs to FA and performing operations over TFSMs via operations over corresponding FA seems a practical approach. The bottle-neck of the approach lays in operations involving FA determinisation (which is known to have exponential complexity), and development of work-around solutions is an interesting perspective for future work.

The language $L(S)$ of the automaton $Aut(S)$ is further called the time advanced language of the TFSM $S$, or further on just language of the TFSM $S$ for short. Here we note that the language $L(S)$ indeed contains not only traces corresponding to timed traces of the TFSM $S$, but also all their continuations with the suffixes of the set $1^*$; the latter means, that after producing the tail output of the trace, the TFSM not necessary resets to the initial state or stops functioning but can continue to change its states according to the timeout function. Due to the correspondence of traces and languages and Proposition 3.15 the following proposition holds.

**Proposition 3.16.** Given TFSMs $S$ and $P$, the TFSMs are equivalent (or $S$ is reduction of $P$), if and only if their languages $L(S)$ and $L(P)$ coincide, $L(S) = L(P)$ (or, the language $L(S)$ is contained in the language $L(P)$, $L(S) \subseteq L(P)$).

**Definition 3.17.** The TFSM $M_{I,O}$ over alphabets $I$ and $O$ is called the maximal TFSM if any TFSM $S$ over alphabets $I$ and $O$ is the reduction of $M_{I,O}$, i.e., $S \leq M_{I,O}$.  

Correspondingly, the maximal TFSM $M_{I,O}$ has the language $L(M_{I,O}) = [1^*I1^*O]^1^*$. An example of the maximal TFSM and its corresponding automaton are shown in Fig. 3.3.

**Definition 3.18.** The TFSM $S$ with the language $L(S) = 1^*$ is called trivial.
The set of traces of trivial TFSM is empty, though, unlike the trivial classical FSM, its corresponding automaton accepts not only empty sequence, but any sequence of time symbol 1 as well.

However, not each automaton over input and output actions and action 1 has the language that is the language of some TFSM.

**Proposition 3.19.** The language \( L(S) \subseteq L(M_{1,O}) \) of some TFSM \( S \) is \([1^* \cup 1^*I1^*O]-prefix-closed\), i.e., for any \( \alpha \in L(M_{1,O}) \) and \( b \in [1^* \cup 1^*I1^*O] \) it holds that if \( ob \in L(S) \), then \( \alpha \in L(S) \) as well.

**Proof.** The proposition holds due to the semantics of TFSM: all the states of TFSM are considered final, input symbols can be applied only at some states, and after producing an output symbol, the execution of transition moves TFSM to some state. \( \Box \)

**Proposition 3.20.** Given an automaton \( \mathcal{P} = \langle P, I \cup O \cup \{1\}, \delta_P, p_0, Q \rangle \), with the language \( L(P) \subseteq L(M_{1,O}) \), it corresponds to some TFSM if all the following properties hold:

1. The initial state is final, \( p_0 \in Q \).

2. Each final state has an outgoing transition labeled by symbol 1, i.e., for each \( p \in Q \) it holds \( 1 \in \text{actions}_P(p) \). Hence, \( 1^* \subseteq L(P) \).

3. Each non-final state has at least one outgoing transition labeled either by symbol 1 and/or an output symbol, i.e., for each \( p \in P \setminus Q \) it holds \( |\text{actions}_P(p)| \geq 1 \) and \( \text{actions}_P(p) \subseteq O \cup \{1\} \).

4. A transition labeled by symbol 1 can be made only between two final states or two non-final states, and there is no transition labeled by symbol 1 between a final and a non-final state, i.e., for all \( \langle p_1, 1, p_2 \rangle \in \delta_P \) it holds either \( p_1, p_2 \in Q \) or \( p_1, p_2 \in P \setminus Q \).

5. A transition labeled with an input symbols is an outgoing transition from a final state and an incoming transition to a non-final state, i.e., for all \( \langle p_1, i, p_2 \rangle \in \delta_P \) it holds \( p_1 \in Q \) and \( p_2 \in P \setminus Q \). For all \( p \in Q \) it holds \( \text{actions}_P(p) \subseteq I \cup \{1\} \).
6. A transition labeled with an output is an outgoing transition from a non-final state and an incoming transition to a final state, i.e., for all \((p_1, o, p_2) \in \delta_P\) it holds \(p_2 \in Q\) and \(p_1 \in P \setminus Q\). For all \(p \in P \setminus Q\) it holds \(\text{actions}_P(p) \subseteq O \cup \{1\}\).

If the above properties hold then we can restore a corresponding TFSM, following the Algorithm 3.3.

### 3.5 Web service TFSM descriptions

In this section we provide some samples of using TFSMs for modeling service behavior.

**Example 3.2.** In Fig. 3.4, an example of TFSM description for participating in Virtual Golf Tournament is shown. Player signs up for participation after login in the personal account (input login), then searching for a tournament (input tourRG) that is ready to start (output listRG with available options). After choosing a tournament to participate (input signoRG), the player is registered for the participation (startRG), and allowed to participate in one tournament at a time - attempt to apply signoRG for the second time leads to a failure output. After the tournament is started, the player has 12 hours (timeout in state e) to complete the tour and submit his results, otherwise, the player is disqualified (output disqualification from state f). After the current tournament is completed, the player can continue and choose the next one to participate.

\[\triangle\]

**Example 3.3.** Another sample TFSM, inspired by the TFSM description of Trenitalia compensation policy [73], is shown in Fig. 3.5 - the Compensator service. The service receives notifications on departure and arrival of the train, and in case of delays, the
Algorithm 3.3 Restore TFSM from corresponding automaton

Input: The deterministic automaton $\mathcal{P} = \langle P, I \cup O \cup \{1\}, \delta_P, p_0, Q \rangle$ for which properties from Proposition 3.20 hold.

Output: The TFSM $S = \langle S, I, O, s_0, \lambda_S, \Delta_S, \sigma_S \rangle$ so that $\text{Aut}(S) = \mathcal{P}$

1: $s_0 = q_0$, add $s_0$ to $S$

2: for each $s \in S$ do

   Calculate timeout:
   
   3: if $\langle s, 1, s \rangle \in \delta_P$ then add $s$ in $S$ and define $\Delta_S(s) = (s, \infty)$.
   4: else if $\langle s, 1, s' \rangle \in \delta_P$ then $t = 1, q = s'$
   
   5: while $s^{(t+1)} \neq s^{(k)}$ for all $0 \leq k \leq t$ where $\langle s^{(t)}, 1, s^{(t+1)} \rangle \in \delta_P$ do
   
   6: if for all $i \in I$ it holds $\langle s, i, f \rangle \in \delta_P$ if and only if $\langle s^{(t)}, i, f \rangle \in \delta_P$ then
   
   7: $q = s^{(t+1)}$ and $t = t + 1$
   
   8: end if
   
   9: end while

   Add $s$ in $S$

   10: if $s^{(t+1)} = s^{(k)}$ for some $0 \leq k \leq t$ then define $\Delta_S(s) = (s, \infty)$.

   11: else add $q$ in $S$ and define $\Delta_S(s) = (q, t)$

   12: end if

   Calculate transitions:

   13: for each $i \in \text{actions}_P(s) \cap I$ do

   14: $k = 0$, assign the set $\text{label}(p) = \{0\}$ where $\langle s, i, p \rangle \in \delta_P$

   15: Assign to intermediate non-final states their delays from an input:

   16: $q = p$

   17: while $\langle q, 1, f \rangle \in \delta_P$ and $|\text{label}(f)| \leq 1$ do

   18: $k = k + 1$

   19: if $\text{label}(f) = \emptyset$ then assign $\text{label}(f) = \{k\}$

   20: else if $|\text{label}(f)| = \{b\}$ then re-assign $\text{label}(f) = \{b + (k - b)t\}$

   21: end if

   22: Move $q = f$

   23: end while

   Use assigned delays to restore input/output transitions:

   24: Start from $q = p$ where $\langle s, i, p \rangle \in \delta_P$

   25: while $\langle q, 1, f \rangle \in \delta_P$ and $\text{label}(f) \neq \emptyset$ do

   26: for each $o \in \text{actions}_P(f) \cap O$ and $\langle f, o, s' \rangle \in \delta_P$ do

   27: if $s' \notin S$ then add $s'$ to $S$ end if

   28: if $\langle s, i, o, s' \rangle \notin \lambda_S$ then add $\langle s, i, o, s' \rangle$ to $\lambda_S$ end if

   29: Define $\sigma_S(\langle s, i, o, s' \rangle) = \sigma_S(\langle s, i, o, s' \rangle) \cup \text{label}(f)$

   30: Empty label to mark state $f$ as explored: $\text{label}(f) = \emptyset$

   31: end for

   32: Move $q = f$

   33: end while

   34: end for

   35: end for
reimbursement for the ticket is provided for train delays over 60 minutes (timeouts in states wait_to_depart and wait_to_arrive), if claimed within 12 month after late arrival (timeout in state late_arrival).

![Diagram](image)

**Figure 3.5:** The TFSM description of the Compensator service

---

**Example 3.4.** Let us consider a simple Loan Approval Service [74, 75], that has two components: the Assessor (Fig. 3.6) and the Approver (Fig. 3.7). The Loan Approval service is a loan bank service allowing to accept a loan for a customer or not. This service has been mainly standardized by IBM [74] but is nowadays customized and implemented by the majority of the banks in the world.³

![Diagram](image)

**Figure 3.6:** The Assessor component TFSM for the Loan Approval Service

First, the clients of the service send the loan request to the bank Assessor, their personal IDs and the requested amount. By using this information, the loan service may accept or refuse the loan. This decision depends on the requested amount as well as the risk linked to the client. For low amount requests (e.g., less than 10k euros) and non-risky clients (input IAnr in the Fig. 3.7), the Assessor grants the loan (input A) which is provided

---

³We thank prof. Stephane Maag for this modified example of TFSM for the Loan Approval Service
(output out1) when the client asks for it (OK at state p1). In case the client asks for a loan without assessment (OK at state p0), the Assessor rejects the request (output out2). For upper amounts or with a high risk, the Assessor forwards the loan request for additional evaluation (output IAAr). If the loan is approved by the bank (input yes), the loan is provided by the assessor after some acknowledgment phases (input AA). If the loan is not approved (input no), the request is rejected (output out2). In all cases, the Assessor waits for a confirmation (from the client or the additional evaluation from the bank) during 10 time units. If the confirmation is not received before timeout expires, the request is canceled.

\[ \square \]

### 3.6 Chapter conclusions

To summarize results of the chapter, we have proposed the FSM model augmented with timeout functions, relying on single unique time variable, synchronized with the global timer of the environment/user, for description of web service behavior integrating time-related quality parameters in output delays function. For the proposed model, which is a time-nondeterministic extension of the one known from the related works, we have established and investigated conformance relations with respect to different value domain for the time variable, and showed that all conformance relations in consideration are preserved when restricting the values of time variable form real to integer domain. The latter allows to establish sound correspondence between TFSMs and Finite Automata and to solve many TFSM problems using well-developed automata theory methods and tools.

Some discussion on the seemingly-limited expressive power of TFSM model for service quality evaluation, taking into account only time parameter, is provided in Section 4.5, where we point out that all the obtained results for TFSM to FA correspondence as well
as composition could be directly applied to the cases when time variable of the TFSM is interpreted as any other cumulative quality parameter.
Chapter 4

Parallel Composition of TFSMs as a Service Composition

4.1 Introduction

Complex services are often derived as a composition of already existing ones. In order to formally impose the restrictions on functional and non-functional service parameters which are described by TFSMs, in this chapter we define the parallel composition operator and discuss safety issues that may appear in the communication. Since the behavior of component services involved in the composition might be significantly non-deterministic and partial due to lack of observability and control of component service side communications with other services/users/applications outside the scope of the one in consideration, the distinctive discussion on the composition of partial nondeterministic machines need to be done.

4.2 Parallel composition as a service composition

The general topology for the parallel composition is shown in Fig. 4.1. In this thesis we consider only binary composition, though, in many cases it can be hierarchically extended to the arbitrary number of components.

We assume, that components communicate in so-called slow environment, i.e., the next external request can be applied only after the response to the previous one has been
received. In other words, we assume that communication starts with receiving the request, ends with producing the response, and in the process of producing the response only relevant internal dialog is considered. In case of multiple users, only one process is considered at each moment of time, enclosing possible influences of other communications in nondeterministic behavior of components.

The communication is organized in a following way: after the composition receives the external request from the environment (e.g., service user or some other services), the request is processed by the responsible component, and either an external response is produced, or an internal request to another component is sent. Another component processes the request and either produces an external response, or sends an internal request to the first component. The internal dialog proceeds until the external response is produced. All internal communications are not observable from the environment (or by users).

For service composition, there are two main concepts widely discussed in the literature: orchestration and choreography. Orchestration is considered to be centralized composition with the dedicated service (called orchestrator) to manage all the interactions in the system and be a mediator between the user of the service and components involved in producing the final result. Choreography, on the contrary, is considered as distributed decentralized composition, with no dedicated service to organize collaborative work, with each involved agent knowing when and with whom to engage in interaction, and with possibility of moving the user-interaction point from one component to another according to composition goals. Different from orchestration, choreography does not necessarily describe internal actions and internal (control) message exchanges between components, primarily sequences of messages that are observable from global point of
view. Often [17, 18] choreography is considered as a communication protocol to which the collaborative behavior of individual peers (component services) has to conform.

In our work, we omit the discussion of implementation details, whether the composition is centralized or not. The crucial point of parallel composition concept lays in request-response mode of communication of the composition with the environment (or, user) and between components. Therefore, the adaptation of such composition to common service composition concepts, might be done, for example, as follows.

In orchestration, the communication of user with the service goes through the orchestrator, and all other components can be considered as an embedded pool of components (Fig. 4.2) to which the orchestrator makes requests according to the external one from a user. In choreography, the communication with user might be switched from one to another component service, i.e., all components might receive and/or produce external requests and responses, and the internal non-observable communications are dedicated to the invocation and confirmation requests between components.

More complex and detailed consideration of orchestration and choreography, including the representation of distributed behavior with simultaneous work of several components, is a question for future work.

4.3 TFSMs parallel composition

The behavior of a service can be described by sequences of inputs (requests), with time stamps of applying, followed by outputs (responses), with time stamps of receiving, therefore, represented by a TFSM.
For each user, the service (TFSM) parallel composition can be described in the following way. Consider the composition in Fig. 4.3, where \( I = I_S \cup I_P \) and \( O = O_S \cup O_P \) are the external input and output alphabets of composition, \( U \) and \( V \) are internal alphabets, in which the dialog between components is performed. Each component and composition have their own independent timers, which increase their values with the same speed synchronized with global time, but are independently reset according to transitions and timeouts happening in each component. Composition is considered to be in its initial state when both components are in their initial states and all timers are reset to 0.

The work of composition is initiated by the request via \( I_S \) or \( I_P \). Without loss of generality, suppose, that the request is applied via \( I_S \). Then, the service \( S \) processes the request, and, after some delay, either replies with the external response via \( O_S \), or sends an internal request to \( P \) via \( U \). In both cases, while \( S \) processes applied input, the component \( P \) might change its state according to the timeouts. After receiving the request from \( S \) via \( U \), the component \( P \) processes it, and either produces an external response via \( O_P \) or replies to \( S \) via \( V \). The internal dialog continues until one of the components produces the external output (response). After that, the composition is ready to receive and process next external input (request).

The dialog between components should be finite and result into some external output, otherwise, unsafe behavior of the composition might be observed: the absence of livelocks (infinite internal dialogs) and deadlocks (impossibility of continuing any dialog) is one of the crucial safety requirements for communicating components. Safety-awareness of composition is considered further in Section 4.4.3. As we notice, the opportunity to deal with a number of users is modeled by functional and time non-determinism in the components. The assumption of non-zero minimal output delay might be useful for safety-aware composition, because in this case, each internal dialog has non-zero length.
in time and, hence, the livelocks can be detected by exceeding of expected maximal delay in the composition.

4.3.1 Formal definition of parallel composition

According to the above description, the behavior of the parallel composition of two TFSMs can be described based on the automata which correspond to component TFSMs (Section 3.4.2). However, the language of the parallel composition of two automata is not necessarily a TFSM language. For this reason, the obtained language should be intersected with the language of the maximal TFSM $\mathcal{M}_{I,O}$, where $I$ and $O$ are external input and output alphabets of composition, to ensure that each input is followed by some output.

**Proposition 4.1.** If $S$ and $\mathcal{P}$ are TFSMs then the language of the automaton $\text{Aut}(S) \cap \text{Aut}(\mathcal{P}) \cap \text{Aut}(\mathcal{M}_{I,O})$ accepts a TFSM language.

The automaton $\text{Aut}(S) \cap \text{Aut}(\mathcal{P}) \cap \text{Aut}(\mathcal{M}_{I,O})$ then can be transformed into a TFSM.

**Definition 4.2.** Given the TFSMs $S$ and $\mathcal{P}$, the TFSM $\mathcal{C} = S \cap \mathcal{P}$ with the corresponding automaton $\text{Aut}(\mathcal{C}) = [\text{Aut}(S) \cap \text{Aut}(\mathcal{P})] \cap \text{Aut}(\mathcal{M}_{I,O}) = \left( \text{Aut}(S) \cap \text{Aut}(\mathcal{P}) \cap \text{Aut}(\mathcal{M}_{I,O}) \right) \cap \text{Aut}(\mathcal{M}_{I,O})$ is called the parallel composition of $S$ and $\mathcal{P}$. ∆

4.3.2 Composition traces: external, internal and global

Given the component TFSMs $S = \langle S, I_S \cup V, O_S \cup U, s_0, \lambda_S, \Delta_S, \sigma_S \rangle$ and $\mathcal{P} = \langle P, I_P \cup U, O_P \cup V, \mu_P, \Delta_P, \sigma_P \rangle$ with corresponding finite automata $\text{Aut}(S)$ and $\text{Aut}(\mathcal{P})$, respectively, denote the external alphabets of composition $I = I_S \cup I_P$, $O = O_S \cup O_P$, for short.

**Definition 4.3.** An automaton $\text{Globe}(S \cap \mathcal{P}) = (\text{Aut}(S) \cap I_S \cup O_P \cap \text{Aut}(\mathcal{P}) \cap I_S \cup O_S)$ is called a global automaton of the composition $\mathcal{C} = S \cap \mathcal{P}$ (or simply a global automaton Globe if there is no ambiguity).

**Definition 4.4.** Given a composition $\mathcal{C} = S \cap \mathcal{P}$, the following types of traces are associated with it:
• **Global traces** of the composition are the strings accepted by the global automaton and representing the communication process between components started by applying external inputs and tailed by external outputs, i.e., the traces $\nu \in L(\text{Globe})$ so that $\nu \in (1^*I(U \cup V \cup \{1\})^*O)^*$.

• **External traces** of the composition are the strings accepted by the automaton corresponding to the composition TFSM, i.e., $\gamma$ is an external trace if $\gamma \in L(C) = L(\text{Globe})_{(U \cup V \cup \{1\})} \cap L(M_{I,O})$.

• **Internal traces** of the composition are the strings $\omega$ of the set $\nu_{(U \cup V \cup \{1\})} \in (U \cup V \cup \{1\})^*$ where $\nu \in L(\text{Globe}) \cap (1^*I(U \cup V \cup \{1\})^*O)^*$ is a global trace of the composition, i.e., internal traces represent internal dialogs between components.  

\[\triangle\]

**Remark 4.5.** Since for web service composition, as mentioned, the particular case of the composition with embedded component is often useful, we note, that if one of the component is embedded (i.e., its external alphabets are empty) and all the external communications are made via another component (context), then the context component contains all the possible global traces of the composition.  

\[\triangle\]

External and global composition traces have the following relationship.

**Proposition 4.6.** A trace $\gamma \in (1^*I1^*O)^*$ is an external trace of the composition if and only if there exists a global trace $\nu \in (1^*I(U \cup V \cup \{1\})^*O)^*$ such that $\gamma = \nu_{(U \cup V \cup \{1\})}$.

**Proof.** By the definition of parallel composition and global automaton, it holds $\text{Aut}(C) = \text{Globe}(C)_{(U \cup V \cup \{1\})} \cap \text{Aut}(M_{I,O})$.

\[\Rightarrow\] Consider a trace $\nu \in (1^*I(U1^*V)^*1^*O)^*$ being a global trace $\nu \in L(\text{Globe})$, then $\nu_{(U \cup V \cup \{1\})} \in L(\text{Globe})_{(U \cup V \cup \{1\})}$ and $\nu_{(U \cup V \cup \{1\})} \in (1^*I1^*O)^*$, which means that $\nu_{(U \cup V \cup \{1\})} \in L(\text{Globe})_{(U \cup V \cup \{1\})} \cap L(M_{I,O})$. As the latter is the language of the automaton $\text{Aut}(C)$, the $\nu_{(U \cup V \cup \{1\})}$ is an external trace of the composition.

\[\Leftarrow\] Consider an external trace $\gamma \in (1^*I1^*O)^*$ that is a string in the language of the automaton $\text{Aut}(C) = \text{Globe}_{(U \cup V \cup \{1\})} \cap \text{Aut}(M_{I,O})$. Due to the properties of operations over finite automata and regular languages [71], since $[L(M_{I,O})_{(U \cup V \cup \{1\})} = L(M_{I,O})$ it holds that $\text{Aut}(C) = [\text{Globe} \cap \text{Aut}(M_{I,O})_{(U \cup V \cup \{1\})}]$, i.e.,
\[ \gamma \in [L(Globe) \cap L(M_{I,O})_{\mathcal{U} \cup \mathcal{V}}]_{\mathcal{U} \cup \mathcal{V},1} \text{ and there exists at least one (global) trace } \omega, \omega \in L(Globe) \text{ and } \omega \in L(M_{I,O})_{\mathcal{U} \cup \mathcal{V}}, \text{ and } \gamma = \omega_{\mathcal{U} \cup \mathcal{V},1}. \]

Consider an external trace \( \gamma = 1^{l_1}i_11^{k_1}o_1 \ldots 1^{l_n}i_n1^{k_n}o_n \), denote \( \gamma_{I} = 1^{l_1}i_1 \ldots 1^{l_n}i_n \) the external input sequence corresponding to the timed input sequence \( \alpha = (i_1,t_1) \ldots (i_n,t_n) \) of the composition, and \( \gamma_{O} = 1^{k_1}o_1 \ldots 1^{k_n}o_n \) the external output sequence corresponding to the timed output sequence \( \beta = (o_1,k_1) \ldots (o_n,k_n) \) of the composition. For the simplicity of notations, denote \( \gamma = \alpha \beta \).

**Definition 4.7.** An external timed input sequence \( \alpha \) induces a global trace \( \nu \), if there exists an external timed output sequence \( \beta \) such that \( \alpha \beta = \nu_{\mathcal{U} \cup \mathcal{O},1} \), and in this case the global trace \( \nu \) is said to support an external trace \( \alpha \beta \).

A global trace \( \nu \) is said to violate an external trace \( \alpha \beta \) if \( \nu \) is induced by \( \alpha \) and \( \alpha \beta \neq \nu_{\mathcal{U} \cup \mathcal{O},1} \), i.e., there exist \( \beta' \neq \beta \) such that \( \alpha \beta' = \nu_{\mathcal{U} \cup \mathcal{O},1} \).

**Definition 4.8.** Given an external timed input sequence \( \alpha \) and an internal trace \( \gamma, \alpha \) induces an internal trace \( \gamma \) if \( \alpha \) induces a global trace \( \nu \) such that \( \gamma = \nu_{\mathcal{U} \cup \mathcal{V},1} \); in this case, the internal trace \( \gamma \) is said to support the external trace \( \alpha \beta = \nu_{\mathcal{U} \cup \mathcal{O},1} \). An internal trace \( \gamma \) is said to violate an external trace \( \alpha \beta \) if \( \gamma = \nu_{\mathcal{U} \cup \mathcal{V},1} \) is induced by \( \alpha \) and the global trace \( \nu \) violated \( \alpha \beta \).

The set of all global traces of the composition that support given external trace \( \alpha \beta \) is denoted \( \text{sup}^{\text{global}}(\alpha \beta) = L(Globe) \cap (\alpha \beta)_{\mathcal{U} \cup \mathcal{V}} \).

The set of all internal traces of the composition that support given external trace \( \alpha \beta \) is denoted \( \text{sup}^{\text{internal}}(\alpha \beta) = \text{sup}^{\text{global}}(\alpha \beta)_{\mathcal{U} \cup \mathcal{V},1} \).

**Proposition 4.9.** Given an external trace \( \alpha \beta \) and an internal trace \( \gamma \), \( \gamma \) violates \( \gamma \) if \( \alpha \) induces a global trace \( \nu \) such that \( \nu_{\mathcal{U} \cup \mathcal{O},1} = \alpha \beta' \) with \( \nu_{\mathcal{U} \cup \mathcal{V},1} \in \gamma 1^* \) while \( \beta' \neq \beta \).

**Proof.** This proposition holds due to the definition of violating internal traces and properties of the restriction and expansion operators. A suffix \( 1^* \) after an internal trace indicates when the next internal symbol may appear after the next external input, and, by definition of the TFSSM and corresponding automata, for all traces \( \gamma \) it holds that \( \gamma 1^* \) are also traces of corresponding automaton.
4.3.3 TFSMs closure properties under parallel composition

**Proposition 4.10.** The set of deterministic TFSMs is closed under parallel composition.[76]

However, if TFSMs $S$ and/or $P$ are $t$-deterministic but $f$-nondeterministic, then, in general case, the composition $S \circ P$ can be both $t$- and $f$-nondeterministic.

**Proposition 4.11.** The set of time-deterministic TFSMs is not closed under parallel composition.[76]

**Proof.** We prove this statement with a counter-example in Fig. 4.4. Both components $S$ and $P$ are $t$-deterministic, while the component $S$ is $f$-nondeterministic. Therefore, in the global automaton of the composition of $S \circ P$ there exist two different traces induced by the external input symbol $i$ and leading to producing the external output $y$: $i1u11v1y$ and $i1u11v1y$, both taking the global automaton (Fig. 4.4b) from initial state to initial state. The latter cause the composition TFSM (Fig. 4.4c) to have two different output delays values for the same loop transition in the state $(s, a)$ under input-output pair $i/o$.

![Figure 4.4](image)

**Figure 4.4:** An example of $t$-nondeterministic composition (c) of $t$-deterministic components $S$ and $P$ (a) with corresponding global automaton (b)

**Proposition 4.12.** The set of TFSMs is closed under parallel composition.[76]

**Proof.** The proposition holds due to the Proposition 4.1 and closure properties of finite automata. Any sub-graph of a finite automaton is a finite automaton, therefore, any
group of transitions by special symbol 1 between transition by input symbol and transition by output symbol, is a finite automaton and can be represented with a set of linear functions. Therefore, any output delay even in case of nondeterministic components can be expressed in form \( \{kt + b\}_{k, b \in \mathbb{N}} \).

\[ \square \]

Definition 4.2 returns only the enabled behavior of parallel composition, with no consideration of safety and robustness properties. If any livelock without a possibility of producing an external output appears, or a deadlock (i.e., if during the communication one of the components attempts to apply an input to another component that is not defined in it - and, hence, with catastrophic interpretation may cause damage to the system [77]), such sequences will be just cut off by restriction, intersection with maximal compositional automaton and resulting TFSM retrieval operations. If some livelock in composition of nondeterministic components may lead to the producing of external output, it will be reflected by the periodic output delay in corresponding transition in the resulting TFSM.

For complete components, either deterministic or not, the given definition is representative enough, since if the resulting TFSM has some input sequences undefined, it directly indicates the livelock (internal infinite cycle without producing an external output) and such sequences could be just forbidden as unsafe.

**Example 4.1.** As an example of parallel composition, let us derive the composition of the Assessor and the Approver components of the Loan Approval Service from the Fig. 3.7 and Fig. 3.6. The resulting composed service is shown in Fig. 4.5.

![Diagram](image)

**Figure 4.5:** The composed TFSM for Loan Approval Service

\( \triangle \)

However, for partial components, if resulting composition TFSM has undefined input sequences, the reasons may vary: undefined because of components partiality - and no
addition control needed there, - or because livelock or deadlock are induced, and the latter may lead to unpredictable behavior of the component including system crush [77].

Since web services models are essentially nondeterministic and partial, it would be too arrogant and insufficient to consider the parallel composition derivation that is representative for complete components only.

Therefore, in the next section the safety issues of the composition are considered and the algorithms of verifying the safety of composition are proposed.

The general language-based definition of parallel composition does not capture some features and properties valuable for the compositions of partial and nondeterministic components. In particular, language-based parallel composition of TFSMs fails to resolve compositional safety and interoperability issues without additional control. For complete deterministic components, occurrence of livelocks results in composition TFSM being partial, while for partial and/or nondeterministic components partiality of composition TFSM may or may not be caused by any live- or deadlock in components communication.

### 4.4 Safe TFSM composition

**Definition 4.13.** Given the TFSMs $S$ and $P$, the parallel composition $C = S \parallel P$ is safe if it never falls neither into livelock nor deadlock.

Given the TFSMs $S$ and $P$, the parallel composition $C = S \parallel P$ is said to fall into a *livelock* if the components $S$ and $P$ induce an infinite internal dialog without producing any external output, i.e., if the global automaton of the composition has cycles labeled with internal and time symbols only.

Given the TFSMs $S$ and $P$, the parallel composition $C = S \parallel P$ is said to fall into a *deadlock* if neither the producing of the external output nor continuation of the internal dialog between components is possible, i.e., if the global automaton of the composition has reachable non-final states with no outgoing transitions.

Throughout this thesis we adopt catastrophic interpretation for either livelocks or deadlocks, meaning, that if there exists a possibility of composition to produce unsafe behavior, the unsafe behavior will be eventually produced. In more details, for livelock it
means that if the global automaton has a cycle label by internal and time symbols only, but this cycle has an exit by an external output (nondeterministic choice of whether to leave or continue the cycle is in place), then we still consider such situation as livelock-unsafe.

Deadlocks in composition may appear in case of partial components, if one component tries to apply an internal symbol to the another component that is not allowed in the another component - and, hence, the continuation of the communication between components becomes unpredictable and/or impossible.

The interpretation of partiality in TFSMs can vary, two major types being 1) don’t care sequences (allowing any possible behavior for undefined input sequences), and 2) forbidden behavior (the threat of unpredictable catastrophic consequences of applying undefined input sequences[77], or physical impossibility of applying). The first type (don’t care) is solved by explicit definition of don’t care behavior, therefore, we further assume that all partiality in component TFSMs are of second type (forbidden sequences). We remind, though, that in any case we consider TFSMs with harmonized traces only.

4.4.1 Livelock-safe composition

Since we use non-determinism for modeling the behavior due to queries via other channels (which are not considered in our model) we consider the crucial interpretation of livelocks. In other words, if an input sequence induces a cycle of internal actions (and, possibly, a timed symbol) then this sequence has to be forbidden, i.e., has to be excluded from the corresponding composed TFSM.

Similar to the classical FSMs, one way of restricting livelock possibility is to restrict the length of internal dialogs between components [71]. If the internal communication exceed the length bound, presence of the livelock might be suspected and corresponding input sequence is forbidden in the composition. This approach can be adapted to TFSMs.

Length-bounded composition

Length of the internal dialog is a number of internal actions the components exchange before producing an external output. In the general definition of parallel composition,
the length of internal dialogs is not bounded.

Let $l \in \mathbb{N}$ be the length bound, denote $L_{\mathcal{U} \cup \mathcal{V} ; l}$ the $l$-expansion of $L$, i.e., the the language $(L_{\mathcal{U} \cup \mathcal{V} ; l})_{\mathcal{U} \cup \mathcal{V}}$ has words no longer than $l$. Denote $\text{Aut}(I, O)$ the automaton with language $(IO)^*$. Then, the $\text{Aut}(I, O)_{\mathcal{U} \cup \mathcal{V} ; l}$ is the automaton with all possible communications between components with the internal dialogs not longer than $l$, while $\text{Aut}(I, O)_{\mathcal{U} \cup \mathcal{V} ; l} \{ \{1\} \}$ represents all possible length-bounded communications with arbitrary delays between symbols.

**Definition 4.14.** Given the TFSMs $\mathcal{S}$ and $\mathcal{P}$, the $l$-bounded parallel composition is the TFSM $\mathcal{C} = \mathcal{S} \diamond_{l} \mathcal{P}$ with corresponding automaton $\text{Aut}(\mathcal{C}) = [\text{Aut}(\mathcal{S}) \diamond_{l} \text{Aut}(\mathcal{P})] \cap \text{Aut}(\mathcal{M}_{I, O}) = [\text{Aut}(\mathcal{S})_{\mathcal{U} \cup \mathcal{V} ; l} \cap \text{Aut}(\mathcal{P}_{\mathcal{U} \cup \mathcal{V} ; l}) \cap (\text{Aut}(I, O)_{\mathcal{U} \cup \mathcal{V} ; l})_{\mathcal{U} \cup \mathcal{V} \{ \{1\} \}} \cap \text{Aut}(\mathcal{M}_{I, O})$. △

The automaton $\text{Aut}(I, O)_{\mathcal{U} \cup \mathcal{V} ; l} \{ \{1\} \}$ (shown in Fig. 4.6 for a simple case) represents all possible communication between components such that there are no more than $l$ internal symbols $U \cup V$ in each dialog, with no restriction on the time length.

However, in practice, measuring time between requests and responses is more applicable than observing and counting internal actions, and transition from length-bounded composition to time-bounded composition might be useful.

**Time-bounded composition**

In general case, we do not restrict output delays in components, though, often in practice the measure of one time unit is chosen in such way that the minimal output delay is non-zero.
Using properties of restriction and expansion operations [71], let us move $\text{Aut}(M_{I,O})$ inside the brackets, i.e., we re-write the composition in form

$$\text{Aut}(C) = [\text{Aut}(S)_{\gamma I_P \cup O_P} \cap \text{Aut}(P)_{\gamma I_P \cup O_P} \cap (\text{Aut}(I, O)_{\gamma U \cup V, I})_{\gamma (1)} \cap \text{Aut}(M_{I,O})_{\gamma U \cup V}]_{\gamma I_P \cup O_P (1)},$$

and consider the intersection $(\text{Aut}(I, O)_{\gamma U \cup V, I})_{\gamma (1)} \cap \text{Aut}(M_{I,O})_{\gamma U \cup V}$. From

$$L(I, O)_{\gamma U \cup V, I})_{\gamma (1)} = ((IO)^*_{\gamma U \cup V, I})_{\gamma (1)},$$

and

$$L(M_{I,O})_{\gamma U \cup V} = [(1^* I 1^* O)^* 1^*]_{\gamma U \cup V},$$

we conclude

$$L(I, O)_{\gamma U \cup V, I})_{\gamma (1)} \cap L(M_{I,O})_{\gamma U \cup V} = (1^* I ([U \cup V]^{\leq}_I 1^* O)^* 1^*).$$

Let us denote $m, n \in \mathbb{N}$ the minimal and maximal output delays in component $S$, respectively.

In any sequence $\alpha$ from $L(S)_{\gamma I_P \cup O_P} \cap L(I, O)_{\gamma U \cup V, I})_{\gamma (1)} \cap L(M_{I,O})_{\gamma U \cup V}$ there are at most $l$ symbols from $U \cup V$ between each input and output symbol, and since in $L(S)_{\gamma I_P \cup O_P}$ there are at most $n$ symbols 1 between any two neighbor symbols, then in any $\alpha$ between input and output symbols there are at most $n(l + 1)$ symbols 1.

In other words, we transform length-bounded composition to time-bounded composition:

$$L(C) = [L(S) \diamond L(P)] \cap [1^* I 1^{[m, n(l + 1)]} O]^* 1^*.$$

In case at least one of the components is defined with minimal non-zero output delay, there is no internal cycle with zero time-length possible, i.e., all possible livelocks have non-zero duration.

Therefore, based on length-bound for composition and knowing the maximal output delay for components, we can calculate the maximal output delay for the bounded composition.
The explicit length-bound, then, might be omitted and completely substituted with timed-bound.

Time-bound is quite a practical approach; for classical FSMs, for example, the detection of livelocks is based on setting the maximal waiting time. The difference of TFSMs from FSMs, for detecting livelocks, lays in possibility to calculate this maximal time (time-bound) based on the delays defined in components, and, hopefully, set more adequate maximal waiting time.

**Definition 4.15.** Given TFSMs $S$ and $P$, the **t-bounded** parallel composition is the TFSM $C = S \diamond_t P$ with corresponding automaton $Aut(C) = [Aut(S) \diamond Aut(P)] \cap Aut(M_{I,O,t})$ where $L(M_{I,O,t}) \subseteq (1^{*}I(1(1^{\leq t})O)^{*})^{*}$. \hspace{1cm} \triangle$

**Remark.** The timed-bounded composition has two bounds: minimal and maximal output delay, and, in general, does not necessarily imply the length bound on communication. The minimal bound is used to cut out from composition all livelocks with zero duration. However, by practical reasons, it is worth to use either the assumption of non-zero minimal output delay in components, or non-zero runs assumption from timed automata [78] implying that in a finite time interval there could not happen infinite number of actions. For parallel composition, the latter results in the requirement, that though some transitions might have zero output delays, there are no cycles with zero duration possible. In other words, all cycles in global automaton must contain at least one symbol 1. The maximal bound is useful to cut out livelocks including the ones with periodic output delays and possibility to produce an external output. Therefore, in case of livelock-unsafe composition, t-bounded composition might be used efficiently to refine the composition specification, and, using results of Chapter 5 and Chapter 6, optimize components to meet safety requirements. \hspace{1cm} \triangle

### 4.4.2 Deadlock-safe composition

In case of partial component TFSMs, we assume, that any undefined external input sequences is never applied to the composition. Then, deadlocks occur in the composition if one component attempts to apply an undefined symbol to another component.

Therefore, to verify and ensure deadlock-safety of the composition, it is essential to determine the allowed internal input sequences for each component.
Given a partial component TFSM $S$, the set of all internal input sequences accepted by $S$ defines the set of allowed internal output sequences for another component $P$. If $P$ never produces internal sequence out of allowed set, then it never causes deadlock in the component $S$. If another component produces output sequences only from the allowed set, then it never causes any deadlocks to ensure deadlock-free composition, and vice-versa. So, given the component TFSM, it is possible to derive the maximal TFSM for another component that communicates deadlock-free with the given component.

**Algorithm 4.1** Deriving the maximal TFSM for deadlock-safe component

**Input:** The component TFSM $S = (S, I_S \cup V, O_S \cup U, s_0, \lambda_S, \Delta_S, \sigma_S)$

**Output:** The maximal TFSM $M^S_{U,V}$ such that $S \diamond M^S_{U,V}$ is deadlock-free

Derive a finite automaton that represents the set of accepted timed input sequences $\text{in}_S(s_0)$:

1. Derive $S' = (S, I_S \cup V, \{\epsilon\}, s_0, \lambda'_S, \Delta'_S, \sigma'_S)$ so that:
2. for each transition $\langle s_1, i, o, s_2 \rangle \in \lambda_S$ do
3. there is a transition $\langle s_1, i, \epsilon, s_2 \rangle \in \lambda'_S$
4. with output delay function value $\sigma'_S(\langle s_1, i, \epsilon, s_2 \rangle) = \{0\}$
5. end for
6. Derive $Aut(S')$ using Algorithm 3.2.

Leave external input sequences out of consideration:
7. Restrict $Aut(S')_{\emptyset \cup U \cup \{1\}}$ to represent accepted internal input sequences.

Inverse internal input symbols to become internal output symbols:
8. Expand $Aut(S')_{\emptyset \cup U}$.

Intersect $Aut(M) = Aut(S')_{\emptyset \cup U} \cap Aut(M_{U,V})$ where $L(M_{U,V}) = (1^*U1^*V)^*1^*$.

Result:
10. Restore $Aut(M)$ into TFSM $M^{S_{U,V}}$ using the Algorithm 3.3.

The result of Algorithm 4.1 is the maximal TFSM that contains all the allowed internal sequences that do not induce a deadlock in the given component.

To ensure the deadlock-free composition, such maximal TFSMs should be derived for both components. If the internal part of first component’s behavior is contained in the maximal TFSM derived by the Algorithm 4.1 from the second component, then the first component never apply any undefined sequences to the second component.

Given two components, that might have deadlocks in communication, based on the results of the Algorithm 4.1 it is possible to derive their largest reductions which communicate without deadlocks, as proposed in Algorithm 4.2. Though, there is no guarantee that the derived deadlock-safe composition will be non-trivial. If Algorithm 4.1 for one of the components return an empty result, it means that the given components cannot communicate in a deadlock-safe manner, and such composition should be re-designed.
Algorithm 4.2 Deriving the deadlock-safe reductions of given components

**Input:** The component TFSMs $S = (S, I_S \cup V, O_S \cup U, s_0, \lambda_S, \Delta_S, \sigma_S)$ and $\mathcal{P} = (P, I_P \cup U, O_P \cup V, p_0, \lambda_P, \Delta_P, \sigma_P)$

**Output:** The component TFSMs $S^{ds} \leq S$ and $\mathcal{P}^{ds} \leq \mathcal{P}$ so that $S^{ds} \cap \mathcal{P}^{ds}$ is deadlock-free

2. Derive $\text{Aut}(M_{U,V}^S)$ and $\text{Aut}(M_{U,V}^P)$.
3. Derive $\text{Aut}(M_{U,V}^S) \cap \text{Aut}(M_{I_P \cup U, O_P \cup V}^P) = \text{Aut}(M_{I_P \cup U, O_P \cup V}^P)$.
4. Derive $\text{Aut}(M_{U,V}^S) \cap \text{Aut}(M_{I_S \cup U, O_S \cup V}^P) = \text{Aut}(M_{I_S \cup U, O_S \cup V}^P)$.
5. Intersect $\text{Aut}(\mathcal{P}^{ds}) = \text{Aut}(\mathcal{P}) \cap \text{Aut}(M_{I_P \cup U, O_P \cup V}^P)$.
6. Intersect $\text{Aut}(S^{ds}) = \text{Aut}(S) \cap \text{Aut}(M_{I_S \cup U, O_S \cup V}^P)$.
7. Restore TFSMs $\mathcal{P}^{ds}$ - the largest reduction of $\mathcal{P}$ which does not induce any undefined behavior in $S$.
8. Restore TFSMs $S^{ds}$ - the largest reduction of $S$ which does not induce any undefined behavior in $\mathcal{P}$.
9. if $S^{ds}$ and $\mathcal{P}^{ds}$ are non-trivial then
10. $S^{ds} \cap \mathcal{P}^{ds}$ is deadlock-free.
11. else Deadlock-free communication between given components is impossible.
12. end if

4.4.3 Deriving safe parallel composition

Verification whether the composition of given components is safe or not may be done during the composition derivation, aborting the process with the verdict “unsafe” as soon as a livelock loop, labeled with internal and time symbols only, or deadlock state, non-final state with no outgoing transitions, are reached in global automata.

Another way, though, is to preserve in the resulting composition machine all the safety threats, enabling further analysis of possible reasons for unsafe behavior and definition of safe composition specification (either cutting all unsafe input sequences, or redefining their responses in a safe way) for further component substitution via equation solving (Chapter 6).

**Definition 4.16.** Given the component TFSMs $S$ and $\mathcal{P}$, the TFSM $\mathcal{C}$ with special designated output symbols *livelock* and *deadlock* and *lock* state is called the safety-aware parallel composition of $S$ and $\mathcal{P}$, denote $\mathcal{C} = S_{safe} \circ \mathcal{P}$, if its largest sub-machine without these special symbols and state is the parallel composition of given components, all transitions with *livelock* and *deadlock* outputs necessarily lead to the state *lock* and correspond to the safety threat in communication between $S$ and $\mathcal{P}$. △

The Algorithm 4.3 describes how to derive such safety-aware composition.
After the safety-aware composition is derived, if the state lock is reachable and/or there are transitions with infinite sets of output delays, then at least one of the components should be substituted in order to provide a safe composition. For the purpose, locking transitions should be substituted with expected ones (or erased as forbidden) and the resulting TFSM could be used as a specification for the parallel equation.

The minimal value for the output delay on locking transitions provides a minimal value for a timed-bound, i.e., a minimal value for waiting for a response from the composition before deciding that (while using and/or testing a composite system) the system falls into deadlock or livelock and should be reset.

**Algorithm 4.3 Safety-aware parallel composition**

**Input:** The component TFSMs $S = (S, I_S \cup V, O_S \cup U, s_0, \lambda_S, \Delta_S, \sigma_S)$ and $P = (P, I_P \cup U, O_P \cup V, p_0, \lambda_P, \Delta_P, \sigma_P)$

**Output:** The TFSM $C = \langle \mathcal{C} \cup \{lock\}, I_S \cup I_P, O_S \cup O_P \cup \{livelock, deadlock\}, c_0, \lambda_C, \Delta_C, \sigma_C \rangle$ that is the parallel composition of given components augmented with safety parameters, $\mathcal{C} = S_{\mathcal{O}_{safe}}P$

1. Derive $\text{Aut}(S)$ and $\text{Aut}(P)$ using Algorithm 3.2.
2. Derive $\text{Aut}(S)_{I_P \cup O_P}$ by adding a loop in each state of $\text{Aut}(S)$ for all $a \in I_P \cup O_P$, derive $\text{Aut}(P)_{I_S \cup O_S}$ by adding a loop in each state of $\text{Aut}(P)$ for all $b \in I_S \cup O_S$.
3. Derive the global automaton $\text{Globe} = \text{Aut}(S)_{I_P \cup O_P} \cap \text{Aut}(P)_{I_S \cup O_S}$.
4. Add the final state of $\text{Globe}$ the special state lock $\in G_{\text{fin}}$.
5. for each $(s, p) \in G \setminus G_{\text{fin}}$ do where $s$ is a state of $\text{Aut}(S)_{I_P \cup O_P}$ and $p$ is a state of $\text{Aut}(P)_{I_S \cup O_S}$
6. for each $a \in U \cup V$ do
7. if $a \in actions_S(s) \setminus actions_P(p)$ or $a \in actions_P(p) \setminus actions_S(s)$ then
8. add to $\delta_G$ transition $\langle(s, p), deadlock, lock\rangle$
9. end if
10. end for
11. end for
12. for each $(s, p) \in G \setminus G_{\text{fin}}$ do
13. if $(s, p)$ starts a cycle via non-final states only then
14. add to $\delta_G$ transition $\langle(s, p), livelock, lock\rangle$
15. end if
16. end for
17. Derive the intersection $G = \text{Globe} \cap \text{Aut}(\mathcal{M}_{I, O \cup \{livelock, deadlock\}})_{U \cup V}$ ensuring that after each external input after some internal dialog the external output (or a decision on safety threat) is produced.
18. Derive the restriction to external alphabets $\text{Aut}(C) = G_{U \cup O \cup \{1\} \cup \{livelock, deadlock\}}$.
19. Restore $\text{Aut}(C)$ into TFSM $C$ using the Algorithm 3.3.

In the next chapters, we assume that composition is always derived with safety-awareness, and hence denote the safety-aware composition operator simply by $\Diamond$. 
4.5 Discussion

One of the interesting and perspective discussion about the model could be raised in generalization of the semantics of a timer associated with the TFSM. The crucial utility characteristics of timeouts, defined by means of the timer, is the possibility of the machine to produce different responses to the same requests depending on the value of the timer. Considering time as a resource, output delays as an amount of resource consumption per operation, the timeouts could be seen as boundary conditions, differentiating responses depending on the resource amount spent for applying the request. Therefore, changing interpretation of time, it is possible to use the same TFSM model to embed other quality parameters of service without changing the model.

For cumulative parameters, like time and cost, the defined correspondence with finite automata preserves its usefulness as defined, unrolling the value into a chain of transitions under one unit, as far as parameter value boundaries are integers. For other types of parameters (e.g., multiplicative like availability) another correspondence should be sought, or a transformation to another form of the metric should be done (for example, using logarithmic scale to switch from multiplication to addition).

A discussion about generalization of TFSM timer from representing time to any additive parameter is applicable while considering the composition, too. One of the essential correlation to be considered in TFSM parallel composition is the correlation of output delays of one component to timeouts in another. For example, changing from time to cost parameter, output delays become the price of the transition they associated with, and timeouts could be used to represent, for instance, different service levels depending on the amount spent on applied input. Then, the resulting output delays of the composition, accumulating all the hidden internal communications between components, corresponds to the overall price of the end-to-end operation. Output delays of one component causing timeout transitions in another are the prices of internal communications, and timeouts themselves represent decisions on the how to process each request depending on its price.

Though, the more thorough investigation of parameter-specific features of such TFSM is needed.
4.6 Chapter conclusions

In the chapter, we defined the parallel composition operator and investigated its properties as for deterministic as for nondeterministic and partial TFSM components. In communication of TFSM components both livelocks and deadlocks might appear, and, using catastrophic interpretation, we discuss these safety issues and provide algorithms for deriving safety-aware composition. Explicit consideration of time in the TFSM model allows to use time-bounded composition instead of length-bounded like in classical FSMs while restricting the livelock-dangerous internal communications between components. Cumulative nature of time parameter and established correspondence of TFSMs and FAs allows to efficiently derive parallel composition based on operations over finite automata preserving the correlation between output delays in one component to timeouts in another. Substituting time with other cumulative quality parameters while preserving model syntax and operators seems to be a perspective discussion for future work.
Chapter 5

Service Composition
Optimization Based on TFSM Equation Solving

5.1 Introduction

Once the composition of the set of given services is derived and verified (Chapter 4), or during the monitoring of service usage (Chapter 2), it might turn out that one or several components are not working at their best or fail to provide the required composition, and hence should be either optimized or substituted.

Therefore, in this chapter, we address the following questions:

1. If the parallel composition of given components does not conform the specification, can it be fixed by substituting one of the components?

2. Given a set of requirements for composition and one of the components, whether it is possible to design another, somehow better component which in communication with the known one meets given composition requirements?

3. Given a set of requirements for composition and one of the components, whether it is possible to minimize the set with respect to another component (component under design)?
Within the TFSM framework, these questions could be answered based on solving the corresponding TFSM equation.

First, we provide an algorithm on deriving the largest (general) solution to the parallel TFSM equation with respect to reduction and equivalence conformance relations, based on solving the corresponding language equation from which the largest TFSM-language solution is extracted. Then, we discuss the special case of partial specification for composition, and two main approaches for solving the equation with respect to the quasi-conformance relations, based on completion of the specification and/or refining the complement operation. The latter is shown to be useful for the minimization of composition specification in cases when it is given as a set of requirements or tree FSM.

After the deriving the largest solution, it is crucial to choose solutions with required properties, and useful restricted solutions are discussed in the next chapter (Chapter 6).

5.2 TFSM parallel equation

Given a TFSM $A$ with input alphabet $I_1 \cup U$ and output alphabet $V \cup O_1$, and TFSM $C$ with input alphabet $I = I_1 \cup I_2$ and output alphabet $O = O_1 \cup O_2$. The expression

$$A \diamondsuit X \sim C$$

is a parallel equation [71] over TFSMs, where TFSM $C$ is the specification of the system while TFSM $A$ describes the behavior of the known part of the system under design, usually called context, TFSM $X$ is the unknown component to be designed with input alphabet $I_2 \cup V$ and output alphabet $U \cup O_2$, $\diamondsuit$ is the parallel composition operator and $\sim$ is the conformance relation required between the specification and composition.

Further, we consider the solution against the reduction ($\leq$) and the equivalence ($\cong$) relations between TFSMs, though, we show how the specification can be refined in order to treat quasi-reduction and quasi-equivalence in cases of partial specification.

Sometimes, the expression $A \diamondsuit X \leq C$ is also called a parallel inequality over TFSMs.
The formal procedure to derive the largest solution for the TFSM equation, similar to classical FSMs, is based on solving the corresponding language equation, therefore, we briefly remind the known results for regular language equations [71].

5.2.1 Preliminaries on solving parallel language equations

As usual, $B$ is a solution to the equation $A \diamond \mathcal{X} \sim \mathcal{C}$ if it holds $A \diamond B \sim \mathcal{C}$.

An equation $A \diamond \mathcal{X} \sim \mathcal{C}$ is solvable if there exists a solution.

Solution $\mathcal{M}$ to the equation $A \diamond \mathcal{X} \sim \mathcal{C}$ is called the largest solution if it contains every solution to the equation.

Let the coefficients of the equation $A \diamond \mathcal{X} \sim \mathcal{C}$ be regular languages, the language $A$ over alphabet $E_1 \cup E_2$, the unknown language $\mathcal{X}$ over alphabet $E_2 \cup E_3$, the language $\mathcal{C}$ over alphabet $E_1 \cup E_3$, the operation $\diamond$ be the parallel composition and the conformance relation $\sim$ be the subset relation $\subseteq$.

As it is shown in [71], the largest solution to the language equation is given by the expression

$$Largest = \overline{\mathcal{C} \diamond A} = \overline{(\mathcal{C}_{E_2} \cap A_{E_3})_{E_2 \cup E_3}}$$

If $Largest = \emptyset$ then the equation has only trivial solution$^1$.

If $A \diamond Largest = \mathcal{C}$ then the equation with respect to the equivalence relation is solvable. Otherwise, if $A \diamond Largest \subset \mathcal{C}$ then the equation with the equivalence relation has no solution and $\mathcal{C}' = A \diamond Largest$ is the largest composition language that can be implemented with the given context $A$.

Solving equations over finite automata is a special case of solving equations over regular languages.

Given the equation $Aut(A) \diamond Aut(\mathcal{X}) \leq Aut(\mathcal{C})$, its largest solution may be obtained by following procedure.

---

$^1$By definition, for any languages $A$ and $C$ it holds $A \diamond \emptyset = \emptyset$ and $\emptyset \subseteq C$, therefore, the $\emptyset$ is always a solution to parallel equation with reduction relation.
1. If the automaton $\mathsf{Aut}(\mathcal{C})$ is nondeterministic and/or partial, then determinize it and complete (e.g. using demonic completion procedure). Make all the final states non-final and all the non-final states to be final, to obtain the automaton that accepts the complement of the language accepted by $\mathsf{Aut}(\mathcal{C})$, denote $\overline{\mathsf{Aut}(\mathcal{C})}$.

2. Build an automaton $\overline{\mathsf{Aut}(\mathcal{C})} \upharpoonright E_2$ by adding a loop $(s, e, s)$ for each state and each symbol $e \in E_2$.

3. Build an automaton $\mathsf{Aut}(\mathcal{A}) \upharpoonright E_3$ by adding a loop $(s, e, s)$ for each state and each symbol $e \in E_3$.

4. Derive an intersection $\overline{\mathsf{Aut}(\mathcal{C})} \upharpoonright E_2 \cap \mathsf{Aut}(\mathcal{A}) \upharpoonright E_3$.

5. Restrict the derived intersection to the alphabets of unknown component, i.e. $(\overline{\mathsf{Aut}(\mathcal{C})} \upharpoonright E_2 \cap \mathsf{Aut}(\mathcal{A}) \upharpoonright E_3) \subseteq E_1 \cup E_2$ by substituting each transition $(s_1, a, s_2)$ with $a \notin E_1 \cup E_2$ with transition $(s_1, \epsilon, s_2)$ and further determinisation of the finite automaton with $\epsilon$-transitions.

6. Derive the complement to the obtained automaton by interchanging final and non-final states, denote $\mathsf{Aut}(\mathcal{S}) = (\overline{\mathsf{Aut}(\mathcal{C})} \upharpoonright E_2 \cap \mathsf{Aut}(\mathcal{A}) \upharpoonright E_3) \subseteq E_1 \cup E_2$. If $\mathsf{Aut}(\mathcal{S})$ accepts non-empty language, then it is the largest automaton solution, otherwise the equation has only a trivial solution.

### 5.2.2 Deriving the largest solution for TFSM equation

Consider the equation $\mathcal{A} \hat{\diamond} \mathcal{X} \leq \mathcal{C}$, where coefficients $\mathcal{A}$ and $\mathcal{C}$ and the unknown component $\mathcal{X}$ are TFSMs, $\hat{\diamond}$ is TFSM parallel composition operator and $\leq$ is the reduction relation.

Since we established the correspondence between TFSMs and Finite Automata (Section 3.4.2), the TFSM equation similar to classical FSM equations [71] can be transformed and solved based on corresponding equation over regular languages:

$$\mathcal{A} \hat{\diamond} \mathcal{X} \leq \mathcal{C}$$

$$\downarrow$$

$$\mathsf{Aut}(\mathcal{A}) \hat{\diamond} \mathsf{Aut}(\mathcal{X}) \cap \mathsf{Aut}(\mathcal{M}_C) \leq \mathsf{Aut}(\mathcal{C})$$
\[ \Downarrow \]

\[ L(A) \cap L(X) \cap L(M_C) \subseteq L(C) \]

which is using the known set theory transformation \( A \cap B = C \Leftrightarrow A = C \cup B \) is turned into

\[ L(A) \cap L(X) \subseteq L(C) \cup L(M_C). \]

The largest solution of the latter is known (Section 5.2.1) to be

\[ L_{\text{Solution}} = L(A) \cap (L(C) \cap L(M_C)). \]

The language \( L_{\text{Solution}} \) is regular, but in general case is not a TFSM language. The resulting language has to be intersected with the language of the maximal TFSM \( M_X \) for the unknown component and then the largest prefix-closed subset of \( L_{\text{Solution}} \cap L(M_X) \) can be derived to obtain the largest TFSM solution. For short, denote \( I_X \) and \( O_X \) the input and the output alphabets of the unknown component correspondingly.

**Proposition 5.1.** [79] The largest solution of the TFSM equation (inequality) \( A \cap X \leq C \) is the TFSM \( S \) such that \( L(S) \) is the largest \( [1^* \cup 1^*I_X 1^*O_X]^\star \)-prefix-closed subset of the language \( L_{\text{Solution}} \cap L(M_X) \), where \( L_{\text{Solution}} = L(A) \cap (L(C) \cap L(M_C)) \) and \( M_X \) is the maximal TFSM for the unknown component. If \( L_{\text{Solution}} = \emptyset \), then the equation has no solution. If \( L_{\text{Solution}} \neq \emptyset \), but \( L(S) = \emptyset \), then the equation has no TFSM solution. If \( L(S) = 1^* \) then the equation (inequality) has only trivial solution.

**Example 5.1.** We illustrate the process of solving TFSM equation on a simplified Delivery Service, which specification is shown in Fig. 5.1(top). The specification provides the single quality and functional requirement: after the order is placed (request input symbol), the delivery should be made within 7 days.

This Delivery Service consists of two components: Store service (shown in Fig. 5.1(bottom)) and Warehouse service, the latter to be designed.

The Store Service proceeds as follows: after the receiving of the order (request input), it checks the availability of the ordered item in the Warehouse (output check) within
one or two days. If the item is available (product input from Warehouse), it is sent
for delivery to the customer (deliver output), otherwise (no_product input) the shipment
from another stock is ordered and processed within two days (ship output), and after
receiving the item (get_product) the checking of its compliance to the order is performed
(check).

![Diagram of delivery service composition](image)

**Figure 5.1**: The Delivery Service composition specification (top) and the component
service - Store Service (bottom)

The largest solution for the Warehouse component in such case is shown on Fig. 5.2.

![Diagram of largest solution](image)

**Figure 5.2**: The largest solution for Warehouse component with restriction in delivery
time

\[ \triangle \]

### 5.2.3 Verification of composition realizability

If the non-trivial largest solution exists, the next step is to check:

1. What is the maximal composition behavior that can be possible realized with a
given context. That is, if \( S \) is the largest solution to the equation \( X \Diamond A \leq C \),
then the maximal realizable composition is \( C' = S \Diamond A \) and the question is whether
\( C' < C \) or \( C' \equiv C \). The former means that the equation \( X \Diamond A \equiv C \) has no solutions.
2. Whether the component under design/optimization can be implemented with required minimal behavior constrains without violating composition specification. I.e., given the requirement $\mathcal{X} \geq S_{x_{min}}$, whether the derived largest solution satisfies it: $S \geq S_{x_{min}}$.

The latter question appears because of the web service composition interpretation we use. Since we do not consider possible involvement of the components in multi-user communications, the behavior of the component in the considered communication might be essentially nondeterministic.

Let us illustrate this intuition on the following example of simple delivery service.

**Example 5.2.** Since there is no control from the store over the availability of the purchased product at the warehouse, it is essential that the warehouse service is able to response both “available”or “not available”(outputs product and no_product) when the the request “check”is made for the first time. Though, the largest solution in Fig. 5.2 to the equation with quality restriction “delivery within 7 days”in one of the states allows only response “available”(output product). It indicates that either the store service in Fig. 5.1 should be optimized or the quality restriction should be revised. $\triangle$

The minimal behavior restriction is formalized as TFSM $S_{x_{min}}$ and is assumed to be consistent with composition specification, i.e.,

$$\mathcal{A} \cap S_{x_{min}} \leq C$$

then the TFSM equation solving is considered as solving the system of equations

$$\begin{cases} \mathcal{A} \cap \mathcal{X} \leq C \\ \mathcal{X} \geq S_{x_{min}} \end{cases}$$

which is obviously reduced to a single equation when the minimal component behavior is trivial TFSM, i.e. if $L(S_{x_{min}}) = 1^*$. 

If the solution to the given TFSM equation does not exist or does not satisfy the minimal behavior requirement, it is necessary to check whether the problem occurs due to functional or non-functional requirements. It can be done by checking if the equation is solvable when the specification has no delay restrictions.
If the equation with no delay restrictions is solvable, then it means that the initial quality requirements cannot be met by the given components and either the context requires optimization or requirements should be revised. If the equation with no output delay restrictions is unsolvable, then it means that the required functionality cannot be implemented with the given component whatever other component it would be communicating with.

**Example 5.3.** In Example 5.2, the retrieval point service cannot be implemented with required nondeterminism to guarantee the delivery within 7 days. Therefore, we attempt to derive the largest solution for this service without restrictions on the delivery delay. The largest solution for this case is shown in Fig 5.3 and does satisfy the requirement for supporting nondeterministic response for “check” request. Transitions denoted with * correspond to don’t care behavior of the component.

![Diagram](image)

**Figure 5.3:** The largest solution for Warehouse component with no time restrictions in composition specification

5.3 Solving equations for partial specifications

Often, the service composition specification is given as a set of requirements. Therefore, it is rational to consider not equivalence and/or reduction relations but rather quasi-conformance relations for partial machines while solving corresponding equation, i.e., in this section we consider the equation

\[ X \circ A \preceq C \]
One approach is to complete the partial TFSM $C$ based on the considered interpretation of specification partiality, and transform the equation to

$$X \cap A \leq C_{\text{completed}}$$

By definition, $in_C(c_0)$, where $c_0$ is the initial state of the TFSM $C$, denotes the set of all (timed) input sequences for which the behavior of $C$ is defined.

Then, the set of input sequences, for which the behavior of $C$ is undefined, is the set $undeC = (I \times N)^* \setminus in_C(c_0)$.

We distinguish two types of undefined input sequences in partial specification: forbidden and “don’t care” ones. Let us denote $forbidC \subseteq undeC$ the set of the input sequences that are forbidden for the composition, while $indifC \subseteq undeC$ being the set of “don’t care” input sequences that allow any behavior the composition. For consistency reasons, it is assumed $forbidC \cap indifC = \emptyset$ and $forbidC \cup indifC = undeC$.

Then the completion of the partial specification is made as follows:

$$\text{trace}_{C_{\text{completed}}} = \text{trace}_C \cup \{indifC \times (O \times N)^*\}.$$  

If $forbidC \neq \emptyset$ then $C_{\text{completed}}$ is still a partial TFSM, but all undefined input sequences are considered only as forbidden ones and therefore the quasi-reduction relation in the equation is consistently substituted with reduction relation.

Another approach is based on the key observation, that the chosen conformance relation for the equation can be taken into account by revising the complementation operation while deriving the largest solution.

Informally, the process of solving FSM equation may be summarized as following:

1. Derive the forbidden behavior of the composition. While considering strict equivalence and reduction relations or/and the specification is complete, this step corresponds to the complement operation over the corresponding specification automaton.
2. Derive the global behavior that is possible with the given context and induces the forbidden behavior of the composition. This step corresponds to the extension of the automaton representing forbidden composite behavior to internal actions and intersection with the automaton representing the behavior of the context.

3. Extract the behavior of the component under optimization (unknown component) that may cause the forbidden behavior of the composition. Using automata representation, this step corresponds to the restriction operation applied to the automaton derived at the previous step.

4. Derive the allowed behavior of the unknown component, i.e., the largest behavior of the unknown component that in communication with the context does not cause the forbidden behavior of composition. Using automata representation, this step corresponds to the complement operation applied to the automaton derived at the previous step.

This generalized idea behind the FSM equation solving can be effectively adapted for solving equations with partial specifications and quasi-conformance relations by refining the complement operation instead of specification completion.

If applied to the set of requirements, analysis of the results of the Step 3 of described process can be used for minimizing the set of compositional requirements with respect to the unknown component (component under optimization) as we show in the Section 5.4.

Consider the TFSM $C$ with alphabets $I$ and $O$, and the language $L(C)$ of its corresponding finite automata. Derive the maximal TFSM $P_C$ defined over the same input sequences, i.e., the TFSM with the same set of input sequences but with any output response, i.e., $\text{trace}_{P_C} = \text{inc}_C(c_0) \times (O \times N)^*$. Then, we call the partial complement for $L(C)$ the language $\overline{L(C)^p} = L(P_C) \setminus L(C)$.

The largest solution of the TFSM equation $A \diamond X \subseteq C$ is the TFSM $S$ such that $L(S)$ is the largest $[1^* \cup 1^*I_X1^*O_X]$-prefix-closed subset of the language $L_{\text{Solution}} \cap L(M_X)$, where $L_{\text{Solution}} = \overline{L(A \diamond (L(C)^p))}$ and $M_X$ is the maximal TFSM for the unknown component. If $L_{\text{Solution}} = \emptyset$, then the equation has no solution. If $L_{\text{Solution}} \neq \emptyset$, but $L(S) = \emptyset$, then the equation has no TFSM solution. If $L(S) = 1^*$ then the equation has only trivial solution.
5.4 Minimizing composition specification w.r.t. component under optimization

Given the composite service specification as a set of requirement, the question is whether it can be minimized preserving the requirements applied for the component under optimization.

In this sections, we consider the component under optimization to be embedded, i.e., having empty external alphabets and communicating with the environment only via the context component.

5.4.1 Determining the set of all internal traces violating a given composition requirement

In this section, given the TFSMs $C$ and $B$, the TFSM $B$ being embedded, a timed external input sequence $\alpha$ and the expected output response $\beta$ of the TFSM $C \sqcap B$ to $\alpha$, a procedure is proposed for deriving a special automaton $R(\alpha \beta)$ over internal alphabets such that an internal trace takes the automaton to a final state if and only if this trace violates the given composition requirement $\alpha \beta$. We can then check which external traces are violated by the same sets of internal traces.

Example 5.4. The minimization of the set of requirements we consider with an abstract TFSM example, for more illustrative purpose.

![Figure 5.4: Composite TFSM](image1)

![Figure 5.5: The context TFSM](image2)
Consider the composed TFSM in Fig. 5.4 and the context TFSM in Fig. 5.5. The following set of requirements TS can be applied for the composition:

\[
TC_1 = \langle i_1, 1 \rangle . \langle i_2, 1 \rangle / \langle y_1, 1 \rangle . \langle y_2, 4 \rangle
\]

\[
TC_2 = \langle i_1, 1 \rangle . \langle i_1, 0 \rangle . \langle i_2, 0 \rangle / \langle y_1, 1 \rangle . \langle y_1, 4 \rangle
\]

\[
TC_3 = \langle i_1, 1 \rangle . \langle i_2, 0 \rangle . \langle i_1, 0 \rangle / \langle y_1, 1 \rangle . \langle y_1, 4 \rangle
\]

\[
TC_4 = \langle i_2, 1 \rangle . \langle i_1, 0 \rangle / \langle y_2, 4 \rangle . \langle y_1, 4 \rangle
\]

\[
TC_5 = \langle i_1, 0 \rangle . \langle i_1, 0 \rangle / \langle y_1, 4 \rangle . \langle y_1, 4 \rangle
\]

\[
TC_6 = \langle i_2, 0 \rangle . \langle i_2, 1 \rangle / \langle y_1, 1 \rangle . \langle y_1, 4 \rangle
\]

\[
TC_7 = \langle i_2, 0 \rangle . \langle i_1, 1 \rangle / \langle y_1, 1 \rangle . \langle y_1, 4 \rangle
\]

\[
TC_8 = \langle i_2, 0 \rangle . \langle i_1, 0 \rangle . \langle i_1, 0 \rangle / \langle y_1, 1 \rangle . \langle y_1, 4 \rangle . \langle y_1, 4 \rangle
\]

\[
TC_9 = \langle i_2, 0 \rangle . \langle i_1, 0 \rangle . \langle y_1, 1 \rangle . \langle y_1, 1 \rangle . \langle y_1, 4 \rangle
\]

Respectively, a global trace induced by the input sequence \(\langle i_1, 1 \rangle . \langle i_2, 1 \rangle\) can be: \(a1-1 \rightarrow b1-i_1 \rightarrow m1-1 \rightarrow n1-y_1 \rightarrow b1-i_2 \rightarrow t1-1 \rightarrow r1-u \rightarrow a2-1 \rightarrow b3-z_2 \rightarrow q1-1 \rightarrow c1-1 \rightarrow d1-y_1\).

Since \(TC_1 = \langle i_1, 1 \rangle . \langle i_2, 1 \rangle / \langle y_1, 1 \rangle . \langle y_2, 4 \rangle\) we conclude that if an embedded component has an internal trace \(\langle u, 4 \rangle . \langle z_1, 1 \rangle\) then such implementation of the embedded component TFSM B violates the requirement \(TC_1\).

On the other hand, a global trace corresponding to \(\langle i_1, 1 \rangle . \langle i_1, 0 \rangle . \langle i_2, 0 \rangle\) can be: \(a1-1 \rightarrow b1-i_1 \rightarrow m1-1 \rightarrow n1-y_1 \rightarrow b1-i_1 \rightarrow m1-1 \rightarrow n1-y_1 \rightarrow b1-i_2 \rightarrow t1-1 \rightarrow r1-u \rightarrow a2-1 \rightarrow b3-z_2 \rightarrow p1-1 \rightarrow h1-1 \rightarrow s1-y_2\).

Since \(TC_2 = \langle i_1, 1 \rangle . \langle i_1, 0 \rangle . \langle i_2, 0 \rangle / \langle y_1, 1 \rangle . \langle y_1, 4 \rangle . \langle y_1, 4 \rangle\) we conclude that if an embedded component has an internal trace \(\langle u, 4 \rangle . \langle z_1, 1 \rangle\) then such implementation of the embedded component TFSM B violates the requirement \(TC_2\). \(\triangle\)

Given the composition requirement \(\alpha \beta\), according to the structure of an implementation system, all the possible global traces of a composition under design are traces of the given context. Correspondingly, we can leave in the context TFSM only those global
traces that are induced by the external input sequence \( \alpha \) (steps 1-3 in Algorithm 5.1). First, we derive the automaton \( A(\alpha \beta) \) accepting the only trace, corresponding to the given composition requirement. Second, we derive the automaton \( D(\alpha \beta) = M_\alpha \setminus A(\alpha \beta) \) that contains all possible external traces with output sequences different from the reference (given in the requirement) output sequence. Then, at steps 4 and 5 in Algorithm 5.1, we extract from the context automaton the submachine that has the set of traces \( \{ v \mid v \in \mathcal{L}(C \cdot \mathcal{A}) \} \subset D(\alpha \beta) \), i.e., those global traces that correspond to an unexpected external output sequences when a timed input sequence \( \alpha \) is applied to the context TFSM. Last (steps 6-8 in Algorithm 5.1), we hide external symbols in the intersection and obtain the set of internal traces that can be traversed in the composition when the output sequence of the composed TFSM to \( \alpha \) is different from \( \beta \). The sequence of transitions under 1 after the last internal output \( v \in V \) does not influence violating internal traces and thus, it may be eliminated.

**Algorithm 5.1** Deriving a set of internal traces violating a composition requirement \( \alpha \beta \).

**Input:** The context TFSM \( C \) and an external composition requirement trace \( \alpha \beta = (i_1, t_1) . \langle a_1, k_1 \rangle . (i_2, t_2) . \langle a_2, k_2 \rangle . \ldots . (i_n, t_n) . \langle a_n, k_n \rangle \).

**Output:** An automaton \( R(\alpha \beta) \) accepting all internal traces that lead to violation of the requirement \( \alpha \beta \).

**Deriving violating external traces with the input sequence \( \alpha \):**
1. Derive an automaton \( A(\alpha \beta) \) with the initial state \( s_0 \) that accepts the only sequence \( 1^{i_1} i_1 1^{k_1} a_1 \ldots 1^{i_n} i_n 1^{k_n} a_n \).
2. Derive an automaton \( M_\alpha \) with the set \( 1^{i_1} i_1 1^* O \ldots 1^{i_n} i_n 1^* O \) of traces.
3. An automaton \( B(\alpha \beta) = M_\alpha \setminus A(\alpha \beta) \) accepts all violating external traces with the input sequence \( \alpha \).

**Deriving global traces with the external input sequence \( \alpha \) and external output sequence different from \( \beta \):**
4. Derive the automaton \( B(\alpha \beta)_{\mathcal{L}(U \cup V)} \), i.e., expand the automaton \( B(\alpha \beta) \) to the internal alphabets adding loops at each state labeled by internal symbols.
5. Intersect \( B(\alpha \beta)_{\mathcal{L}(U \cup V)} \) with the automaton of the context TFSM \( C \): \( G(\alpha \beta) = B(\alpha \beta)_{\mathcal{L}(U \cup V)} \cap \text{Aut}(C) \).

**Deriving the set of violating internal traces:**
6. Hide in \( G(\alpha \beta) \) external symbols, and replace each sequence of transitions \( v(1)^* \), \( v \in V \), to a final state with a transition labeled by \( v \).
7. Denote \( G'(\alpha \beta)_{\mathcal{L}(U \cup V \cup \{1\})} \) the obtained automaton.
8. Intersect \( G'(\alpha \beta)_{\mathcal{L}(U \cup V \cup \{1\})} \) with the automaton \( \text{Aut}(U, V) \): \( R(\alpha \beta) = G'(\alpha \beta)_{\mathcal{L}(U \cup V \cup \{1\})} \cap \text{Aut}(U, V) \).

**Proposition 5.2.** Given the specification requirement \( \alpha \beta \) of the composed TFSM \( C \circ \mathcal{B} \) and the automaton \( R(\alpha \beta) \), returned by the Algorithm 5.1, an implementation \( E \) of the
embedded component $B$ is violating the requirement $\alpha\beta$ if and only if $E$ has a trace that takes the automaton $R(\alpha/\beta)$ from the initial state to a final state.

Proof. The requirement $\alpha\beta$ is violated by an implementation $E$ of $B$ if and only if it is violated by some internal trace $\gamma$ that is a trace of $E$. It means that there exists a global trace $\nu \in \text{Globe}(C \cup E)$ such that $\nu_{|\text{U} \cup \text{U'}(1)}(1) = \alpha\beta'$ where $\beta' \neq \beta$ and $\nu_{|\text{U} \cup \text{U'}(1)} \in \gamma^*$. By construction, $\alpha\beta$ is accepted by $A(\alpha\beta)$ and for all $\beta' \neq \beta$ it holds $\alpha\beta'$ is a trace of $D(\alpha\beta)$, i.e. $\nu_{|\text{U} \cup \text{U'}(1)}$ is a trace of $D(\alpha\beta)$, therefore, due to the properties of the restriction and expansion operations, all the traces $\nu \in (\nu_{|\text{U} \cup \text{U'}(1)})_{\text{U} \cup \text{U'}}$ are accepted by $D(\alpha\beta)_{\text{U} \cup \text{U'}}$. From the definition of the global automaton, $\nu$ is accepted by $Aut(C)$, then $\nu$ is a trace of $Aut(C) \cap D(\alpha\beta)_{\text{U} \cup \text{U'}} = G(\alpha\beta)$ and $\nu_{|\text{U} \cup \text{U'}(1)}$ is accepted by $G(\alpha\beta)_{\text{U} \cup \text{U'}(1)}$. Since $\nu_{|\text{U} \cup \text{U'}(1)} \in \gamma^*$ and to derive $G'(\alpha\beta)_{\text{U} \cup \text{U'}(1)}$ we cut off all the suffixes containing symbol $1$ only, we conclude that $\gamma$ is accepted by $G'(\alpha\beta)_{\text{U} \cup \text{U'}(1)}$ and hence $\gamma$ takes the $R(\alpha\beta)$ from initial state to a final state.

5.4.2 Minimizing the set of requirements

The minimization of the set of requirements allows to make the testing and verification process faster after the substitution of a component is made, because the complexity of checking whether composition meets the requirements or not is essentially depending on the number of requirements to check.

The minimization of the set of requirements can be made based on the similar process as solving an equation.

The problem of the set of requirements minimization is stated as follows: given a composition specification in form of the set of input/output sequences (the set of requirements) $TS$ and the context $A$, we are required to derive a minimal subset $TS' \subseteq TS$ such that the composition $A \triangleleft X$ satisfy $TS'$ if and only if $A \triangleleft X$ satisfy $TS$.

In other words, if the set of requirements $TS$ is represented by the TFSM $C_{TS}$, then we are required to derive such $C_{TS'} \leq C_{TS}$ so that the equations $X \triangleleft \mathcal{A} \subseteq C_{TS}$ and $X \triangleleft \mathcal{A} \subseteq C_{TS'}$ have the same sets of solutions.

Similar to the test minimization procedures for classical FSMs [80], the minimization of the set of requirement for composition includes the following steps:
1. Delete from the set of requirements $TS$ requirements that are applied to the context only and do not induce any communication between components.

2. Determine for each requirement in $TS$ the set of internal traces that violate the requirement, derive the union $R$ of such internal traces and determine a subset $TS' \subseteq TS$ of external requirements such that the union of the sets of traces violating requirements $TS'$ coincides with $R$.

In this case, the full set of requirements $TS$ is met if and only if $TS'$ is.

**Example 5.5.** For the running example, consider requirements $TC_1 = \langle i_1, 1 \rangle, \langle y_2, 4 \rangle$ and $TC_2 = \langle i_1, 1 \rangle, \langle i_2, 1 \rangle/\langle y_1, 1 \rangle, \langle i_1, 1 \rangle, \langle i_2, 1 \rangle/\langle y_1, 1 \rangle, \langle y_2, 4 \rangle$. The set of unexpected external traces for $\alpha_1 \beta_1$ is $\{(i_1, 1), (o_1, k_1), (i_2, 1) \mid o_1, o_2 \in Y \land k_1, k_2 \in \mathbb{N}, (o_1 \neq y_2 \land k_1 \neq 1 \lor o_2 \neq y_2 \land k_2 \neq 4)\}$ and the automaton $D(\alpha_1 \beta_1)$ with this set of traces is represented in Fig. 5.6 where actions corresponding to the timed input sequence $\alpha_1$ are shown in bold. The reference behavior is represented with a sequence of transitions $e_0 - 1 \rightarrow e_1 - i_1 \rightarrow e_2 - 1 \rightarrow e_3 - y_1 \rightarrow e_4 - 1 \rightarrow e_5 - i_2 \rightarrow e_6 - 1 \rightarrow e_7 - 1 \rightarrow e_8 - 1 \rightarrow e_9 - 1 \rightarrow e_1 0 - y_1$, and therefore this sequence is eliminated from automaton $D(\alpha_1 \beta_1)$.

![Automaton Diagram](image)

**Figure 5.6:** The automaton $D(\alpha_1 \beta_1)$ with the set of unexpected external traces for requirement $TC_1$

At the next step, we add loops under internal actions $u$, $z_1$, and $z_2$ at each state of the automaton $D(\alpha_1 \beta_1)$ and then intersect the obtained automaton with the automaton $Aut(C)$ for the context TFSM. At the last step we hide all external symbols $i_1$, $i_2$, $y_1$ and $y_2$ and the obtained automaton $R(\alpha_1 \beta_1)$ is shown in Fig. 5.7, where there is the only accepting state $F$ (Fail). According to the above procedure, states 9 and 10 will be merged with the state $F$, and thus, a requirement $TC_1$ is violated by each component TFSM $B$ that has a trace from the set $\{\langle u, 4 \rangle, \langle z_2, k \rangle, k \in \mathbb{N}\} \cup \{\langle u, 4 \rangle, \langle z_1, k \rangle, k \in \mathbb{N} \setminus \{1\}\}$ and only such implementations.
After deriving $R(\alpha_2\beta_2)$ for the $TC_2$, one can check that $R(\alpha_1\beta_1)$ and $R(\alpha_2\beta_2)$ have the same languages, i.e. $TC_1$ and $TC_2$ are violated by the same set of faulty implementations of the embedded component $TFSM B$ and, hence, $TC_1$ is satisfied if and only if $TC_2$ is satisfied, and one of them therefore can be deleted from the set of requirements. The input sequence of $TC_2$ is longer and thus, $TC_2$ is preferable to be deleted. In the same way, one can assure that requirements $TC_5$ and $TC_6$ are violated by one and the same set of internal traces and therefore, $TC_6$ also can be deleted. As a result, six of requirements are sufficient to satisfy while substituting the embedded component, i.e. a minimized set of requirements $TS_{min} = \{TC_1, TC_3, TC_4, TC_5, TC_8, TC_9\}$ can be used while optimizing the embedded component. \(\triangle\)

**Example 5.6.** For the Loan Approval Service from Example 3.4, the set $TS = \{\langle IA, k, t \rangle, \langle OK, t \rangle, \langle A, 8, t \rangle, \langle \text{out}, 1 \rangle : \forall k \geq 0, t \leq 10; \langle IA, k \rangle, \langle NA, 8 \rangle : \forall k \geq 0\}$ of given requirements can be minimized down to $TS_{min} = \{\langle IA, 1, \langle OK, 1 \rangle, \langle A, 8 \rangle, \langle \text{out}, 1 \rangle ; \langle IA, 1 \rangle, \langle NA, 8 \rangle\}$. \(\triangle\)

### 5.5 Chapter conclusions

We proposed how to derive the largest solution, i.e., the collection of all component service behaviors that can substitute given (unknown) component under optimization. The further choice of restricted solutions with required properties is discussed in Chapter 6.

Also, based on the equation solving procedure, we showed how the set of composition requirements, given in the form of input-output sequences (corresponding as to a list of requirements and/or a collection of desired scenarios to fulfill), can be minimized with respect to the component under optimization. The minimization of requirement set can be used, for example, for fastening the testing and verification of the composition against given set of requirements after each substitution of the component under optimization.
Chapter 6

Extracting Restricted Solutions with Required Properties

6.1 Introduction

In this section we consider some intuitions on how useful and interesting particular solutions might be extracted from the largest solution of the solvable equation.\footnote{The results of this chapter have been partly obtained within the project №14-08-31640 mol.а “Software quality evaluation based on logic circuit analysis and learning” funded by Russian Foundation for Basic Research (project coordinator - Natalia Kushik)}

Primarily, we consider algorithms of deriving sub-machines of the largest solution rather than reductions, since similar to classical FSMs, the task of deriving a reduction with desirable properties is known to be quite complicated [71], while for a sub-machine extraction efficient algorithms might be developed.

Since the main objectives of the thesis are concerned on web services optimization, we extract restricted solutions interesting from the service optimization points of view.

In particular, we consider the issues of extracting safe components with manageable quality properties.

Therefore, the following restricted solutions are considered in this section:

1) \textit{faster component}: at each state for each input the transition with the smallest output delay value is chosen. This restricted solution being composed with the given context
allows to estimate achievable quality of the composition with the given context, and in case it is not satisfactory, either reconsider the specification promises or redesign the context; though, the existence of faster reductions, rather than sub-machines, might be further considered, e.g., by unrolling cycles before choosing a sub-machine;

2) least restrictive requirements: choosing the slowest transitions in the component under design, we evaluate the most relaxed requirements the component needs to possess in order to have the composition that still conforms to the specification;

3) maximizing/minimizing timeouts in the component: the fact, that the component is not reachable from the context at any time instance with any possible input allows to manipulate timeout values for some states. Deriving the component with maximized timeouts might be useful to make the component more tolerant towards the quality violations in the context, preserving the same functionality during longer time intervals. On the other hand, for more time-sensitive services, it might be useful to minimize timeouts instead, correlating them to the session timeouts and producing appropriate error or reset messages if the context component violates its quality requirements.

4) safe components: choose those restricted solutions that do not cause any livelocks or deadlocks in composition with the given context.

5) minimal changes required: minimize distance in the number of transitions with the initial component that was decided to be optimized/substituted, e.g., because of safety reasons. This can be done by some special intersection of the largest solution with this initial component, assuming, that if the largest solution has variants of transition options for a transition of the initial component, then the latter is chosen, otherwise, the transition between variants is chosen based on output delay value. The choice from multiple options for the output responses in the largest solution that are all differ from the ones of the initial component might be done by any convenient ranking of the outputs. For example, based on semantical interpretation of abstract outputs, or by preferences of one type of messages over others.
6.2 Safe component selection

In this section we show that the largest livelock-safe solution is exactly the one obtained for the equation with restricted values for output delay.

Livelock-safe solutions are reductions (sub-machines in simplified case) of the largest solution for the equation with the specification with restricted output delays values, in cases when the context has the minimal non-zero output delay.

Otherwise, the component should be chosen to have non-zero delays.

Unlike classical FSMs, the TFSMs do not require usage of l-bounded composition operator in equations in order to derive livelock-safe components, since, as we show in Section 4.4, if at least one of the components of composition has non-zero minimal output delay, then l-bounded composition could be substituted by time-bounded one. Therefore, it is enough to bound specification and use the general parallel composition operator.

However, the question of how to choose an appropriate time bound may arise. If the equation does not have non-trivial solutions with given bound, it does not mean that it does not have livelock-safe solutions with greater bound.

Example 6.1. The largest solution for the warehouse from Example 5.8 shown in Fig. 5.3 does not guarantee livelock-safety, while the largest solution derived for the time-restricted specification in Fig. 5.2 does. △

6.3 Most similar substitution

As noted before, the task of solving an equation may be applied for the component substitution problem, if the given components are unable to provide the required composition with desirable quality. In this case, the substituting component may be sought as some restricted solution to the corresponding equation.

In this section we discuss how to choose this restricted solution being similar to the initially given component, i.e. such solution that would require as least as possible changes to be made in initial component to satisfy the composition specification.
Therefore, we consider given service components $\mathcal{S}$ and $\mathcal{P}$ and the composition specification $\mathcal{C}$, so that $\mathcal{S} \diamond \mathcal{P} \neq \mathcal{C}$, where $\sim \in \{\equiv, \preceq, \sqsupseteq, \sqsubseteq\}$ is a particular conformance relation.

We assume that at least one of the components should be re-designed/optimized, which may be done via solving a corresponding equation $\mathcal{X} \diamond \mathcal{P} \sim \mathcal{C}$. Using the results of Chapter 5, the largest solution $\mathcal{S}_X$ to this equation may be derived (for any chosen conformance relation).

The goal of this section is to extract all those solutions that preserve the ‘correct’ part of the behavior of the given component $\mathcal{S}$ and modify only those transitions that lead to the composition specification violations.

Since all the traces of the component under optimization that are not violating the specification are contained in the largest solution, then the largest correct part of the behavior of the given component is contained in the TFSM $\mathcal{S}_{conf} = \mathcal{S} \cap \mathcal{S}_X$. If $L(\mathcal{S}_{conf}) = 1^*$, i.e. $\text{traces}_{\mathcal{S}_{conf}} = \{\epsilon\}$, then the component $\mathcal{S}$ should be re-designed completely and no parts of its behavior could be included into the solution.

For a given component $\mathcal{S} = \langle S, I_X, O_X, s_0, \lambda_S, \Delta_S, \sigma_S \rangle$ and the derived largest solution $\mathcal{S}_X = \langle X, I_X, O_X, x_0, \lambda_X, \Delta_X, \sigma_X \rangle$, the algorithm is based on three main steps:

1. Determine, which part of the initially given component induces the behavior conformant to the specification composition, and preserve it, i.e., preserve in the solution all traces of the initially given component that are included in the largest solution ($\text{traces}_{\mathcal{S}}(s_0) \cap \text{traces}_{\mathcal{X}}(x_0)$).

2. For all input sequences that are undefined in the initially given component, choose output responses from the largest solution, i.e., add to the solution traces $\{\alpha \beta | \alpha \notin \text{in}_S(s_0) \land \alpha \beta \in \text{traces}_{\mathcal{X}}(x_0)\}$.

3. For the part of the given component that violates composition specification, i.e., for the traces from the set $\text{traces}_{\mathcal{S}}(s_0) \setminus \text{traces}_{\mathcal{X}}(x_0)$, re-define output responses from the largest solution, i.e., add to the solution traces $\{\alpha \beta | \alpha \in \text{in}_S(s_0) \land \text{out}_S(s_0, \alpha) \cap \text{out}_X(x_0, \alpha) = \emptyset \land \alpha \beta \in \text{traces}_{\mathcal{X}}(x_0)\}$.

Constructively, the extracting of the solution close to the initial component, is based in the intersection of the given component and the largest solution, with some minor modifications to take into account steps 2 and 3.
Algorithm 6.1 considers the reduction conformance relation. As we shown in Chapter 5, quasi-reduction relation in equation solving can be transformed to reduction by redefining the specification for don’t care sequences, while equivalence and quasi-equivalence relations just require additional verification of the result. Therefore, Algorithm 6.1 may be easily adapted to treat other than reduction relation if necessary.

**Proposition 6.1.** The TFSM $\mathcal{R}$ derived by the Algorithm 6.1 is a solution to the equation $X \mathbin{\bigtriangledown} P \leq C$.

**Proof.** By construction, $L(\mathcal{R}) \subseteq L(\mathcal{S}_X)$, i.e., $\mathcal{R}$ is a reduction to $\mathcal{S}_X$ and hence $\mathcal{R} \mathbin{\bigtriangledown} P \leq \mathcal{S}_X \mathbin{\bigtriangledown} P \leq C$. \hfill $\Box$

**Remark 6.2.** While comparing the outputs of the given component to the outputs allowed in the largest solution, when outputs of the initially given component should be substituted (at the step 16), the decision on the choice of one output option from the largest solution might be done based on some similarity function defined over output symbols. In particular, in cases when the TFSM representation of the service components behavior is derived from the data-enabling models (like TEFSM [23] or STS [81, 82]), the values of the data variables are split into domains and those domains are encapsulated into new abstract input and output symbols. Then, new output symbols corresponding to the same output with different data values might be considered as more similar to each other than the symbols corresponding to different data values, and the preference in output symbols substitution might be based on such similarity.

### 6.4 Managing output delays values

Two approached can be used to restrict the output delays for extracting solutions from the largest solution.

1. First, the solutions with upper and lower bounds on output delays value might be considered.

   Given the largest solution $\mathcal{S}_X$ with alphabets $I_X$ and $O_X$, the largest solution with output delays not less than $k$ is the TFSM $\mathcal{S}_{X, \geq k}$ with the language $L(\mathcal{S}_{X, \geq k}) = L(\mathcal{S}_X) \cap (1^*I_X1^k1^*O_X)^*1^*$.
Algorithm 6.1 Extracting the solution containing the correct behavior of the given component

**Input:** The equation $X \cap \mathcal{P} \sim C$, the largest solution $S_X = \langle X, I_X, O_X, x_0, \lambda_X, \Delta_X, \sigma_X \rangle$ and the component $S = \langle S, I_X, O_X, s_0, \lambda_S, \Delta_S, \sigma_S \rangle$ so that $S \cap \mathcal{P} \sim C$.

**Output:** The TFSM $R = \langle R, I_X, O_X, r_0, \lambda_R, \Delta_R, \sigma_R \rangle$ so that $R \cap \mathcal{P} \sim C$ and $R$ is as similar as possible to $S$.

1. Add to $R$ the initial state is $r_0 = \langle \langle s_0, t_S = 0 \rangle, \langle x_0, t_X = 0 \rangle \rangle$.
2. Set current state $r = r_0$, mark $r$ unexplored.
3. for each unexplored $r = \langle \langle s, t_S \rangle, \langle x, t_X \rangle \rangle \in R$
4. for each $i \in I_X$ do
   5. if $i \in inputs_S(s) \cap inputs_X(x)$ then
      6. if $outputs_S(s, i) \cap outputs_X(x, i) \neq \emptyset$ then
         7. for each $o \in outputs_S(s, i) \cap outputs_X(x, i)$ do
            8. $r' = \langle \langle s', 0 \rangle, \langle x', 0 \rangle \rangle$, where $\langle s, i, o, s' \rangle \in \lambda_S$ and $\langle x, i, o, x' \rangle \in \lambda_X$
            9. Add $\langle r, i, o, r' \rangle$ to $\lambda_R$
            10. Define output delays:
            11. if $\sigma_S(\langle s, i, o, s' \rangle) \cap \sigma_X(\langle x, i, o, x' \rangle) \neq \emptyset$ then
                12. $\sigma_R(\langle r, i, o, r' \rangle) = \sigma_S(\langle s, i, o, s' \rangle) \cap \sigma_X(\langle x, i, o, x' \rangle)$
            13. else $\sigma_R(\langle r, i, o, r' \rangle) = \sigma_X(\langle x, i, o, x' \rangle)$
            14. end if
       15. end if
      16. end if
   17. for each $o \in outputs_X(x, i)$ do
      18. $r' = \langle \langle s', 0 \rangle, \langle x', 0 \rangle \rangle$, where $\langle x, i, o, x' \rangle \in \lambda_X$ and
      19. either $\langle s, i, o', s' \rangle \in \lambda_S$ for some $o \neq o' \notin outputs_X(x, i)$ or $s' = s$.
      20. Add $\langle r, i, o, r' \rangle$ to $\lambda_R$
      21. Define output delays: $\sigma_R(\langle r, i, o, r' \rangle) = \sigma_X(\langle x, i, o, x' \rangle)$
   22. end for
   23. end if
   24. else
      25. for each $i \in inputs_X(x)$ do
         26. for each $o \in outputs_X(x, i)$ do
            27. $r' = \langle \langle s, 0 \rangle, \langle x, 0 \rangle \rangle$, where $\langle x, i, o, x' \rangle \in \lambda_X$
            28. Add $\langle r, i, o, r' \rangle$ to $\lambda_R$
            29. Define output delays: $\sigma_R(\langle r, i, o, r' \rangle) = \sigma_X(\langle x, i, o, x' \rangle)$
         30. end for
      31. end if
   32. end if
33. Define timeout for $r$:
34. $T = \min(\Delta_S(s)_I, t_S, \Delta_X(x)_I) - t_X$
35. $r' = \langle \langle time_S(s, t_S + T), clock_S(s, t_S + T) \rangle, \langle time_X(x, t_X + T), clock_X(x, t_X + T) \rangle \rangle$
36. Define $\Delta_R(r) = (r', T)$
37. if $r' \notin R$ then add $r'$ to $R$ and mark not explored.
38. end if
39. Mark $r$ as explored and take next unexplored $r \in R$.
40. end for
\[ x_1/y_1([k_{\text{min}}, k_{\text{min}} + 1, \ldots, k_{\text{max}} - 1, k_{\text{max}}]), \]
\[ \ldots \]
\[ x_m/y_m([k_{\text{min}}, k_{\text{min}} + 1, \ldots, k_{\text{max}} - 1, k_{\text{max}}]) \]

\textbf{Figure 6.1}: The maximal TFSM over alphabets \( I_X = \{x_1 \ldots x_m\} \) and \( O_X = \{y_1 \ldots y_n\} \) with the output delays no less than \( k_{\text{min}} \) and no greater than \( k_{\text{max}} \).

Given the largest solution \( S_X \) with alphabets \( I_X \) and \( O_X \), the largest solution with output delays not greater than \( k \) is the TFSM \( S_{X, \leq k} \) with the language \( L(S_{X, \leq k}) = L(S_X) \cap (1^*I_X1^{\leq k}O_X)^*1^* \).

In other words, given the largest solution \( S_X \) and the maximal TFSM \( M_{I_X, O_X} \) with maxmin restrictions on output delays values, the largest restricted solution is the intersection \( S_X \cap M_{I_X, O_X} \). An example of such maximal TFSM is shown in Fig. 6.1.

2. Second, the solutions with upper and lower restrictions on output delays values chosen for each transition individually.

In the latter case, intersection with the maximal TFSM is not enough, and transitions of the largest solution should be explored explicitly.

Since the problem of extracting reduction with required properties is known to be quite complex, similar to classical FSMs, for minimal and maximal output delays on transitions we extract sub-machines rather than reductions.

Choosing among existing option the ones with minimal output delays is aimed at minimizing output delays in composition.

Though, in practice it might be more interesting to choose the component with maximal output delays, since our solution - it is not a component implementation which parameters we actually can enforce, but rather a recommended specification and requirements for the component to be searched for in order to provide the desired composition. Moreover, the dynamic nature of the real networks environment should also be taken into account. The maximal output delays provide the most relaxed and least restrictive requirements for the components - and usage of this result for component implementation/discovery may enable bigger choice of actual service components that might be used in the composition.
6.5 Manipulating component number of states

The TFSM, representing the largest solution of the equation, has two types of transitions: transitions, that are involved in communication with context and satisfying the specification of composition, and transitions, that are not reachable from context and therefore can be defined in any way suitable. The latter might be used for manipulating the number of states in the extracted components, as well as for manipulating the values of timeouts in some states of the component, which allows to make it either more or less tolerant towards timed properties of the context component.

6.5.1 TFSM state minimization

**Definition 6.3.** The TFSM $S$ is called reduced, if all states are pair-wise distinguishable.

The TFSM $S$ is called minimal if it is reduced and there is no other equivalent TFSM with fewer states.

Given TFSM $P$, the minimal TFSM $S$ that is equivalent to $P$ is called the minimal form of the TFSM $P$.

For deterministic classical FSMs it is known [70], that the minimal form is unique (up to isomorphism), while for TFSMs it is not necessarily the case.

One of the ways to perform TFSM state minimization is based on deriving the corresponding minimal classical FSM [83], though, the further timeout manipulations issues are not considered on the approach.

**Definition 6.4.** Given states $s$ and $p$, state $p$ is called a copy of $s$ if $\text{inputs}_S(s) = \text{inputs}_S(p)$, and $\langle p, i, o, s' \rangle \in \lambda_S$ if and only if $\langle s, i, o, s' \rangle \in \lambda_S$ and $\sigma_S(\langle p, i, o, s' \rangle) = \sigma_S(\langle s, i, o, s' \rangle)$. I.e., if the state $p$ has the same transitions as the state $s$ except, maybe, for timeout transition.

Another way of deriving some minimal form of TFSM is based on following three main steps:

1. Derive the partition of the set of states induced by the equivalence relation.
Detailed discussion of how to derive the partitioning induced by the equivalence falls out of the scope of this thesis, assuming some adaptation of classical algorithms. For example, for iterative split of equivalence classes according to $k$-equivalence relation, such adaptation is made by adding a condition on timeout function: at $k$'s step, two states $s_1$ and $s_2$ stay in the same equivalence class if $\text{times}(s_1, k)$ and $\text{times}(s_2, k)$ were in the same 1-equivalence class (i.e., were in the same class at initial step, distinguishing states by the outputs).

2. Merge all the timeout transitions traversing the chains of "copies" (Definition 6.4).

In other words, for all $s_1, s_2 \in S$ such that $\Delta_s(s_1) = (s_2, T_1)$, $\Delta_s(s_2) = (s_3, T_2)$ and $s_2$ is a copy of $s_1$, redefine $\Delta_s(s_1) = (s_3, T_1 + T_2)$. And if $s_2$ was reachable only by timeout from $s_1$, then $s_2$ becomes unreachable from the initial state and, therefore, should be deleted.

3. Delete all states unreachable from the initial state.

Therefore, based on the step 2, timeouts can be used as a key for state number manipulations in TFSMs while preserving the functional and timed requirements.

**Remark 6.5.** The considered algorithm is oriented to complete machines, though, might be adapted to incompletely specified ones similar to classical FSMs (see, for example, [84, 85]).

\[\triangle\]

### 6.5.2 Manipulating timeout values in equation solutions

The transitions in the largest solution TFSM can be divided in two types:

1. Transitions, that define desired functionality and are required/allowed by communication with the context;

2. Transitions, that are not reachable from the context and, hence, don't care transitions.
And while the former might be necessary to provide the desired behavior of composition TFSM, the latter can be manipulated in any desired way without violating the composition specification.

For instance, correlating don’t care transitions with the specified ones, we might extract component with greater or lesser values of timeouts.

The states, for which it is possible to manipulate timeout values, should satisfy the following conditions.

- Consider the state $s$ and with transitions defined on inputs $inputs_S(s)$, the timeout in the state $s$ is finite: $\Delta_S(s) = (s_1, T), T < \infty$.

- If for all $i \in inputs_S(s)$ the state $s_1$ has only don’t care transitions, then the transitions from the state $s_1$ are redefined so that $s_1$ becomes a copy of $s$.

- Then, the timeout for the state $s$ is redefined as $\Delta_S(s) = (s_2, T + T_1)$, where $\Delta_S(s_1) = (s_2, T_1)$, and $\Delta_S(s) = (s, \infty)$ if $T_1 = \infty$.

As a result, the component with close-to-minimal number of states is extracted from the largest solution, and such component might be considered as more tolerant for the context quality violations, preserving the same functional behavior within longer intervals of time.

In case of a less tolerant component is desired, one way to achieve it is to define all transitions that are not reachable from the context to be transitions with error messages, resetting the component due to time requirement violations and, possibly, asking user to repeat the request. For example, if booking of a flight via the Internet is not paid before the expiration of timeout, the booking is canceled, the reserved places are made available for other bookings, and the payment is withdrawn.
Example 6.2. Let us consider the largest solution for the warehouse service in Fig. 5.3.

State “a” has don’t care transitions and reaches state “b” after the timeout, therefore, we redefine transitions in state “a” so that state “b” becomes a copy of state “a”. Then, we do the same with the state “f”, which reaches state “a” by timeout. Similar, we combine states “c” and “d”. Then, choosing output delays to be minimal non-zero delays (1 in this case), we obtained the restricted solution in Fig. 6.2 that has only infinite timeouts.

However, since we used the largest solution that is not livelock-safe, the further check of livelock-safety might be required. Though, if the solution would’ve been extracted from the livelock-safe largest solution, it would also be livelock-safe and would require only the check on equivalence of the composition and specification. \(\triangle\)

Algorithm 6.2 Extracting the solution with maximized timeouts

Input: The largest solution \(S_X = (X, I_X, O_X, x_0, \lambda_X, \Delta_X, \sigma_X)\)

Output: The restricted solution \(R = (R, I_X, O_X, r_0, \lambda_R, \Delta_R, \sigma_R) \leq S_X\).

1. Assign \(R = S_X\).
2. for each state \(r \in R\) do
3. if \(\Delta_R(r) = (r', T)\) where \(T < \infty\) then
4. if \(\text{inputs}_R(r') \subseteq \text{inputs}_R(r)\) and for all \(i \in \text{inputs}_R(r)\) it holds \(\text{outputs}_R(r, i) = O\)
5. then
6. Delete all the transitions starting from \(r\)
7. For each \((r', i, o, r'') \in \lambda_R\),
8. add \((r, i, o, r'')\) to \(\lambda_R\), with \(\sigma_R((r, i, o, r'')) = \sigma_R((r', i, o, r''))\)
9. Re-define \(\Delta_R(r) = (r_T, T_{\text{sum}})\) where \(\Delta_R(r') = (r_T, T')\) and \(T_{\text{sum}} = T + T'\)
10. if \(r'\) is not input-reachable then
11. Delete \(r'\) together with it’s all outgoing transitions.
12. \end if
13. \end if
14. \end if
15. \end if
16. \end for
6.6 Chapter conclusions

For some restrictions required from the solution, like the upper- or lower bound of the output delays, the largest solution satisfying the restriction may be derived as an intersection of the general largest solution with the maximal TFSM representing the restriction. Such restrictions include maxmin requirements for the output delays and intervals between applying the next input, forbidden input sequences (in this case maximal TFSM is partial), restriction on the output responses options for certain inputs and input options after producing certain outputs (though, the latter might violate the assumption of harmonized traces, and therefore should be considered with great care).

Other restrictions, like choosing the minimal output delay among allowed options for each transition, cannot be expressed with a maximal TFSM, and might require explicit traversing of transitions in question.

In the chapter we discussed variants of restricted solutions of both types that might be useful in the service composition optimization. Though, the efficient application of provided solutions for discovery and binding of the real services is yet a question to be thoroughly investigated in the future work.
Chapter 7

Conclusions

7.1 Summary of Contributions

Automata theory and its extensions offer powerful and efficient instrumentation for solving various software and digital devices related problems, including the problems from the emerging domain of “everything-as-a-service”.

The contributions of the performed work are mainly theoretical. However, preliminary performance experiments with the prototype tool, implementing the construction of TFSM parallel composition, show that machines with hundreds states might be processed efficiently despite the issue of state explosion while transforming from TFSMs to corresponding finite automata.

The correlation of service composition optimization issues to the optimization of finite state model composition allows to integrate quality- and safety-aware design and testing of composite services based on formal specifications.

To sum up, the main contributions include:

1. The nondeterministic extension of FSM with Timeouts (TFSM) model for service description integrating time-related quality and safety parameters.

2. A correspondence between functional conformance relations for service modeled by TFSMs in cases of real and integer-valued time variable has been established.
3. A method for iterative optimization of service composition with dialog-mode communication between components, based on deriving the largest solution for the corresponding TFSM parallel equation.

4. A method for minimizing the set of composite service requirements with respect to the component under optimization, which can be used to shorten the testing and verification of the composition after the substitution of the component.

5. Techniques for extracting restricted solutions with required properties (livelock/deadlock-safety, number of states and timeout values, least or most restrictive output delays requirements, similarity to the initial behavior of the component under optimization).

7.2 Perspectives and Future Work

One of the serious drawbacks of the approach we are proposing, lays within its scalability towards multiple interacting components. The parallel composition operator we rely on focuses on the dialog-mode interactions and tracks the interactions when at each moment of time only one component is considered working. For orchestrations, such concept might be enough as far as parallel execution is not in need; then, the orchestrator communication on request-response basis with the pool of component services, leading them through the desired workflow, is represented as a parallel composition of the orchestrator and the pool. For scenario-based user-driven choreographies the parallel composition also might be applied, assuming that the component in work is the component currently in charge of user-service interaction.

However, the current definition of the operator does not capture independent parallel execution with further concurrency and/or synchronization of the processes, and for the future work should be therefore updated.

Discussion on capabilities of the model itself to integrate the quality parameters other than time is also an interesting topic for further research. For cumulative quality parameters, e.g. cost, all the results obtained in the thesis, might be applied with some minor changes. Timeouts, in such case, are interpreted as the boundary conditions for different levels of quality, changing the responses of the service depending on the
quality value. In composition, the correlation between components on quality parameters is made between output delays and timeouts, and for additive parameters this correlation is preserved: output delays represent the consumption of quality parameter for operation, and timeouts in another components ensure responses depending on this consumption. Therefore, the correspondence of TFSMs to finite automata can be used in composition with TFSM timer interpreted as any other additive parameter, without major adjustments.

Though, direct adaptation of the timeouts to other types of quality parameters is not obvious and require further research. It seems, that methods over the model and composition may be preserved for other types of parameters in place of time, using timeouts as conditions and output delays as applied values of parameter, but with different definition for aggregation of parameter values in composition. Cost, like time, is an additive parameter: having sequences of internal operations, the resulting value is obtained as a sum of partial values. That is the basis that allows to unroll each transition under $k$ time units into a chain of $k$ transitions for a single 1 unit, as well as then fold it back together without loosing value in translation. For other types of parameters, multiplicative or minmax, for instance, such transformation requires thorough investigation of a unit value and unrolling concept, that would allow to use finite automata operations without additional symbolic refinements.

To summarize, the main directions of the future work include the extension of the composition operator for more complex modes of communication, including multi-stimuli composition, and investigation of properties of the model to integrate other than additive quality parameters within the same framework.
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Titre : Stratégie basée sur les machines à états finis temporisées pour optimiser la composition de services web à l'égard de la qualité et de la sécurité
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Résumé : Les concepts d'architecture orientée services (SOA) ainsi que tout une panoplie de technologies «en tant que service» (XaaS) sont utilisées quasiment partout de nos jours, et l'organisation optimisée d'activités synchronisées devient un défi important. Dans le but de proposer à l'utilisateur final un service sécurisé et fiable sans compromettre la qualité, les questions concernant la vérification et la validation des compositions des services deviennent d'un grand intérêt tant théorique que pratique. Dans les autres travaux traitant du sujet, de nombreux modèles et techniques sont proposés, mais la plupart mettent l'accent sur les aspects fonctionnels ou non-fonctionnels pris séparément, alors que l'intégration de ces paramètres en un modèle formel uniifié reste un problème qui doit être résolu – ce qui est devenu par conséquent un des objectifs fondamentaux de cette thèse.

Dans notre travail, nous réfléchissons au problème de l'optimisation des compositions des services web. Tout ceci est étudié dans l'optique de la fonctionnalité des systèmes, de leur qualité et de la sécurité des compositions. Il a été prouvé que les modèles à états finis sont utiles à des fins de tests et de vérification, de même que pour le contrôle qualité à chaque étape du développement du service. C'est pour cette raison que nous proposons d'utiliser le modèle de machine temporisée à états finis (TFSM) pour intégrer une description fonctionnelle du service avec les paramètres de sécurité et de qualité liés au temps.

L'extension du modèle permettra alors d'interpréter adéquatement le non-déterminisme significatif causé par un manque d'observabilité ou/et de contrôle sur les services tiers. Dans le but d'optimiser les compositions des systèmes, nous proposons une méthode pour dériver la solution la plus globale contenant tous les composants autorisés pour la mise en œuvre du service, basée sur la résolution de l'équation parallèle du TFMS. Ensuite, les techniques pour extraire des solutions restreintes avec les propriétés requises (paramètres de temps minimisé/maximisé, interbloques actifs ou passifs, similarité avec le composant d’origine donné, etc.) ont été proposées. Dans le cas où les spécifications d’un service composite consistent en un ensemble d’exigences fonctionnelles, éventuellement renforcées par des exigences de qualité, nous proposons une technique de minimisation de l’ensemble, dans le respect du composant à optimiser. L’application des résultats obtenus à la découverte et à la mise en place de composants plus efficaces, ainsi que l’extension du modèle à des modes de communication plus complexes font partie des sujets possibles pour des études futures.

Title : Timed FSM strategy for optimizing web service compositions w.r.t. the quality and safety issues
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Abstract: Service-oriented architecture (SOA) together with a family of Everything-as-a-Service (XaaS) concepts nowadays are used almost everywhere, and the proper organization of collaborative activities becomes an important challenge. With the goal of bringing to the end-user safe and reliable service with the guaranteed level of quality, issues of service compositions verification and validation become of high practical and theoretical interest. In the related work, numerous models and techniques are proposed, but mostly focused on functional and non-functional issues in isolation, while integration of these parameters within a unified formal framework still remains a problem to be solved. This work therefore became one of the core objectives of this thesis.

In our work, we address the problems of web service composition verification and optimization with respect to functionality, quality and safety properties of the composition. Finite state models are proven to be useful for testing and verification purposes as well as for service quality evaluation at each step of service development. Therefore, we propose to use the model of Finite State Machine with Timeouts (FSM) for integrating functional description with time-related quality and safety parameters, and suggest the extension of the model in order to adequately inherit significant nondeterminism due to the lack of observability and control over third-party component services. For the purpose of component optimization in the composition, we propose a method for deriving the largest solution containing all allowed component service implementations, based on solving the TFSM parallel equation. Further, techniques for extracting restricted solutions with required properties (minimized/maximized time parameters, deadlock- and livelock-safety, similarity to the initially given component, etc.) have been proposed. In cases when the specification of a composite service is provided as a set of functional requirements, possibly, augmented with quality requirements, we propose a technique to minimize this set with respect to the component under optimization. Application of the obtained results for more efficient candidate component services discovery and binding, alongside with extending the framework for more complex distributed modes of communications, are among the topics for the future work.