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“Qui acquiert science s'acquiert du travail et du tourment.”

Pierre Charron, *Le traité de la sagesse*

“Pour frayer un sentier nouveau, il faut être capable de s’égarder.”

Jean Rostand, *Inquiétudes d’un biologiste*

“Je ne crois pas qu’il ait besoin d’être immortel. Je crois que tout ce qui lui faut, c’est écrire la bonne histoire. Parce que certaines histoires sont immortelles.”

Stephen King, *Le Chant de Susannah*
Metaproteomics focuses on identifying and quantifying proteins in complex biological samples such as the human gut microbiota. Currently, only few studies on human gut microbiota exceed tens of subjects. The analysis of several hundred of samples is nevertheless of interest given the growing recognition of the gut microbiota as a health partner. However, the methods and protocols used so far in proteomics and metaproteomics are not suitable for large-scale studies, whether in terms of time/memory consumption or calibration of parameters. We have therefore developed algorithms, evaluated and compared several identification approaches for peptides and proteins and proposed systematic evaluation criteria, with a particular interest in the replicability of identifications, in order to develop a pre-treatment pipeline suitable for wide-ranging studies. The systematic comparison of these approaches of identification as well as the study of the replicability bring a methodological base so far missing in the field of the metaproteomics of the human gut microbiota. Quantification of peptides and proteins by eXtracted Ion Chromatogram has never been performed on this type of data, we have also compared normalization methods and developed a methodology for imputing missing data to refine the abundance estimations obtained by the more classical method known as "Spectral Counting". This thesis work has highlighted microbial biomarkers of potential interest for predicting the response to a slimming diet, or to characterize various phenotypes of inflammatory bowel disease. We have also been able to analyse the metaproteome of more than 200 patients in the framework of the ProteoCardis ANR, which is ancillary to the European project MetaCardis, and which focuses on the potential link between gut microbiota and cardiovascular diseases. The search for proteins of interest among these data should allow us to discover protective or aggravating candidate biomarkers of cardiovascular diseases.
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Analyse métaprotéomique pour l’étude des fonctionnalités du microbiote intestinal dans de grandes cohortes

par Ariane BASSIGNANI

La métaprotéomique s’attache à identifier et quantifier les protéines d’échantillons biologiques complexes comme le microbiote intestinal humain. Actuellement, peu d’études sur le microbiote intestinal humain dépassent quelques dizaines de sujets. L’analyse de plusieurs centaines d’échantillons revêt pourtant un intérêt évident compte tenu de la reconnaissance croissante du microbiote intestinal en tant que partenaire santé. Cependant, les méthodes et protocoles utilisés jusqu’à ce jour en protéomique et métaprotéomique ne sont pas adaptés à des études de grande ampleur, que ce soit en terme de temps/mémoire ou de calibrage des paramètres. Nous avons donc développé des algorithmes, évalué et comparé plusieurs approches d’identification des peptides et protéines et proposé des critères d’évaluation systématiques, avec un intérêt particulier porté sur la réplicabilité des identifications, afin de développer un pipeline de prétraitement adapté à des études d’envergure. La comparaison systématique de ces approches d’identification ainsi que l’étude de la réplicabilité apportent un socle méthodologique jusqu’ici manquant dans le domaine de la métaprotéomique du microbiote intestinal humain. La quantification des peptides et protéines par eXtracted Ion Chromatogram n’ayant jamais été réalisée sur ce type de données, nous avons également comparé des méthodes de normalisation et développé une méthodologie d’imputation des données manquantes permettant d’affiner les estimations d’abondances obtenues par la méthode plus classique dite « de Spectral Counting ». Ce travail de thèse a permis de mettre en évidence des biomarqueurs microbiens potentiellement d’intérêt pour prédire la réponse à un régime amaigrissant, ou encore pour caractériser différents phénotypes de maladies inflammatoires chroniques de l’intestin. Nous avons également pu analyser le métaprotéome de plus de 200 patients dans le cadre de l’ANR ProteoCardis adossée au projet européen MetaCardis, et s’intéressant au lien possible entre microbiote intestinal et maladies cardiovasculaires. La recherche de protéines d’intérêt parmi ces données devrait permettre de découvrir des candidats biomarqueurs protecteurs ou aggravants de maladies cardiovasculaires.
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Synopsis

Metaproteomics is the analysis of all the proteins present in an ecosystem. Initiated a bit more than ten years ago, metaproteomics goes beyond the genetic potential of metagenomics, gives an overview of the genomic expression of the microorganisms that make up an ecosystem, and thus detects and quantifies their real activity. Even with so much interest, progress in metaproteomics has been slowed by technological bottlenecks, and therefore still remains an emerging field. With new developments in mass spectrometry, and increasing coverage of metagenomes, essential for mass spectra interpretation, it now becomes possible to analyse metaproteome of ecosystems as complex as as the human intestinal microbiota. Like any emerging field, implementation of metaproteomic analysis protocols, whether in terms of sample preparation, analysis by mass spectrometry, or bioinformatic analyses for data processing, are developing and diversifying rapidly.

The aim of the research work developed in this thesis, entitled "Metaproteomics analysis to study functionalities of the gut microbiota in large cohorts", is to make a contribution to this still challenging field, with a focus on bioinformatic and analysis of such complex data. The manuscript is organised in eight chapters.

Chapter 1 introduces the fundamental principles of the main tools to study the human intestinal microbiota, as well as the accompanying challenges. It also presents the context of the thesis and the rational of the project on which I mainly worked.

Chapter 2 examines the methodologies used to identify peptides and proteins on a set of 48 human intestinal metaproteomes. I compared several identification methodologies and evaluated their performance from the point of view of the number of peptide and protein identifications, but also of their reproducibility, an aspect that is rarely addressed in the context of metaproteomics. These preliminary results made it possible to define an optimal identification methodology that will be used in our following analyses.

Chapter 3 presents two applications of metaproteomic analysis of the human intestinal microbiota. These studies focus on weight loss during a low-calorie diet, and on inflammatory diseases of the digestive tract. The results obtained in the previous chapter allowed us, with simple analyses, to identify proteins of potential interest for the prediction of weight loss and the diagnosis of inflammatory diseases of the digestive tract.

Chapter 4 focuses on the identification of peptides and proteins in the large-scale cohort on which I mainly worked during my thesis. I evaluated interests and limitations of using individual metagenomes for mass spectra interpretation. The results of identification on a large-scale cohort allowed us to have a first overview of the patients’ metaproteomes.

Chapter 5 evaluates the feasibility of quantifying peptides by eXtracted Ion Chromatogram (XIC) over a large-scale cohort. In this chapter, I took special care to XIC
data cleaning, and developed a methodology for imputing missing data adapted to such large datasets.

Chapter 6 proposes and evaluates corrections of the count and XIC data to reduce technical variability observed on these data, and thus to increase robustness of the statistical analyses used in the next chapter.

Chapter 7 presents the mathematical concepts of the approaches used to discover biomarkers (peptides and/or proteins) of interest in large-scale cohorts. First statistical results are presented and ways for further analyses are considered.

Chapter 8 finally draws the general conclusions and perspectives of my thesis work.
Chapter 1

The gut microbiota: a challenging complexity

1.1 The gut microbiota in humans

The gut microbiota is the microbial ecosystem of the digestive tract. This ecosystem consists of about a hundred thousand billions of commensal bacteria, viruses, archaea and fungi, and is estimated to weight between 200g and up to 2kg [1]. More than a thousand different species constitute the human intestinal microbiota, and each individual’s microbiota is made up of about 500 of these species. There is a great diversity of species between individuals, diversity being defined by the number and abundance of the different species present in the microbiota of each individual. Several metagenomic studies converge to show that the most abundant phyla in stool samples are Bacteroidetes and Firmicutes, representing about 60% of the total bacteria, and Actinobacteria and Proteobacteria representing about 10% of the total bacteria [2, 3]. The remaining part of the bacteria phyla are more variable between individuals.

At the genus level, human microbiota can be clustered in three enterotypes, regardless the geographic origin of the subjects. These enterotypes, mainly driven by the genera Bacteroides, Prevotella and Ruminococcus, define distinct microbial communities of the human gut microbiota [3].

The gut microbiota can also be clustered based on its richness into "High Gene Count" (HGC) and "Low Gene Count" (LGC), presenting specificities in term of taxonomic and functional composition. At the taxonomic levels, HGC communities are enriched in Verrucomicrobia and Actinobacteria at the phylum level, in Faecalibacterium and Bifidobacterium at the genus level, and in Faecalibacterium prausnitzii at the specie level. Conversely, LGC communities are enriched in Proteobacteria and Bacteroidetes at the phylum level, in Bacteroides and Parabacteroides at the genus level, and Ruminococcus gnavus at the specie level. Clinical data suggest that individuals with LGC gut microbiota are more exposed to metabolic disturbances known to bring multiple cardiovascular disease risk factors (increased insulin resistance, free fatty acids and percentage of fat mass, and decreased High Density Lipoprotein - HDL -) [4].
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The taxonomic diversity corresponds to a considerable functional diversity, functions carried by the genes. The core functionalities of the gut microbiota, like carbohydrate metabolism and aromatic amino acid metabolism, remain stable between individuals [2], but the enormous functional diversity and specificity of human gut microbiota is revealed by the sequencing of their metagenomes. Indeed, even with more than a thousand of people, new individual-specific genes are still discovered; the total number of genes increases with the number of sequenced metagenomes, and never reaches a plateau. Only few genes are shared by several people, most of them being individual-specific [5]. This diversity will influence relations between the members of the ecosystem, but also the microbiota-host-food relations, and ultimately the health of the host. The study of the gut microbiota is therefore of interest in clinical conditions, but due to its enormous complexity, this study is challenging.

However, over the past twenty years, technological progress in the fields of sequencing and bioinformatics now enable to finely study the gut microbiota. Metagenomics played a pioneering role in this domain, first for the molecular characterization of taxonomies through 16S metagenomics, then for the deep characterization of the genetic potential of gut microbial communities through shotgun metagenomics with the introduction of next-generation sequencing (developed in Section 1.2.2). However, it was not until the 2010’s, when mass spectrometry has really taken off, that metaproteomics, which is defined as the large-scale profiling of the protein complement of the metagenome, entered the field through label-free shotgun approach (developed in Section 1.3). Even though the obvious interest of intestinal metaproteomics is well recognized, and has been tightly argued in a number of interesting reviews [6–11], this scientific field seems to be having some trouble emerging. This is illustrated by Figure 1.1, which compares inventories of intestinal metagenomics and metaproteomics studies since 1997 to present. The lag between metaproteomics and metagenomics development can be explained by the relatively recent evolution in Liquid Chromatography coupled to tandem Mass Spectrometry (LC-MS/MS) technology, the lack of sufficiently representative search databases, but also by the multiplicity and the complexity of steps in a shotgun metaproteomics experiment. All these steps are further explained in Section 1.3.
1.2 Metagenomics

1.2.1 Different approaches

Metagenomics is the most widely used method for analysis of a microbial community - or microbiome -, as high-throughput sequencing technologies have seen an unprecedented development in recent years. Next-generation sequencing technologies can now achieve high-throughput and accurately study ecosystems as complex as the intestinal microbiota. Unlike genomics, which focuses on studying DNA from single organisms, the purpose of metagenomics is to quantify the DNA of a multitude of species in a particular ecosystem at once. Two sequencing approaches are used today: targeted metagenomics and shotgun metagenomics.

1.2.1.1 Targeted metagenomics

Targeted metagenomics consists in amplifying and sequencing a single gene present in several species of the environment under study. The candidate gene, while shared
by several species of interest, must be variable enough to be able to discriminate the species that carry it. The ribosome is a complex composed of proteins and RNA that translates messenger RNAs into proteins. This structure, extremely conserved during evolution, is composed of two subunits and is present in eukaryotes and prokaryotes:

- In eukaryotes, the large subunit is composed of 5S, 28S and 5.8S ribosomal RNAs and 49 ribosomal proteins. The small subunit is composed of 18S ribosomal RNA and 33 ribosomal proteins.

- In prokaryotes, the large subunit is composed of 5S and 23S ribosomal RNAs and 34 ribosomal proteins. The small subunit is composed of 16S ribosomal RNA and 21 ribosomal proteins.

Preservation during the evolution of the gene coding for 16S ribosomal RNA (rRNA) makes it a target of choice for primers used in molecular biology and targeted metagenomics. Indeed, being shared by bacteria and archaea, it allows targeting these two domains while excluding eukaryotes and thus contamination by human DNA present in the stool samples. However, targeted metagenomics excludes the study of fungi (from the eukaryotic domain) and viruses belonging to the gut microbiota ecosystem. Although highly conserved, 16S rRNA gene contains hypervariable regions (regions V1 to V9, figure 1.2), which discriminates species based on their sequence. The first targeted metagenomic studies showed that most of the existing bacterial species in various environments (freshwater, seawater, soil, ...) had not been identified before because they were not cultivable by standard methods in laboratories [12, 13]. This observation is even more valid for the gut microbiota. Indeed, their anaerobic nature, their interactions with other species of the community and the lack of knowledge about their optimal culture conditions make them hard to cultivate and amplify by conventional Polymerase Chain Reaction (PCR) methods (the procedure of PCR is further explained in Appendix A), although new methods emerge [14]. The 16S rRNA gene is therefore particularly useful for the study of this ecosystem.
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Figure 1.2 – Variability of the regions of the 16S gene of Pseudomonas. V1 to V9 are hypervariable regions, used in taxonomy annotation. The highly conserved regions can be used as primers sites in PCR. Adapted from Bodilis et al. [15] in accordance to the licence CC BY 4.0.

However, within some genera or families, 16S rRNA gene sequencing does not allow for species determination because the genes’ sequences have a very high similarity. This is the case, for example, within the families Enterobacteriaceae and Peptostreptococcaceae, whose constituent species have 16S rRNA gene sequences with a similarity greater than 97%. It has been shown that for 47% of bacterial genera, there are specie level assignment difficulties using 16S rRNA gene sequencing alone [16]. To identify microorganisms at a finer taxonomical rank, shotgun sequencing methods have been developed.

1.2.1.2 Shotgun metagenomics

Shotgun metagenomics consists in sequencing all the DNA from all organisms in the sample. Since it is not limited to a particular organism, this sequencing method makes it possible to capture bacterial and archaeal genomes (in the same way as targeted metagenomics) but also host, fungi and viruses. It thus allows to have a finer overview of the microorganisms composing the ecosystem.

Moreover, since no part of the genome is preferentially sequenced, this method enables to identify new genomes that had never been observed. Indeed, in the targeted metagenomics method, species identification is based on 16S rRNA genes already identified in databases since it uses primers based on the already known 16S rRNA gene sequences. Although the most abundant organisms are the most represented in shotgun metagenomics results, the random nature of shotgun sequencing ensures that low-abundant organisms of the gut microbiota are still represented.

Lastly, shotgun metagenomics gives direct information on the potential functions encoded by the metagenome. This makes it possible to identify metabolic pathways potentially used by the gut microorganisms.
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However shotgun metagenomics requires a much larger sequencing depth (number of reads) in order to capture the genomes of low-abundant microorganisms. Reads are fragments of sequenced DNA; their generation is fully developed in Section 1.2.2.2. While targeted metagenomics requires 50 000 - 100 000 reads to identify bacterial in a sample, shotgun metagenomics requires several millions of reads. It results in much higher sequencing costs, as well as much heavier downstream bioinformatic processing. In addition, genomes’ coverage variability may be a barrier to taxonomic assignment, which can be done at the species level only if the genome coverage is sufficient. Nevertheless, shotgun metagenomics is a method offering the greatest potential for identification of bacterial species and their functional potentials [16].

In the context of this thesis work, our aim was to study the metaproteome functionalities of the gut microbiota, and reference metagenomic databases are a prerequisite for the study of the whole protein composition of a microbial community (Section 1.3). We therefore used shotgun metagenomics for the sequencing of the metagenomes of the patients in the ProteoCardis cohort, a project developed in Section 1.6. Several sequencing tools can be used to sequence the metagenome, and they rely on different technologies and measurement methods. We will present here the two main sequencing approaches: Illumina and Ion Torrent.

1.2.2 Sequencing technologies

1.2.2.1 Illumina technology

The Illumina sequencing technology has the particularity of amplifying extracted DNA through a bridge technique, and sequencing it through the detection of photons during the polymerisation.

First, the double-stranded DNA is fragmented into pieces of about 200 kilobases (kb) by transposomes, which also allow for the attachment of primers to the ends. Then short amplification cycles allow for the attachment of the adapters with two distinct oligonucleotides sequences. Amplification is performed by PCR.

Both types of adapters are attached by covalent bind to a flowcell. Then, DNA strands (denatured to become single-stranded) randomly hybridise to the adapters by complementarity. The reverse strand is synthesized through a polymerase, including the adapter located at the other end of the DNA. The denatured complementarity DNA is bound to the flowcell and bridges are created between the adapters attached to the flowcell. These bridges are then amplified, which creates clusters with high density amplified sequences. This type of amplification is called "bridge amplification".

After amplification, the reverse strands are cleaved from their adapter, leaving on the flowcell only the forward strands that are sequenced. The four types of nucleotides are added to the flowcell, marked with different colours. Incorporation
of the complementary nucleotide into the sequenced strand is determined by the colour emitted by the cluster after excitation by a laser. Incorporation of the four nucleotides at each cycle and detection of the emitted colour allows for strand sequence computation. Nucleotide incorporated at each position is detected in parallel on all the clusters of the flowcell, which allows an extremely fast sequencing (Figure 1.3).
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**Figure 1.3** – Bridge amplification and Illumina sequencing. (A) DNA is fragmented into 200kb fragments and primers are attached by transposomes. The amplification adds two types of adaptors at each end. (B) The DNA fragments are floated onto a flowcell and elongated by DNA polymerase. (C) The unattached strands are washed by denaturation. (D) The strands form bridges at the surface of the flowcell and are amplified by cycles of polymerisation/denaturation. (E) The antisense strands are cut and washed, leaving only sense strands. (F) The sense strands form clusters of the same sequence of DNA, here a cluster of grey DNA and a cluster of black DNA. (G) At each cycle, the four types of nucleotides are introduced into the flowcell and are incorporated by polymerisation. After washing, a laser excites the last nucleotide incorporated, which emits a distinctive colour. (H) At each cycle, the clusters are sequenced in parallel thanks to the colour they emit. The succession of the colours at each cycle determines the sequence of the DNA of each cluster.
1.2.2 Ion Torrent\textsuperscript{TM} technology

DNA fragmentation can be done by physical methods (acoustic shearing or sonication) or enzymatic methods (non-specific endonuclease cocktails). DNA fragments are then selected according to their size. The desired fragment sizes is determined by NGS instrumentation’s limitations and by the specific sequencing application. Selected fragments are ligated with primers P1 and A at their end and amplified by four or five PCR cycles. The obtained DNA fragments with adapters constitute the library (Figure 1.4 A-B).

In order to obtain enough DNA to reach a threshold of detection of the necessary and sufficient signal to perform the sequencing, the library undergoes an emulsion PCR: this is the clonal amplification step. For this PCR, primer A coupled to biotin, and primer P1 coupled to the adapter B are used. These primers are introduced into microreactors in the presence of a sphere and a single DNA fragment. PCR in these microreactors amplifies the introduced DNA fragment, thus managing a monoclonal population of this fragment. Adapter B binds fragments to the sphere. At the end of the PCR, the sphere will be covered with clones of the fragment initially introduced. Under ideal conditions, each microreactor would initially contain one DNA fragment and one sphere. In order to eliminate spheres on which there has been no clonal amplification, for example because there was no fragment initially introduced into the microreactor, streptavidin is used. Magnetic beads coated with streptavidin will bind to biotin that has been coupled with primer A, and then, thanks to a magnet, only spheres bound to biotin, and thus to DNA fragments, will be recovered. The set of spheres covered with clones of DNA fragments constitute the sequencing matrix, which will be used in the Ion Torrent sequencer (Figure 1.4 C-D).
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**Figure 1.4** – Library and sequencing matrix preparation for Ion Torrent technology. Str.: streptavidin.

The sequencing matrix is introduced into microwells on a semiconductor chip, so that a single sphere linked to numerous copies of a single DNA fragment is introduced into a single well, in the presence of DNA polymerase. Then the well is flooded alternately with a solution containing one of the four deoxyribonucleotides (dNTPs) at a pH of 7.8. When the correct dNTP is incorporated by the DNA polymerase to synthesize the complementary strand to the fragment of interest, the formation of the new phosphodiester bond releases an H⁺ ion as shown on Figure 1.5.

**Figure 1.5** – Incorporation of a dNTP to DNA with DNA polymerase at the 3’ end. The phosphodiester bond creation releases a pyrophosphate (PPI) and a H⁺ ion which will be used to determine the sequence of the fragment.

This ions release modifies the pH of the solution, detected by the sequencer.
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thanks to a hypersensitive pH meter placed under each well, and therefore deduces the sequence of the fragment. Quality of the base incorporation signal gives a quality score to each incorporated dNTP, corresponding to a probability of base miscall (sequencing error). This probability of sequencing error is called a Phred score, and is encoded with ASCII symbols in the output of the sequencing. The sequencing with Ion Torrent technology is illustrated on Figure 1.6.

![Figure 1.6](image)

**Figure 1.6** – Sequencing with Ion Torrent technology. A single sphere coated with clonal DNAs is introduced into each well. Each dNTP is introduced sequentially. If the dNTP is incorporated by polymerisation, it releases H\(^+\) ions which are detected by pH-meter under each well.

If several dNTPs are incorporated, *i.e.* if the fragment contains several identical bases next to each other, pH change is greater, which is also detected by the pH meter that deduces the number of incorporated dNTPs. Thus, the DNA strands introduced into each well are sequenced simultaneously in several millions of wells. The resulting sequencing output is therefore millions of sequenced fragments, called reads. Although this is a fast and efficient method of sequencing, one limitation is the retranscription of homopolymers (a large number of identical dNTPs next to each other). Indeed, since the release of H\(^+\) ions is proportional to the number of integrated bases, it is difficult to accurately measure the number of bases incorporated when they are numerous. The sequencing errors of this technology thus lies mainly in the counting of dNTPs in homopolymers.

1.2.3 Assembly

The assembly of the metagenome is a step that leads, from the sequencing reads, to a catalogue of genes that is crucial for metaproteomics data analysis (Section 1.3.3.1). The microbiota being a complex ecosystem whose all components are poorly known, its metagenome is assembled "*de novo*", which means that it will be built without
any prior knowledge of its bacterial species. The \textit{de novo} assembly differs from the reference-guided assembly, in which the reads are aligned on reference genomes of the studied ecosystem and the contigs reconstruction is performed by inference thanks to the reference genome. A contig is a set of reads whose sequences are overlapping, thus defining a long consensus DNA sequence. The reference-guided assembly requires reference genomes representing the ecosystem, and alignment to the reference genome is highly time-consuming. This method of assembly is therefore particularly suited for genomics, where few genomes are studied and the number of reads is limited. In the case of metagenomics, where the number of reads is counted in tens of millions, the time devoted to the alignment is a first obstacle to the use of this method. In addition, the number of reference genomes is limited in the context of gut microbiota. \textit{De novo} assembly is therefore preferred, which makes it possible to capture the genome of still unknown microbial species.

Before the actual assembly, several steps are necessary to obtain high-quality reads to be assembled. Then, assembled reads need to be cured to obtain a high-quality gene catalogue.

\textbf{Filtering contaminants and low-quality bases}

This step is meant to obtain high-quality reads for the downstream assembly. The nucleotides of low-quality are removed, as well as reads with a low mean Phred score and too short reads. Shotgun methods sequence any DNA present in the sample, regardless of its origin (Section 1.2.1.2). However, since we are interested in the specific assembly of bacterial metagenomes, it is also necessary to eliminate reads that are not from bacterial origin. The parameter choices for these steps have been calibrated in MetaGenoPolis to obtain optimal quality reads to assemble.

\textbf{De novo assembly based on De Bruijn graphs}

The reads are assembled into contigs. The current \textit{de novo} metagenome assemblers rely on the principle of De Bruijn oriented graphs. These graphs represent the overlaps of length n-1 between the words of length n of a given alphabet. The nodes of these graphs are the words of length n, and the edges represent the overlap of an n-1 size of two words. In the context of the assembly, reads resulting from the sequencing are decomposed into k-mers, which are subsequences of length k contained in the reads. The De Bruijn graph is reconstructed with (k-1)-mers as nodes, and the observed k-mers as the edges. For example, a CCGTC sequence read can be decomposed into 3 k-mers of length 3: CCG, CGT, and GTC. The De Bruijn graph representing the k-mer CCG will consist of two nodes of size (k-1), CC and CG, which will be connected by the edge representing the k-mer CCG. After generating the De Bruijn graph with all the sequenced reads, the reconstruction of the contigs is an Eulerian path search in the graph, which is the path to go through all the edges of the graph. This reconstruction is illustrated on Figure 1.7.

The choice of the k-mers size is a trade-off. Indeed, in the case where it is too
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![De Bruijn graph example](image)

**Figure 1.7** – Genome reconstruction from reads with a De Bruijn graph. The genome is sequenced with 8 reads (in red), whose sequences are in black. The reads are fragmented in k-mers of length 3, in green. The (k-1)-mers, in blue, are the nodes of the De Bruijn graph. They are linked by edges which are the k-mers observed. The Eulerian path reconstructs the genome, here symbolized by the numbers at the edges.

Small, the graph can become too complex and the Eulerian path too difficult to reconstruct, especially in the case of repeated sequences. With a k too large, the genome is split, making it impossible to rebuild the genome.

**Prediction of genes and building of the catalogue**

Genes are predicted on the reconstructed contigs. In the context of the gut microbiota, gene predictors dedicated to bacterial genomes is preferred. Following genes prediction on the contigs, their redundancy is eliminated, classically by clustering genes with a high identity percentage. To generate the catalogue, the clustering of the predicted genes is first performed separately on each metagenomic sample to eliminate intra-sample redundancy. Then, the merged catalogue is computed by clustering the genes of all the samples. Clustering of the genes’ catalogues, while adapted to study the gut metagenome, is a critical step when the catalogue is aimed to be used as a reference in metaproteomics; this challenge is further explained is the...
Section 1.3.3.1.

Various software solutions are available for performing each of these steps, however a standard pipeline that integrates tools has been so far missing. In collaboration with colleagues, I developed MetaRaptor, a pipeline for metagenome assembly and gene prediction designed to handle many metagenomic samples, presented in Section 4.2.

The intestinal microbiota is mainly studied via metagenomics, which brings knowledge of the genetic potential of the microbiome. The rise of functional metagenomics, which studies the functional capacity of ecosystems, provided evidence of distorted functional potential of the gut microbiota in pathologic conditions [17]. However, metagenomics does not provide direct information on gene expression. The identification and quantification of functions expressed in a particular physiopathological context requires an in-depth and without a priori deciphering of the metaproteome, which reveals metabolic and cellular functions actually expressed by the microbiome and their possible association with the hosts’ health.

1.3 Metaproteomics

Compared to metagenomics, which provides taxonomic structural information and genomic potential profiling of the microbiome, metaproteomics gives us access to the active part of the microbiome, whether in term of protein species inventories reflecting diversity, or relative abundances of the proteins that are operating in the system at a given time. Taxonomic and functional annotations of all the proteins detected enable us to know “who is doing what in the system”. Shotgun label-free metaproteomics is precisely dedicated to the deciphering of metaproteomes without a priori, allowing us to approach metabolic and cellular functions, as well as microbial actors, actually operating in the system. Shotgun metaproteomics is performed by LC-MS/MS and is based on the quantification of ions characterized by their mass-to-charge ratio (m/z) and their retention time in the chromatographic column. In our context, the ions analysed are peptides (6 to 40 amino acids) obtained by tryptic digestion of the gut microbiota proteins extracted from stool samples.

1.3.1 Metaproteomics experimental workflow

A label-free shotgun metaproteomics experimental workflow typically consists of (i) sample collection, (ii) optional extraction of the microbiome, (iii) protein extraction with optional fractionation, (iv) protein digestion (most usually tryptic digestion), (v) peptide cleaning, (vi) peptide separation and analysis using LC-MS/MS, (vii) matching of the experimental mass spectra to the mass spectra library, (viii) filtering of the identification results, (ix) grouping of proteins, and (x) quantification of all peptides, proteins and protein groups identified. Finally, the peptide/protein information is used for downstream statistical analyses and taxonomic and functional
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Annotations. Two recent reviews focuses on some, but not all, of these steps [7, 9] with the first guidelines published in April 2019 [9]. I was involved in the bioinformatics processing of the analysis, i.e steps (vii-x), and present hereafter the principles of metaproteomic analysis as well as the downstream bioinformatic processings.

1.3.2 LC-MS/MS analyses

To date, mass spectrometry remains the analytical platform of choice for metaproteomics. Bulk of peptides from the microbial proteome are introduced and separated in an HPLC column (High-Performance Liquid Chromatography) in liquid phase. As they are eluted, they are transferred to the gas phase by electrospray. Briefly, at the end of the needle, the surface tension as well as the application of an electric field between it and the opposite electrode located in front of the needle allows the formation of a Taylor cone, which creates droplets of liquid phase with a diameter of about one micrometre. The electric field also charges the peptides when they are still in the liquid phase, thus ions are already formed during the liquid phase. The charged peptides are called "peptiz", and the different charges of one peptide can lead to several different peptiz. The electric field, coupled with a high temperature (200°C) also allows the solvent to evaporate, the droplets of samples cracking until reaching the gaseous phase (desolvation) [18]. This process is illustrated on Figure 1.8.

Isolated ions are guided in a beam guide (1, Figure 1.9), which has a bent structure. An electric field allows correctly ionized peptides to be guided in the bend, the non-ionized peptides colliding at the bend of the beam guide. The correctly ionized peptides thus arrive at the quadrupole (2, Figure 1.9). This structure composed of
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four electrically connected rods applies a radio frequency that vibrates the ions passing through it. Ions with an unstable trajectory or a m/z ratio that is not compatible with this frequency will collide with the rods, which selects the ions entering a certain range of m/z ratio. This method allows in particular the selection of the ions corresponding to peptides and the limitation of contamination by other molecules.

The mass spectrometers used for the datasets analysed in this thesis were an Q-Exactive for the ObOmics study and an Orbitrap Fusion\textsuperscript{TM} Lumos\textsuperscript{TM} Tribriq\textsuperscript{TM} for the MICI-Pep and ProteoCardis studies. Both are based on the analysis of the ions by Orbitrap. The selected ions are stored in the C-trap (\textcircled{3}, Figure 1.9), which is a curved ion trap. The ions are then pulsed towards the Orbitrap (\textcircled{4}, Figure 1.9), which analyses the mass spectra. The Orbitrap is an ion trap composed of two electrodes, with a hollow one inside which is placed coaxially the second spindle-shaped electrode. Ions are introduced between the two electrodes. The imposition of an electrostatic field allows ions to fly between the two electrodes, with a circular movement around and an oscillatory movement along the central electrode. The current induced by the oscillation converts the signal into frequency then into m/z ratio with a Fourier transformation. This first analysis step, called MS1, allows the m/z and the intensity of the so-called "parent" peptides to be measured.

The most intense peptides are selected by their m/z thanks to the quadrupole, and stored in a linear ion trap (\textcircled{5}, Figure 1.9) located behind the C-trap. This trap isolates (thanks to the same system as the quadrupole) but also fragments the peptides of interest by exciting them electrically to give them an internal energy sufficiently large so that the ions are fragmented. Peptide fragments are thus routed to the Orbitrap in order to proceed to the second analysis and recording step of the m/z, called MS2. These very specific MS2 spectra are more easily identifiable than the MS1 spectra. The double analysis with intermediate fragmentation is called tandem mass-spectrometry. The scheme of the Orbitrap Fusion\textsuperscript{TM} Lumos\textsuperscript{TM} Tribriq\textsuperscript{TM} mass spectrometer used in the analysis of the MICI-Pep and ProteoCardis samples is illustrated on Figure 1.9.
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**Figure 1.9 –** Scheme of the Orbitrap Fusion™, Lumos™, and Tribrid™ mass spectrometer. The sample is electrosprayed to the transfer tube, and filtered in (1) the beam guide to exclude non-ionic molecules. (2) The quadrupole selects the ions based on a m/z range. (3) The C-trap traps the ions and pulse them towards (4) the Orbitrap, which performs the first mass analysis (MS1). The ions of interest are selected and trapped in (5) the linear ion trap, which fragments them. The fragments are routed to the Orbitrap for the second analysis (MS2) [19].

LC-MS/MS thus allows for the acquisition of a very large number of MS1 and MS2 spectra (for example, about 15 000 MS1 and 100 000 MS2 spectra were observed in our data with 3 hours runs of analysis with Orbitrap Fusion™, Lumos™, and Tribrid™), characterized by their m/z ratio, their intensity, and their retention time in the HPLC. These spectra must be interpreted in order to understand to what peptides they correspond.

### 1.3.3 Interpretation of LC-MS/MS data

#### 1.3.3.1 Peptide-spectrum matching

Mass spectrometry data interpretation is based on the comparison of the acquired experimental spectra with theoretical spectra from a protein database, namely the target database. The protein database to interrogate is a gene catalogue generated by metagenome assemblies (Section 1.2.3), translated into proteins. Adequacy and completeness of the database used for the assignment of mass spectra are crucial for the matching of theoretical and experimental spectra. Ideally, complete individual metagenomes should be sequenced and translated into proteins, since they would
represent all the genetic information of the individual gut microbiota. I devoted the Chapter 4 of my thesis to this crucial aspect in the context of large-scale experiments.

Proteins composing the database are digested with trypsin in silico, in order to obtain all the theoretically identifiable peptides, whose spectra are generated for comparison with experimental spectra. The classical method of database interrogation consists in comparing each experimental spectra to the theoretical spectra database and selecting the Peptide-Spectrum Matches (PSM) having an e-value score lower than a given value. This score calculation may vary from one identification software to another.

Some of the most used identification software solutions are Mascot [20], OMSSA [21] and X!Tandem [22]. Taking into account speed (which is challenging in our high-scale project) and sensitivity, X!Tandem was proven to outperform the other software solutions [23]. Moreover, in the case of Mascot, the calculation of the e-value score is highly correlated to the search space, i.e. to the size of the database used, as well as the identification parameters chosen, contrary to X!Tandem [24].

The X!Tandem algorithm eliminates technical artefacts and noise, in silico digests the proteins of the reference database, and searches for post-translational modifications. A hyperscore between theoretical and experimental peptides is calculated, based on the dot-product between experimental spectrum and predicted spectrum peaks [25]. The hyperscores distribution of the set of spectra permits to compute the probability that a hyperscore occurs by mistake, and thus to transform the peptides hyperscores into e-values [26].

The proportion of false-positive identifications is usually controlled using a decoy database, i.e. a database of sequences known to be incorrect, built by inverting the protein sequences of the original database. Spectra are queried against a concatenation of the database of interest (target database) and the decoy database; this type of query is called "target-decoy interrogation" [27]. This interrogation allows us to evaluate global false hits or error rate, and thus to calculate for a threshold of e-value a false discovery rate (FDR) following the equation of Käll [28]:

\[
FDR = \frac{\text{number of decoy PSMs}}{\text{number of target PSMs}}
\]  

(1.1)

This FDR can be used as a filter, where the e-value threshold is calculated not to exceed a fixed FDR threshold, or as a quality control of the results for a fixed e-value threshold. Using FDR as a filter with X!Tandem is nevertheless more complicated as the search engine requires an e-value as the threshold. Interrogation of databases can be processed in one step or successive stages. I devoted the Chapter 2 of my thesis to the optimization of large databases interrogation for high-scale metaproteomic experiments.
1.3.3.2 Protein identification and grouping

Identifications provide for each experimental spectrum the set of PSMs having passed the e-value threshold, resulting in a very large dimension dataset. The complexity of these data is reduced via a grouping step which generates an exhaustive and parsimonious list of the peptides and proteins present in the studied samples. I used the grouping algorithm included in X!TandemPipeline [29], a software developed by the PAPPSO platform. First, a minimum of two distinct peptides identified across all samples in the dataset is set to validate a protein, in order to exclude proteins with weak proof of presence. Second, the presence of a protein is attested if it contains at least one specific peptide, which is a peptide that is not seen in any other protein. Lastly, proteins identified are assembled into subgroups and groups:

- If a protein has no specific peptide, it is eliminated (no proof of presence)
- Proteins identified with the same set of peptides are assembled into subgroups because one cannot distinguish which of these proteins is/are present. One of the proteins is arbitrarily chosen as a representative of the subgroup, but the output of X!TandemPipeline gives access to the entire list. Thus the number of subgroups in an experiment is the minimal number of proteins present in the samples.
- Groups are formed by gathering two-by-two the subgroups that share peptide(s). Thus groups are defined by a set of peptides that are not shared with other groups. Proteins in a same group have been observed to have a similar function and to belong to closely related members of the ecosystem [29, 30].

In this thesis, I computed from each mass spectra datasets the lists of peptides and of inferred subgroups and groups. An example of grouping is shown on Figure 1.10.
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**Figure 1.10** – Example of grouping of 6 proteins. The identified proteins are represented by letters (A-F) (top). These proteins were identified by inference of peptides identified by mass spectrometry (coloured bands). After grouping (down), the proteins F and C are eliminated because they do not have specific peptides (no proof of presence). The D and E proteins are identified with the same set of peptides, it is impossible to distinguish which of the two is present, so they form a subgroup for which D is arbitrarily selected as the representative. Proteins A and B each have two specific peptides (light green and light blue for A and dark red and dark green for B), and thus form two distinct subgroups. A and B have three peptides in common (dark blue, orange and yellow) and therefore belong to the same group. D and E do not share peptides with other proteins, so the subgroup is alone in its group. By inference, we can say that this sample is composed of at least 3 proteins: A, B and D/E.

### 1.3.3.3 Spectral Counting quantification

Identification in MS2 also provides a quantification of peptides by Spectral Counting (SC), which is the number of MS2 spectra observed for each peptide. SC quantification takes integer values, which infer semi-quantitative abundances. Peptide SC is a direct result of the mass spectrometry analysis. However, peptide counts matrix is usually sparse in metaproteomics context, making differential analysis difficult. In addition, the large size of the matrices can be a brake on some approaches requiring significant computation time. As subgroups and groups are defined by sets of peptides, we can infer their abundances from abundances of their related peptides. As groups do not share any peptides, the computing of their abundances is
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straightforward. But this is not the case for subgroups, therefore we considered two different ways of inferring the subgroup abundances, arbitrarily named "protein SC" and "subgroup SC":

- **protein SC**: the sum of SC of peptides (specific and shared) which belong to the subgroup. This counting overestimates the subgroup abundances, since the abundance of shared peptides is duplicated as many times as the peptides are shared. It uses all the information of the identification. It is used in this thesis when we are counting the number of subgroups identified in each sample of a dataset.

- **subgroup SC**: the sum of SC of **specific** peptides which belong to the subgroup. This counting underestimates the subgroup abundances, since the shared peptides (which bring bias in abundance [31]) are not taken into account. Although the subgroup SC does not reflect the abundance of all proteins present in the sample, it provides a minimal but robust image of the proteome/metaproteome landscape. This counting is used in this thesis to represent taxonomical distribution of the subgroups in the samples, as well as for the research of differential abundances of the subgroups of the MICI-Pep, ObOomics and ProteoCardis studies. Of note, the total number of subgroups identified in a whole dataset in subgroup SC and protein SC are equal; only the abundances differ. Both of them can therefore be used to count the total number of subgroups identified in a dataset.

- **group SC**: the sum of all peptide SC which belong to the group. Since we repeatedly observed that a given group was in the vast majority of cases, associated to a unique molecular function [29, 30], we can use the counting of groups to detect, identify and quantify the different functions expressed in the samples.

An example of the different SC quantification is presented in Tables 1.1 A-D, the peptides and proteins being those illustrated on Figure 1.10.

We chose to eliminate subgroups that do not have an SC equal of greater than 2 in at least one sample of the dataset considered in protein SC. Indeed, proteins with low abundances have a weak reproducibility in term of detection. This point will be established in Section 2.4.6.
Table 1.1 – (A) The number of MS2 peaks for each peptide in each sample is retrieved. The peptides are identified in the subgroups indicated between brackets. (B) The sum of all the peptides in a subgroup infers the protein SC. Here protein A is inferred from the counting of $\alpha, \beta, \delta, \epsilon$ and $\eta$. Protein B is inferred from the counting of $\alpha, \beta, \delta, \zeta$ and $\theta$. Protein D is inferred from the counting of $\gamma, \kappa, \lambda, \mu$ and $\nu$. (C) The sum of the specific peptides of a subgroup infers the subgroup SC. Here protein A is inferred from the counting of $\epsilon$ and $\eta$. Protein B is inferred from the counting of $\zeta$ and $\theta$. Protein D is inferred from the counting of $\gamma, \kappa, \lambda, \mu$ and $\nu$. (D) The sum of all the peptides in a group infers the group SC. Here SC of group 1 is inferred from the counting of $\alpha, \beta, \delta, \epsilon, \zeta, \eta$ and $\theta$. SC of group 2 is inferred from the counting of $\gamma, \kappa, \lambda, \mu$ and $\nu$.

<table>
<thead>
<tr>
<th>Peptides</th>
<th>Sample 1</th>
<th>Sample 2</th>
<th>Sample 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_{(A,B)}$</td>
<td>1</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>$\beta_{(A,B)}$</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$\delta_{(A,B)}$</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>$\epsilon_{(A)}$</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$\zeta_{(B)}$</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$\eta_{(A)}$</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>$\theta_{(B)}$</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>$\gamma_{(D)}$</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$\kappa_{(D)}$</td>
<td>1</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>$\lambda_{(D)}$</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$\mu_{(D)}$</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$\nu_{(D)}$</td>
<td>0</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Subgroups</th>
<th>Sample 1</th>
<th>Sample 2</th>
<th>Sample 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>3</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>B</td>
<td>4</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>D</td>
<td>5</td>
<td>2</td>
<td>4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Subgroups</th>
<th>Sample 1</th>
<th>Sample 2</th>
<th>Sample 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>B</td>
<td>1</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>D</td>
<td>5</td>
<td>2</td>
<td>4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Group</th>
<th>Sample 1</th>
<th>Sample 2</th>
<th>Sample 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>2</td>
<td>4</td>
</tr>
</tbody>
</table>
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1.3.3.4 eXtracted Ion Chromatogram quantification

eXtracted Ion Chromatogram (XIC) is an alternative quantification of peptiz (a peptide with a given charge) abundances, based on the area under their MS1 curve (the intensity of the chromatographic signal) over time. While SC method only quantifies the peptiz that have been fragmented in MS2 and then identified, XIC method also quantifies peptiz that have not been fragmented in MS2. Quantification by XIC of those peptides relies on their identification in another sample. By concordance of their m/z and their retention time (after alignment of the retention times between the samples), non-fragmented peptiz can be identified and quantified by XIC. Moreover, XIC quantification have better accuracy and repeatability than SC quantification when high-resolution analysis is performed [32] (which is the case in the experiments performed for this thesis). However the use of XIC quantification is challenging in metaproteomics, a topic developed in Section 5.1.

This measurement allows us to obtain continuous values (Figure 1.11). XIC missing value may correspond to (i) a peptiz which is really missing in the sample, (ii) a peptiz which has an abundance under the detection capacity of the mass spectrometer, (iii) a peptiz for which the area cannot be computed because its MS1 peak is not detected at different timepoints, and therefore not quantifiable. Since it is difficult to identify the reason which led to a missing value, they are filled with a missing value (NA).

**Figure 1.11** – Example of quantification of four peptiz by SC and XIC. At each time (x axis), the MS1 peak (coloured bands) with the greater abundance (y axis) is fragmented into MS2. The peak fragmented is symbolized by a red star. pepB is not fragmented, therefore it has a null quantification by SC but its presence is detectable by XIC and quantifiable if it has been fragmented and identified in another sample. The relative abundance of pepV and pepO is more accurate by XIC than by SC. PepR, which is fragmented in MS2 and therefore identified and quantified by SC, has no quantifiable MS1 area because the peptide is not detected at another timepoint.

XIC abundances at the peptide level is defined as the sum of the abundances of their peptiz, and XIC abundances of subgroups and groups are computed similarly to SC, by summing XIC abundances of their specific and total peptides, respectively.
1.3.4 The rise of metaproteomics in the last decade

The ability of metaproteomics to decipher ecosystems from a meaningful postgenomic point of view was first demonstrated in the early on activated sludge [33] and in a natural microbial biofilm [34]. A couple of years later in 2007, reproducible two-dimensional gels coupled with extraction of proteins and attempted identification using MALDI-TOF-MS, demonstrated the applicability of proteomics to complex intestinal ecosystems [35], although insufficient microbiome sequence information was a real bottleneck for protein identification at that time.

In the succeeding decade, say over the 2007-2018 period, there was an increasing number of small-scale proof-of-principle and methodological studies that demonstrated the feasibility and the relevance of intestinal metaproteomics approaches in areas as diverse as human physiopathology [36–44] including preterm infants [45–49], rodent modelling [40, 50–54], and feeding, health and well-being of livestock animals [55–59]. This was made possible with ongoing expansion in metagenomic databases and bioinformatics tools. The common goal was a better knowledge of the key players that drive cellular and metabolic activities of the intestinal microbiome, how they are linked with the health of the host, and might ultimately serve as candidate biomarkers or targets to design therapeutic intervention systems for various fields of application.

Interestingly, two studies published in 2017 [39] and 2019 [60], compared metagenomics and metaproteomics profilings of the same stool samples, and found considerable divergences between genetic potential and functional activity of the human gut microbiome. Clearly, metaproteomes displayed a higher plasticity compared to the lower inter-individual variability of metagenome profiles in 15 healthy volunteers [39]. This was confirmed at the individual level, in a series of eight stool samples longitudinally collected from a unique Crohn’s patient repeatedly observed over a 4.5-year period [60]. These pioneering multi-omics studies provide preliminary demonstration that DNA-to-protein correlations seem to be low in complex microbial systems, with consistent but also highly divergent trends between the two data types. This well emphasizes that expression and not only potential of intestinal functions must be integrated in a near future, and that metaproteomics profiling might be a powerful mean to better reflect disease-related changes.

Finally, only one label-free shotgun metaproteomics study published in 2018 [61] included for the first time a significant number of subjects. It focused on Intestinal Bowel Diseases (IBD), human pathologies known to be accompanied by serious dysbiosis of the intestinal bacterial populations based on targeted metagenomics [62] and shotgun metagenomics [63]. Forty-seven treatment-naive paediatric patients diagnosed with IBD (25 Crohn’s disease and 22 ulcerative colitis), and 24 healthy controls were enrolled. It was found that microbial proteins related to oxidative stress responses were overrepresented at the mucosal-intestinal interface of IBD patients. At the same time, the bulk of human proteins related to antimicrobial activities was
increased in extravesicular vesicles derived from intestinal immune cells of those patients, and correlated with alteration of microbial functions.

1.3.5 The challenges of metaproteomics

Each of the multiple steps of the metaproteomics workflow can have profound impact on metaproteomics results. On the one hand, sample preparation (in which I did not contribute) can be processed with multiple methods. On the other hand, bioinformatic analyses face computational and accuracy non-trivial challenges.

1.3.5.1 Sample preparation

**Stool sample collection:** samples are self-collected by the participants and can be temporarily stored before processing. Ideally, freshly collected specimens are prepared as soon as possible, typically within 2 hours after emission. If this is not possible, a common practice is storage of crude faecal specimens in a -80°C standard freezer, since the faecal matrix is highly cryoprotective.

**Pretreatment:** given the high complexity of stools that contain bacterial, dietary and host proteins, most metaproteomics studies first extract the microbiota from the faecal matrix, to focus on microbial proteomes. Pretreatment of samples can be performed by differential centrifugation or gradients made of Nycodenz®, Histodenz™ or Iodixanol (commercial name OptiPrep™). Differential centrifugation was shown to lead to a higher number of peptide and protein identifications, and thus a higher taxonomic and functional diversity, when compared to raw samples [42]. However, great differences in the relative abundance of several gut microbial taxa were also observed after differential centrifugation, notably a significant increase in the Firmicutes/Bacteroidetes ratio, as well as a decrease in some important microbial functional categories, including cell surface enzymes, membrane-associated proteins, extracellular proteins and flagellins. Importantly, all samples analysed in my thesis were pre-treated by a sophisticated Nycodenz or Iodixanol gradient (detailed in the Appendices), which preserved anaerobiosis essential to the most oxygen-sensitive species all along microbiota extractions. This extraction method was shown to preserve microbial diversity of the total stool samples [30]. It also discards various unknown or unexpected chemicals, which might affect the efficiency of enzymatic digestion in the downstream.

**Protein extraction:** protein extraction from microbiome samples is challenging due to the resistant structure of Gram-positive cell walls, which can be even more resistant in natural ecosystems than in pure cultures. One can proceed with mechanical or chemical lysis or a combination of both. A previous study has shown that combining sodium dodecyl sulfate (SDS)-based lysis buffer and ultrasonic probe, was the most efficient approach to recover proteins from both Gram-positive and -negative bacteria [64]. SDS is a strong anionic detergent that efficiently assists in the
disruption of biological membranes, but prevents downstream fractionation into cytosolic and envelope-enriched subcellular compartments. For this reason, we chose not to use it and proceeded with an ultrasonic cell disruption only. This allowed us to fractionate every lysate analysed in this thesis into its cytosolic and envelope-enriched fractions, which were separately treated and analysed in the downstream analyses, in order to increase depth of metaproteome analysis. Such a “divide and rule” strategy considerably improves the coverage of the metaproteome, and advantageously replaces the more common protein bulk fractionation into 1D-PAGE bands, which necessitates as many LC-MS/MS analyses as gel bands, and cannot be applied in large-scale studies such as those presented in this thesis.

**Protein digestion and peptide cleaning:** it can be performed either in-gel or in-solution. In-gel digestion has long been routine in proteomics and presents the advantage of getting rid of any chemicals that might affect the efficiency of enzymatic digestion, as only proteins will move through the gel. A second advantage is high accessibility of all protein species to proteolysis, as they are spread into the gel network. But in-gel digestion has a low throughput. Therefore, in-solution digestion after cleaning by acetone or acetonitrile precipitation is preferred in high-scale studies like those presented in this thesis work. This allowed us to digest batches of 18 to 22 samples according to well-defined, completely randomized designs. Peptide cleaning is the last step before LC-MS/MS injection, and consists in eliminating all reagents for keeping only a clean, desalted peptide bulk. This is performed by solid phase extraction, traditionally on C18-modified silica-based sorbents, and more recently on diverse polymeric sorbents.

### 1.3.5.2 Bioinformatics analyses

**Data complexity:** in metaproteomics, unlike proteomics, several hundred microorganisms are studied. The great complexity of these data therefore requires powerful algorithms to process the data, in computation time and memory capacity. Thus, algorithms that can perform well in proteomics (or in small-sized metaproteomics) cannot always be used in a large-scale metaproteomics context. In particular, protein databases used in metaproteomics have a much broader dimension than those used in proteomics, notably in the context of the human gut microbiota, where large inter-sample variability requires very large databases. In addition, exhaustive identification of peptides based on mass spectral library matching would require that the protein sequences in the database are exactly the ones observed experimentally, which is unrealistic taking into account the huge different microbial strains and mutations within a single microbiome. Besides, increasing the database size reduces the sensitivity of identification algorithms [65]. Therefore, the choice of a reference database is not trivial since it must be a trade-off between identifying a maximum of peptides present in the sample with an exhaustive database, and ensuring a better sensitivity with a database not too wide. This is particularly challenging in the
context of the gut microbiota, where the component species are extremely variable between individuals. Recently, an iterative method of identification has been developed to interrogate the huge databases used in metaproteomics, with the aim of increasing the identification sensitivity. This well illustrates that specific bioinformatic developments, in which I participated in this thesis, are necessary in metaproteomics.

Redundancy of the protein sequences: several proteins can be identified with the same set of peptides (and thus form a subgroup), so we chose to work mainly with the representative protein of each subgroup since it is impossible to distinguish which protein(s) is/are actually present in the sample. Since it is difficult to assign the counting of the peptides shared between different subgroups [31], we chose, when differential abundances between subgroups are searched, to quantify subgroups only with their specific peptides (subgroup SC) [66–68]. On the contrary, we chose to take into account all peptides (protein SC) when searching for the subgroups presence in the samples [41, 69].

Statistical analysis of differentially abundant subgroups: it can be challenging due to the highly sparsity and low abundance of subgroup SC values. XIC quantification, which has better accuracy and repeatability in proteomics and generates less sparse matrices [32], could be useful in the detection of differential abundances of subgroups. However, XIC quantification requires the alignment of all chromatographic peaks of all samples in the experiment in order to quantify peptides that have not been identified in MS2 (such as peptide B, Figure 1.11). In the context of metaproteomics, where the number of chromatographic peaks is very high, alignment is the most challenging since deviation of the retention time of a few seconds can lead to misalignment with another peptide ion having the same mass/charge ratio. XIC quantification of the human gut microbiota and the particular challenges linked to XIC alignment are studied in Chapter 5 of the thesis.

Metaproteomics is interested in learning about metabolically active microbial members, which communicate not only to each other, but also with their host with the best and worst repercussions on health. Previous studies show us that it is possible to use metaproteomics as a tool to study different physiopathologies of the human gut microbiota. It has been possible, through a metaproteomics approach, to identify signature proteins of IBD that were not suspected in metagenomics [61]. The possible link between intestinal microbiota and obesity and between intestinal microbiota and type 1 diabetes (two important risk factors for cardiovascular diseases) was reported in a small-scale study [38] and case report [44]. We were therefore interested on deciphering, with a metaproteomic approach, the possible link between gut microbiota and cardiovascular diseases, which are complex diseases with many risk factors.
1.4 Cardiovascular artery diseases

Cardiovascular diseases (CAD) are now the leading cause of death in the world, with a higher prevalence in western countries. In the most recent reports, 31.5% of annual deaths are caused by cardiovascular diseases, corresponding to more than 17 million deaths [70]. In addition to its mortality burden, CAD is a leading cause of morbidity and loss of quality of life. This makes CAD a major public health scourge with dramatic economic costs. The major cause of cardiovascular diseases is atherosclerosis, a vessel disease characterized by the development of a plaque reducing its lumen. The physiopathology of atherosclerosis is developed in Appendix B.

Considerable progress has been made in defining clinical risk factors for the development of cardiovascular complications. Subjects with metabolic syndrome, obese or diabetic subjects represent subpopulations at high risk. The classical risk factors are presented below.

**Metabolic syndrome**

This syndrome is defined by a set of phenotypic and physiological characteristics, proposed by the International Diabetes Federation (IDF) [71] in 2005. To have a metabolic syndrome, a patient must present:

- Obesity, defined by waist circumference (depending on gender and ethnicity) or if the Body Mass Index (BMI) is greater than 30kg/m$^3$
- High triglyceride level: \( \geq 150 \text{mg/dL} \)
- Low High-Density Lipoprotein (HDL) cholesterol level: \( \leq 40 \text{mg/dL for men,} \leq 50 \text{mg/dL for women} \)
- Hypertension: \( \geq 130 \text{mmHg for systolic blood pressure and} \geq 85 \text{mmHg for diastolic blood pressure} \)
- High blood glucose level: \( \geq 100 \text{mg/dL while fasting, or previously diagnosed type 2 diabetes} \)

Among these characteristics, hypertension is an atherosclerosis risk factor known for a long time, as suggested by the fact that atheromatous plaques are mainly developed in areas subject to disturbances of blood flow. Hypertension may weaken the endothelium by increasing the hemodynamic pressure, and induce the expression of proteins that promote the infiltration of monocytes into the endothelium and the triggering of inflammatory processes via angiotensin II. Angiotensin II stimulates the production of free radicals and the expression of pro-inflammatory cytokines.

**Diabetes**

Diabetes, inducing blood hyperglycaemia, triggers an inflammatory response to the endothelium through the production of advanced glycation products. These
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Products modify Low-Density Lipoprotein (LDL), giving them pro-atherogenic properties similar to oxidized LDL (LDL-ox) [72].

**Pro-inflammatory proteins**

High-Sensitivity C-Reactive Protein (hs-CRP) is expressed in an inflammatory context and promotes phagocytosis by macrophages. The elevated concentration of this protein in blood is associated with the number of thin cap atheroma. Moreover, the concentration of the protein is significantly higher in patients who suddenly died from severe coronary artery disease. Other inflammatory molecules are known to be linked to atherosclerosis, like matrix metalloproteinase 9, interleukin-6 and interleukin-18. On the contrary, the high concentration of interleukin-10, an anti-inflammatory protein, has a more favourable prognosis in patients with high hs-CRP levels and acute coronary syndromes. The balance of pro-inflammatory and anti-inflammatory proteins is therefore crucial for the development of atherosclerosis [73].

**Environmental factors**

Multiple environmental factors, linked to the lifestyle, can influence the risk for cardiovascular disease. Physical activity has various effects on multiple other cardiovascular risk factors, like increasing HDL production, and improve myocardial efficiency, glycogen storage capacity and insulin sensitivity. Conversely, physical activity can decrease cholesterol, body fat, platelet aggregation and blood pressure. Physical activity has therefore anti-atherogenic effects, and physical inactivity increases CAD risk [74].

The diet has a great influence on the risk of CAD. The high consumption of fat leads to a higher risk of atherosclerosis by increasing cholesterol in the blood and developing obesity, another risk factor [75, 76]. The studies about the effect of consumption of antioxidants are however contradictory. Reviews support nevertheless the protective effect of the consumption of antioxidants for atherosclerosis [77, 78].

A study on humans has shown that cigarette smoking accelerates the development of atherosclerosis, and temporarily reduces vessel vasodilation abilities in young smokers. For chronic smokers, the dilation induced by blood flow is reduced, and the frequency and duration of ischaemia are increased. The effect of cigarette smoking is explained by the production of reactive oxygen species which induce an endothelium dysfunction, and production of superoxide anions (O$_{2}^-$) which sequester free nitric oxide (NO), an important anti-atherogenic agent [79].

As we have seen, the development of cardiovascular disease is multi-factorial. Despite this, nearly a quarter of cardiovascular risk remains unexplained [80]. Therefore, there remains a research space for innovative studies aimed at improving our understanding of the mechanisms and risk factors associated with this disease, with an obvious public health issue. Among the ways to be explored, the influence of the gut microbiota is an interesting research field. Indeed, it is now clear that a microbial
imbalance, or dysbiosis, is associated with some intestinal or metabolic disorders, such as obesity [81] or diabetes [82].

1.5 Evidence for a relationship between gut microbiota and CAD

It is well recognized that the intestinal microbiota is involved in several inflammatory diseases, in particular in IBD [83]. More recent researches brought convincing elements of the impact of the gut microbiome structure (targeted metagenomics) and functional potential (shotgun metagenomics) on host genome expression, notably in the context of obesity and other diseases with inflammatory components [4, 30, 84–87]. Studies on the intestinal metabolism of neutral and acidic steroid molecules are additional arguments in favour of a key role of commensal bacteria in the onset and development of cardiometabolic diseases [88, 89].

Evidence towards a causative role of the gut microbiota for fat storage is sustained by a set of elegant experiments in germ-free, conventional and gnotobiotic mice. Germ-free mice are resistant to diet-induced obesity [90] and germ-free born mice colonized with microbiota from obesity-prone animals eat more food, gain more weight, and become more obese than their counterparts colonized with microbiota from obesity-resistant animals [91]. Less elegant but not less convincing is a recent case report of a woman successfully treated with FMT (faecal microbiota transplantation) in the State of Rhode Island, who developed new-onset obesity after receiving stool from a healthy but overweight donor [92].

A plethora of potential mechanisms are invoked to explain weight gain linked to the gut microbiota, including food intake behaviour, increase in the intestinal glucose absorption, energy extraction from non-digestible food components and concomitant higher glycaemia and insulinemia, two key metabolic factors that regulate lipogenesis [93, 94].

Gut microbiota has also been directly linked to CAD, some types of microbiota being flagged as pro-atherogenic because they generate metabolites such as TMAO (trimethylamine N-oxide) which promote atherosclerosis through up-regulation of multiple macrophage scavenger receptors [95] or have a high potential of peptidoglycan biosynthesis which could prime the innate immune system and enhance neutrophil function [96]. Other types of microbiota could be anti-atherogenic, notably through the production of antioxidants [96].

Finally, the idea of manipulating the intestinal microbiota of especially at-risk individuals to help them remain healthy, and highlighting connections between microbiomic metabolic/cellular pathways and CAD risk to assist in the development of new strategies for maintaining or restoring health, would be of high interest. The ProteoCardis study proposes an unprecedented gut metaproteome-wide association
1.6 The ProteoCardis project

The ProteoCardis project supported by the Agence Nationale de la Recherche (ANR), is an association study between the intestinal metaproteome and CAD. ProteoCardis has selected more than 200 patients from the 2000 included in the European project MetaCardis, whose data are put into perspective with patient records, metabolic features, complete cardio-vascular exams and outcomes that are acquired in the FP7 MetaCardis framework (2013-2018). The gut metagenomes of the MetaCardis subjects are being characterized by high throughput sequencing of the total faecal DNA. The accompanying challenge proposed by ProteoCardis is a holistic metaproteomics approach to get closer to the real functionality of the gut microbiome by exploring the expression of metabolic and cellular pathways. We interpreted the metaproteomic data collected on this cohort of unprecedented size in this scientific field, and with the most powerful instruments at this time.

Without any \textit{a priori} assumption of the metabolic and/or cellular pathways that can accompany the disease, we search for metaproteomic variables associated with CAD. The change of protein signals before and six months after bariatric surgery, an intervention known to reduce the cardiovascular risk, is also examined (Figure 1.12).

The clinical status of the patients are the following:

- 49 patients with a first recent (< 2 weeks) event of coronary artery disease and normal cardiac function defined according to cardiac ultrasound with a left ventricular ejection fraction $\geq 45\%$ (aCAD)
- 50 patients with chronic CAD with normal cardiac function defined as above (cCAD)
- 16 patients with chronic CAD and congestive heart failure defined according to cardiac ultrasound with a left ventricular ejection fraction $\leq 45\%$ (cCADic)
- 23 patients with heart failure unrelated to coronary artery disease (cCADicnoncor)
- 50 healthy controls without metabolic syndrome, type 2 diabetes, CAD, chronic inflammatory or infectious disease (CTRL)
- 30 severely obese subjects (body mass index $\geq 40$) that had bariatric surgery (BS), with an observation before BS (BS1) and six months after BS (BS2)
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Figure 1.12 – Description of the ProteoCardis datasets. 188 individuals constitutes the dataset A, which comprises 138 patients suffering from CAD and 50 controls. 30 obese patients constitutes the dataset B, for whom a sample is collected before and 6 months after a bariatric surgery. The variables L are searched to discriminate the different patient groups.

The search of metaproteomic markers provides a set of relevant variables from those obtained in both contexts of aggravation (CAD vs. CTRL) and improvement (BS2 vs. BS1) of the clinical status. We quantified the thousands of peptides and proteins identified, and implemented, adapted, and developed robust statistical tests adapted to this type of data in order to extract reliable signatures of the studied pathology.

The next step of the ProteoCardis study is a multiplexed Selected Reaction Monitoring (SRM) assay, targeting and precisely quantifying the peptides/proteins of interest. The candidates will be first validated to test their predictive value on 20 CAD patients and 20 matched controls. The presence of the potential markers will then be examined in additional individuals at high risk of CAD (50 subjects with metabolic syndrome, 50 obese and 50 type 2 diabetic subjects), and association of these markers with any risk factors as well as complications or adverse cardiovascular outcomes of the subjects over a four year period will be investigated.

1.7 Thesis objectives

Incorporated within the framework of the ProteoCardis project, the main goal of this thesis was to optimize the process of peptides and proteins identifications and quantification for large cohorts. I was interested in all the technical and methodological challenges raised by large numbers of metaproteomic samples.

The first step was to compare several identification methodologies. In particular, I considered individual metagenomes to generate databases adapted to the metaproteomic context. Construction of such databases is not trivial and required a particular analysis on the parameter tuning. The performance of these databases had also to be evaluated.
The second step concerned the quantification stage: widely used in proteomics, the XIC quantification of peptides/proteins exceeds the precision offered by the spectral counts (SC), but its possibilities and limitations remained unexplored in the context of large-scale metaproteomics studies. The results of this work, which is therefore mainly methodological, is applicable to any metaproteomics project and goes well beyond the scope of the ProteoCardis study.

The third step was to prepare the count/abundance data for the subsequent statistical analyses. I explored various normalization strategies, on both XIC and SC quantification. Finally, the search for biomarkers has been initiated by partners of the ProteoCardis project. I did not directly performed these analyses, but I participated in the discussions and interpretations.

At the end, this work enabled on the one hand to produce abundances matrices as accurate as possible for statistical analysis in the ProteoCardis project; on the other hand to define the optimal preprocessing strategies for metaproteomics data in the context of large cohorts.
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Mass spectra interpretation without individual metagenomes

The identification of peptides in metaproteomics is based on the completeness of the database against which the mass spectra are interrogated. In the case where the metagenomes of the samples are not available, we use general databases, generated from samples of several hundred individuals. In this chapter, we evaluate the identification performance of two databases as well as two interrogation strategies on the ObOmics dataset. These results allowed us to interrogate, with the most efficient method, the ObOmics and MICI-Pep samples and to carry out simple analyses to highlight proteins of interest for these two studies.

2.1 The ObOmics study

The metaproteomics is still a recent field, profiling of metaproteomes thus requires an evaluation and adaptation of bioinformatics tools originally developed for proteomics. Identification of peptides and proteins composing the gut metaproteome is indeed challenging due to its complexity. We propose to compare several workflows for interpreting the ObOmics metaproteomics MS/MS dataset related to 48 individual samples of the MICRO-Obes ANR project.

These samples were analysed by LC-MS/MS on a Q-Exactive spectrometer over the years 2014-2015, and were therefore available from the start of my thesis, at a time where the ProteoCardis datasets were not yet produced. I used the ObOmics dataset as a basis for my first bioinformatic work.

The expertise and lessons learned will then be applied to the ProteoCardis cohort. Indeed, the ObOmics cohort is a quarter the size of the ProteoCardis cohort, and each individual MS/MS datafile is third the size of individual ProteoCardis datafile because acquisition was performed on a less sophisticated spectrometer. Therefore, the data are smaller and more suited for the development part of this thesis work. Interestingly, the ObOmics study includes a sample which was analysed fourteen times over the 2014-2015 period. We thus studied the repeatability of metaproteomic analyses, a study that had never been performed before on data of such a complexity.
2.2 Scientific questions

Most of the metaproteomics studies involve small cohorts and/or low-complexity samples, such as in vitro-produced communities containing only a few dozen species (Mock communities). More precisely, metaproteomic studies on human faeces concerned 1 to 29 patients [7] until recently, where the metaproteomes of 56 patients suffering from acute leukaemia were analysed [97]. The analysis of several hundred of samples is therefore particularly challenging because protocols and methods that have been implemented to explore metaproteomes are not suited for very large-scale studies. However, in the final few months of my thesis, first recommendations have just began to be proposed [9].

Apart from the preparation of samples and the acquisition of mass data in a sufficient depth, a main challenge is the maximization of mass spectra interpretation to produce a description of the system that is sufficiently detailed and representative. As mentioned in Section 1.3.3.1, interpretation of mass spectra into peptides then proteins goes through interrogation of databases, which in the context of metaproteomics are of large-scale and consequently requires extensive computation time. In addition to increasing the computation time, matching large mass spectra datasets to a large metaproteomic database may also dramatically decrease the identification rates at a given FDR threshold [65].

In the study hereafter, we aimed to compare two strategies of interrogation and two public human gut metagenomic databases for mass spectra interpretation in the context of a large scale metaproteomics study of the human gut microbiome. The comparisons are based on a series of well-defined qualitative and quantitative criteria detailed in Section 2.3.6.

2.3 Methods

2.3.1 Samples preparation and injection

Stool samples were self-collected by the 48 overweight/obese subjects of the MICRO-Obes cohort. Faecal samples were transferred to a biobank at -80°C within two hours of collection. Then about 1g stool aliquots were cut frozen and the microbiota was separated from the faecal matrix by flotation in a preformed Nycodenz continuous gradient as detailed in Appendix C. The extracted microbiota were lysed on ice with a probe sonicator in an anti-protease cocktail containing buffer. Then the suspensions were centrifuged at 5000 x g for 30 min at 4°C to remove unbroken cells and large cellular debris. The supernatants were finally ultracentrifuged at 220 000 x g for 30 min at 4°C to pellet cell envelopes. These cell envelope-enriched fractions were acetone delipidated, trypsin digested, and the desalted peptide bulks were analysed by LC-MS/MS, all steps detailed in Appendix C.

Sample preparation and LC-MS/MS analysis were carried out only once for 47 of the stool samples and repeated multiple times for one sample (sample S32) for a
study of reproducibility (Figure 2.1). More precisely, sample S32 was prepared in triplicates, from microbiota extraction up to resolubilization of the peptide mixture in LC buffer. These preparations, called A, B and C, were injected nine, three and two times, respectively. The operator for the preparation and injection of the S32 replicates according to well-defined standard operating procedures (SOPs) changed over time, so that we measured an overall reproducibility, even though reproducibility for a same preparation is expected to be better than between different preparations. In total, we thus performed 61 LC-MS/MS runs of which 47 corresponded to non-replicated stool samples and 14 technical replicates corresponding to the S32 replicates.

![Figure 2.1 – Preparation and injection of the samples. (A) 47 individual biological samples were each prepared and injected only once. (B) One biological sample from one individual was prepared in triplicates A, B and C, which were injected nine, three and two times, respectively.](image)

2.3.2 Interrogated databases

The LC-MS/MS data were searched against two translated human gut microbiota gene databases, MetaHIT 3.3 [98] and MetaHIT 9.9 [5]. The former, published in 2010, contains 3.3 millions of gut microbiota genes from 124 individuals from Denmark and Spain (available at [www.bork.embl.de/~arumugam/Qin_et_al_2009/](http://www.bork.embl.de/~arumugam/Qin_et_al_2009/)). The latter, published in 2014, contains 9.9 millions of genes from the metagenomic sequencing of 1267 individual samples from Europe, United States and China, including the samples used in the construction of MetaHIT 3.3 (available at [meta.genomics.cn/meta/dataTools](http://meta.genomics.cn/meta/dataTools)) plus a selection of sequenced gut bacterial genomes.

The size of the database used for mass spectra identification, as explained earlier, may influence the results of the identification; moreover, the computation time can be extremely long if the database is too large. The objective is to define the interest of using MetaHIT 9.9 compared to MetaHIT 3.3. Indeed, if MetaHIT 3.3 is complete enough to identify a large number of peptides and proteins in our samples, we hypothesised that using MetaHIT 9.9 could only unnecessarily lengthen our computational time. On the other hand, if MetaHIT 3.3 is not exhaustive enough to cover the complexity of the samples, it will justify the use of MetaHIT 9.9 even if the computation time is more important.
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The data were concurrently searched against the *Homo sapiens* protein catalogue from Uniprot (April 2018) including canonical and isoforms proteins from Swissprot and TrEMBL, and the contaminant database, which includes 58 sequences of common contaminants of spectrometry experiments, such as keratins, BSA, and trypsin.

2.3.3 Interrogation strategies

2.3.3.1 Classical identification

To interpret mass spectra, we used either a classical or an iterative interrogation strategy. The classical strategy consisted of a one-step target-decoy interrogation of the database (Figure 2.2).

**Figure 2.2** – Classical strategy of interrogation. In the classical strategy, the MS/MS data are interpreted in one step against the target-decoy database with an e-value cutoff of 0.05.

2.3.3.2 Iterative identification in two steps

To address the issue of completeness and size of the database, a strategy of interrogation known as iterative database search has been proposed by Jagtap et al. in 2012 [99]. This method showed a higher number of peptides and proteins identified, compared to the classical method conventionally used in proteomics.

The principle of iterative identification is to first interrogate large metaproteomic databases with relaxed FDR thresholds, which generate reduced individual databases including all possible proteins at the individual level, and finally to re-interrogate these sub-databases with stringent thresholds. Several variants of this strategy have been successfully applied to interpret human salivary metaproteomes [99, 100] and gut metaproteomes of mice and humans [41]. When coupled with the interrogation of the human proteome, the iterative database search also identifies many human proteins that may be highly relevant in clinical contexts [99, 100].

The first iterative interrogation approach on a complex ecosystem provides a two-step workflow on six human saliva samples. The first step aims to refine a human microbiome saliva used in the second more stringent iteration (Figure 2.3). This first paper highlights the possibility to manage databases of very large scale without affecting the sensitivity of metaproteomic analyses [65]. The authors also
showed that this method can identify a large number of human proteins, which are particularly interesting in the context of the human microbiota.

**Figure 2.3** – Two-steps iterative strategy of interrogation. In the two-steps iterative strategy, ① the LC-MS/MS spectra are interrogated against a large database with relaxed thresholds. ② The proteins identified in the first step are merged to generate a reduced database for the second target-decoy interrogation with stringent thresholds. Inj.: injection. The threshold values given as an example are from Jagtap et al. [99].

### 2.3.3.3 Iterative identification in three steps

Another implementation of the iterative method was published in 2016 by Zhang et al. [41], this time using three interrogation steps and looking at the gut microbiota of eight mice and eight humans (Figure 2.4). The first step refines a human gut microbiota database and creates sub-databases specific to each sample. The second step interrogates the data against these multiple individual sub-databases with stringent parameters. Finally, the last step merges together the proteins identified in each sample to create an unified sub-database used in the stringent final interrogation. The generation of this last database is used to have the same identification performance rate across all samples, since the varying size of individual metaproteomes could affect the identification results.
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Figure 2.4 – Three-steps iterative strategy of interrogation. In the three-steps iterative strategy, 1 the LC-MS/MS spectra are interrogated against a large database with relaxed parameters. 2 LC-MS/MS spectra were searched again against their specific database and their decoy with an stringent FDR cutoff. The proteins identified in this second step were put together to create a reduced database specific to the sample group. 3 The LC-MS/MS spectra were interrogated against this target-decoy reduced database with a stringent FDR cutoff to identify the proteins. Inj.: injection. The parameters illustrated are from Zhang et al. [41].

Since then, the iterative database search has been used in a few metaproteomic studies [57, 60, 61] and starts to be included in automatic identification software solutions [101, 102]. But in spite of its increasing popularity, this strategy of interrogation has been evaluated only on small datasets (<10 samples) [60, 100], and never within the context of large-scale metaproteomics experiments.

2.3.3.4 Iterative identification used in the experiments

To interpret mass spectra, we used either a classical or our own iterative interrogation strategy. The classical strategy consisted of a one-step target-decoy interrogation of the database translated from either MetaHIT 3.3 or MetaHIT 9.9 together with the \textit{Homo sapiens} database and the contaminant database. The $e$-value thresholds for peptides and proteins were set to 0.05 (Figure 2.2).

The iterative strategy was adapted from Jagtap et al. [99, 100] and Zhang et al. [41]. We began as in the classical interrogation strategy, but the peptide and protein $e$-value thresholds were set to 10 and the decoy was not used, as in the abovementioned studies. We then used the identified bacterial proteins to build sub-databases specific to each sample. These subdatabases were used in the second step, where individual MS/MS data were searched against their own subdatabase concatenated with the \textit{Homo sapiens} database and the contaminant database, and their decoy. At this step, peptide and protein $e$-value thresholds were set to 0.05. In the third and final step, all bacterial proteins identified in the second step were combined into a reduced database together with the \textit{Homo sapiens} and the contaminant databases.
Target-decoy identification was performed by using this reduced database with peptide and protein e-value thresholds set to 0.05. Of note, by using X!Tandem, we had to filter the identifications based on an e-value threshold. We computed FDR at the end of the workflow as a quality control of the identifications only, contrary to the abovementioned methods which use the FDR as a filter.

The data were searched using the X!Tandem software [22] version 2015.04.01.1. against three databases: (i) each of the two human gut microbiota protein databases computed from the two MetaHIT catalogues previously mentioned, (ii) the Homo sapiens database and (iii) the contaminants database. For all identifications, five types of modifications were searched: carbamidomethylation of cysteines (fixed modification), oxidation of methionines, excision of the N-term methionine with or without acetylation, excision of the 1-50th N-term amino acids, and cyclization of N-term (potential modifications). The mass tolerance was set to 10 ppm for the parent peptide and 0.02 Da for the fragments. One miscleavage was allowed. The e-value threshold for peptides and proteins were set to 0.05 for the classical identification and the second and third step of the iterative method (Figure 2.2 and Figure 2.5), and set to 10 for the first step of the iterative method (Figure 2.5).

**Figure 2.5** – Iterative strategy of interrogation implemented in our work. The steps were the same as those implemented by Zhang et al., Figure 2.4, except that we chose a threshold by e-value and the decoy search was not used in the second step.

### 2.3.4 Construction of the datasets

Importantly, the grouping of peptides (Section 1.3.3.2) depends on the whole set of samples. Thus, to mimic the framework of a real experiment where the sample is not replicated, we searched the MS/MS data of each S32 replicate together with the MS/MS data of the 47 non-replicated samples. The 14 independent peptide and subgroup identifications obtained for the 14 replicates of S32 constituted the replicate dataset that served to measure reproducibility in the actual context of large-scale experiments. One replicate of sample S32 was randomly selected and its MS/MS
data were searched together with the MS/MS data of the 47 non-replicated samples. The resulting peptide and protein identifications constituted the complete dataset. Finally, to ensure that the method comparison was not affected by the cohort size, five non-replicated samples were randomly selected and their MS/MS data were searched together, constituting the reduced dataset.

2.3.5 Peptide and subgroup quantification

Peptides were quantified by Spectral Counting (SC), namely the number of MS2 spectra per peptide per sample. Protein SC was subsequently computed by summing the SC of all their peptides (Section 1.3.3.3). This counting is used when looking for the presence of subgroups in the samples, which is mainly what is studied hereinafter. The subgroup SC was computed by summing the SC of the specific peptides, i.e. by excluding shared peptides which bear information difficult to deconvolve [31]. This counting is used when we are interested in the abundances of the subgroups.

2.3.6 Evaluation criteria

A database and a workflow define a method. To compare the identification results obtained after interrogating two different databases or using two interrogation strategies, we considered various criteria.

Diversity of the samples

First, we considered that the more identified peptides and subgroups, the better, since it estimates the diversity of the samples. We performed this comparison for each sample (equation 2.1) as well as for overall datasets (equation 2.2). Interpolation and extrapolation of the total number of peptides and subgroups identified with an increasing number of samples was performed with iNEXT [103].

For a technical sample \(i\) and method \(meth\) (a method being here defined by the catalogue and workflow used), \(N_{meth}^i\) counts the number of peptides or subgroups identified exclusively by the method \(meth\), and \(N_{share}^i\) the number of peptides or subgroups identified by both methods in sample \(i\). To compare the identifications between two methods, the peptides are defined by their sequence and modification, and the subgroups are defined by the sequence of their representative protein. The subgroups are hereinafter referred to as "proteins" for simplification.

\(N_{meth}^i\) counts the number of peptides or proteins identified by method \(meth\) in at least one sample of the dataset, but never identified by the other method in any sample of the dataset, and \(N_{share}^i\) the number of peptides or proteins identified by both methods in at least one sample (not necessarily the same sample for both methods).

The gain in peptides or proteins of method 2 with respect to method 1 in sample \(i\) is defined as:

\[
\frac{N_{meth2}^i - N_{meth1}^i}{N_{meth1}^i + N_{share}^i} \times 100
\] (2.1)
The overall gain in peptides or proteins of method 2 with respect to method 1 is defined as:
\[
\frac{N_{meth2} - N_{meth1}}{N_{meth1} + N_{share}} \times 100 \tag{2.2}
\]

**Specificity of identification**

The number of peptides and proteins specifically identified with one database or one interrogation strategy was also considered. The differences were tested with paired t-test when normality assumption was not rejected (p>0.05, Shapiro test) and paired Wilcoxon test otherwise.

**Quality of identification**

The peptide-level false discovery rate (FDR) was used to quantify the quality of the identifications. The FDR is defined in the Section 1.3.3.1.

**Reproducibility**

Lastly, the reproducibility was evaluated based on the proportion of common peptides and proteins identified in each pair of S32 replicates: the higher this proportion is, the more reproducible are the identifications. The proportion of proteins identified in the pair of replicates \( i, j \) for method \( meth \) is defined as:

\[
P_{meth i,j} = \frac{M_{meth i} - M_{meth j}}{M_{meth i} + M_{meth j} + M_{share}^{meth}} \times 100 \tag{2.3}
\]

where \( M_{meth i} \) counts the number of proteins or peptides identified in sample \( i \) and not in sample \( j \) with method \( meth \); \( M_{meth j} \) the number of proteins or peptides identified in sample \( j \) and not in sample \( i \); \( M_{share}^{meth} \) the number of proteins or peptides identified in both \( i \) and \( j \).

In addition, we displayed the diversity captured by an increasing number of replicates, with interpolation and extrapolation performed with iNEXT [103]. The reproducibility of protein identifications was further evaluated by the probability to get a zero abundance for a protein in a replicate, as a function of its SC abundance observed in another replicate. For each positive integer \( a \), we estimate the probability \( P_a \) of not identifying a protein in another replicate, given that the protein has SC \( a \) in the original technical sample:

\[
P_a = P[Y_j > 0 | X_j = a] \tag{2.4}
\]

with \( X_j \) and \( Y_j \) the abundance of the protein \( j \) in the original technical sample and its replicate, respectively. Noting that

\[
P_a = \frac{P[Y_j > 0, X_j = a]}{P[X_j = a]}
\]

\( P_a \) is estimated by replacing the numerator and denominator by their empirical counterparts, computed over all pairs of replicates.
All computations were performed with RStudio version 1.1.383 and R version 3.3.3 [104].

2.4 Results

2.4.1 Gain of identification with MetaHIT 9.9

We compared the results obtained from the interrogation of the MetaHIT 3.3 and MetaHIT 9.9 databases using the classical interrogation strategy on the complete dataset which contained the identification results of the 48 stool samples.

Compared to MetaHIT 3.3, MetaHIT 9.9 gene database allowed us to identify more peptides and proteins (defined as the representative of the subgroups and counted with protein SC) overall (+9.12% and +16.32% for peptides and proteins, respectively, interpolation endpoint of Figure 2.6), as well as in most of the samples taken individually. However in this last case, the gain was much more substantial for proteins (+32.74% ± 5.56, \( p = 1.7 \times 10^{-9} \), paired Wilcoxon test) than for peptides (+2.97% ± 4.73, \( p = 1.6 \times 10^{-7} \), paired Wilcoxon test) (Figure 2.7). The between-sample variations observed in the gain brought by MetaHIT 9.9 were likely due to a difference in proteome representativeness. Indeed this database gathers more information than MetaHIT 3.3 because it was built with more individuals that come from diverse geographic origin and with whole-genome bacterial species. Of note, the difference between the two databases was lower for the samples exhibiting few identified peptides and proteins. As these samples also showed low numbers of MS2, we assume that this result is due to a low richness of the microbiome.

![Figure 2.6](image)

Figure 2.6 – Total identifications with two databases. Number of peptides (A) and proteins (B) identified as a function of the number of biological samples from the complete dataset with either MetaHIT 3.3 or MetaHIT 9.9. Each radius corresponds to a sample. Interpolation (number of samples ≤48): mean over sampling of samples. Extrapolation (number of samples >48): estimations for a higher number of samples.
2.4. Results

(A) Number of peptides per sample  (B) Number of proteins per sample

**Figure 2.7** – Individual identifications with two databases and two strategies. Number of peptides (A) and proteins (B) identified per sample of the complete dataset with MetaHIT 3.3/classical interrogation strategy (blue), MetaHIT 9.9/ classical interrogation strategy (black) and MetaHIT 9.9/iterative strategy (yellow).

With the same e-value filters applied, the FDR returned by X!TandemPipeline was lower with MetaHIT 9.9 (0.046%) than with MetaHIT 3.3 (0.129%) while the search space was three times larger in the former than in the latter. If we had increased the e-value threshold in the MetaHIT 9.9 search to reach the MetaHIT 3.3 FDR, then the number of identifications with MetaHIT 9.9 would have been even higher and more drastically increased compared to the MetaHIT 3.3 identification results. Therefore, MetaHIT 9.9 gave access to a greater peptide and protein diversity at both the individual and the cohort level, while being more accurate (lower FDR).

2.4.2 Identifications specific to each database

Overall, 71.69% of the peptides identified with either database were identified with both of them. In addition, 10.41% and 17.90% were identified exclusively with MetaHIT 3.3 and MetaHIT 9.9, respectively (Figure 2.8). Therefore, although MetaHIT 3.3 is three times smaller than MetaHIT 9.9, and resulted in an overall lower rate of peptide identification, it has its own peptide matches.
Most of these peptides were not identified with MetaHIT 9.9 because they were not tryptic in MetaHIT 9.9 or because their $e$-value was higher than 0.05. However, almost a quarter (3,315 out of 12,849 identified with MetaHIT 3.3 only) were really missing in MetaHIT 9.9. Therefore, some proteins identified with MetaHIT 3.3 may have been missed with MetaHIT 9.9. Since proteins are different in the two databases, the comparison performed on peptides could not be transposed to proteins. We also verified that the number of peptides identified in each sample with only one of the two databases was higher with MetaHIT 9.9 in most samples (Figure 2.9).
2.4.3 Reproducibility of the identifications with MetaHIT 3.3 and MetaHIT 9.9

The proportion of protein subgroups shared by pairs of replicates was significantly greater with MetaHIT 9.9 ($p<2.2e^{-16}$, paired t-test, Figure 2.10). For peptides, even if this difference was strongly significant with a paired t-test ($p<2.2e^{-16}$), the order of magnitude of reproducibility was similar with the two databases (Figure 2.11). Lastly, peptide detection was globally far less reproducible than protein detection, with a median proportion of shared peptides equal to 34.6% (Figure 2.11) versus 67.9% for proteins (Figure 2.10).

![Figure 2.10 - Fraction of common proteins identified in each pair of replicates with MetaHIT 3.3 and MetaHIT 9.9.](image)
Our level of reproducibility of protein and peptide identification in replicated samples fell within the range of values published earlier [105], based on a commercial mixture of 48 human proteins or a protein extract of \( S. \, cerevisiae \) repeatedly analysed with the same type of Thermo Q-Exactive instrument as ours. Thus, the reproducibility achieved in our study, where technical replicates included (i) repeated extractions of the microbial populations from raw faecal material by different staff members, (ii) subsequent LC-MS/MS analyses spread over time (including pre-column and column changes and involving different platform engineers), and finally (iii) individual grouping with 47 other biological samples (all steps based on SOPs), can be considered as highly satisfactory. Of note, the distribution of the fraction of common proteins identified in pairs of replicates displayed a bimodal distribution (Figure 2.10), with the highest values corresponding to the same sample preparations repeatedly injected, and the lowest to different sample preparations.

Furthermore, we investigated the reproducibility of protein identifications as a function of abundance (computed with subgroup SC, \( i.e. \) excluding the SC of shared peptides) when either sample preparation and injection or only injection were repeated. MetaHIT 3.3 and MetaHIT 9.9 displayed similar trends. As expected, the proteins identified in a larger number of replicates displayed higher abundances (Supplementary Figure 2.12). Moreover, the probability to get a zero abundance for a protein in a replicate as a function of its abundance was around 65% for a SC equal to 1 and dropped below 10% for a SC of 6 when the replication included repetition of the preparation. When the replicate originated from the same preparation, the probability was around 50% for a SC of 1 and as low as 3% for a SC of 6 (Figure 2.13). This confirms that the preparation did introduce a loss in reproducibility.
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**Figure 2.12** – Log$_2$ of specific spectral counts per protein, as a function of the number of replicates in which they were identified.

**Figure 2.13** – Probability to get a zero abundance for a protein in a replicate, as a function of its abundance observed in another replicate. Abundance of a protein is calculated as the sum of its specific spectra.

Figure 2.14 displays the average number of proteins identified where the number of replicates increases, with an extrapolation to 20 replicates; the results for 14 non-replicated samples randomly selected from the complete dataset (excluding the replicated sample S32) are superimposed for comparison. The diversity curves did not reach a plateau, indicating the difficulty to capture the diversity of such complex samples, even with a large number of replicates. However, as expected, the diversity increased much slower when cumulating replicates rather than biological samples (Figure 2.14).
Thus MetaHIT 9.9 not only allowed us to identify more peptides and proteins, but also yielded protein identifications that were more reproducible compared to MetaHIT 3.3. Although the computation time and memory-consumption are more important when using the MetaHIT 9.9 database (three times longer in our experiment), it is the most effective database to use when searching proteins of interest in the gut microbiota. In view of these results, we used MetaHIT 9.9 as the reference database for comparison of identification strategies in the following section.

2.4.4 Gain of identification with the iterative strategy

We compared the results obtained from the interrogation of the MetaHIT 9.9 database using the classical and the iterative interrogation strategy on the complete dataset.

The iterative strategy allowed us to identify significantly more peptides (+17.56% ± 2.77; \( p<2.2\times10^{-16} \), paired t-test) and proteins (+32.69% ± 3.07; \( p=1.7\times10^{-09} \), paired Wilcoxon test) in each sample (Figure 2.7).

The FDR was lower with the iterative strategy: 0.0270% versus 0.0458% with the classical interrogation strategy. The overall number of peptides and proteins identified within the cohort also increased when using the iterative strategy, as shown on Figure 2.15 (+19.08% and +22.09% for peptides and proteins, respectively).
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(A) Number of peptides

(B) Number of proteins

**Figure 2.15** – Peptide (A) and protein (B) diversity as a function of the number of biological samples with the classical and iterative interrogation strategies. Interpolation (number of samples \( \leq 48 \)): mean of peptides and proteins identified depending on the number of samples considered. Extrapolation (number of samples >48): estimations for a higher number of samples.

2.4.5 Identifications specific to each interrogation strategy

Overall, only few peptides and proteins were identified only by the classical strategy (0.26% and 5.03% respectively of the union of total peptides/proteins identified with either the classical or iterative strategy), while a substantial number of peptides and proteins were identified by the iterative strategy only (16.24% and 22.21% respectively) (Figures 2.16).

**Figure 2.16** – Number of peptides (left) and proteins (right) identified by the classical workflow (blue) and the iterative workflow (red).

Moreover, the number of peptides and proteins per sample exclusively identified by one of the workflows was significantly higher with the iterative workflow (Figure 2.17, \( p < 2.2e^{-16} \), paired t-test for peptides, \( p = 1.7e^{-09} \), paired Wilcoxon test for proteins).
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Figure 2.17 – Number of peptides (A) and proteins (B) identified by one of the strategies only. For all the samples, the number of peptides and proteins identified with the iterative strategy only was higher than with the classical strategy. Line: y=x.

Since the last step of the iterative strategy consisted in pooling the proteins identified in all samples, we checked if the number of samples in the experiment could have influenced the gain from the iterative strategy. Therefore, we performed the same comparisons on the reduced dataset of five randomly selected biological samples. The gain per sample with the iterative strategy was in the same order of magnitude (+22.64% and +30.13% for peptides and proteins, respectively) as the one obtained with the complete dataset. The overall gain was also similar (+22.84% and +25.52% for peptides and proteins, respectively). The gain brought by the iterative strategy was thus visible even within a small cohort, and had the same order of magnitude.

2.4.6 Reproducibility of the identifications with the classical and the iterative strategy

The proportion of common proteins identified in pairs of replicates did not significantly differ between the two strategies (p=0.53, paired t-test, Figure 2.18). Thus, while being more sensitive, the iterative strategy displayed a similar reproducibility at the protein level. Although the reproducibility of peptide identifications was lower with the iterative strategy, the order of magnitude of reproducibility was similar with the two strategies (p<2.2e−16, paired Wilcoxon test, Figure 2.19).
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As previously observed with the classical strategy, reproducibility of protein identifications across the 14 replicates increased with protein abundance (Figure 2.12). Also, the probability to get a null abundance for a protein in a replicate, as a function of its abundance observed in another replicate was similar to that previously reported for the classical strategy (Figure 2.13).
Figure 2.20 displays the average number of proteins identified with an increasing number of replicates, with an extrapolation to 20 replicates; the results for 14 non-replicated samples randomly selected among the complete dataset (excluding the replicate sample S32) were superimposed for comparison. Neither of the curves related to the replicated samples reached a plateau, and with as many as 14 replicates, we cannot predict which of the two strategies would reach a plateau first.

![Figure 2.20](image.png)

**Figure 2.20** – Proteins diversity, defined as the mean number of proteins identified, observed with an increasing number of replicates. Curves for an increasing number of biological samples are also plotted for comparison.

Overall, the iterative strategy provided a higher number of peptide and protein identifications than the classical strategy with a higher accuracy and a similar reproducibility in large or small-sized metaproteomic datasets.

### 2.5 Conclusion

Based on the analysis of peptide and subgroup counting, both at the individual and the cohort level, as well as on a large number of technical replicates, we recommend to perform identification by interrogation of the MetaHIT 9.9 database using the iterative strategy. This strategy clearly gives access to the greatest peptide and protein diversity with a good reproducibility. The same conclusion holds for experiment on large- and small-sized cohorts, as demonstrated by our analysis of a sub-cohort. While a greater number of identifications could have been expected to lead to a greater proportion of false discovery, we showed that the method which brought the higher peptide and protein diversity also resulted in the lowest FDR. This work was submitted as an original article to Journal of Proteome Research on 13/05/2019 and is currently under review.
2.5. Conclusion

To achieve better results, more stringent parameters for gene clustering in MetaHIT 3.3 and MetaHIT 9.9 could be investigated. Currently set to 95% identity threshold with aligned sequence length covering over 90% of the shorter gene [98], higher values would lead to conserve a greater diversity of the genes, and therefore of the translated proteins, which is a crucial point to assign spectra in metaproteomics. In this study, the spectral assignment was mostly in the range of 30-40%, a truly honourable score when compared to pure bacterial strains (50-60%). Sometimes, metagenome sequence information is available and can be used for mass spectral interpretation [39, 41]. This was not the case in the present study, but another lead of interest would be the comparison of the iterative interrogation of MetaHIT 9.9 and the interrogation of matched individual metagenomes within the context of large-scale studies, as previously done for a few number of samples [41]. This will be assessed in Chapter 4.
Chapter 3

Two examples of clinical data interpretation with MetaHIT databases

3.1 Metaproteomic features related to weight loss

3.1.1 Scientific context

The gut microbiota is one of the multiple components which might contribute to responses after dietary intervention. Notably, gut microbiota is involved in energy harvest, lipid and sterol metabolism, and inflammation of tissues, including adipocytes [106]. In the MICRO-Obes ANR project, it was therefore hypothesized that profiling of the structure and functional potential of the host microbiota at baseline (just before starting the diet) could be useful for predicting subsequent weight loss. And in fact, using 16S rRNA gene-targeting metagenomics, a higher number of the bacterial members from the Lactobacillus, Leuconostoc and Pediococcus group was reported in subjects who lost less weight [87], while shotgun metagenomics revealed that low gene counts was associated with aggravation of diverse biological parameters predisposing to obesity [86].

Here, we used the ObOomics SC computed in the precedent chapter by iterative interrogation of MetaHIT 9.9, to look at the relationship between the gut metaproteomic profiles of 48 subjects just before they start a slimming diet, and their weight trajectory over the next twelve weeks. We searched, by a simple association study, if some metaproteomic features could have predicted the weight trajectory of the subjects.

3.1.2 Methods

The 48 overweight volunteers of the ObOomics study accepted to go on a well-controlled energy-restricted (approximately 1 100 kcal per day), high-protein diet for six weeks. Then for an additional six weeks, the patients were subjected to a period of stabilization with a diet of about 1 400 kcal per day. Their weight was measured at the beginning of the experiment, 7 days after the beginning of the experiment, at
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the end of the first period (t = 6 weeks) and at the end of the second period (t = 12 weeks). Their stool samples were collected at the beginning of the experiment. The methods for stool sample collection and processing are fully developed in Appendix C.

3.1.3 Results

With iterative interrogation of MetaHIT 9.9, we identified 131,620 peptides and 26,264 subgroups, whose abundance were approaches by summing the SC of their specific peptides. Spearman’s correlation with weight loss over the observation period ranged from -0.53 to 0.57. We first selected subgroups whose correlation with weight loss was greater than 0.4 or less than -0.4 for at least one observation time. A list of 140 proteins were selected (Figure 3.1).

The taxonomic annotation (Appendix C.5) of these proteins showed that most of the proteins positively correlated with weight loss belong to the order Clostridiales. Interestingly, among the proteins correlated with weight loss, all those belonging to the order Bifidobacteriales were found to be negatively correlated.

We then selected the subgroups whose correlation with weight loss was accentuated during the course of the dietary intervention. Twenty seven proteins were
eligible, of which 4 were negatively correlated and 23 positively correlated with weight loss. Among those 23 proteins, 4 were from human origin. The remaining 19 were essentially members of the phylum Firmicutes and, to a lesser extent, of the genus *Prevotella*. Three of the four proteins with increasing negative correlation with weight loss over time, were members of the genus *Bifidobacterium*, the latter being unclassified (Figure 3.2).

![Figure 3.2](image_url)

**Figure 3.2** – Taxonomic distribution of the 27 proteins whose correlation (positive or negative) with weight loss was accentuated over time. The proteins negatively correlated are framed. The Krona chart was computed with KronaTools [107].

The functional annotation (Appendix C.5) of the 27 proteins revealed proteins involved in amino acid metabolism and carbohydrate metabolism. The three proteins negatively correlated with weight loss and belonging to the order of Bifidobacteriales were annotated as formate C-acetyltransferase, raffinose/stachyose/melibiose transport system substrate-binding proteins, and large subunit ribosomal protein L13. Interestingly, the four positively correlated proteins from human origin are monoamine oxidases in the Uniprot database. The inhibition of these enzymes which catabolize monoamines in the brain and the gut is known to induce weight gain [108].

### 3.1.4 Conclusion

We provided evidence that, even with a basic correlation analysis, we can extract from a highly complex metaproteomic dataset, a coherent whole from a taxonomic
and functional point of view, to answer key public health questions. With more sophisticated statistical analysis like the one presented in the last chapter of this manuscript, we should be able to target the most relevant metaproteomic predictors of weight loss and proneness to weight regain (perspectives of the work, Section 8). Provided that these candidates were confirmed by independent techniques, this could help in the development of strategies for customized nutrition intervention.

3.2 Metaproteomic features related to intestinal bowel diseases

3.2.1 Scientific context

Intestinal Bowel Diseases (IBD) are a set of chronic inflammatory disorders of the intestinal tract. They include Crohn’s disease (CD) and ulcerative colitis (UC), two autoimmune diseases that develop in relapses. Both have similar symptoms, such as bloody diarrhoea, significant weight loss and abdominal pain. Although these two diseases have very similar symptoms, they affect the digestive tract in different ways.

Ulcerative colitis is characterized by superficial and continuous ulcerations of the colonic mucosa. In the period of remission, the mucosa may look normal. In flare-up, the clinical phenotype is heterogeneous, which makes this disease difficult to diagnose [109].

Crohn’s disease is also characterized by ulcers, but also fistulas of the mucosa. Unlike UC, the inflammation is discontinuous and all parts of the intestine can be affected, although it is more common in the ileum. Inflammation is transmural, which means that it affects different layers of the intestinal wall, while UC is limited to the mucosa [110].

The correct diagnosis of these diseases permits to adapt the pharmacological treatment specific to each IBD and its severity [111]. Importantly, 70 to 75% of CD patients require bowel resection when symptoms become life-threatening (intestinal perforation, refractory bleeding), when only 25 to 30% of UC patients undergo this surgery [109, 111]. Improving an early diagnosis allows more effective medical care of the patients.

Although the causes of IBD are poorly understood, it has been observed that the patients’ intestinal microbiota showed a reduction in the diversity of Firmicutes and Bacteroidetes. Efficiency of antibiotics as well as studies in mice show that the host-microbiome interaction could be a triggering factor for IBD [112]. Today, diagnosis of IBD requires blood tests, endoscopic and imaging procedures (Computerized tomography scan to search for perforated colon, magnetic resonance imaging to evaluate fistula). The objective of the MICI-Pep study was to assist in the diagnosis of IBD phenotypes thanks to specific intestinal metaproteomic traits of patients, with a simple stool collection, instead of invasive investigations. To our knowledge, IBD
markers has never been searched at the metaproteomic level, except in one recent study focused on the mucosal-luminal interface of paediatric IBD patients [61].

3.2.2 Methods

The main problematic of the IBD diseases being the differentiation between the IBD phenotypes (CDC for Colic Crohn’s disease, CDIC for Ileo-Colic Crohn’s disease and UC for Ulcerative Colitis), we were interested in highlighting proteins whose abundance differed between healthy controls and IBD patients. Sample collection and processing of this study is presented in Appendix D.

The stool samples (n=40; 8 controls, 7 UC, 3 CDC and 2 CDIC, each fresh and frozen) were collected and analysed as developed in Appendix D. In this study, focus was on the envelope-enriched metaproteome as the first line of interaction with the host mucosae. Considering the circumstances where the patients are far from the diagnosis centre, we were interested in the discovery of markers that could be used for diagnosis from either fresh or frozen samples. The envelope-enriched metaproteome was thus extracted twice for each sample, either freshly collected or after freezing at -80°C for two months. All analyses were performed on a single batch of 40 samples on an Orbitrap Fusion™ Lumos™ Trifid™. We implemented the classical interrogation of MetaHIT 3.3 and compared the results with those obtained with the iterative interrogation of MetaHIT 9.9.

3.2.3 Results

3.2.3.1 Metaproteomic profiling of stool samples

Using the classical interrogation of MetaHIT 3.3 concatenated with the human proteome database, we identified a total of 190,893 peptides and 31,348 subgroups across all samples. These numbers were increased up to 231,500 (+21.3%) and 43,521 (+38.8%) by iterative interrogation of MetaHIT 9.9 plus the human proteome database, thus confirming on another dataset analysed with a higher resolution spectrometer the valuable potential of this strategy for metaproteome deciphering. Of note, the FDR was the same for the two database interrogations (0.0023% with MetaHIT 9.9, 0.0026% with MetaHIT 3.3). Therefore, we will use MetaHIT 9.9 to mine the MICI-Pep data in the following.

We first compared the metaproteomic landscape of fresh and frozen samples, based on abundances of all the 43,521 subgroups in the 40 samples. The correlation matrix on Figure 3.3 shows a strong correlation \( r > 0.9 \) in all samples but two, between metaproteome profiles obtained from either fresh or frozen aliquots. The low correlation \( r = 0.56 \) observed for sample S09 comes from contamination of the fresh bloody sample, but not the settled frozen one, by erythrocyte proteins that we could identify as highly abundant in the dataset. Unsupervised clustering of samples confirmed that pairs of fresh and frozen samples were closely related (Figure
Therefore, we considered that the same candidate biomarkers could apply to fresh as well as frozen samples, which were grouped together in the following.

**Figure 3.3** – Pearson’s correlation between metaproteomic profiles (abundance of each of the 43,521 subgroups) of fresh and frozen samples. CTRL: controls; CDC: Colic Crohn’s disease; CDIC: Ileo-Colic Crohn’s disease; UC: Ulcerative Colitis.
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Table 3.1 below summarizes taxonomic and functional diversity of proteins per sample within each group of subjects, revealing a loss of diversity in the three patient groups compared to the controls. Of note, this loss was highly heterogeneous in the UC samples (ranging from 4,655 to 22,022 subgroups per sample). The proportion of human proteins as well as the total number of bacterial species and KEGG annotation are reported in the Table 3.1. The present study is the first demonstration of a loss in diversity of IBD microbiomes at the metaproteomic level.
Table 3.1 – Proteins diversity with functional and taxonomic annotation in the MICI-Pep samples.

<table>
<thead>
<tr>
<th>Group</th>
<th>Number of samples</th>
<th>Proteins per sample</th>
<th>% human</th>
<th>Bacterial species</th>
<th>KEGG orthology (bacterial)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CTRL</td>
<td>16</td>
<td>22,592.88 ± 449.23</td>
<td>1.94</td>
<td>2,770</td>
<td>1,714</td>
</tr>
<tr>
<td>UC</td>
<td>14</td>
<td>13,657.50 ± 6,436.61</td>
<td>8.12</td>
<td>2,696</td>
<td>1,523</td>
</tr>
<tr>
<td>CDC</td>
<td>6</td>
<td>19,210.00 ± 2,224.04</td>
<td>5.87</td>
<td>2,548</td>
<td>1,211</td>
</tr>
<tr>
<td>CDIC</td>
<td>4</td>
<td>17,758.50 ± 2,289.51</td>
<td>2.69</td>
<td>2,516</td>
<td>1,328</td>
</tr>
</tbody>
</table>

A detailed taxonomic distribution of the microbiome subgroups, also including contribution of bacteria-coating subgroups from human origin, is given by the Krona charts on Figure 3.5.
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Interestingly, while human protein species were in a minority (Table 3.1), their contribution in term of abundance, estimated by the sum of their specific spectral counts, was much higher, from 9% in the controls up to 63% in the UC patients (Figure 3.5). Pancreatic and intestinal enzymes were in the top list of the most abundant proteins in all groups. A subset of seven human proteins, including calprotectins and other serine proteases were in the top list of patients only. Although we cannot disclose their detailed list, all of them are linked with inflammation, regulation of autophagy and innate immunity, or have an antimicrobial activity.

3.2.3.2 Search for IBD signatures in stool samples

Given the low number of samples, we applied a highly stringent selection of candidate biomarkers and retained only subgroups that were strictly over or underrepresented in all samples (either fresh or frozen) from a group of subjects compared to all samples from another group. To protect confidential information, only a restraint
naming of the candidate markers are provided in the following. We first searched subgroups which may segregate controls and all IBD patients. We identified seven subgroups from human origin for which SC were systematically in a greater abundance in patients than in controls (Figure 3.6).

![Figure 3.6 – Proteins overabundant in IBD patients compared to controls.](image)

Two of them (b43.a1 and c558.a1) are the well-known neutrophil-derived proteins S100-A9 and S100-A12 (also called calprotectins), that have a strong antibacterial and antifungal properties. Calprotectins are activated when inflammation occurs (for whatever reason). Thus, when abdominal symptoms exist, dosage of faecal calprotectin can be used to identify an inflammatory bowel condition and determine the next course of action in diagnosis and treatment. Importantly, faecal calprotectin is a useful and cost-effective marker to help differentiate between IBD and IBS (Irritable Bowel Syndrome), but does not differentiate between different IBD phenotypes, as also proved for the first time by our metaproteomics approach.

Interestingly, we found five additional immune cell-derived proteins that were even more increased than calprotectins in all patients compared to all controls. They are all related to host defence against bacterial infections, and some of them were reported to support the differentiation of chronic IBD from IBS and correlate with the severity of IBD inflammation.

Therefore, our findings well reflect the release of a number of proteins by activated and degranulated immune cells, which is consistent with exacerbation of the host defence system in IBD. This clearly demonstrates that gut metaproteomics can be a powerful tool for relevant marker discovery, not only from bacterial but also from human origin.
Looking for proteins overexpressed in control samples revealed one protein from bacterial origin, which was absent in all patients but detected at low levels in all controls.

### 3.2.3.3 Search for signatures between IBD phenotypes

A main purpose of this research was to find proteins that could differentiate between CD and UC, and ideally between CDIC, CDC and UC. As CDIC is the most serious IBD phenotype, we started with the selection of the proteins whose abundance was systematically increased or decreased in all CDIC samples compared to all CDC or UC samples. We could identify 101 proteins, which were specifically overabundant in CDIC samples (Figure 3.7). Among these, 97 were from bacterial origin, shared between the three phyla Proteobacteria (n = 68, most of them from *Escherichia coli*), Firmicutes (n = 20, most of them from *Clostridium clostridioforme*) and Bacteroidetes (n = 9). The four remaining were host enzymes involved in the lipid metabolic process. Of note, 87 of these 101 abovementioned proteins also emerged when CDIC samples were compared to all other samples, including the controls. They are delineated above the horizontal line on Figure 3.7. Interestingly, we found only one host protein which was specifically less abundant in CDIC samples compared to CDC and UC samples. This protein is known to regulate intestinal epithelial cell survival in response to pro-inflammatory stimuli.

![Figure 3.7](image)

**Figure 3.7** – Heatmap of 101 subgroups overabundant in CDIC samples compared to all other IBD samples. Over these subgroups, 87 of them are also overabundant compared to controls. The data are log-transformed and zero-centered.
CDIC samples therefore differ from CDC and UC samples, or even from controls, by an invasion of bacterial proteins mainly from *Escherichia coli*, and to a lesser extent from *Clostridium clostridioforme*. Invasion of a number of opportunistic pathogens such as *E. coli* and *C. clostridioforme* was already reported in CD patients, but it was based on metagenomic shotgun sequencing and the comparison did not distinguish between ileocolic (CDIC) and exclusive colonic (CDC) localization of Crohn’s disease [113, 114].

We are now at the point where we can suspect an inflammatory bowel condition based on a group of seven abundant immune cell-derived proteins and where we can reasonably suspect a Crohn’s disease with ileocolic localization based on an invasion of protein entities from *E. coli* and *C. clostridioforme*. We still have to distinguish between CDC and UC. We identified six proteins that were more abundant in all CDC samples compared to all UC samples. Four of them were from *Faecalibacterium* species (referred to as a1.c148, b78.a1, c278.b28 and d3555.a1 on Figure 3.8), and the two others were pancreatic proenzymes (referred as to c113.a1 and c113.a2 on the same figure). We found no protein specifically less abundant in all CDC samples compared to all UC samples.

![Figure 3.8](image)

**Figure 3.8 – Proteins overabundant in all CDC compared to all UC samples.**
3.2.4 Conclusion

Based on metaproteomic analysis of the envelope-enriched fractions of microbiota extracted from some IBD patients and controls, together with a highly stringent selection of subgroups that were specifically either over- or underrepresented in the different IBD phenotypes, we can propose leads for earlier diagnosis of these different inflammatory bowel flares. A gut metaproteomics-based decision tree is reported on Figure 3.9 below.

**Figure 3.9 – Tree of decision for diagnostic of IBD based on our metaproteomic analysis of microbiota envelope-enriched fractions.**
Chapter 4

Mass spectra interpretation in the context of the ProteoCardis cohort

The choice of a suitable database is not trivial because we have to make a trade-off between the size of the database and its completeness (Section 1.3.5). Without an individual metagenome, as in the case of the ObOmic and MICI-Pep studies, the general databases of human gut microbiomes, MetaHIT 3.3 and MetaHIT 9.9, perform well for the identification of metaproteomics mass spectral data. However, when the self-metagenome of the sample is sequenced, we hypothesized that it should be the database of choice, since it combines a reduced size and sequences specific to the sample. In this chapter, we were interested in the assembly of individual metagenomes, that we used to interpret the corresponding metaproteomes. We measure performances of this strategy compared to the use of the generalist database MetaHIT 9.9. The comparison lies on the sequencing reads of individual metagenomes acquired from 188 patients enrolled in the FP7 MetaCardis European program and selected for the ProteoCardis ANR program. The ProteoCardis project included two cohorts, whose metagenomes were sequenced by shotgun metagenomics and metaproteomes were analysed by LC-MS/MS. The first cohort included 138 individuals with acute or chronic heart disease as well as 50 healthy individuals. The second cohort was composed of 30 severe obese patients who were observed before and after bariatric surgery. Therefore a total of 248 stool samples were collected for the analysis of their individual metagenomes and metaproteomes.

4.1 Methods

4.1.1 Metagenomics sequencing

Total DNA was extracted from stool samples of all individuals on the SAMBO platform of MetaGenoPolis. The DNA were fragmented by endonuclease and the fragments size threshold was here set to a minimum of 150 base pairs (bp). The sequencing was performed on an Ion Proton sequencer (Ion Torrent™ technology), giving a minimum of 20 millions reads per metagenome.
MetaRaptor was developed for the filtering, assembly and gene prediction of the 248 individual metagenomes. Although construction of metagenomes is done routinely at MetaGenoPolis, the context of our study where metagenomes are intended to metaproteomics data interpretation, adjustments of the parameters used were required. Indeed, the identification of peptides has technical limitations due to the calculation time and the memory used for this step, both increasing with the size of the database used. Furthermore, the database has to be simultaneously reduced in size to ensure a good sensitivity, and sufficiently exhaustive to identify accurately the peptides. This last requirement is particularly challenging in metaproteomic context due to the extreme complexity of the samples and the possible mutations affecting the bacteria. As a result, each step involved in the construction of individual metagenomes is critical in this work.

4.1.2 Metaproteomic analyses

Sample preparation is identical to the preparation of the MICI-Pep samples, detailed in Appendix D.2 and D.3. Briefly, the microbiota were extracted through a gradient, and the cytosolic fractions and envelope were separately analysed. This separation permits to enrich the envelope fractions, whose proteins are in direct interaction with the host, but which are usually underrepresented in whole-cell preparations. Extraction was randomized using a block design on patient groups, by dividing each group of patients equally in the batches of preparation.

LC-MS/MS analyses were performed as for the MICI-Pep study (Appendix D.4). The injections were also randomized thanks to an efficient block design, hence a potential batch effect would not lead to bias in the differential analyses between groups of patients. A cleaning of the mass spectrometer with a blank was performed between each injection, and a deep cleaning was performed between each batch to ensure a high sensitivity all along the injections (a batch including 18 to 22 injections of samples). Eight of the one hundred and eighty-eight subjects from the first cohort were injected seven times for a study of reproducibility; two from the aCAD group, two from the cCAD group, two from the cCADic group and two controls. The samples from the second cohort (bariatric surgery) were not replicated, but the samples from the same patient (before and after bariatric surgery) were injected in the same batch to avoid a potential batch effect. To evaluate the potential batch effect, a sample from a subject which is not included in the study was prepared and injected at each end of a batch. This replicated sample, injected fourteen times, is called a standard.

All the study design and preparation followed in advance the guidelines proposed by Zhang and Figeys in July 2019 [9], in particular independent randomization of sample preparations and injections and a standard sample run throughout the experiment. Bioinformatics development and presentation also anticipated the guidelines and recommendation of this paper: a clear reporting of the databases used, the strategies of database search, the definition of specific peptides, shared
peptides, subgroups and groups, and the addition of human protein database for identification.

4.2 Development of MetaRaptor

MetaRaptor is a software solution which perform in-parallel assembly of many metagenomic samples from reads to general catalogue. It is dedicated to bacterial analysis and can be used in both metagenomic context or single-cell experiment. It is accessible to naive users, but also modifiable by experienced users for implementing future NGS methods and analyses. Here we present key software solutions that make up the MetaRaptor steps.

Quality filtering

The first steps of MetaRaptor is to remove primers at reads' ends, and nucleotides and reads of poor quality. The software AlienTrimmer [115] detects and eliminates primer sequences located at the ends of the reads. The number of primer sequences used being very limited, AlienTrimmer eliminates these sequences in a few minutes, based on the detection of k-mers. This software also contains features to eliminate poor quality reads, calculated using the Phred score associated with each nucleotide. It starts with the elimination of reads with a too high proportion of nucleotides with a low quality score. Then, it removes low quality nucleotides that may occur in 5' or 3' ends. Finally, the reads too short after these filtering are eliminated. In the context of ProteoCardis, I eliminated reads with more than 40% nucleotides with a Phred score of less than 20. This cutoff score was also used to eliminate poor-quality nucleotides at the ends of the reads. Finally, reads having a length less than 100 nucleotides were removed. All of these parameters were previously benchmarked in the team, and were recognized as the parameters allowing the better quality of assembly.

Contaminant filtering

The removing of host’s genome contamination constitutes the second step of MetaRaptor. For that goal, MetaRaptor uses the software Bowtie2 [116]. This software aligns reads to long reference genomes. This alignment step, which is usually very long, is extremely fast and memory-efficient with Bowtie2, thanks to the use of indexes. The contaminant genomes must therefore be indexed before launching MetaRaptor. Bowtie2 also lets the creation of indexes with a small memory footprint, based on a Burrows-Wheeler transformation. It is thus a software particularly adapted to the search for contaminated reads in a metagenomic context. The user can eliminate reads belonging to one or more organisms (pig, mouse, chicken, ...) by tuning the parameters as long as they have the complete contaminant genome(s). In the context of ProteoCardis, since we are working on stool samples, there is a high contamination by human DNA on sequencing reads. I therefore remove reads that aligned on human DNA.
Optimization of reads data

A software which aims to reduce the redundancy of reads has been included in MetaRaptor: Khmer [117]. Indeed, due to the considerable amount of reads sequenced by NGS technologies, the downstream assembly is highly time-consuming. Khmer proposes to eliminate redundant reads while retaining sufficient information for the assembly, based on the recognition of k-mers. Although Khmer was an option included in MetaRaptor, I did not use it in the context of ProteoCardis since the parameters was not yet benchmarked.

De novo assembly

For the assembly step, we included in MetaRaptor the Spades software [118], an algorithm that perform assemblies with different k-mer sizes and merge the results to obtain an optimal assembly. This algorithm showed high performances compared to other assembly softwares [119, 120]. For ProteoCardis, I used the parameters of k-mers used conventionally.

Genes prediction

Several predictors can be used to predict bacterial genomes, such as Prodigal [121]. This software uses a dynamic programming with a log-likelihood function to compute scores for prokaryotic gene recognition and initiation of translation sites identification, with the goal to reduce the false positive rate. It is particularly accurate for gene prediction on assembled contigs, and is fast and easy to use. Although it has poor performances on contigs with less than 200bp [122], it shows high accuracy on high-GC-content sequences, which is not the case for other gene prediction software solutions [121]. I therefore chose this gene predictor for this thesis work.

Genes filtering

After assembly and gene prediction, several filters select the higher quality genes (in-house scripts). MetaRaptor can remove short genes (whose threshold is determined by the user) and incomplete genes. For ProteoCardis, I first eliminated genes whose length was less than 60 nucleotides. The proteins corresponding to these genes will then have a size greater than or equal to 20 amino acids. This reduces the size of the database by eliminating proteins that are unlikely to be identified by mass spectrometry. Indeed, the probability to identify short proteins is low since few number of peptide ions (6-40 amino-acids residues) can be detected in those proteins. Then, I eliminated the proteins whose start and stop have not been identified. Although Prodigal uses a probabilistic algorithm for the detection of bacterial genes, and therefore performs well even if start and/or stop are missing, I chose to eliminate the genes whose neither the start nor the stop were detected by Prodigal, because the detection of these genes is still less reliable compared to sequences with a start and/or a stop.
Genes clustering

After assembly and the different filtering steps, clustering of the genes in each sample reduces the size of the database by eliminating gene redundancy. Classically, the clustering parameters used are 90% coverage of the smallest sequence and 95% percent identity between the two sequences. The algorithm cd-hit [123] is widely used to eliminate the redundancy of metagenomic catalogues [5, 61, 124]. Based on k-mers indexation of the sequences to compare, cd-hit can quickly cluster a large number of sequences. The sequences are first sorted according to their length, and the longest sequence becomes representative of the first cluster. Then a new sequence to be clustered is compared to the representative of this cluster. If this new sequence has a percentage of identity greater than a given threshold, it is part of the cluster, the longest sequence remaining representative of the cluster. If it is not the case, it forms a new cluster of which it is the representative. This algorithm thus accelerates the clustering by avoiding the comparison of each sequence with each other, since the comparison is made only with the representative of each cluster. By default, the cluster representative is the longest sequence of the cluster. The clustering result is the set of cluster representatives.

In the case of proteomics, identification is sequence dependent. That is, if the peptide sequence in the database differs by only one amino acid from the sequence whose spectrum has been recorded by LC-MS/MS, the spectrum cannot be interpreted. Therefore, elimination of the redundancy is not desirable in the particular case of proteomics. Hence, I chose to cluster the genes with 100% sequence identity and 100% coverage of the smallest sequence. As a result, only genes whose sequence was exactly included in another one were clustered (and thus eliminated from the list of genes in the sample), while all others that could contain Single Nucleotide Polymorphisms (SNPs) were preserved.

All these steps are performed in-parallel for each sample of a metagenomic study. The tuning parameters for each software solution included in MetaRaptor are modifiable by the user. After all the samples have been processed into individual catalogues, the last step of MetaRaptor is to compute (i) an enrichment of a preexisting catalogue or (ii) a new catalogue representative of the metagenomic samples studied. This computation is a clustering (i) of individual catalogues with the preexisting catalogue or (ii) of the individual catalogues together. For ProteoCardis, I chose to compute a brand new catalogue, with the clustering of all individual samples with the most stringent parameters cited above.
The performance of MetaRaptor with the parameters used for ProteoCardis was validated on a mock community, whose results are presented in Appendix E. All the steps detailed above are summarized on Figure 4.1.

(FIGURE 4.1 – Schema of the MetaRaptor’s steps. (A) Each read file of the samples is treated simultaneously and construct an individual catalogue from the reads. (B) The individual catalogues can enrich a pre-existing catalogue (left, not used in this thesis) or create a catalogue compiling the results of the samples of interest (right, here four samples represented with colours).
4.3 Assembly of the individual metagenomes of the ProteoCardis cohort

In consideration of the results obtained on the mock community (Appendix E), I assembled the metagenomes of the 248 microbiomes of ProteoCardis with the same parameters as those validated hereinbefore and presented in the methods. I thus obtained a catalogue of genes for each of the 248 ProteoCardis samples, containing on average 238 121.9 ± 70 819.71 genes (Figure 4.2). N50 and L50 are statistics widely used in metagenomics to evaluate the quality of assembly. The N50 is the size of the contig which, along with the larger contigs, contains half of the total number of nucleotides assembled. The L50 is the smallest number of contigs whose length sum contains half of the total number of nucleotides assembled. The mean N50 of the scaffolds was 3 454.34 ± 2 145.04 and the mean L50 was 9 206.91 ± 5 011.93.

Once each sample has been assembled, the last step in constructing a gene catalogue is the gene clustering of all samples to produce a non-redundant catalogue representative of all the samples. Here again, in our context, we need to conserve all the genetic variability. The goal is simply to eliminate the genes whose sequence is exactly included in another longer sequence. However, despite the speed of the algorithm cd-hit used for gene clusterization, the huge number of genes (more than 53 millions of genes) exceeded the possible computation time. So I eliminated the genes which had exactly the same sequence with a home-made python script. This reduced the number of genes to 40 millions, but the resulting catalogue was too wide to be used for mass spectra interpretation with realistic computation times, so I only used individual catalogues in the work presented hereafter.

![Figure 4.2](image)

**Figure 4.2** – Distribution of the number of genes for the ProteoCardis stool samples.
4.4 Performance of the individual catalogues

We assessed the performance of mass spectra interpretation based on self-metagenome interrogation compared to MetaHIT 9.9 interrogation, on a subset of the ProteoCardis cohort. A total of 236 MS/MS datasets corresponding to the cytosolic fraction of the 188 non-bariatric cohort and the 7 replicates from 8 of these samples were used to compare coverage of the metaproteome by each of the method.

For each of LC-MS/MS datafiles, I interrogated the own individual metagenomic database translated into proteins, together with the Homo Sapiens protein database and the common contaminants protein database. The interrogation was in one step with the use of the decoy database and a stringent peptide e-value of 0.01 in order to reduce the number of peptides and proteins discovered in the context of this assessment. I then performed a grouping of the 236 identification files taken together, and eliminated peptides and proteins shared with the contaminant database.

I applied the same parameters for querying the 236 MS/MS datasets against MetaHIT 9.9, Homo Sapiens and contaminant database, and performed the grouping of all identification files taken together.

The criteria used to compare the performances of the two approaches were the number of peptides and subgroups identified. The subgroups being represented by their representative protein, they are referred as "proteins" hereinafter, and defined by the sequence of their representative protein. The peptides were defined by their sequence and modification. We took into account the total number of peptides and proteins identified across all samples, as well as the number of peptides and proteins identified per sample. The results of the number of peptides and proteins identified for each sample are presented on Figure 4.3.

![Figure 4.3](image)

Figure 4.3 – Number of peptides (A) and proteins (B) identified per sample with MetaHIT 9.9 (blue) or the individual metagenomes (orange), in 236 cytosolic metaproteomes of the ProteoCardis cohort. Each radius corresponds to a sample, for which the number of peptides (A) or proteins (B) identified are indicated in orange or blue depending on the database considered.
The MetaHIT 9.9 catalogue always identified more peptides than the individual catalogue within each samples (average increase of 70.3%), with a lower FDR (0.016% with MetaHIT 9.9, compared to 0.101% with the individual databases). Considering all the samples together, MetaHIT 9.9 identified 551 503 peptides against 463 115 with the individual databases, i.e. a gain of 19% only, due to the redundancy of peptide identifications between samples.

In most metaproteomics and proteomics studies using algorithms other than X!Tandem, the identification results are filtered based on a fixed FDR \([40, 60, 125]\). In the particular case of the X!Tandem algorithm, filtering is on a defined e-value for peptides, while we can calculate the FDR simply to assess the overall quality of identifications. Here, if we could have imposed the same FDR for searches in MetaHIT 9.9 and individual databases (which is not trivial), the gain with MetaHIT 9.9 would have been even much greater.

However, a significant number of peptides were identified only with the individual catalogues (14.3% of all the peptides identified with the two databases, Figure 4.4). I suggest four hypotheses to explain this result:

- These peptides are indeed absent from MetaHIT 9.9 due to the non-redundancy of the catalogue
- These peptides had a higher e-value with MetaHIT 9.9 that exceeded the threshold
- The mass spectra were matched to a different peptide with MetaHIT 9.9 due to a lower e-value
- The peptides are non-tryptic in MetaHIT 9.9 (their N-terminal peptide is neither arginine nor lysine) and therefore their sequence is discarded from the search, because only tryptic peptides are considered for the \textit{in silico} digestion of the reference database

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{venn_diagram.png}
\caption{Venn diagram of the number of peptides identified by MetaHIT 9.9 and the individual catalogues, all samples taken together.}
\end{figure}
Due to the high complexity and specificities of individual gut microbiota, a high proportion of the peptides identified with individual databases only are probably absent from the MetaHIT 9.9 database. A simple motif research showed that, of these 92 945 peptides, 68 587 were indeed absent from MetaHIT 9.9. The individual metagenomes thus contain peptide and protein valuable information that are not found in the non-redundant generalist database.

Although MetaHIT 9.9 catalogue identified more peptides than individual catalogues, it identified fewer proteins. I first thought that this result could be explained by a better coverage of MetaHIT 9.9 proteins by more peptides identified with this catalogue. However, I discarded this hypothesis by verifying that the coverage of proteins was similar for both catalogues. A second hypothesis was that a number of proteins of the individual catalogues are fragments of longer proteins in MetaHIT 9.9. In this case, a set of peptides would identify only one protein in MetaHIT 9.9 but several of its fragments in the individual catalogues, thus artificially increasing the number of proteins identified. I computed the length of the proteins identified with the two catalogues (taking into account all the proteins contained in the subgroups and not only the representative), and a Wilcoxon test showed that they were indeed significantly different in size (p-value <2.2e-16), MetaHIT 9.9 including a lot more long-sized proteins (Figure 4.5).

To support this hypothesis, I blasted all the bacterial proteins of the catalogue of one individual on the MetaHIT 9.9 database. I chose the individual database of the patient for whom the number of proteins identified with each databases differed the most. I set the e-value threshold at $10^{-2}$. Out of the 62 689 bacterial proteins identified in this sample (including all the proteins in the subgroups) with the individual catalogue, only 1 554 blasted against 9 189 proteins identified with MetaHIT
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9.9 (also including all the proteins in the subgroups). Out of these 9,189 proteins against which the individual proteins blasted, 76.4% of the proteins were blasted by only one protein from the individual catalogue. The hypothesis that the individual catalogue proteins are fragments of the MetaHIT 9.9 base proteins is therefore not sufficient to explain the results. A deep examination of the peptides and proteins and comparison of the results obtained for one sample would help us to better explain this phenomena.

The subgroups identified with MetaHIT 9.9 are nevertheless identified with more peptides than with the individual catalogues, as illustrated on Figure 4.6 and confirmed by a Wilcoxon test ($p<2.2e^{-16}$). We computed this result by taking into account only the representative protein of each subgroup.

![Figure 4.6 – Number of peptides per subgroup for subgroups identified with MetaHIT 9.9 and the individual catalogues. Log scale.](image)

We then identified peptides and proteins within each sample by combining the MetaHIT 9.9 database and its individual database. We computed this identification on 40 samples and compared the results with those obtained using either MetaHIT 9.9 or the individual database alone. This combination brought only 3.5% of supplementary peptides compared to the identification with MetaHIT 9.9 only. Moreover, the grouping of the 40 samples took 10 minutes with the individual databases only, 50 minutes with MetaHIT 9.9 only, and 280 minutes (more than 4 hours) with the combination, which makes it impossible to implement with more than the 200 samples of the ProteoCardis cohort. This explosion of computation time is probably due to the higher complexity of data. To reduce complexity and computation time, we could try to first combine MetaHIT 9.9 and the individual databases and remove the redundant sequences, and then use this concatenated database in an iterative search approach. Such a strategy was shown to enrich MetaHIT 9.9 with 6.9% more genes.
in a recent study [61] including 28 individual mucosal-luminal interface gut metagenomes. However, the gain in peptide and protein identifications compared to the use of MetaHIT 9.9 only was not documented in this work.

The results obtained with the individual catalogues thus showed us that, although these catalogues were generated to represent as accurately as possible the metagenome of the subjects, they were less effective than the generalist database in terms of identification of peptides. This may be due to an insufficient sequencing depth of the samples, which did not capture the entire diversity of individual metagenomes. We can also consider improving the assembly by cleaning up potential sequencing errors in reads, an issue that has not been addressed in my thesis work. Finally, the use of the generalist database seemed the most reliable for characterizing metaproteomes of the ProteoCardis samples.

4.5 Metaproteome landscape in cardiovascular diseases

The deciphering of intestinal metaproteomes and the accompanying challenging search for metaproteomic signatures of this disease were the ultimate goal of my thesis work. Thanks to the results obtained above, we interpreted all MS/MS data of the ProteoCardis cohort and the standards (a sample outside the study, injected at each end of the LC-MS/MS batches) by iterative interrogation of MetaHIT 9.9 database concatenated with the Homo sapiens database and the contaminants database. In the particular case of bariatric datasets, in addition to these three databases, the human oral database [126], containing more than 3 millions of sequences, was added, since bypass of the stomach and part of the intestine makes it possible that oral bacteria are present in stools. In all cases, peptide e-value threshold was set at 0.05 (except for the first step of interrogation, where the threshold was set to 10), and peptides and proteins with less than 2 counts across all samples assembled within a same dataset were discarded.

Four datasets were generated, including all replicated samples and standards:

- non-bariatric cytosolic metaproteomes (188 individuals and replicates/standards, corresponding to 250 LC-MS/MS files)
- non-bariatric envelope metaproteomes (188 individuals and replicates/standards, corresponding to 250 LC-MS/MS files)
- bariatric cytosolic metaproteomes (30 individuals at two timepoints and standards, corresponding to 74 LC-MS/MS files)
- bariatric envelope metaproteomes (30 individuals at two timepoints and standards, corresponding to 74 LC-MS/MS files)

The number of peptides and proteins identified in the samples as shown in Table 4.1, where the protein SC was considered.
The identification of the peptides and subgroups in all the ProteoCardis samples opens a window on the metaproteome landscape in cardiovascular context. In the following section, we removed the identifications of the 14 standards and we randomly selected one of the seven replicates for each of the eight replicated samples. Peptides and subgroups identified in these samples only were consequently removed from the datasets.

Overall, we observed 54,913 and 61,629 subgroups throughout the 188 non-bariatric cytosolic and the 188 non-bariatric envelope-enriched individual metaproteomes, respectively. They were inferred respectively from 281,011 and 332,491 peptides. The functional annotation by KEGG showed that 16% and 22% of the cytosolic and envelope (respectively) fraction subgroups were not annotated. Subgroups annotation showed that some functions were identified only in one of the fractions (cytosolic or envelope, Figure 4.7). Functions identified in the envelope fractions only would probably have been missed if the processing of the samples would not include a fractionation and enrichment of this subcellular compartments. Figure 4.8 confirmed that peptides and proteins identified in each fraction are mostly different; fractionation therefore allows for a higher number of peptides and proteins identified in the downstream bioinformatic analyses.
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**Figure 4.7** – Metabolic pathways identified in each fraction of the ProteoCardis samples. Blue: cytosolic fraction only. Red: envelope-enriched fraction only. Green: both fractions. This diagram was computed on KEGG annotations with iPath [127].

**Figure 4.8** – Venn diagrams of the number of peptides (left) and proteins (right) identified in fractions of the ProteoCardis samples.

We then drew the cluster trees of all cytosolic metaproteomes on the one hand, and all envelope-enriched metaproteomes on the other hand, as it is a convenient means of quickly viewing similarities between samples, based on the abundance of all subgroups (here approached by the number of their specific spectra). The distances for the tree was computed as $\text{dist} = 1 - \text{cor}$ where cor is the Spearman’s correlation of subgroups abundances between the samples. The clustering was performed with Ward’s minimum variance method which minimizes the within-cluster variance. As illustrated by Figures 4.9 and 4.10, samples did not clusterized by colourized patient group. Clearly, patients from a same group could be either close or distant from each other’s, in the same manner as patients from different groups.
The image is therefore very different from that we obtained in IBD diseases where healthy and IBD subjects were fairly well separated.

FIGURE 4.9 – Clustering of the cytosolic fractions of the non-bariatric samples (n=188). Colouration by patient group.
We were then interested in the distribution of subgroups among the different taxa. For that purpose, we mapped all representative proteins of each dataset (cytosolic and envelope-enriched fractions) on the non-redundant NCBI database as described in the Appendix D.6. A total of 53,472 (i.e. 98.09% of all microbial proteins) and 58,860 proteins (i.e. 97.21% of all microbial proteins) could be annotated down to the species level for the 188 cytosolic and the 188 envelope-enriched fractions, respectively. The taxonomic cytosolic- and envelope-related Krona charts for each patient group are illustrated on Figures 4.11 and 4.12 and main data at the phylum level are summarized in Tables 4.2 and 4.3.
Figure 4.11 – Taxonomic distribution of subgroups in the cytosolic fractions of the non-bariatric samples. Contributions are based on abundance of subgroups computed as the sum of SC of their specific peptides.
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Figure 4.12 – Taxonomic distribution of subgroups in the envelope-enriched fractions of the non-bariatric samples. Contributions are based on abundance of subgroups computed as the sum of SC of their specific peptides. The results for the envelope-enriched fractions of the patient groups aCAD and cCAD has not been computed due to memory constraints.
TABLE 4.2 – Taxonomic distribution of proteins in the cytosolic fractions of the ProteoCardis samples. Contributions are based on abundance of subgroups computed as the sum of SC of their specific peptides. aCAD: acute CAD, cCAD: chronic CAD, cCADic: chronic CAD with congestive heart failure, cCADicncor: heart failure unrelated to CAD.

<table>
<thead>
<tr>
<th>% of all proteins</th>
<th>aCAD</th>
<th>cCAD</th>
<th>cCADic</th>
<th>cCADicncor</th>
<th>Controls</th>
</tr>
</thead>
<tbody>
<tr>
<td>NA</td>
<td>1</td>
<td>0.7</td>
<td>0.8</td>
<td>0.6</td>
<td>1</td>
</tr>
<tr>
<td>Viruses</td>
<td>0.001</td>
<td>0.005</td>
<td>0.004</td>
<td>0.005</td>
<td>0.005</td>
</tr>
<tr>
<td>Archaea</td>
<td>1</td>
<td>0.8</td>
<td>2</td>
<td>0.6</td>
<td>1</td>
</tr>
<tr>
<td>Human</td>
<td>9</td>
<td>9</td>
<td>13</td>
<td>11</td>
<td>9</td>
</tr>
<tr>
<td>Other Eukaryota</td>
<td>0.4</td>
<td>0.2</td>
<td>0.08</td>
<td>0.2</td>
<td>0.3</td>
</tr>
<tr>
<td>Bacteria</td>
<td>88</td>
<td>89</td>
<td>84</td>
<td>88</td>
<td>88</td>
</tr>
<tr>
<td>Firmicutes</td>
<td>64</td>
<td>71</td>
<td>61</td>
<td>69</td>
<td>74</td>
</tr>
<tr>
<td>Bacteroidetes</td>
<td>8</td>
<td>8</td>
<td>6</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>Actinobacteria</td>
<td>9</td>
<td>8</td>
<td>12</td>
<td>8</td>
<td>6</td>
</tr>
<tr>
<td>Proteobacteria</td>
<td>5</td>
<td>2</td>
<td>5</td>
<td>3</td>
<td>2</td>
</tr>
</tbody>
</table>

When considering the taxonomic annotation of subgroups without taking into account their abundance, no obvious difference appeared in the taxonomic distribution of proteins between the different patient groups (data not shown). Within
cytosolic fractions, proteins from bacterial origin accounted for 96-97% of all proteins, and human proteins for 1-2%. When considering the abundances of those proteins, estimated by the sum of their specific spectral counts, contribution of human proteins was about tenfold increased (9-13%, Figure 4.11) while bacterial proteins decreased by ten points. These results well coincides with an original article just published [128]. Once again, the overall profiles appeared similar in all patient groups. Since a brief overview of the taxonomic distribution showed no difference between the patient groups, the potential dysbiosis associated to gut microbiota require more in-depth research to reveal potential disease signatures.

Compared to the cytosolic fractions, the envelope-enriched fractions contained a higher diversity of human proteins (2-4% of all proteins), which accounted for up to 23% of the total protein content of the envelope-enriched fractions. Interestingly, relative abundance of proteins from the Firmicutes phylum was lower and that of the Bacteroidetes phylum was higher in the envelope-enriched fractions compared to the cytosolic fractions, suggesting an especially high metabolic activity of the former group.

We also looked at the protein diversity in the five non-bariatric patient groups. As illustrated by Figure 4.13, protein diversity was the highest in the two groups aCAD and cCAD, in both cytosolic and envelope-enriched fractions. It was lower in the other three groups, with a slight trend towards an earlier plateau for cCADic and CADicncor than for Controls.

We finally produced the presence-absence matrices for a KEGG/species term combination in order to view the diversity in a more physiologically meaningful way. This is illustrated on Figure 4.14, which reached the same conclusion, i.e. a higher taxonomic-functional diversity in groups aCAD and cCAD. This also proves
that the grouping algorithm of X!Tandem Pipeline based solely on shared and specific peptides to construct subgroups and groups of proteins, perfectly reflect the physiological activity of the microbial members, i.e. well inform us on "who does what in the system". That said, we could have expected the diversity to be higher in the healthy control group since low gene counts of the gut microbiome has been associated several times with pathological conditions such as obesity and IBD [4, 129].

![Diagram](image)

**Figure 4.14** – Taxonomic-functional diversity, defined as the mean number of the combination KEGG-species terms, identified with an increasing number of samples. (A) cytosolic fraction, (B) envelope fraction.

To conclude, we showed that fractionation of sample into cytosolic and envelope-enrichment fractions brought complementary information at the functional level, which would have been probably missed without this method for sample preparation. Furthermore, although human proteins was in low diversity, they were in high abundances, as observed in another study [61]. However, inspection of the gut metaproteome landscape in cardiovascular diseases showed no evidence of a profound distortion of the structure and functions of the microbiome. This enables us to foresee a tricky discovery of robust markers that will require a careful selection of the most appropriate statistical methods. Therefore, to maximize our chance of getting a successful outcome of statistical analyses aimed at the discovery of metaproteomic candidate markers of the CAD risk, we carefully examined raw data. This is the topic of the last three chapters with emphasis on XIC quantification, correction of technical effects and statistical analyses.
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XIC quantification

Quantification by eXtracted Ion Chromatograms promises remarkable potential in large-scale studies. Indeed, this MS1-based quantification method makes possible to infer the abundances of peptides across many samples, which is particularly interesting for quantification of peptides of low-abundances, which can be poorly quantified by Spectral Counting. This capacity of inference significantly reduces the amount of missing data compared with SC, especially when the mass spectrometer is of high resolution as it is the case in the ProteoCardis study [130]. However, the high chemical noise is a difficulty to properly quantify the peptides by XIC. In the following chapter, I will present the challenges of XIC quantification as well as the methods that we used to handle them.

5.1 Challenges of XIC quantification in metaproteomics

XIC quantification requires the extraction of the precursor ions chromatograms from MS1 scans to compute peptide intensities from the area under the curve (Section 1.3). The data acquired on fragmented ions in MS2 scans are used to assign MS2 spectra to peptides and proteins but are not involved in the quantification.

The alignment of all the chromatograms in the experiment allows the quantification of peptides that are not identified in MS2, based on their identification in another sample. From one sample to another, the m/z of a given peptide remains the same, but its retention time can deviate. Indeed, reproducibility of LC separation is hardly achievable due to random variations; this variability can profoundly affect the quality of quantification [130]. Quantification by XIC therefore requires alignment of retention times to identify peaks that have not been fragmented. Peak matching based on m/z and retention time of different samples allows us to quantify the corresponding peptide in all the samples, if it has been fragmented and identified in at least one of the samples. However, the alignment of retention times can be difficult in complex samples because the huge number of peaks can lead to a misalignment.

A study of Cheng et al. quantified by XIC and SC the peptides of 32 LC-MS/MS runs of intestinal microbiota of mice under high-fat or low-fat diet [101]. This study revealed differences between the two dietary conditions, which were more evident
with XIC quantification. The study also showed that, for low-abundance proteins, the trend was indistinguishable by SC but observable with XIC quantification. To our knowledge, quantification by XIC has never been implemented on samples of human gut microbiota.

Due to the very high complexity of our samples as well as their high number, we performed a series of analyses to estimate the quality of the alignment of the retention times across all samples.

### 5.2 Chromatographic alignment

A robust chromatographic alignment is critical to accurately associate corresponding peaks across all runs of the experiment without any mismatching. When a peptide is identified in MS2 in two samples, it will serve as an "anchor" to calculate the deviation of the retention time between all peptides of these two samples. Since the deviation of the retention time is not uniform throughout the LC-MS/MS runs, multiple anchors are necessary for a good alignment.

Quantification by XIC is traditionally used in the context of proteomics. Indeed, in the case of a single organism, the vast majority of proteins will be common to all samples. The alignment of the retention times is therefore easier because there are many anchor points between different samples.

Conversely, in the context of metaproteomics, the huge diversity and variability of micro-organisms and microbial functions in each individual microbiome mean that both quality and quantity of the microbial proteins highly differ between samples. This results in a much smaller number of common multi-sample peptides that could serve as anchors.

Alignment of retention times requires the selection of a reference sample, from which all other samples will be compared to align retention times. Traditionally, in proteomics, the reference sample is the one for which the most peptides have been identified. In our context, it is important that the reference shares as many peptides as possible with all other samples. We selected one reference for each of the four ProteoCardis datasets. These references shared a minimum of 880, 827, 4994 and 1817 peptides with any other samples for the non-bariatric cytosolic, non-bariatric envelope, bariatric cytosolic and bariatric envelope dataset, respectively. This variability in the minimum number of common peptides is in line with our previous observations which showed that non-bariatric samples have a higher diversity than bariatric samples (Table 4.1). Therefore, the higher the diversity the smaller the number of anchor peptides.

We wondered if a limited number of anchor peptides could affect the reliability of chromatographic alignment of highly complex samples and, consequently, the quantification by XIC. To answer this question, I used two different reference samples (referred to as "reference 1" and "reference 2" hereinafter) to align and quantify a
same sample taken from the non-bariatric cytosolic dataset (referred to as "test sample" hereinafter). This test sample and reference 1 was chosen because they share only 880 peptides (the limit of anchor that we want to evaluate), and the reference 2 was chosen because it is the sample which shares the maximum of peptides with the test sample (1 324 peptides). We computed the XIC with MassChroQ, a tool developed by PAPPSO to align the chromatograms, extract and quantify the XIC [131]. The parameters used for XIC extraction and quantification were those usually used at the PAPPSO platform for proteomics. I verified that these parameters were correct thanks to a visual validation with the MassChroQ graphical interface. I quantified the natural isotopes representing at least 80% of the total theoretical intensity, which allowed us to take into account several isotopes and not only the most represented one.

As developed in Section 1.3.3.4, peptiz (a peptide with a given charge) is the direct measurement of XIC. We therefore considered their quantification. As developed in Section 1.3.2, a peptide can be ionized in several peptiz; each peptide feature is therefore quantified by the sum of its peptiz intensities.

The test sample had 7 825 identified peptides, reference 1 had 8 762 identified peptides and reference 2 had 10 375 identified peptides.

When the chromatogram of the test sample was aligned with the chromatogram of reference 1, with which it shared the less peptides, 16 943 peptiz were quantified in the two samples, including 11 417 peptiz in the test sample. With reference 2, 19 565 peptiz were quantified in the two samples, including 12 373 peptiz in the test sample. Of the peptiz quantified in the test sample, 9 003 were quantified with both references. Among them, 8 709 (i.e. 96.7%) have a strictly identical quantification regardless of the reference used. Only 118 peptiz had a higher quantification with reference 1, and 176 a higher quantification with reference 2 (a four times greater median). These differences were likely due to misalignments with the references, which accounted for less than 5% of the total peptiz quantifications.

However, when we looked at the 9 003 peptiz quantified in the test sample with each reference, we noted that they corresponded to 8 046 peptides, of which 7 761 had been identified in MS2 in the test sample, and 285 had not been identified. These 285 peptides corresponded to 290 peptiz, of which only 11 peptiz had the same quantification when the test sample was aligned with reference 1 and reference 2. The abundance ratio is illustrated on Figure 5.1 and shows that the abundance can highly vary depending on the reference used for the chromatographic alignment. This clearly demonstrates that XIC quantification of peptides not identified in MS2 may be highly hazardous in metaproteomics. These results are illustrated on Figure 5.2.
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Figure 5.1 – $\log_{10}$ of the ratio of peptiz abundances between the test sample aligned with reference 1 or reference 2. If the log ratio is greater than 0, the abundance of the peptiz is higher when the test sample is aligned with reference 1, and vice versa.

Figure 5.2 – Quantification of peptiz of a test sample aligned with two references. After XIC alignment of the test sample with each of the reference, 9,003 peptiz were quantified in the test sample whatever the reference considered. Most of these peptiz corresponds to peptides identified in MS2, for which the quantification is independent on the reference used. Over the peptiz for which the peptide was not identified in MS2, and therefore the quantification by XIC would be possible through alignment, large majority had quantification dependent of the reference used, thus probably misaligned with at least one of the two reference.
Thus, while in classical proteomics, the XIC method successfully quantifies peptides across all biological samples even if they were identified only once in MS2 throughout the entire dataset, this could not be the case in metaproteomics. The XIC quantification obtained for all the datasets and the subsequent statistical analyses should therefore be treated with caution.

We computed the XIC on each of the four datasets of the ProteoCardis study with the same tool and parameters as those used above. We quantified the peptide of all the samples, including the standards (14 injections of the same sample at the end of each batch) and the replicates (8 samples replicated 7 times) in order to normalize the data, a problematic addressed in the following section. Table 5.1 summarizes the results obtained for each dataset. This table shows that the percentage of missing values is higher than 50% for the four datasets; as a matter of comparison, a proteomics experiment usually have 10-20% of missing values [130, 132]. This high proportion of missing values may be problematic from the statistical point of view to discover peptides/proteins differentially abundant between patient groups.

<table>
<thead>
<tr>
<th></th>
<th>non-baria cyto</th>
<th>non-baria env</th>
<th>baria cyto</th>
<th>baria env</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of XIC</td>
<td>30 089 856</td>
<td>33 268 760</td>
<td>9 090 818</td>
<td>8 163 671</td>
</tr>
<tr>
<td>Number of peptides</td>
<td>348 793</td>
<td>412 093</td>
<td>307 115</td>
<td>308 325</td>
</tr>
<tr>
<td>Number of proteins</td>
<td>294 355</td>
<td>352 058</td>
<td>254 471</td>
<td>260 685</td>
</tr>
<tr>
<td>Number of subgroups</td>
<td>72 182</td>
<td>84 094</td>
<td>105 407</td>
<td>122 779</td>
</tr>
<tr>
<td>% missing value</td>
<td>60.38</td>
<td>62.72</td>
<td>56.89</td>
<td>59.18</td>
</tr>
</tbody>
</table>

In order to carry out statistical studies, we wanted to pre-process the XIC data to remove potential technical variabilities and misalignments. We also performed an imputation of the missing XIC data. Indeed, replacing the missing data (NA) with zero is impossible in this context because this NA can correspond to a positive value below the detection threshold of the mass spectrometer. Thus, since the values of XIC are of the range of 10^6, inference of the NA by zeros would be highly underestimated. In addition, for some statistical tests, it is better not to have a large number of identical values in the dataset.

## 5.3 Correction of XIC

Although we have taken the greatest care to ensure reproducible preparation and LC-MS/MS analyses of the samples (Section 4.1.2), to achieve reproducible peptide and protein quantification throughout the entire experiment, perfectly reproducible LC separation is not achievable especially for large cohorts, due to a series of technical variability factors such as random variations of separation conditions, fluctuation of environmental temperature, column aging, and systematic RT shifts over
time [130]. This can never be completely eliminated, but can be well controlled by a completely randomized experiment plan both at the sample preparation and LC-MS/MS analyses level, and inclusion of standards and replicated samples, as it has been done in the ProteoCardis study.

A batch effect linked to the technical variability of mass spectrometric analyses is frequently observed in XIC quantification. This can result in quantification variability between several injections. In order to clean the XIC data, a number of filters must be applied to the data before normalization.

First, the XIC are commonly filtered according to their retention time (RT). Indeed, the spectra at the beginning and the end of the chromatogram have an unstable intensity. So we defined the RT thresholds below and above which XIC intensities became highly variable, based on the profile of intensity values along the RT. For example, the intensity profile of the non-bariatric cytosolic samples presented on Figure 5.3 shows high variation of intensity before 1 100s and after 10 300s. We applied this filter, and the Table 5.2 presents the retained RT for each dataset, as well as the number of peptides and proteins eliminated as a result of this filter.

![Intensity profile along the chromatography](image)

**Figure 5.3** – Intensity profiles of the samples along the chromatographic retention time. Example of the non-bariatric cytosolic dataset.

<table>
<thead>
<tr>
<th></th>
<th>non-baria cyto</th>
<th>non-baria env</th>
<th>baria cyto</th>
<th>baria env</th>
</tr>
</thead>
<tbody>
<tr>
<td>RT min (s)</td>
<td>1 200</td>
<td>1 050</td>
<td>1 180</td>
<td>1 050</td>
</tr>
<tr>
<td>RT max (s)</td>
<td>10 300</td>
<td>8 800</td>
<td>10 000</td>
<td>8 080</td>
</tr>
<tr>
<td>Number of peptides removed</td>
<td>12 929</td>
<td>30 465</td>
<td>17 550</td>
<td>32 534</td>
</tr>
<tr>
<td>Number of proteins removed</td>
<td>45</td>
<td>232</td>
<td>101</td>
<td>1 060</td>
</tr>
</tbody>
</table>

**Table 5.2** – Retention time thresholds retained for the 4 ProteoCardis datasets.
I then applied a second filter on the retention time to avoid any mismatching, since precise peptide matching among samples is a prerequisite for reliable XIC quantification. I evaluated several filters, where the standard deviation (sd) of the retention times of peptides should not exceed 20, 50, 100, 150 or 200 seconds (the smaller the RT deviation threshold, the more stringent the filter). The profile of standard deviations of retention times is shown on Figure 5.4 and presented no obvious disconnection that could help us identify the limit between good matches and mismatches. I also experienced a third filter where we kept only the intensities of the peptides which have been identified in MS2. Indeed, only the quantifications of the peptides identified in SC are completely reliable (Section 5.2). For this third filter that we called "SC filter", I replaced with missing values the quantifications of any peptide that has not been identified in MS2.

![Figure 5.4 – Standard deviation of the retention times for the non-bariatric patients, cytosolic fractions.](image)

We used replicated and non-replicated samples to compare results of filtering on RT deviation thresholds and on MS2 identification ("SC" filter). We computed the mean distance between replicated and non-replicated samples with four metrics of distance (Jensen-Shannon, Bray-Curtis, Jaccard and Spearman’s correlation). The corresponding ratio (distance between replicates/distance between biological samples) has to be minimized to have a trade-off between replicability of the samples and separation of biological (non-replicated) samples. This ratio is our criteria to define the best filter. Figure 5.5 shows that this ratio was minimized by the "SC" filter with the four metrics, and was rather stable with either no filtering or RT filtering between 200 and 50s. We also considered the percentage of missing values throughout the matrix, which can be a drag on statistical analyses. Figure 5.6 clearly shows that
for the "SC" filter and a RT filter of 20s, the percentage of missing values dramatically increased. These two filters were therefore not suitable in our case. Figure 5.7 shows that the number of peptides and proteins preserved after the different filters clearly decreased for a RT filter < 150s. Of note, the number of peptides and proteins for the "SC" filter stayed high because we considered here the total number of peptides and proteins across all samples. With the "SC" filter, we obtained a matrix with the same number of peptides and proteins than without a filter, but the matrix was filled with more than 90% of missing values. Considering these data, we chose to filter the XICs with an RT threshold of 150 seconds, since this method was the best compromise for preserving a high number of peptides and proteins and avoiding a high number of missing values throughout the matrix.

**Figure 5.5** – Distance ratio between replicated and non-replicated samples after filtering XIC data. X-axis: the XIC were not filtered (“no”), or filtered depending on the standard deviation of the retention time, or filtered depending on the identification in MS2 (“SC”).
Figure 5.6 – Percentage of missing values after the XIC filtering. X-axis: the XIC were not filtered ("no"), or filtered depending on the standard deviation of the retention time, or filtered depending on the identification in MS2 ("SC").

Figure 5.7 – Number of peptides and proteins after the XIC filtering. X-axis: the XIC were not filtered ("no"), or filtered depending on the standard deviation of the retention time, or filtered depending on the identification in MS2 ("SC").
Missing information prevents the full, complete, and accurate extraction of quantitative protein and functional information. Thus, one of the major challenges of global proteomic studies is to deal with these missing data appropriately, since they may be real missing values, but also low intensities beyond the detection capacity (which is not a fixed value) of the mass spectrometer. I proposed an imputation of missing values, detailed in the following section.

5.4 Imputation of missing data

The metaproteomics data have a high rate of missing values, as seen in results of XIC quantification on the ProteoCardis samples (Section 5.2). Briefly, three types of missing values were defined by Rubin in 1976 [133]:

- **Missing Completely At Random** (MCAR) when the peptide was randomly missed, due to stochastic fluctuations and independently of its nature or abundance.

- **Missing At Random** (MAR) when the propensity for a value to be missing is not related to the missing value itself, but is related to some of the observed value (conditional dependencies). In proteomics, it is assumed that MAR values are also MCAR [132].

- **Missing Not At Random** (MNAR) when the value is missing because the abundance of the peptide is close to the limit of detection of the mass spectrometer, or even really absent.

Since the reason for a value to be missing is indistinguishable between MCAR, MAR and MNAR, the main approach to replace the missing values in proteomics is imputation of non-zeros values. Indeed, filling missing values with zeros generates biases as does not take into account the correlation structure in the data [134, 135].

5.4.1 Imputation of missing values in classic proteomics

Several methods for imputing missing values exist in proteomics. First, the single-value approaches propose to replace the missing values by a fixed value, determined from the measured values. Typically, the smallest value observed in the experiment estimates the detection limit of the mass spectrometer, and a fraction of this value is used to define the replaced missing values. However, this approach is not appropriate when statistical tests are sensitive to ex-aequo.

Local Similarity Approaches use the abundance of similar peptides (peptides with correlated intensity profiles in the same dataset) to impute missing values. Briefly, it determines the most similar peptides of a given peptide, and uses the abundances of these peptides to estimate the missing values. However, this method is not suitable in the case of metaproteomics because of the large proportion of missing values in the datasets. Indeed, our XIC results show a proportion of missing
values around 60%. Moreover, these approaches make the assumption that proteins are regulated dependently and that highly correlated abundances are normally observed with co-regulated proteins [136]. This assumption is not necessarily correct in the case of metaproteomics, where proteins can be regulated differently between gut microbiomes, which are highly specific to individuals. Finally, this type of imputation can impute high abundances, which is not desirable in the case where the missing values are values too small to be detected by the spectrometer.

Finally, Global-Structure Approaches use a decomposition of the data matrix and then iteratively reconstruct the missing values. These methods have been shown to be less effective than Local Similarity Approaches [136], and are extremely time-consuming, even in the proteomics context.

### 5.4.2 Imputation of missing values in metaproteomics

The methods of imputation in metaproteomics are based on the methods developed in proteomics. For example, Zhang et al. uses the K-nearest neighbours method (KNN) to search for the most similar peptides (Local Similarity Approach), after filtering the subgroups that are present in 50% of the samples [61]. The KNN method requires less than 30% missing data to be effective [137]. For this reason and others explained herebefore, this method is not suitable in our case. Other studies uses a Global-Structure Approach that is hardly applicable to large-scale datasets [40, 138].

In some metaproteomics study, a variant of the single value method have been proposed, in which the missing values are imputed from a normal distribution centered on the inferred detection threshold [125, 139]. Although this method is interesting because it allows us to obtain (i) non-identical values and (ii) low values representing many missing data, the distribution parameters are not discussed. I decided to use this approach, and I determined the parameters using our data.

### 5.4.3 Imputation implemented in the ProteoCardis study

For our NA imputation, we considered peptide abundances, which are defined by the sum of the corresponding peptid intensities. The values were determined according to a normal distribution, whose mean and standard deviation parameters must be fixed. NA values were considered as values under the detection limit of the mass spectrometer (MNAR). The average value of the normal law was fixed to the quantile $10^{-5}$ of the set of values observed in the quantification.

In XIC data, we observed that the standard deviation (sd) tended to increase with the mean of the peptides abundance across samples (Figure 5.8). The sd linked to technical variability can be estimated thanks to the peptides with a mean abundance close to the quantile $10^{-5}$ in replicated samples, since the variations in these samples have no biological cause. However for these peptides with low abundances, the high number of missing values makes their sd poorly reliable. We therefore inferred the
sd by extrapolation of the sd observed on peptides with few missing values, those quantified in at least 12 to 14 samples of the replicated standards.

![Figure 5.8](image1.png)

Figure 5.8 – Mean quantification of peptides quantified in 12 to 14 standard samples and their standard deviation. Log scale.

We observed that the curve on Figure 5.8 was approximately linear, except for the low mean values, which are the values for which we want to infer the sd. The implementation of a linear model and non-parametric approximation (Figure 5.9A) and the residuals of the linear model (Figure 5.9B) confirmed that the linear model was not adapted for low mean values and overestimated the sd. The implementation of the linear model only on the low mean values ($\log_2(\text{mean})<21.5$) presented the same overestimation of the sd (Figure 5.10).

![Figure 5.9](image2.png)

(A) Linear model and non-parametric approximation

(B) Residuals of the linear model. yellow: quantile 10% of the mean.

Figure 5.9 – (A) Linear or non-parametric modelling of the relationship between mean and standard deviation of XIC peptides values. (B) Residuals of the linear model.
5.4. Imputation of missing data

We therefore fitted a linear spline model on the 10% lower quantile of the mean values. Linear spline is a piecewise function consisting of a polynomial of degree 1 (straight) on each interval between knots. We considered 2, 10, 20 and 50 knots spaced equally to the quantiles of the distribution. This spline modelling interpolates the value of sd expected for a given mu, Figure 5.11.
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Figure 5.11 – Interpolation of sd by splines considering the number of knots for the splines modelling for non-bariatric (top) and bariatric (bottom), cytosolic (left) and envelope (right) fractions of ProteoCardis samples.

For each dataset, we retained the number of knots for which the model had the lowest probability to select a negative value. The values of mu, sd and the probability of sampling a negative value for each dataset are summarized in Table 5.3.

Table 5.3 – Values computed for the imputation of XIC missing values. non-baria: non-bariatric. baria: bariatric. cyt: cytosolic fraction. env: envelope fraction.

<table>
<thead>
<tr>
<th></th>
<th>non-baria cyt</th>
<th>non-baria env</th>
<th>baria cyt</th>
<th>baria env</th>
</tr>
</thead>
<tbody>
<tr>
<td>best number of knots</td>
<td>50</td>
<td>50</td>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td>mu</td>
<td>35 380.15</td>
<td>39 364.83</td>
<td>34 648.21</td>
<td>42 249.47</td>
</tr>
<tr>
<td>sd</td>
<td>1 790.41</td>
<td>4 827.85</td>
<td>4 936.40</td>
<td>12 642.81</td>
</tr>
<tr>
<td>probability to have a negative value</td>
<td>$3.23 \times 10^{-87}$</td>
<td>$1.77 \times 10^{-16}$</td>
<td>$1.12 \times 10^{-12}$</td>
<td>$4.16 \times 10^{-4}$</td>
</tr>
</tbody>
</table>

So I replaced the missing values in each dataset with a random sampling following the normal law with the parameters in Table 5.3, and the negative values were replaced by zeros. Of note, negative values were only sampled in the bariatric envelope dataset, representing only 0.02% of all values in this dataset.
In this chapter, we therefore determined a model that best fitted to our data, in order to determine the optimum parameters to impute missing values. This method imputes values consistent with the range of values of the datasets. However, imputation with sampling assume that most of the missing values are MNAR, and thus impute low-abundance values. In the case of MAR and MCAR, the range of missing values is not representative of the true range of the missing values. The use of XIC with imputed values may therefore be difficult, especially when more than a half of the values have been imputed.
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Can the ProteoCardis data be improved by normalization methods?

When the samples are injected in the mass spectrometer, the needle becomes clogged due to the non-volatile molecules in the injected samples. This clogging decreases the sensitivity of the spectrometer and increases the background noise, despite a deep cleaning every 18-22 injections (Section 4.1.2). The last sample injected in each batch corresponds to the standard sample. Since clogging and cleaning can influence the abundances of identified peptides, in this chapter I evaluated and corrected the abundances of SC and XIC through different normalization methods.

6.1 Ascertainment of the batch effect

The total abundance of SC and XIC can vary between injection batches. The abundance of the peptides can be modified between each batch ("batch effect"), as well as within batches where the sensitivity of the spectrometer is better on the first injections than on the last ones. In addition, apart from the batch effect, an injection order effect can be observed, where the total abundances can deviate as injections occur despite cleaning. These variations are solely due to technical effects, which we want to minimize. I chose to consider the batches as categorical variables without taking into account the injection orders, since normalizations of the batch effects are already existing methods.

I conducted the analyses on the non-bariatric ProteoCardis dataset, cytosolic fraction, and on the protein SC (which sums all the peptides counts). We used the SC of the proteins, which reduces the datasets size compared to the SC of the peptides. A representation of the sum of the SC ranged by injection order showed that it seems to increase in the course of the experiment, suggesting that a batch effect exists (Figure 6.1).
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**Figure 6.1** – Sum of SC of the proteins, before any normalization (raw data) for the dataset of non-bariatric patients, cytosolic fractions. Colouration by batch.

We often observed a batch effect on the intensity of XIC (Section 5.3). Figure 6.2 shows that the batch effect on XIC was low on the cytosolic fraction of non-bariatric patients, although we observed a slight drop in XIC intensities at the 4th and 7th batches.

**Figure 6.2** – Global intensity profiles of XIC before normalization

Although the batch effect appears to be weak at the SC or XIC level, we normalized the data using several methods to obtain the cleanest data possible for the statistical analyses that follow.
6.2 Normalization methods

6.2.1 Methods for SC normalization

For the SC normalization, we have first considered normalization by batch.

**Sum of Spectral Counts of Standards:** I computed a normalization factor based on the sum of the spectral counts of the standards present in each batch. We rely on the hypothesis that since the variations observed between the standard samples are solely due to technical variation, the sum of its spectral counts must be identical between the batches. This hypothesis makes it possible to calculate a normalization factor specific to each batch. This factor is then applied to all SC of the samples in each batch.

**MS2 of Standards:** I computed a normalization factor based on the number of MS2 spectra of the standards. The hypothesis is that the sum of SC previously performed is dependent on identification; however, the number of MS2 is only dependent on LC-MS/MS analysis. The number of MS2 of the standards must therefore theoretically be identical between batches. The normalization factor is applied to all SC of the samples in each batch.

**Linear Regression:** A commonly used method to suppress the batch effect in RNA-seq experiments is linear regression. It is based on the hypothesis that the abundance of the variables have a Gaussian distribution, whose average is dependent on the batch. Since RNA-seq analyses are also based on count data, I wanted to evaluate this method on our metaproteomics data.

In the following, I also considered a normalization on abundances without taking into account the batches.

**Total Ion Current:** The Total Ion Current (TIC) is the total amount of intensity in precursor spectra, and therefore estimates the total signal available in the mass spectrometer. It includes contributions from peptides, contaminants, and noise. The hypothesis underlying this normalization is that all samples should have the same TIC because the amount of protein introduced into the mass spectrometer is identical between samples. However, the TIC can decrease with time due to the clogging of the spray needle. There is indeed a variation of the TIC according to the injections (Figure 6.3). A decrease in TIC for a given sample indicates that the amount of proteins introduced is lower for this sample. The number of MS1 and therefore MS2 could thus be reduced and induce technical variability, which we seek to reduce. There was indeed a correlation between the TIC and the sum of SC (Figure 6.4), with a correlation coefficient of 0.68 (Spearman’s correlation). I therefore computed a specific normalization factor for each sample, proportional to TIC, which was applied to each peptiz SC of the sample.
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Trimmed Mean of M-values: Trimmed Mean of M-values (TMM), was proposed by Robinson and Oshlack in 2010 [140]. This method, initially developed for the RNA-Seq, proposes to take into account the composition of the samples to compute a normalization factor. Indeed, two samples sequenced to the same depth and expressing the same number of transcripts for a given gene will not have the same RNA-Seq count if one of the two samples transcribes a greater diversity of genes. This problem is also found in the case of tandem mass spectrometry, because a limited number of spectra can be analysed on the time of acquisition, and the selection of the ions to be fragmented has a random component. Since our samples can have extremely heterogeneous diversities, we therefore wanted to evaluate the TMM normalization on our metaproteomic samples.

6.2.2 Methods for XIC normalization

XIC normalization methods are all based on the hypothesis that most peptides have the same intensity across all samples, the intensities are thus corrected by a factor.

Normalization by percentage: The percentage method consists of dividing the intensities of the peptiz into each sample by the sum of the intensities in the sample. Then these intensities are multiplied by the average intensity calculated on all the samples. This method preserves the relative abundance of peptiz within each sample.
Normalization by median: The intensities of the peptides in each sample are divided by their intensity in a reference sample (if the peptides is also quantified in the reference), giving a ratio for each common peptide between the reference and the sample considered. Then, in each sample, the median of these ratios is calculated to define a median ratio for all the peptides of a sample relative to the reference sample. Each original intensity of peptide is then divided by this median ratio, specific to each sample. We chose as a reference for this normalization the sample which had the greatest minimum number of common peptides with any other sample (peptides identified in MS2 in both samples).

Normalization by median-RT: Throughout the acquisition by mass spectrometry, the intensity deviations are not always uniform. Median-RT normalization is a method derived from median normalization; in the median-RT normalization, the median ratio is not calculated uniformly. The ratios are ordered according to the retention time of their peptide, then the values are smoothed thanks to a cubic smoothing spline, which is a piecewise curve made up of polynomials of the third degree. The intensities of each peptide are then divided by the smoothed ratio values corresponding to their retention time. As for median normalization, we chose as a reference the sample that had the greatest minimum number of common peptide with any other sample.

6.3 Evaluation of the normalizations

6.3.1 Normalization of SC

We evaluated the variability between samples using a Principal Component Analysis (PCA). The objective of the PCA is to reduce the number of explanatory variables (here, the peptides/proteins) while preserving the distances between individuals. This makes it possible to synthesize the information and to explore the links between individuals. It relies in particular on the transformation of the correlated variables into new uncorrelated variables, called principal components. The number of principal components is less than or equal than the number of original variables. These principal components make it possible to determine the main axes on which the individuals can be represented. The interpretation of these graphs makes it possible to understand the structure of the analysed data. The use of replicates allowed us to evaluate via the PCA the quality of a batch correction. The more the replicates were grouped on the PCA, the more we considered that the technical variability was reduced. I also calculated the ratio between the average distances of the technical replicates and the biological samples, as in Section 5.3. The objective was to minimize this ratio, so that the technical replicates are as close as possible while preserving the heterogeneity of biological samples. I therefore used a visual criterion (PCA) and a numerical one (ratio) to judge the normalization.
PCA on unnormalized data is shown on Figure 6.5, where we observe that the replicates are very close to each other. The technical variability is therefore hardly visible on the SC data of this dataset.

The PCA resulting from the different normalizations by batch (sum of SC of standards, MS2 of standards and linear regression) are illustrated on Figure 6.6. For normalization with the sum of the SC or MS2 of the standards, the PCA showed replicates still as close as before the normalization, with some replicates that got slightly closer or farther away according to the normalization applied compared to unnormalized data (B, C, G, I). Conversely, normalization by linear regression completely burst the replicates and is therefore not adapted to our datasets. This effect is due to the distribution of metaproteomic data, compared to those observed in RNA-seq. Indeed, the SC of the proteins are mostly equal to zero. Therefore the distribution of the data cannot be Gaussian in metaproteomics and this method is thus not transposable to metaproteomics.

I then assessed normalizations on total abundance (TIC and TMM). The PCAs resulting from these normalizations are illustrated on Figure 6.7.
6.3. Evaluation of the normalizations

(A) Sum of SC of standards

(B) MS2 of standards

(C) Linear regression

**Figure 6.6** – Principal Component Analysis of Spectral Counts of proteins after the normalization of batches by (A) the sum of SC of the standards, (B) the MS2 of the standards and (C) linear regression. The samples are coloured by replicates. A-H: replicates, each replicated seven times. I: Standard, replicated fourteen times. O: samples not replicated.
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PCA after TIC normalization showed that it completely burst the replicates. The representation of SC abundance before and after TIC normalization showed that this normalization introduced a batch effect (Figure 6.8) which was weak in the raw data (Figure 6.1). In contrast, the replicates are well clustered on the PCA after TMM normalization. However, one of the hypotheses of the TMM method is that most proteins have the same abundance across all samples. In the case of metaproteomics, this hypothesis is not verified.

Four distance metrics (Jensen-Shannon, Bray-Curtis, Spearman correlation, and Jaccard) were used to calculate the average distance between biological samples and replicates. The corresponding ratio (distance between replicates/distance between biological samples), which we seek to minimize, was calculated before and after each normalization. Figure 6.9 shows that regardless of the distance metric used, unnormalized data and TMM normalization gave the best results.
6.3. Evaluation of the normalizations

In order to not introduce bias and in view of the observed results on the unnormalized data, where the batch effect seemed weak, I decided not to normalize the SC data.

6.3.2 Normalization of XIC

I examined the variability of the total intensities visually, thanks to the distribution of the peptiz intensities in each sample which has to be homogeneous. The distribution of peptiz intensity after computation of the three normalizations (percent, median, and median-RT) is shown on Figure 6.10. Normalization by percentage did not decrease the batch effect, and even tended to accentuate it. Median and median-RT normalization were less detrimental than percentage normalization but still tended to accentuate the small batch effect observed on raw intensities.
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**Figure 6.10** – Global intensity profiles of XIC after normalization by (A) percentage, (B) median and (C) median-RT. Report to Figure 6.2 for unnormalized data.

As explained in Section 6.2.2, XIC normalization methods are all based on the hypothesis that most peptides have the same intensity across all samples. This statement is true in proteomics, but not necessarily in metaproteomics. In addition, the
low proportion of common peptides between several samples is a brake on these normalization methods. Since our samples seem to have a fairly weak batch effect (Figure 6.2) and the experimental design includes randomization of patient groups, we chose not to normalize the XIC data.

6.4 Conclusion on the correction of technical variability

We observed technical variability on SC and XIC abundances on the cytosolic fraction of the ProteoCardis non-bariatric dataset. Although observable, this variability is weak. No correction to eliminate this technical variability was effective, either for SC or XIC. However, the patient groups are randomized at all levels in the experimental design (from protein extraction to injection into the mass spectrometer; see Section 4.1.2), i.e. all the manipulations of the samples have been planned so that samples from each patient group were evenly distributed. The correction of the technical variability is therefore not essential, and the eventual batch effect does not generate any bias in the statistical analyses on the groups of patients. Ideally, the correction of batch effect could increase statistical power, but only if we had a relevant correction method. Our choice is therefore not to normalize the SC and XIC data, and to take into account the batch effect in the statistical analyses. This is possible in simple statistical analyses, but can be difficult or impossible with some machine-learning models.
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Exploration of statistical approaches for biomarker discovery

We implemented two statistical approaches on the ProteoCardis datasets in order to discover biomarkers of CAD. The first, multiple testing, focuses on finding significantly different variables across patient groups. The second, random forest, is a classification method that retrieves a restricted list of important variables to predict the patient group. These two approaches apprehend the data in a complementary way: on the one hand the multiple testing interrogates each variable separately, on the other hand the random forests brings a more global vision of the variables and their structure. The results of these two methods seems therefore relevant to mine the data from different points of view.

7.1 Methods

7.1.1 Multiple testing approach

7.1.1.1 Resampled FDR

In the multiple testing approach, we implemented a test by variable (subgroup, peptide...) to test the association between this variable and the patient group. In the case where the number $k$ of variables is high, if we set a test level $\alpha$, if no variable is associated with the patient group, a proportion $\alpha$ of variables will be erroneously detected. Thus, if 10 000 variables are tested at level 5%, an average of 500 variables will be erroneously detected. To take this phenomenon into account, the procedure of Benjamini-Hochberg [141] controls the proportion of false discovery, or FDR (False Discovery Rate).

This procedure works as follows:

1. the p-values of the variables are ordered in ascending order: $p_{(1)} \leq p_{(2)} \ldots \leq p_{(k)}$ where $(l)$ is the index of the variable of rank $l$. For example, $(1)$ is the index of the variable that has the smallest p-value.
2. we define the "corrected" p-values

\[ p_{adj}^{(l)} = p^{(l)} \frac{k}{k_l} \]  

(7.1)

3. we select variables such as \( p_{BH}^j \leq \alpha \)

Under certain hypotheses, we are guaranteed to have on average a false positive proportion less than or equal to \( \alpha \). Nevertheless, the hypotheses necessary for this result are complex and difficult to verify in practice (independence of the variables or absence of a particular structure of correlation). This procedure is widely used in practice without questioning these hypotheses, which can lead to bias. One way to overcome these hypotheses is resampled FDR procedure [142].

First, groups of patients are permuted, which forms "false" groups that should not be associated with any variable; the matrix of variables remains unchanged, which preserves the correlation structure between the variables. The vector of the p-values is calculated from these permuted data; this group permutation is carried out \( N = 10 \) times. For each permutation \( r \in [1...N] \) and each variable \( j \in [1,...k] \), the p-value of \( j \) after the permutation \( r \) is written \( p_{perm,r}^j \). The original p-values are rescaled from the p-values of the permuted data (Equation 7.2).

\[ p_j^{rescale} = \frac{1}{N} \sum_{i=1}^{k} \sum_{r=1}^{N} \mathds{1}_{\{p_{perm,r}^i \leq p_j\}} \]  

(7.2)

Finally, we apply the classic procedure of Benjamini-Hochberg to the rescaled p-values \( (p_1^{rescale}, \ldots, p_k^{rescale}) \).

7.1.1.2 Modelling of SC

We considered a Zero-Inflated Negative Binomial (ZINB) model, classic to model count data with a high proportion of zeros. We examined the relevance of this model, compared to the simpler model of Negative Binomial (NB). We performed our tests on SC groups for non-bariatric patients, cytosolic fraction. The data were filtered to eliminate groups present in less than 16 samples, which is the number of patients in the smallest patient group. This left 3 609 protein groups to analyse.

The ZINB model has a distribution defined on the Equation 7.3, where only \( \mu \) depends on the patient group.

\[
\mathbb{P}(X = j | \pi, \mu, \alpha) = \begin{cases} 
\pi + (1-\pi)f_{NB}^j(0 | \mu, \alpha) & \text{if } j = 0 \\
(1 - \pi)f_{NB}^j(j | \mu, \alpha) & \text{else}
\end{cases}
\]  

(7.3)

These models were chosen due to the strong presence of zeros in our SC data. To compare the models, we used the Akaike Information Criterion (AIC), which uses maximum likelihood by penalizing models with too many variables, as well as the Bayesian Information Criterion (BIC) whose penalty also depends on the size of the samples. The lower the AIC and BIC criteria, the more relevant the model.
The comparison of the models showed that the AIC is favourable to the ZINB model for the non sparse protein groups (containing few zeros), but does not decide for the sparse protein groups. Conversely, the BIC criterion, which is more conservative, does not decide for the non-sparse groups and favours NB for the sparse groups (Figure 7.1). Although the gain in terms of fit of the ZINB model is not clearly attested by the chosen criteria, this model fit correctly the empirical values as illustrated in the Figure 7.2 with 3 groups selected randomly with different sparsity. In addition, the ZINB model has only one additional parameter, so the statistical power loss is moderate. So we chose to implement a ZINB model, and to use a NB model only if the ZINB model did not converge.

**Figure 7.1** – Difference of AIC (left) and BIC (right) between the negative binomial model (model 1) and the zero-inflated negative binomial model (model 2). The groups are clustered depending on their sparsity. Values under 0 means that the NB model was judged more relevant, and vice-versa.

**Figure 7.2** – Empirical SC of three groups containing 89% (left), 41% (center) and 12% (right) of values greater than 0, and their estimation by zero-inflated negative binomial model.
7.1.1.3 Modelling of XIC

Figure 7.3 shows the bimodal distribution of XIC values of specific peptides after imputation, for the non-bariatric dataset, cytosolic fraction.

![Figure 7.3 – Distribution of XIC abundances for the observed values (blue) or the imputed values (red). Log-scale.](image)

Using a parametric model seemed difficult in this context. We therefore considered the non-imputed data and used non-parametric tests by combining a Fisher test and a Kruskall-Wallis test. For each variable, a Fisher test was performed for the presence/absence of the variables (where the variable is 1 if there is no missing value), and a Kruskall-Wallis test calculated after removal of the missing data. The minimum of these p-values, designated $S$, was considered the p-value of our test. The distribution of $S$ under the null hypothesis is obtained by the repeatedly permutation of the patient groups, and by aggregating the variables with the same number of missing values.

7.1.2 Random forests approach

7.1.2.1 Principle

Random forests are a classification method that builds a large number of decision trees [143]. Decision trees allows us to divide a population into homogeneous groups (here, the different disease groups) according to a set of variables (here, the counts/X-IC of the peptides/subgroups). They thus permit, according to different discriminant variables, to predict the response variable. To classify a new sample from a set of variables, the input is submitted to each of the trees in the forest. Each tree gives a classification (the trees "votes" for that patient group -or class-). The forest chooses the classification with the most votes.
The construction of the random forest works as followed. For each tree:

- The construction is performed using a bootstrap sample from the original data. About one-third of the cases are left out of the bootstrap sample and not used in the construction. This procedure enables the calculation of the out-of-bag (OOB) error that provides an unbiased estimate of the test set error.

- At each node, a fixed number of variables is selected at random out of the input variables and the best split on these is used to split the node. The number of variables sampled is held constant during the forest growing, this number is tuned based on the OOB error rate calculated with increasing number of variables sampled.

- There is no pruning: the growth is performed to the largest extent possible.

This method is particularly useful for multifactorial spaces, as several decorrelated trees can be generated. Indeed, if a small number of predictors tend to dominate the others, it makes them appear each time close to the root of the tree, creating correlated trees. Taking random subsets of variables allows us to build decorrelated trees which reduces the variance and the forest error rate. The robustness of the random forest is estimated by the OOB error, calculated as the mean error of the classification when using the observations not included in the model construction. The calculation of the accuracy is used to estimate the prediction error of OOB samples. It is calculated using the Equation 7.4. This metric is only relevant when the possible outcomes are of equal numbers. An unbalanced dataset makes this performance metric unreliable because the random forest classifier tends to be biased towards the majority class (i.e. the group of patients with the higher number of samples).

\[
\text{Accuracy} = \frac{\text{TruePositive} + \text{TrueNegative}}{\text{TruePositive} + \text{FalsePositive} + \text{TrueNegative} + \text{FalseNegative}} \tag{7.4}
\]

The importance of variables can be evaluated to see their impact on the construction of the trees with the calculation of the Mean Decrease Accuracy (MDA), using the OOB samples. After the construction of a tree, the accuracy of the OOB samples are computed. Then the values of each variable are randomly permuted between the OOB samples, and the accuracy is recalculated. This procedure is performed for all trees and averaged to give the MDA, which allows to estimate the importance of each variable in the random forest. Indeed, if the variable has little importance in the decision process, the permutation of its values between samples will have little influence on the result of the decision by the tree. Conversely, the permutation of the values of a variable essential to classification will lead to a sharp decrease in accuracy.
7.1.2.2 Typical preprocessings

Before entering the classification step, some typical preprocessing may be applied on the input data:

- Remove zero- and near-zero variance predictors: in some situations, the data generating mechanism can create predictors that only have a single unique value (i.e. a "zero-variance predictor"). Similarly, predictors might have only a handful of unique values that occur with very low frequencies. These predictors may become zero-variance predictors when the data are split into bootstrap sub-samples and a few samples may have an undue influence on the model.

- Remove correlated predictors and/or linear dependencies: when variables are highly correlated, the selection of the predictor to create a node will be random, and the importance of each of these variables will be diminished. This dilutes the importance of each of the correlated predictors and may make the variable importance measure less helpful.

7.1.2.3 Implemented parameters and validation scheme

**Preprocessing:** In the case of ProteoCardis, the removal of near-zero variance predictors, correlated predictors (cutoff = 0.75) and linear dependencies has been performed with the preprocessing functions of the caret package \[144\], with default parameters. These tree preprocessings have been performed separately in order to be compared.

**Parameters:** The random forest has been performed with the randomForest package [143]. The number of trees in the forest has been fixed to 500 (default parameter). The number of variables randomly selected at each split ("mtry" parameter) has been tuned on the OOB samples with the caret package based on a grid of length 10.

**Set up of a robust validation scheme:** since the random forest algorithm relies on bootstrapping and random variable selection, we noticed that the variability of the results for several repetitions was high. Although the general accuracy of the model was stable, the ranking of the important variables was different from one repetition to the other. Moreover, in a feature selection perspective, it was challenging to determine the optimal number of important variables to consider as all the variables are ranked. The main objectives of the set up scheme was to (i) determine the optimal number of important variables and (ii) to converge toward a list of common variables.

In order to ensure the external validation of the selected variables, we split the dataset as following: - 10% of the samples were kept apart for the "gold validation", - 90% of the samples were used for the construction of the models.
To determine the optimal number of important variables, 1% of artificial variables were added to the input variables. The artificial variables were randomly selected among the input variables, then their counts have been shuffled in order to break any link with the response variable.

**Classification models and occurrent important variables:** 50 repetitions of random forest classification models have been computed. Each time, the important variables were those with a MDA higher than the first artificial variable encountered. Then, the occurrence of each variable in these 50 repetitions has been calculated.

### 7.2 Results

For all statistical studies, we eliminated standard samples and peptides and proteins identified only in these samples. We also kept only one copy of the replicate samples, randomly selected. In the same way, we eliminated the identified peptides and proteins only present in the removed samples. We first wanted to evaluate the batch effect on the SC results, because the models with random batch effect (taking into account the batch effect in the tests) is computationally heavy.

#### 7.2.1 Preliminary: evaluation of the batch effect

We considered a ZINB model with fixed effect of the patient group and random effect of the batch. Calculations were implemented on the SC protein groups, from which the groups missing in more than half of the samples were removed (this filtering was applied only in this preliminary section). We thus studied the batch effect on 740 protein groups. We performed the resampled FDR procedure detailed in the Section 7.1.1.1. The resampled FDR procedure detected a batch effect for 16 protein groups among the 740 with a 10% FDR, and 308 proteins groups with a 50% FDR. The batch effect is therefore existing but not very significant.

The test of the effect of the patient groups by including or not the batch effect showed that the resampled p-values were very similar (Figure 7.4).
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Figure 7.4 – Resampled p-values of the 740 proteins groups in a model without or with batch effect when the effect of patient group was tested. Red: Lowess interpolation. Blue: y=x. Log-scale.

The batch effect is therefore very weak and taking it into account is computationally heavy, especially in the context of the resampled FDR which include numerous iterations. So we decided to not consider the batch effect in future analyses.

7.2.2 Results with multiple testing

The effect of the patient groups was tested for each fraction of the SC and XIC datasets (cytosolic and envelope), and on specific peptides, subgroups (which sums only the specific peptides). Thus we did not take into account the shared peptides that can be problematic in the analyses, as developed in the section 1.3.3.3. We have implemented the following tests:

- Global group effect
- All pathologies versus controls
- Each pathology versus controls

For each test, the variables present in less than X samples are removed, where X is defined as 80% of the size of the smallest patient group. Tables 7.1 and 7.2 give
the number of variables detected with SC and XIC respectively, for each dataset and each test, for three FDR levels, for non-bariatric patients.

**Table 7.1 – Number of variable detected for each dataset and each test, for three levels of FDR, based on SC.**

<table>
<thead>
<tr>
<th>Test</th>
<th>Dataset</th>
<th>FDR 0.05</th>
<th>FDR 0.1</th>
<th>FDR 0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Global group effect</strong></td>
<td>Specific peptides cyt</td>
<td>3</td>
<td>4</td>
<td>476</td>
</tr>
<tr>
<td></td>
<td>Specific peptides env</td>
<td>3</td>
<td>7</td>
<td>242</td>
</tr>
<tr>
<td></td>
<td>Subgroups cyt</td>
<td>1</td>
<td>5</td>
<td>201</td>
</tr>
<tr>
<td></td>
<td>Subgroups env</td>
<td>0</td>
<td>1</td>
<td>227</td>
</tr>
<tr>
<td><strong>All pathologies vs controls</strong></td>
<td>Specific peptides cyt</td>
<td>15</td>
<td>41</td>
<td>658</td>
</tr>
<tr>
<td></td>
<td>Specific peptides env</td>
<td>27</td>
<td>53</td>
<td>674</td>
</tr>
<tr>
<td></td>
<td>Subgroups cyt</td>
<td>6</td>
<td>18</td>
<td>287</td>
</tr>
<tr>
<td></td>
<td>Subgroups env</td>
<td>0</td>
<td>54</td>
<td>322</td>
</tr>
<tr>
<td><strong>aCAD vs controls</strong></td>
<td>Specific peptides cyt</td>
<td>2</td>
<td>14</td>
<td>216</td>
</tr>
<tr>
<td></td>
<td>Specific peptides env</td>
<td>6</td>
<td>7</td>
<td>272</td>
</tr>
<tr>
<td></td>
<td>Subgroups cyt</td>
<td>6</td>
<td>18</td>
<td>114</td>
</tr>
<tr>
<td></td>
<td>Subgroups env</td>
<td>14</td>
<td>34</td>
<td>135</td>
</tr>
<tr>
<td><strong>cCAD vs controls</strong></td>
<td>Specific peptides cyt</td>
<td>3</td>
<td>4</td>
<td>47</td>
</tr>
<tr>
<td></td>
<td>Specific peptides env</td>
<td>1</td>
<td>1</td>
<td>175</td>
</tr>
<tr>
<td></td>
<td>Subgroups cyt</td>
<td>0</td>
<td>0</td>
<td>75</td>
</tr>
<tr>
<td></td>
<td>Subgroups env</td>
<td>3</td>
<td>10</td>
<td>118</td>
</tr>
<tr>
<td><strong>cCADic vs controls</strong></td>
<td>Specific peptides cyt</td>
<td>0</td>
<td>0</td>
<td>472</td>
</tr>
<tr>
<td></td>
<td>Specific peptides env</td>
<td>0</td>
<td>0</td>
<td>125</td>
</tr>
<tr>
<td></td>
<td>Subgroups cyt</td>
<td>0</td>
<td>0</td>
<td>125</td>
</tr>
<tr>
<td></td>
<td>Subgroups env</td>
<td>0</td>
<td>2</td>
<td>80</td>
</tr>
<tr>
<td><strong>cCADic ncor vs controls</strong></td>
<td>Specific peptides cyt</td>
<td>21</td>
<td>43</td>
<td>372</td>
</tr>
<tr>
<td></td>
<td>Specific peptides env</td>
<td>12</td>
<td>13</td>
<td>150</td>
</tr>
<tr>
<td></td>
<td>Subgroups cyt</td>
<td>7</td>
<td>7</td>
<td>97</td>
</tr>
<tr>
<td></td>
<td>Subgroups env</td>
<td>0</td>
<td>11</td>
<td>116</td>
</tr>
</tbody>
</table>
Table 7.2 – Number of variable detected for each dataset and each test, for three levels of FDR, based on XIC.

<table>
<thead>
<tr>
<th>Test</th>
<th>Dataset</th>
<th>FDR 0.05</th>
<th>FDR 0.1</th>
<th>FDR 0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Global group effect</strong></td>
<td>Specific peptides cyt</td>
<td>0</td>
<td>3</td>
<td>52</td>
</tr>
<tr>
<td></td>
<td>Specific peptides env</td>
<td>0</td>
<td>0</td>
<td>64</td>
</tr>
<tr>
<td></td>
<td>Subgroups cyt</td>
<td>2</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Subgroups env</td>
<td>0</td>
<td>1</td>
<td>75</td>
</tr>
<tr>
<td><strong>All pathologies vs controls</strong></td>
<td>Specific peptides cyt</td>
<td>0</td>
<td>0</td>
<td>2833</td>
</tr>
<tr>
<td></td>
<td>Specific peptides env</td>
<td>0</td>
<td>1</td>
<td>801</td>
</tr>
<tr>
<td></td>
<td>Subgroups cyt</td>
<td>6</td>
<td>8</td>
<td>677</td>
</tr>
<tr>
<td></td>
<td>Subgroups env</td>
<td>18</td>
<td>33</td>
<td>1375</td>
</tr>
<tr>
<td><strong>aCAD vs controls</strong></td>
<td>Specific peptides cyt</td>
<td>0</td>
<td>0</td>
<td>1044</td>
</tr>
<tr>
<td></td>
<td>Specific peptides env</td>
<td>2</td>
<td>6</td>
<td>2285</td>
</tr>
<tr>
<td></td>
<td>Subgroups cyt</td>
<td>11</td>
<td>12</td>
<td>52</td>
</tr>
<tr>
<td></td>
<td>Subgroups env</td>
<td>13</td>
<td>21</td>
<td>1372</td>
</tr>
<tr>
<td><strong>cCAD vs controls</strong></td>
<td>Specific peptides cyt</td>
<td>0</td>
<td>1</td>
<td>99</td>
</tr>
<tr>
<td></td>
<td>Specific peptides env</td>
<td>2</td>
<td>2</td>
<td>1019</td>
</tr>
<tr>
<td></td>
<td>Subgroups cyt</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Subgroups env</td>
<td>0</td>
<td>0</td>
<td>290</td>
</tr>
<tr>
<td><strong>cCADic vs controls</strong></td>
<td>Specific peptides cyt</td>
<td>0</td>
<td>0</td>
<td>1121</td>
</tr>
<tr>
<td></td>
<td>Specific peptides env</td>
<td>0</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>Subgroups cyt</td>
<td>0</td>
<td>0</td>
<td>293</td>
</tr>
<tr>
<td></td>
<td>Subgroups env</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td><strong>cCADic ncor vs controls</strong></td>
<td>Specific peptides cyt</td>
<td>2</td>
<td>2</td>
<td>167</td>
</tr>
<tr>
<td></td>
<td>Specific peptides env</td>
<td>2</td>
<td>2</td>
<td>76</td>
</tr>
<tr>
<td></td>
<td>Subgroups cyt</td>
<td>0</td>
<td>1</td>
<td>58</td>
</tr>
<tr>
<td></td>
<td>Subgroups env</td>
<td>0</td>
<td>5</td>
<td>42</td>
</tr>
</tbody>
</table>

Whatever the type of quantification considered (SC or XIC), few variables were detected for a low FDR value of 0.05, which did not make it possible to identify variables that have a high probability of being linked to patient group. However, a large number of variables were detected at a FDR of 50%. Figure 7.5 shows the p-values of SC and XIC for comparison of the aCAD group versus controls at the subgroup level. The filtering at 80% of the smallest population considered (here 39 because the aCAD group contains 49 patients) preserved 620 subgroups in SC and 36 411 subgroups in XIC (because the SC data contain much more zeros than XIC data contain missing values), including 600 common subgroups shown in Figure 7.5. We observed that these p-values were only slightly correlated (correlation = 0.35), the results on the data SC and XIC are therefore inconsistent. The study of the concordances between the results of SC and XIC would be an interesting work to
carry out to understand if the two types of results can be complementary.

7.2.3 Results with random forests

Different strategies exist to handle imbalanced classes, not yet implemented in this work. In our first analyses, we worked on the group SC of patient groups with balanced size, i.e. the group aCAD (49 patients) versus controls (50 individuals).

In order to converge toward the minimal list of variables important for the classification, we considered each threshold of occurrence of the important variables computed previously in the 50 repetitions. We constructed a random forest model with the important variables that have been observed a more or equal times than this threshold. For example, all variables that were judged important 12 times or more out of the 50 forests were used to construct a forest, whose OOB accuracy is reported at $x=12$ on Figure 7.6. This calculation makes it possible to determine which threshold maximizes the OOB accuracy, and therefore the minimal list of important variables to take into account to correctly separate two groups. It was observed here that the accuracy was maximized for $x=37$, so the variables observed more than 37 times in the 50 repetitions are used to build the final model. The model with the maximal OOB accuracy was kept and its performance on the gold validation dataset has been evaluated; the results are presented in Table 7.3.
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Figure 7.6 – Out-Of-Bag accuracy for the classification of aCAD and controls for each threshold of occurrence of important variables. In this example, the forests were computed with no preprocessing.

Table 7.3 – Accuracy of the forests for different preprocessings for the classification of aCAD and controls. The computation was made on group SC data. GV: Gold-Validation. nzv: removing of near-zero variance predictors. col. pred.: removing of colinear predictors. lin. dep.: removing of linear dependencies.

<table>
<thead>
<tr>
<th>Preprocessing</th>
<th>OOB accuracy</th>
<th>GV accuracy</th>
<th>Number of variables used in the forest</th>
</tr>
</thead>
<tbody>
<tr>
<td>no</td>
<td>0.93</td>
<td>0.78</td>
<td>16</td>
</tr>
<tr>
<td>nzv</td>
<td>0.93</td>
<td>0.78</td>
<td>16</td>
</tr>
<tr>
<td>col. pred.</td>
<td>0.92</td>
<td>0.56</td>
<td>29</td>
</tr>
<tr>
<td>lin. dep.</td>
<td>0.81</td>
<td>0.89</td>
<td>35</td>
</tr>
<tr>
<td>all above</td>
<td>0.84</td>
<td>0.89</td>
<td>72</td>
</tr>
</tbody>
</table>

In the context of the classification of aCAD and controls with group SC, the accuracy computed without preprocessing showed a more limited number of variables to take into account, for a OOB and Gold-Validation accuracies of more than 75%. The distribution of the 16 variables used to construct this forest is shown on Figure 7.7. Taken independently, most of them did not differ in abundance (tested with a Wilcoxon test) between the aCAD and control groups. Multiple testing approach would not have selected them as significant on the ProteoCardis study, but taken together they classify with a good accuracy the aCAD patients and the controls.
7.2. Results

7.2.4 Relationship between the two approaches

We were interested in linking the results obtained in multiple testing and on RF. The multiple testing approach was implemented for the group SC of patient groups aCAD versus control to compare with the results obtained with RF. The results showed no clear correlation between the importance of protein groups in RF and their p-value on multiple testing (Figure 7.8).

---

**Figure 7.7** – Abundance of the 16 groups that better classify the aCAD and control groups.

**Figure 7.8** – Results on spectral counting of groups of the aCAD patients and control, with random forest and multiple testing. RF: random forest.
7.3 Perspectives on statistical analysis

As we have seen, the variables detected significant by the multiple testing approach are not systematically detected as important variables in the classification by random forests. However, the multiple testing approach can select the variables with the best chance of having a differential abundance between the groups of patients tested. One of the perspectives of this work is therefore to use the multiple testing approach to select, with a high FDR threshold, a limited number of variables. These variables could then be used in random forests to determine which are the most important for classification.
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Conclusion and perspectives

The work performed in this thesis has made possible to explore the different stages of identification of mass spectra and their quantification, with the aim of optimizing them to explore the metaproteome of hundreds of patients. My work therefore focused on bioinformatics processing of the data meant to reveal protein biomarkers for cardiovascular diseases, the downstream statistical analyses still needing development.

Since individual metagenomes are not always available, I first focused on the identification performance with two publicly available generalist databases. Although the most recent and complete database (MetaHIT 9.9) can be seen naturally as the most powerful, this performance had to be evaluated in metaproteomics, where the size of the database can be an obstacle to an accurate identification. In addition, the older and smaller database (MetaHIT 3.3) could have been sufficient to identify most peptides and proteins present in the samples. This study has shown that although using the MetaHIT 9.9 database increases the calculation time, it identifies a large number of additional proteins while keeping a higher accuracy and not reducing replicability. It is therefore a database of choice for identifying human gut microbiota proteins. Interestingly, although the number of additional proteins identified with MetaHIT 9.9 is high, the number of additional peptides identified is limited. In addition, several thousand peptides have been specifically identified with MetaHIT 3.3. This finding opens interesting avenues of work for the construction of generalist databases in the context of metaproteomics analyses of the human gut microbiota, where elimination of redundancies from metagenomic catalogues may have a tremendous influence in metaproteomics.

When the individual metagenomes are available, they represent the more natural database for the identification of peptides and proteins in the samples. I participated in the development of MetaRaptor, which I used to generate individual metagenomes by assembling the sequencing reads of the ProteoCardis cohort. The particular set of parameters, designed to generate high-quality catalogues for metaproteomics downstream processings, was tuned on a mock community. However, this community had been sequenced with a different technology than the one used for ProteoCardis. A smaller mock community, sequenced by Ion Torrent™ technology was generated at MetaGenoPolis during my thesis. Assessing the assembler’s
performances on this type of data would complement the assessment performed in this thesis. Our team also plans to sequence the mock with the most recent sequencing technology producing longer reads (MinIon, Oxford Nanopore Technologies). The validation of MetaRaptor for assembling metagenomes sequenced with various sequencing technologies is meant to prepare a public release of the software, which could be used by the community and advantageously serve metaproteomics for individual metagenome assembling.

The individual catalogues assembled with MetaRaptor were used as reference databases for the identification of peptides and proteins in the ProteoCardis samples and the results were compared with those obtained with MetaHIT 9.9. Surprisingly, our results indicate that the generalist database identified more peptides but less proteins than the individual databases. Despite our efforts to explain the reason why individual catalogues identified so many proteins with less peptides, we could not solve it, and this remains an open question, which has to be further explored. I also tested identification with a combination of the generalist database with the individual personal database. However, the explosion of computation time of the grouping step observed on 40 samples made it impossible to implement for the whole ProteoCardis cohort, and the interest of such approach seemed limited considering the few supplementary peptides (compared with MetaHIT 9.9 only) identified in 40 samples. Another option to explore is the merge of all the individual catalogues into a wide one, which therefore represents all the samples of a cohort. This merged database identified more peptides and proteins than identification with individual databases in the study of three human stool samples [40]. Nevertheless, we chose in our approach to keep all the individual variability present in the samples, which made it impossible to use the merged database due to its size (more than 40 millions of genes). A possibility would therefore to remove the redundancy from the merged database and to evaluate its interest compared to the individual databases and MetaHIT 9.9. In alternative to the strict individual metagenomes, we could consider a catalogue built with metagenomics and metatranscriptomics data [44], which would reflect specificity of individual metagenomes but with a better coverage.

I also compared different interrogation strategies, using a simple query ("classical strategy") or an iterative interrogation in three steps ("iterative strategy"). Iterative interrogations had already been shown to be more efficient for interpreting the metaproteomic mass spectra, but the magnitude of this efficiency had never been assessed on several tens of samples. The iterative strategy in three steps showed higher peptide and protein identifications than the classical interrogation, while having a higher accuracy and did not reduce the replicability. The higher performance of iterative interrogation and the MetaHIT 9.9 database was also validated on the MICI-Pep samples.

I studied the replicability of the identifications on 14 technical replicates; such a study had never been conducted on so many replicates, and showed that the depth
of metaproteomic analyses is still not efficient enough to capture all the sample diversity, even with as many as 14 repeated mass spectrometry analyses. This study showed that the replicability of protein identification was higher with MetaHIT 9.9 than with MetaHIT 3.3, but it was not the case for peptides. Replicability was not affected with an iterative interrogation, which had never been questioned. Finally, we proposed an estimator of the probability of reproducibility as a function of the SC abundance; this quantity could be used to filter out observations with weak signal.

MS1 ion current measurement is the method of choice for quantification in label-free shotgun proteomics, but still in its infancy in metaproteomics. I showed that chromatogram alignment was challenging in metaproteomics because the number of spectra and the sample complexity are very wide. The matrices of XIC quantification produced in this context may therefore lack reliability. In order to improve chromatogram alignment, we could perform iterative alignments between samples with the most common identified peptides, instead of using a unique reference for all the remaining samples.

I evaluated the performance of several SC and XIC normalization methods, but our results not clearly indicate a superiority of any of the methods tested. In fact, thanks to extreme precautions taken for preparation and injection of samples, monitoring of mass spectrometer performances, and routine cleaning of the spray needle and column, the technical variabilities were weak, particularly illustrated by the very low variability of XIC abundances. Therefore, I demonstrated that normalization was not necessary or could even be deleterious in our particular case. This emphasizes the importance of a thorough examination of raw and normalized data before any decision on pretreatment. In addition, the balanced experimental design guarantees unbiased statistical analyses, even if weak batch effects cannot be corrected.

I performed early descriptive analyses on two studies of the human gut microbiota, in the context of weight loss during a low-calorie diet and inflammatory bowel diseases. These studies address problematics related to prediction (for MICI-Pep) or longitudinal studies (for ObOmics). Extensive statistical analyses of these studies may provide biomarkers of interest.

In the ProteoCardis study, the problematic is to extract variables of interest in the context of CAD patients. The statistical analyses conducted on unnormalized data confirmed that the weak batch effect did not induce bias in our results. Both univariate (multiple testing) and multivariate (random forests) statistical approaches have highlighted a signal to differentiate groups of patients. However, the variables of interest obtained with the two approaches as well as those obtained with the two quantification methods (SC and XIC) did not overlap. The functional and taxonomical annotation of the proteins could help us to decipher the possible links between them. One of the opportunity considered is to use multiple testing procedure with a high threshold of FDR to select a set of candidate variables, that will be used in a
classification model. Combining (i) statistical approaches, (ii) quantification methods and (iii) different levels of analysis (peptides, subgroups, groups) is currently the main challenge to overcome. Among the potential proteins of interest that will be discovered, the functional annotation will help us selecting peptides/proteins related to CAD, with the aim of selecting about 50 peptides of interest. Their predictive value will be assessed on an independent patient group, beyond this thesis work.

To conclude, this thesis enabled to in-depth explore the methodologies of peptides and proteins identification and quantification in the context of large-scale metaproteomic studies of the intestinal microbiota. With the growing development of metaproteomics and the significant interest given to the intestinal microbiota as a health partner, it lays the necessary methodological bases for other studies similar to ProteoCardis. It also opens interesting avenues of research to further optimize the identification of protein and peptide biomarkers, and for the statistical analysis of such large-scale and complex studies.
Appendix A

Polymerase Chain Reaction

PCR is a method of genic amplification in vitro. Its goal is to exponentially duplicate DNA segments. This method is based on thermal cycles to drive polymerisation by DNA polymerase and separation of double-stranded DNA by denaturation.

The PCR consists of twenty to forty repeated cycles, each cycle consisting in three steps:

1. **Denaturation:** The solution is heated to 95°C for 30 seconds to denature the double-stranded DNA.

2. **Annealing:** The solution is cooled to 50-65°C for 1 minute to anneal the primers to the DNA, targeting the DNA region of interest. Usually, sense and anti-sense primers are used to target the complementary region of interest. The DNA polymerase also binds to the primers.

3. **Elongation:** The solution is heated to 72°C for 1-2 minutes, which allows the polymerase to synthesize the complementary DNA with free dNTPs in the solution. The time of this step depends on the length of the DNA to amplify. At the end of this step, an original double-stranded DNA has therefore been duplicated in two double-stranded DNA.

The PCR procedure is illustrated in Figure A.1

---

**FIGURE A.1** – The different steps of a PCR, from [145].
Appendix B

Physiopathology of atherosclerosis

The healthy vessels are composed of three layers (Figure B.1), from inner to outer layer:

- **The intima**, composed by a single layer of epithelium cells and connective tissues supporting the internal elastic lamina.

- **The media**, consisting of elastic fibres, collagen, smooth contractile muscles and external elastic lamina. The smooth muscles controls the local blood pressure by contraction, modifying the diameter of the lumen. The external elastic lamina is absent in veins.

- **The adventitia**, composed of connective tissues, elastic fibres, nerves and nutrient capillaries (*vasa vasorum*).

Atherosclerosis is an inflammatory disease which develops in six evolutionary stages, the early stages developing in childhood, the latter usually after 40 years.
Stage I of atherosclerosis is characterized by the presence of some foam cells in the intima. It begins especially in vessels where the blood flow can be non-uniform (curvatures or branches), which induces a shear stress on the inner wall of the arteries, the intima. This stress induces inflammatory lesions, which causes nitric oxide (NO) production and activation of integrins and adhesion factors to reduce the inflammation. In this context, the endothelium cells also secrete extracellular matrix proteins and metalloproteinases, in order to repair the tissue. However, the permeability of endothelial lesion and the retaining of low density atherogenic lipoproteins (LDL) by extracellular matrix induce infiltration of LDL into the intima. The integrins and adhesion factors permits monocytes to also enter in the intima, where they differentiate into macrophages due to the inflammatory process. The LDL is oxidized in LDL-ox by free radicals secreted by macrophages, which internalize the LDL-ox and become foam cells.[147, 148]. The non-foamy macrophages produce inflammatory cytokines and metalloproteinases.

Stage II of atherosclerosis is characterized by intracellular lipid accumulation, forming fatty streaks. The process of the stage I self-perpetuates, as LDL-ox in the intima leads to an inflammatory response which retains and recruit more LDL and monocytes. The foam cells have a pro-atherogenic activity by secreting pro-atherogenic molecules which maintain the inflammation and shifts the phenotype of the smooth muscle cells (SMC) of media from a contractile to a pro-inflammatory phenotype. In healthy context, SMC mainly produces proteins involved in the contractile function, while in the context of atherosclerosis, SMC migrates from the media to the intima, becomes proliferative, and express extracellular matrix and cytokines, maintaining the pro-inflammatory state. They also internalize lipids, becoming foam cells and contributing to the formation of the fatty steaks [72, 149].

Stage III of atherosclerosis is characterized by the aggregation of droplets of lipids in the extracellular matrix. The foam cells apoptosis, driven by LDL-ox, causes the aggregation of the cell debris in the intercellular matrix, which lower the amount of pro-atherogenic cells, but leads to the accumulation of pro-inflammatory metabolites like lipids. These lipids aggregate as droplets. Moreover, apoptotic macrophages that are not rapidly ingested by nearby phagocytes may become necrotic (post-apoptotic macrophage necrosis), which is a source of proinflammatory stimuli and thus can elicit an inflammatory response and cause damage to nearby cells [150].

Stage IV of atherosclerosis occurs when the lipids droplets form a lipid core which contains crystals of cholesterol, few giant foam cells and cellular debris from apoptotic and necrotic macrophages. The lipid core is also called the atheroma.

Stage V of atherosclerosis is characterized by a fibrotic layer around the lipid core. The fibrotic layer (or cap) is formed by the production of collagen and proteoglycans by SMCs. The atheroma increases the thickness of the intima, which narrows the diameter of the vessel lumen. The atheroma with a fibrotic layer is called a plaque, which can be stable if the fibrotic layer is thick enough, because it ensures the stability of the plaque [72].
Appendix B. Physiopathology of atherosclerosis

<table>
<thead>
<tr>
<th>Stage</th>
<th>Description</th>
<th>Age of occurrence (years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>Isolated macrophage foam cells</td>
<td>0-15</td>
</tr>
<tr>
<td>II</td>
<td>Fatty steaks; intracellular lipid accumulation</td>
<td>0-15</td>
</tr>
<tr>
<td>III</td>
<td>Droplets of lipids in the extracellular matrix</td>
<td>15-35</td>
</tr>
<tr>
<td>IV</td>
<td>Lipid core</td>
<td>15-35</td>
</tr>
<tr>
<td>V</td>
<td>Lipid core and fibrotic layer</td>
<td>40+</td>
</tr>
<tr>
<td>VI</td>
<td>Breaking of atheroma, thrombus</td>
<td>40+</td>
</tr>
</tbody>
</table>

Table B.1 – The six stages of atherosclerosis and age of occurrence

Stage VI of atherosclerosis occurs when the atheroma breaks, causing the lipid core to come into contact with the blood. The break can be caused by the degradation of a thin fibrotic layer by metalloproteinases. The lipid core is rich in thrombogenic elements such as cellular debris of apoptosis and tissue factors, which initiate coagulation by activating platelets, generating a thrombus. This thrombus can occlude partially (non-occlusive wall thrombosis) or completely (occlusive thrombosis) the vessel, which triggers acute vascular events [72, 148].

The stages of atherosclerosis are summarized in the table B.1, and a summary of the plaque formation is illustrated in the figure B.2.
FiguRe B.2 – Stages of the development of atherosclerosis. (a) The healthy artery layers. (b) In early stages, due to the presence of LDL-ox, monocytes migrate to the intima layer, maturing into macrophages. They forms foam cells by the uptake of LDL-ox and secrete pro-inflammatory molecules. (c) Due to the pro-inflammatory context, SMC migrates from the media to the intima, secretes extracellular matrix macromolecules and becomes proliferative. The extracellular matrix macromolecules forms the fibrous cap of the atheroma. The death by apoptosis of SMC and foam cells free lipids in the extracellular matrix, which can form a lipid core. (d) The disruption of the atherosclerotic plaque put in contact the lipidic core and the blood components, which triggers the formation of a thrombus by coagulation. The thrombus, extending to the lumen of the vessel, can disrupt the blood flow. From Libby, Ridker, and Hansson [152].
Appendix C

Methods for the ObOmics study

C.1 Stool Sample Collection and Processing

All samples were self-collected as previously detailed [30]. About 1g stool aliquots were cut frozen and the microbiota was separated from the faecal matrix by flotation in a preformed Nycodenz continuous gradient according to a variant of the method previously detailed by Juste et al. Here, we just reduced the size of the gradient. Briefly, stool specimens were supplemented up to 2.82 g with 1X PBS-0.03% w/v Na-deoxycholate, then with 8 ml of Nycodenz 60%, and 6.5 ml of this suspension were loaded below a preformed gradient which has been prepared with 5 ml of a 23% w/v Nycodenz solution in an Ultra-Clear centrifuge tube (14.5 X 95mm, Beckman Instruments, CA, USA). During low-speed ultracentrifugation in a swinging SW 40 Ti rotor (Beckman, 14,567 × g, 45 min, 4°C), bacterial cells migrated up to their buoyant density (d 1.110-1.190) while the unwanted faecal matrix sedimented. After washing in cold Tris saline (20 mM Tris, 138 mM NaCl, 2.7 mM KCl, 0.03% w/v Na-deoxycholate, pH 7.4), the extracted microbiota were frozen in liquid nitrogen then kept at –80°C in 2 mL screw cap Sarstedt tubes. For bacterial lysis, 1.5 mL of cold saline Tris-EDTA buffer (50 mM Tris-HCl, pH 7.8 containing 150 mM NaCl and 1 mM EDTA, and extemporally supplemented with PMSF at a final concentration of 2mM and protease inhibitor cocktail (cOmplete™, EDTA-free Protease Inhibitor Cocktail, ROCHE) at a final concentration of 1.3X), was directly added to each frozen bacterial pellet. The pellets were dispersed by vigorous vortexing and sonicated on ice using a 3 mm diameter probe in short intervals of 10 sec ON / 10 sec OFF, with 20% amplitude, and for two 5 min periods separated by a 15 min break on ice with periodic vigorous vortexing. Finally, the suspension were centrifuged at 5000 × g for 30 min at 4°C to remove unbroken cells and large cellular debris. The supernatant was ultracentrifuged in a swinging rotor (SW 55 Ti, Beckman) at 220,000 × g for 30 min at 4°C to separate cell envelopes (pellet) and cytosolic fractions (supernatant).

C.2 Protein Digestion and Peptide Desalting

Cell envelope-enriched pellets were resuspended in 100 µL MilliQ water with a Microman pipette fitted with a 50-µL capillary piston, and then sonicated and vortexed
until homogeneous suspensions were obtained. Proteins were then precipitated on ice with 6 volumes of pure ice-cold (-20°C) acetone. The suspension was chilled down to -20°C with vigorous vortexing at 10 min intervals over the first 30 min, and then left at -20°C overnight. The next morning, suspensions were transferred for 10 min at -80°C before being centrifuged at 16,000 × g, 4°C for 10 min. Supernatants were decanted and the protein pellets were washed once with ice-cold (-20°C) acetone 80% in MilliQ water. Protein concentration was determined at this stage using the 2D-Quant kit from GE Healthcare, and aliquots equivalent to 50 µg protein were frozen in liquid nitrogen then kept at -80°C. Reduction, alkylation, and liquid digestion in the presence of Trypsin Gold in a trypsin-to-protein ratio of 1:50 (w:w), and of ProteaseMax as the surfactant (final concentration 0.05%), was essentially as recommended in the Promega technical bulletin. Finally, peptide mixtures were desalted on 360 mg Sep-Pak® Plus Short tC18 cartridges with 35% acetonitrile in the final elution step.

C.3 LC-MS/MS Analysis

HPLC was performed on an Eksigent NanoLC-Ultra system (Eksigent, Les Ulis, France). Trypsic digestion products (7 µg) were loaded, concentrated and desalted on a precolumn cartridge (BIOSPHERE C18, 5 µm; column: 100 µm i.d., 2 cm; NanoSeparations, Nieuwkoop, The Netherlands) with 0.1% HCOOH at 7.5 µl.min-1 for 3 min. The precolumn cartridge was connected to the separating column (Acclaim PepMap100, 3 µm, 100 Å, 75 µm i.d. × 50 cm, Thermo fisher) and the peptides were eluted with a non-linear gradient from 5 to 35% ACN in 0.1% HCOOH for 180 min at 300 nL.min-1.

On line analysis of peptides was performed with a Q-exactive mass spectrometer (Thermo Fisher Scientific, USA), using a nanoelectrospray ion source (non-coated capillary probe, 10 µ i.d.; New Objective, Woburn, MA, USA). Peptide ions were analyzed using Xcalibur 2.1 with the following data-dependent acquisition steps: (1) full MS scan (mass-to-charge ratio (m/z) 300 to 1,400, resolution 70,000) and (2) MS/MS (normalized collision energy = 30%, resolution 17 500). Step 2 was repeated for the 12 major ions detected in step 1. Dynamic exclusion was set to 60 s.

C.4 LC-MS/MS interpretation

For all identifications, four types of modifications were searched: carbamidomethylation of cysteines (fixed modification), oxidation of methionines, excision of the N-term methionine with or without acetylation, and cyclization of N-term (potential modifications). The mass tolerance was set to 10 ppm for the parent peptide and 0.02 Da for the fragments. One miscleavage was allowed.
C.5 Taxonomic and functional annotation

The proteins were annotated taxonomically with Diamond. Their nucleic sequence were blasted against the non-redundant database of NCBI with a e-value threshold of $10^{-4}$. The taxonomic assignation of the hit with the better bitscore was designated as the taxonomic assignation of the subject protein.

The functional annotation was performed with KEGG, which is a database which includes genomic, gene products and biological pathways.
Appendix D

Methods for the MICI-Pep study

D.1 Volunteers and Sample collection

We conducted a cross-sectional study including twelve patients with active Intestinal Bowel Disease (IBD; ten women and two men, aged 24 through 51 years) and eight healthy controls (CTRL) matched for age, sex and weight. Patients were followed and hospitalized in the Hepato-Gastro-Enterology Department of the Saint-Antoine hospital (Paris). We made a rigorous selection of different phenotypes for this pilot study: seven patients were diagnosed for an active ulcerative colitis (UC), and five patients for an active Crohn’s disease (CD), either with ileo-colic (CDIC, n=2) or exclusive colonic (CDC, n=3) localization. Exclusion criterion was the use of antibiotics within the preceding 2 months, but all patients were treated with either salicylic derivatives, or immunosuppressants, or anti-TNF or monoclonal antibodies, or a combination of these therapies. The control group comprised healthy volunteers with neither symptoms nor a family history of gastrointestinal disease, and with no use of medication. All participants gave oral and written consent to the protocol that was approved by the ethics committee of the hospital. In addition to the plasma samples collected in the course of this study, twenty-six additional plasma samples were provided by the biobank of the Saint-Antoine hospital.

D.2 Preparation of microbiota

Every participant was asked to provide a single fresh stool sample collected in a Stomacher 400 plastic bag (Seward Medical), which was left open in a one-litre hermetic plastic box containing a catalyst (Anaerocult, Merck, Darmstadt, Germany) to generate anaerobic conditions. This faecal material was maintained in a coolbox and transferred within 2 hours into an anaerobic chamber (90% N₂, 5% H₂ and 5% CO₂) for processing. The microbiota were extracted immediately from the fresh donations and the extraction was repeated from the same stool specimens that had been frozen for two months at -80°C, in order to select markers that are valid in the case where the samples should be routed to a distant diagnosis centre. The extraction procedure was that previously detailed in Appendix C, except that Nycodenz® was
replaced by OptiPrep\textsuperscript{TM} in the gradients. Here again, focus was on the envelope-enriched fractions of the microbiota according to the same fractionation method as previously described (Appendix C), as this subcellular fraction does represent the first line of interaction with the host.

D.3 Metaproteomic analyses

Purification and digestion of proteins were according to SOPs previously detailed (Appendix C) except that the trypsin enhancer surfactant ProteoaseMAX\textsuperscript{TM} was replaced by the non-ionic surfactant ALS-400 (Progenta\textsuperscript{TM}). Forty microbiota LC-MS/MS analyses (twenty from freshly extracted microbiota and as many from post-freezing extractions, 4 µg proteins injected) were carried out in a completely randomized design, with five additional well-distributed bulk samples, and a blank between each injection.

D.4 LC-MS/MS analyses

The analyses of peptides was obtained using UltiMate\textsuperscript{TM} 3000 RSLCnano System (Thermo Fisher Scientific) coupled either to Orbitrap Fusion\textsuperscript{TM} Lumos\textsuperscript{TM} Tribrid\textsuperscript{TM} mass spectrometer (Thermo Fischer Scientific). Trypsic digestion products (5 µg) were loaded, concentrated and desalted on a precolumn cartridge (stationary phase: C18 PepMap 100, 5 µm; column: 300 µm x 5 mm) and desalted with a loading buffer 2% ACN and 0.08% TFA. After 4 min, the precolumn cartridge was connected to the separating RSLC PepMap C18 column (stationary phase: RSLC PepMap 100, 3 µm; column: 75 µm x 500 mm). Elution buffers were A: 2% ACN in 0.1% formic acid (HCOOH) and B: 80% ACN in 0.1% HCOOH. The peptide separation was achieved with a gradient from 0 to 35% B for 160 min at 300 nL/min, then 50% B for 170 min at 300 nL/min. One run took 195 min, including the regeneration and the equilibration steps at 98% B. Peptide ions were analysed using Xcalibur 4.1.5 with the following data-dependent acquisition steps: (1) full MS scan (mass-to-charge ratio (m/z) 400 to 1 600, resolution 120 000) and (2) MS/MS (HCDOT, collision energy = 30%, resolution 15 000). Step 2 was repeated in top speed mode with a cycle time equal to 3 seconds. Dynamic exclusion was set to 60 s. Mass data interpretation was carried out as detailed in Section 2.3.3, i.e., either by one-step interrogation of the concatenated databases MetaHIT 3.3, Homo sapiens Swiss-Prot-TrEMBL (release April 2018) and contaminants, or three-step interrogation of the concatenated databases MetaHIT 9.9, Homo sapiens Swiss-Prot-TrEMBL (release April 2018) and contaminant, with the same peptide e-value as that previously used (0.05). Importantly, in the case of plasma mass data interpretation, albumin was removed from the contaminant database. The grouping of proteins was done as previously described in Chapter 1.3.3.2. For all identifications, four types of modifications were searched: carbamidomethylation of cysteines (fixed modification), oxidation of methionines,
D.5 Search for contrasts

Abundance of proteins was approached by the sum of their specific spectral counts. In a preliminary analysis, we found that the protein profiles of faecal microbiota prepared from the same sample either fresh or frozen, were closely related as illustrated by the correlation matrix in Figure 3.4. Therefore, all searches for contrasts were done on the pooled freshly and post-freezing prepared microbiota, giving unique lists of markers that can be useful for further developments of routine clinical tests for all types of samples. Given the low number of individual faecal samples, we applied a highly stringent selection, only retaining those proteins that were either strictly overrepresented or underrepresented in one group compared to another group. An iterative strategy was applied, starting with the search for markers that distinguished between all IBD samples and all CTRL, then refining search for contrasts between the three IBD phenotypes. In the particular case of plasmas, we applied a somewhat less stringent selection based upon quantile calculation, retaining proteins whose abundance was strictly higher or lower in 95 to 80% of the samples from one group compared to the higher or lower value of another group.

D.6 Taxonomic and functional annotation

The proteins were annotated taxonomically with Diamond. Their nucleic sequence were blasted against the non-redundant database of NCBI with a e-value threshold of $10^{-4}$. The taxonomic assignation of the hit with the better bitscore was designated as the taxonomic assignation of the subject protein.

The functional annotation was performed with KEGG, which is a database which includes genomic, gene products and biological pathways.
Appendix E

Parameter validation of assembly on a mock community

A mock community is a mixture of bacterial DNA created in vitro whose composition is known, to simulate a bacterial sample while controlling the composition. I used MetaRaptor with the parameters discussed herebefore for assembling the sequencing reads of a mock community taken as a reference and provided by the assembly software MOCAT [153]. This community is composed of 20 bacterial species, one archaea (Methanobrevibacter smithii), and one eukaryotic species (Candida albicans) classically found in human microbial communities [154], and whose reference genomes are known. The DNA of this bacterial mixture was sequenced for the MOCAT publication and publicly available, so I used the reads from this sequencing to test the performance of our assembly software, MetaRaptor.

The assembly of this mock sample predicted 45 432 scaffolds from 56 to 61 283 nucleotides, for a total of 30 259 499 nucleotides assembled. N50 and L50 are statistics widely used in metagenomics to evaluate assemblies. The N50 is the size of the contig which, along with the larger contigs, contains half of the total number of nucleotides assembled. The L50 is the smallest number of contigs whose length sum contains half of the total number of nucleotides assembled. The N50 of our assembly is 1 057 and the L50 is 5 468. These scaffolds are composed of 45 434 contigs, so contig scaffold reconstruction has been inefficient because there are as many scaffolds as contigs. 41 284 bacterial genes were predicted on these scaffolds, including 10 835 complete genes, that is to say having a start and a stop.

I first evaluated the quality of the scaffolds produced by mapping the raw reads on the scaffolds. 84.4% of the reads were mapped to scaffolds and the scaffolds coverage, i.e. the percentage of nucleotides’ scaffolds on which reads mapped, was 99.9%; the scaffolds thus represent the original reads. Unmapped reads could be reads that contained sequencing errors.

I then assessed the quality of the predicted genes by performing a BLAST between these genes and the reference genomes of the microbial species present in the mock community. Among the 10 835 complete genes predicted, 98% were blasted on at least one reference genome with a e-value threshold of $10^{-2}$. In comparison, the results obtained with the MOCAT genome assembler on the same data set were 1
042 complete predicted genes, of which 89.3% blasted against the reference genomes [153]. We thus obtain ten times more genes, these genes being of good quality since they were indeed present on the reference genomes.

Finally, I evaluated the depth of the genome reconstruction by blasting the contigs and genes produced by the assembly on the reference genomes and I calculated the coverage of the genomes. The results are shown on Figure E.1.

![Figure E.1 – Coverage of the reference databases of the mock community by contigs and genes assembled with MetaRaptor.](image)

We observed that some bacterial species were well represented by contigs. In contrast, other species (E. faecalis, A. odontolyticus, R. sphaeroides, S. agalactiae, E. coli, B. cereus, L. gasseri, and P. aeruginosa) were almost absent (less than 10% of the genome) after assembly. The archaea had a low genome coverage by genes (5.1%), which was still much lower for the eukaryota (0.004%). This is explained by the choice of the gene predictor, specific to bacteria.

In the species covered at more than 90% by contigs, the genes cover 70 to 88% of the reference genome. These results are consistent with the percentage of coding regions of prokaryotic DNA [155].

Thus, some bacterial species were less represented than others by the genes and contigs resulting from sequencing and assembly. We do not know if this result is due to sequencing or assembly bias. They are nevertheless consistent with the experiments conducted by Kultima et al. in the publication of MOCAT [153], which shows the differences between the relative abundances of the species present in the mock (Figure E.2, log scale).
When the reads were mapped to the reference genomes, the least abundant species correspond to the least covered species in our experiment (*Candida albicans, Lactobacillus gasseri, Pseudomonas aeruginosa, Bacillus cereus, Methanobrevibacter smithii, Actinomyces odontolyticus, Escherichia coli, Enterococcus faecalis, Rhodobacter sphaeroides*). Since these reads are those that were used to test the MetaRaptor assembly software, the bias observed on Figure E.1 is probably due to a sequencing bias.
Appendix F

Scientific contributions

F.1 Poster communications

"Metaraptor: An integrated pipeline to build a gene catalog directly from NGS reads" - 18-ième Journées de l’ED394 - Paris (France) - April 2017

"Peptide identification in the gut microbiota: contribution of patient-specific gene catalogs" - International Metaproteomics Symposium (IMS) - Porto Conte (Italy) - June 2017

"A pipeline dedicated to Metaproteomics for large cohorts" (second author) - Spectrométrie de Masse, Météabolomique et Analyse Protéomique (SMMAP) - Marne-la-Vallée (France) - October 2017

"ProteoCardis: a transdisciplinary study to investigate the link between cardiometabolic diseases and gut microbiota proteome" - Séminaire interne MetaGenoPolis - Jouy-en-Josas (France) - May 2018

"Peptide identification in the gut microbiota: Contribution of patient-specific gene catalogs" - 19-ième Journées de l’ED394 - Paris (France) - May 2018

"Interpretation of mass spectrometry-based metaproteomics: How much can we trust the MetaHIT 9.9 catalog?" International Human Microbiome Consortium (IHMC) - Cork (Ireland) - June 2018

"Interpretation of mass spectrometry-based metaproteomics: How much can we trust the MetaHIT 9.9 catalog?" Journées Ouvertes en Biologie, Informatique et Mathématiques (JOBIM) - Marseille (France) - July 2018

"Metaproteomic of the human gut microbiota in physiological and pathological context" - 20-ième Journées de l’ED394 - Paris (France) - May 2019

"Metaproteomics of the human intestinal microbiota in physiological and pathological conditions" (not the talker) - American Society for Mass Spectrometry (ASMS) Conference - Atlanta (USA) - June 2019
"ProteoCardis: an intestinal metaproteome-wide association study of coronary artery disease" - Journées Ouvertes en Biologie, Informatique et Mathématiques (JOBIM) - Nantes (France) - July 2019

F.2 Oral communications

"ProteoCardis: a transdisciplinary study to investigate the link between cardiometabolic diseases and gut microbiota proteome" - Journée des bioinformaticiens de Jouy - Jouy-en-Josas (France) - November 2017

"Défis du big data pour l'identification des protéines en métaprotéomique" - Colloque interne Génétique Quantitative et Évolution - Gif-sur-Yvette (France) - February 2018

"Défis du big data pour l'identification des protéines en métaprotéomique" - Réunions StatInfOmics - Jouy-en-Josas (France) - November 2018

"ProteoCardis: an intestinal metaproteome-wide association study of coronary artery disease" - International Metaproteomics Symposium (IMS) - Leipzig (Germany) - December 2018
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