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Nowadays the world total electricity demand increases year by year while the existing alternating current (AC) transmission grids are operated close to their limits. As it is difficult to upgrade the existing AC grids, high voltage direct current (HVDC) is considered as an alternative solution to several related problems such as: the increase of transmission capability; the interconnection of remote and scattered generation from renewable energy sources (in particular offshore); the interconnection of different asynchronous zones. At present, over one hundred direct current (DC) transmission projects exist in the world, the vast majority for two-terminal HVDC transmission systems and only three for multi-terminal HVDC systems. The traditional two-terminal HVDC transmission system can only carry out point-to-point power transfer. As the economic development and the construction of the power grid require that the DC grid can achieve power exchanges among multiple power suppliers and multiple power consumers, multi-terminal voltage-sourced converter HVDC (MTDC) systems draw more and more attention. As a DC transmission network connecting more than two converter stations, an MTDC transmission system offers a larger transmission capacity than the AC network and also provides a more flexible and efficient transmission method. Most studies in the field of MTDC systems have involved an empirical control approach, namely, vector control approach consisting of several standard proportional-integral (PI) controllers. This control concept is mainly based on the assertion that the system state variables exhibit the performances with different dynamics. However, very rare relevant work has ever presented a theoretically detailed explanation on the validity and the implications of this assertion in the literature.

The research work in this dissertation was started with the intention of filling some gaps between the theory and the practice, in particular: 1) to investigate various control approaches for the purpose of improving the performance of MTDC systems; 2) to establish connections between existing empirical control design and theoretical analysis; 3) to improve the understanding of the multi-time-scale behavior of MTDC systems characterized by the presence of slow and fast transients in response to external disturbances.

The main contributions of this thesis work can be put into three areas, namely nonlinear control design of MTDC systems, analysis of MTDC system's dynamic behaviors and application of MTDC systems for frequency control of AC systems.

In the area of nonlinear control design of MTDC systems, based on different nonlinear control design techniques, new control schemes have been proposed with corresponding theoretical analysis. Besides, the developed control algorithms have been tested by numerical simulations, whose performances are evaluated in comparison to the performance of the conventional vector control method.

The main motivation for the topic on analysis of MTDC system's dynamic behav-
ions is the desire to provide a rigorous theoretical demonstration on the assertion that part of system states' dynamics are much faster than the rest. As a consequence, it is possible to simplify the control design procedure. The contribution in this area consists of three parts: 1) control induced time-scale separation for a class of nonlinear systems; 2) analysis of time-scale separation for an MTDC system with master-slave control configuration; 3) analysis of time-scale separation for an MTDC system with droop control configuration. Theoretical analysis, mainly based on singular perturbation and Lyapunov theories, have been carried out for each of the aforementioned aspects and confirmed by various simulation studies. The study of the first part has been mostly dedicated to propose a time-scale separation control method which can drive a class of nonlinear systems to exhibit a multi-time-scale performance. The theoretical results obtained from the first part have been applied to investigate the dynamic behaviors of MTDC systems where the two main control configurations, i.e. master-slave and droop control configurations, are considered. Empirical vector current control designs have been proposed for each control configuration. Theoretical explanations and fundamental analysis indicate that with the proposed empirical control algorithms, the inductor currents indeed exhibit a dynamic behavior with different dynamics. Furthermore, we have provided more details on how and why these empirical vector current control designs work as well as the rules of tuning the control parameters.

The final contribution relates to the application of MTDC systems where frequency support strategy using MTDC systems has been introduced and analyzed. The principle of the frequency control is to regulate the AC frequency by modulating each AC grid's scheduled (or prescribed) active power. A DC-voltage-based control scheme for the AC frequency regulation is proposed, which achieves the objective of sharing primary reserves between different AC areas interconnected via an MTDC system without using remote information communication.
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This thesis was devoted to the study of Multi-Terminal High Voltage Direct Current networks. The main contributions were in the field of nonlinear automatic control, applied to power systems, power electronics and renewable energy sources. In the current chapter, we first give a general introduction to HVDC technology where its advantages and disadvantages are analyzed. Then, we present the related research work on the control of HVDC. Finally, we elaborate the objectives and the contributions of this dissertation.

1.1 History and background

Direct current (DC) technology was introduced at a very early stage in the field of power systems. The first long-distance electrical energy transmission line was built using DC technology between Miesbach and Munich in Germany in 1882. Since the power losses in the transmission lines are proportional to the square of the current flowing through the conductors, electrical power is usually transmitted at a high voltage level so as to reduce these power losses. In the early days, due to technical limitations, it was difficult and uneconomic to convert the DC voltage between the
low voltage level for consumer’s use and the high voltage level for transmission. In alternating current (AC) system, thanks to the invention of AC transformer, it is possible to convert the AC voltage between different levels in a simple and economic way. In addition, a three-phase AC generator is superior to a DC generator in many aspects. For example, the AC generator is more efficient, has a much simpler structure with lower cost and requires easier maintenance. Because of these reasons, AC technology has become dominant in the areas of power generation, transmission and distribution. Although AC provides many benefits, it still has some limitations in practice, mainly in the following aspects [Siemens 2005, Andersen 2002]:

- The efficiency of power transmission capacity is subject to the capacitive and inductive effects of underground/undersea cables or AC overhead transmission lines. For a long AC transmission system, the current that flows to charge the line (or cable) capacitance could be remarkable, causing a significant amount of energy losses as heat in the wires.

- It is impossible to connect unsynchronized AC networks via an AC transmission link. The latter is only suitable for the connection between synchronized AC networks with the same frequency where the phase difference between these synchronized AC networks is also restricted to certain allowable range.

- AC transmission technology is not a very good choice for integrating massive renewable energy sources into the existing electrical grid. In particular, since the renewable generation outputs are usually intermittent (for example, the energy production of wind farms strongly depends on the wind speed), the power variations seriously affect the AC voltage at the point of common coupling (PCC) when the renewable power occupies a significant share of the total electricity generation.

- For offshore applications, what implies the use of cables instead of overhead lines, the well known limitations of using AC is very expensive while DC is not concerned by these problems.

People have therefore been making efforts to find a satisfactory alternative to AC transmission technology. In the past decades, significant advances have been achieved in the development of high power devices [Long 2007]. This has provided beneficial conditions for DC technology which could come again in sight in the application of power transmission after years of silence.

The invention of mercury-vapor valves which could convert AC current to DC current appeared in 1901 and made HVDC transmission possible [Rudervall 2000]. Several experiments with mercury-arc valves for DC power transmission have been carried out in America and Europe before 1940. In 1941, a commercial HVDC system was designed for supplying Berlin in Germany via a 115 km buried cable using mercury-arc valves. However, it was never put in operation because of the war. The first commercial HVDC transmission used to connect the mainland of Sweden and the island of Gotland was put into service in 1954. Here, we also pay tribute to
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The father of HVDC, Uno Lamm, who made a significant contribution towards the application of HVDC in practice [Wollard 1988, Lamm 1966]. Since then, several HVDC transmission systems have been built with mercury arc valves up to 1972, the installation of the last mercury-arc HVDC system in Manitoba, Canada. The solid state semiconductor valves (thyristor valves) first appeared in 1970, and then soon replaced the mercury-arc valves [Karady 1973]. Thyristor valves have many advantages over mercury-arc valves. For example, it is easy to increase the voltage just by connecting thyristors in series. The first HVDC system using thyristor valves were put into operation in 1972. Today, most of existing HVDC projects are still based on thyristor valves [Asplund 2007, Varley 2004]. Since mercury-arc valves and thyristors can not achieve the operation of turn-off by themselves, both of them need an external AC circuit to force the current to zero and hence, the converters based on these two valves are known as line-commutated converters (LCCs) [Daryabak 2014]. During the conversion process of LCCs, the converters need to consume the reactive power which is usually supplied by the AC filters or series capacitors embedded in the converter station [Bahrman 2007]. In the late 1990’s, capacitor-commutated converters (CCCs) were introduced where capacitors in series connected between the thyristors and the transformers are used to provide the reactive power. The first CCC based HVDC system was built in 1998 used to connect Argentina and Brazil. In fact, CCCs have not been widely applied in the construction of HVDC systems because of the advent of new power electronics in the mid 1990’s. The development of high rated semiconductor devices such as integrated gate-commutated thyristors (IGCTs), insulated-gate bipolar transistors (IGBTs), gate turn-off thyristors (GTOs) etc. has marked the beginning of a new era in the area of HVDC systems [Andersen 2000, Poullain 2001, Florentzou 2009, Andersen 2000]. The IGBT differs from thyristor in that it has the ability to turn off by itself, which can be used to make self-commutated converters. Converters built with IGBTs are known as voltage-sourced converters (VSCs). The first complete VSC HVDC system was built in Gotland, Sweden, 1999 [Eriksson 2001]. Since then, many VSC HVDC systems have been put into operation [Asplund 2000, Johansson 2004, Stendius 2006, Dodds 2010]. The recent first three-terminal VSC HVDC system operated by China Southern Power Grid has been put into service at the end of 2013, which is used to feed wind power generated from Nanao island into the mainland of Guangdong via a combination of underground cables, submarine cables and overhead lines [Li 2014, Fu 2014].
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The most essential process in an HVDC system is the conversion of the energy between AC and DC. The converter station located at the sending end is called the rectifier (to convert the current from AC to DC) while the one at the receiving end is called the inverter (to convert the current from DC to AC). As mentioned in Section 1.1, there are two basic converter technologies in today’s HVDC transmission
systems, LCC and VSC.

1.2.1 Line-commutated current source converters

Conventional (or classical) HVDC systems are based on LCCs with thyristor valves which are used to achieve the operation of converting the current between AC and DC [Carlsson 2003, Carlsson 2002, Varley 2004, CIGRE 2014]. The essential component of LCCs is the three-phase or six-pulse bridge composed of six controlled switches or thyristor valves. In order to operate at the desired voltage rating, the thyristors are usually connected in series to build up a suitable thyristor valve. The drawback of the six-pulse bridge is that considerable AC current and DC voltage harmonics are produced due to each phase change every 60°. To deal with this problem, two six-pulse bridges are connected in series to constitute a twelve-pulse bridge. In this manner, with each of the two six-pulse bridges connected to one DC rail, the 30° phase displacement can be achieved so that some harmonics can be eliminated. In fact, the twelve-pulse bridge has become dominant in modern LCC HVDC systems.

Since LCC cannot be turned off by itself, an external relatively strong AC voltage source is required to perform the commutation. As a result, it is impossible to change the direction of the current. In an LCC HVDC system, in order to change the power direction, it is necessary to change the polarity of the output voltage. This leads to inherent difficulty when a weak AC system or a passive network is connected to an LCC converter station. As a controlled solid-state semiconductor device, the thyristor can only be turned on by control action and hence, LCC has one degree of freedom, i.e. the firing angle, which represents the phase lag of AC current behind the voltage. The only way to regulate the DC voltage rating across a valve is by means of controlling the firing angle. More details of the control of firing angle are well documented in the literature [Arrillaga 1998, Kimbark 1971, CIGRE 2014].

1.2.2 Voltage-sourced converters

Voltage-sourced converter is built up with fully controlled semiconductor devices such as IGBT and GTO with the ability of turn-off compared to LCC [Flourentzou 2009, Dodds 2010, Wang 2011]. As a result, an external AC voltage is no longer required since the converter based on IGBTs (or GTOs) are self-commutated. The additional controllability (the operation of turn-off) gives many advantages to the VSC:

- Pulse-width modulation (PWM) can be applied to the operation of VSC, which works at higher frequencies than the line frequency and gives rise to high dynamic performance [Trzynadlowski 1996]. With PWM, the VSC can generate any voltage with desired phase angle and amplitude. Less harmonics are produced compared to LCC with PWM.

- Because the AC current always lags behind the voltage in the operation of LCC, the converter needs to consume the reactive power to keep the amplitude
of AC voltage within acceptable range, while the VSC itself has no reactive power need. Therefore, it is flexible to place the VSCs anywhere in the AC system.

- Unlike LCC, a strong AC voltage source is not indispensable for the VSC connected AC system and hence, there is no restriction on the inherent characteristics of the connected AC networks.

- Since the VSC possesses two degrees of freedom, this converter has the ability to control active and reactive power independently. This capability makes the VSC act close to an ideal generator in a transmission network.

- The bidirectional power transmission can be achieved with the VSC by changing the current direct without changing the output voltage polarity.

More details of the operation of VSCs are presented in Section 2.

1.2.3 LCC vs VSC

Although the capability of turn-off produces many benefits for the VSC, it does not mean that VSC can replace LCC. Both of the two converters are applied in modern HVDC systems and they have their respective merits that meet different requirements [Marques 2011, Rudervall 2000]:

- In recent years, significant advances and improvements in the thyristor technology have been achieved. In particular, the thyristor has a large capacity that can withstand high voltage (up to 10 kV) and high current (4 kA) ratings. Therefore, there is no special restriction on the power range of HVDC with LCC since very high voltages can be achieved by connecting the thyristors in series. Besides, the inductive and capacitive elements of the transmission lines have no effect on the HVDC with LCC and hence, the power losses caused by these elements do not limit the transmission distance. For these reasons, LCC HVDC system is well established for long-distance bulk power transmission.

- VSC-HVDC technology is mainly used in medium-capacity power transmission based upon the considerations: 1) Unlike the thyristor, the IGBT has a limit capacity with weak overload capability; 2) Due to the use of PWM at high frequency, the switching losses of the VSC HVDC are higher than the LCC HVDC. 3) A VSC HVDC system usually uses a special cross-linked polyethylene (XLPE) cable which has a lower voltage capability compared to the mineral-insulated (MI) cable used in LCC HVDC system.

- A VSC HVDC system can be used to supply the electrical power to passive or weak AC networks with low short-circuit capacity. Since the semiconductor devices used in the VSC are self-commutating, for the connected AC system, a strong AC voltage source is not necessary.
At present, the vast majority of existing HVDC links are composed of two converter stations, only carrying out point-to-point power transfer. As the economic development and the construction of the power grid require that the DC grid can achieve power exchanges between multiple power suppliers and multiple power consumers, multi-terminal HVDC system consisting of more than two converter stations have drawn more and more attention. VSC HVDC technology is more appropriate than LCC HVDC to build a multi-terminal HVDC system because of the following reasons: 1) For the LCC HVDC, the only way of reversing the power direction is to change the DC voltage polarity. However, in a multi-terminal HVDC system, the reversal of one terminal's DC voltage polarity gives remarkable disturbances to other terminals and hence, it is essential to arrange the switching operation of each terminals [Reeve 1980]. 2) For the VSC HVDC, the power direction can be changed through the reversal of the current direction while keeping the DC voltage polarity unchanged. Therefore, one terminal’s power direction can be changed without considering other terminal’s power flow directions.

1.2.4 Advantages of HVDC over AC

As discussed in Section 1.1, the inherent drawbacks of AC encourage the development of DC technology. The rationale for the choice of HVDC instead of AC is often various and complex. The common applications in favor of HVDC are listed as follows:

- **Long-distance transmission:**
  For an AC transmission, the capacitive effect of long overhead lines not only causes the additional power losses but also limits the transmission distance while it has less impact on the HVDC transmission line. For these reasons, HVDC technology provides bulk power transmission solution over very long distances. From economic aspects, the costs of an HVDC transmission line are less than an AC line for the same distance but the construction of a converter station is expensive. A famous diagram as illustrated in Fig. 1.1 shows a typical cost analysis for AC and DC [SIEMENS 2014]. Above the break-even distance, the HVDC transmission line becomes an attractive solution with less costs in comparison to an AC transmission line with the same power capacity. Moreover, DC overhead lines occupy much less space than AC transmission lines with the same power capacity. This reduces the visual impact and the usage of rights-of-way. Therefore, it is possible to realize the power delivery from remote power resources such as offshore wind farms or hydro-power plants using lower visual impact and fewer transmission lines with HVDC.

- **Underground or submarine transmission:**
  From the environment aspects, it is hard to upgrade the electrical grid with overhead AC lines which require large transmission line corridors. It is recommended to use underground cables that can share rights-of-way with other
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Utilities. As discussed above, the main drawback of underground or submarine cable systems with AC lines is the remarkable power losses and transmission distance limits caused by the capacitive effect. The VSC HVDC system with XLPE cables provides a more flexible, efficient and reliable way to carry out the power transfer via long-distance underground or submarine transmission.

- Asynchronous connection:
  HVDC technology is the only way that can connect AC networks with different frequencies. The advantage of this application is that a disturbance in one AC area does not affect another, and thus the HVDC link can play the role of a firewall to prevent cascading failure. In addition, in an asynchronous connection, back-to-back configuration is often used without transmission lines to achieve power exchange.

- Renewable power transmission:
  Due to environmental issues and the need to meet the increasing demand of electricity, the development of renewable energy, which comes from continually regenerated resources such as sunlight, wind, tides and waves, is promoted to achieve sustainability. In 2011, about 19% of worldwide electricity generation came from renewable energy, with 19% from hydroelectricity and 3% from other renewable sources such as wind, sun and biomass [Network 2012].
Renewable power generators are spreading across many countries and especially, wind power already occupies a significant share of electricity in Europe, Asia and the United States. At the end of 2012, wind power grew at an annual rate of 30% with a worldwide installed capacity of 282,482 MW. It is expected that wind energy in 2020 should meet 15.7% of EU electricity demand of 230 GW, and by 2030, 28.5% of 400 GW [Zervos 2009]. Large wind farms consist of hundreds of individual turbines which are connected to the electric power transmission network. In general, offshore wind is steadier and stronger than onshore wind farms. However, on the one hand, offshore wind farms are usually located far away from the grid, and on the other hand, wind power is consistent from year to year but has significant variation over short time scales. This inherent characteristic could affect the stability of the interconnected power grid when wind power provides large share of electricity. It is a big challenge to integrate these long-distance scattered offshore wind farms through AC networks [Ayodele 2011]. Based upon the above considerations, multi-terminal VSC HVDC (MTDC) transmission systems consisting of more than two converter stations provide an efficient solution [Chaudhary 2008, Livermore 2010, Kirby 2002].

1.3 Literature review: related studies on control designs

The control design is always one of the most popular research topics in the area of VSC HVDC systems. A large number of studies have been devoted to the control of VSC HVDC systems from different points of view.

1.3.1 Control of a single VSC terminal

For any VSC HVDC system, the converter is the most basic component, whose operation has a great impact on the system's overall performance. Therefore, it is particularly important to develop appropriate control structures for the VSC. There are two most frequently discussed control methods, namely direct control method and vector control method. The direct control approach is very straightforward where the control inputs, the phase angle and the amplitude modulation ratio, are directly derived from the measurements of the currents and the voltages at the PCC [Ooi 1990, Ohnishi 1991, Noguchi 1998, Sood 2010]. The major advantage of this control method is its simple structure easily implementable while the gravest drawback is its incapability of limiting the current through the converter to protect the semiconductor devices.

To overcome this shortcoming, the vector control method is widely used in the context of the control of VSC [Lindberg 1994, Lindberg 1996, Blasko 1997, Li 2010, Thomas 2001, Xu 2005, Becucci 2010] where the VSC is modeled in a synchronous reference $dq$ frame. The main feature of this method is that it consists of two control loops, namely the fast inner current loop and the slow outer loop, where the slow outer loop provides the reference trajectories to the fast inner current one. Thanks
to the fast inner current loop, this control structure has the ability to limit the current through the converter.

Studies on comparing the direct control method and the vector control method are carried out in [Sood 2010, Zakaria Moustafa 2008]. The conventional vector control method is usually based on several standard PI controllers where a phase-locked loop (PLL) is usually applied to provide a synchronous reference frame [Lindberg 1994, Lindberg 1996, Blasko 1997]. However, several limitations of pure PI control are presented in [Du 2005, Dannehl 2009, Durrant 2003], which show that the maximum transferable power capability with the conventional vector control method is far less than the system’s maximum achievable capacity and the system overall performance is remarkably disturbed by the system uncertainties.

Thus, some modified vector control methods are developed. In [Zhao 2013], adaptive backstepping control technique is applied to the DC voltage outer loop and the inner current loop to ensure the global stability. In [Li 2010], an optimal control strategy using a direct current vector control technology is proposed where the current loop can be a combination of different technologies such as PID, adaptive control, etc. In [Beccuti 2010], a nonlinear model predictive control method is applied to the inner current loop without the need of a PLL. Since the conventional vector control does not fully use the potential of the VSC, in particular, in the case of connecting to a weak AC system, several other control methods are developed. In [Zhang 2010], power-synchronization control with a new synchronization method as an alternative to PLL is established, whose control concept is derived from the behaviors of synchronous generators. This method is effective when a very weak AC system is connected to the DC grid via a VSC [Zhang 2011a, Zhang 2011b]. In [Mariethoz 2014], a VSC HVDC decentralized model predictive control method is proposed with the purpose of achieving fast control of active and reactive power, improving power quality, etc. In [Xu 2007b], a new direct power control is proposed where the converter voltage is directly derived from the defined power flux. This method is applied to the control of doubly fed induction generators (DFIG) with good performance [Zhi 2007]. Furthermore, an improved DPC is presented in [Zhi 2009]. In [Durrant 2006], both linear matrix inequality (LMI) and heuristic schemes like genetic algorithm are presented and a comparison is carried out between them.

1.3.2 Control of MTDC systems

As mentioned in the previous section, AC transmission lines are not feasible for carrying out power transfer from large offshore power plants due to the requirement of transmission lines over long distances. In order to connect those large-scale, offshore and scattered energy sources such as wind farms to the grid, MTDC systems provide a flexible, fast and reversible control of power flow. However, the operation and the control of an MTDC system is still an open and challenging problem. For example, since the semiconductor devices in VSC are very sensitive to overvoltage, it is very important to restrict the DC voltage to an acceptable band.
Several research works have proposed different control structures to ensure the normal operation of an MTDC system. Master-slave control strategy (or constant DC voltage control strategy) are applied in [Ekanayake 2009, Zhang 2012, Lu 2003, Lu 2005] where one terminal called master terminal is arranged to control the DC voltage at a constant desired level while the remaining terminals control their respective active power or other variables. The main drawback of this control approach is that N-1 secure operation can not be ensured in case of outage of the master terminal. Besides, since only the master terminal is used to ensure the power balance of the DC grid and keep the DC voltage constant, it is needed a master terminal with large capacity.

To avoid the above problems, some other control strategies are introduced. In [Tokiwa 1993, Haileselassie 2008, Nakajima 1999, Mier 2012], a control strategy called voltage margin method is developed. With this approach, the operation of each converter is characterized by specific active power-D C voltage ($P - V_{DC}$) curve. With the voltage margin method, one VSC terminal, for instance, VSC 1, is initially used to keep the DC voltage constant by adjusting its active power $P_1$ to counteract disturbances. When $P_1$ reaches its upper or lower limit, VSC 1 starts to operate in constant active power mode and the DC voltage will rise or decrease until it reaches another VSC terminal’s DC voltage reference setting, for instance, VSC 2’s DC voltage reference setting. Then, VSC 2 is responsible for the regulation of DC voltage according to its $P - V_{DC}$ characteristic. Furthermore, a modified two-stage voltage margin control is proposed in [Nakajima 1999] by considering each converter’s inherent physical features.

Another control scheme, namely, DC voltage droop control method, whose control philosophy is to use more than one converter to regulate the DC voltage, is widely applied in the context of MTDC systems [Karlsson 2003, Prieto-Araujo 2011, Wang 2014a, Chaudhuri 2013, Bianchi 2011, Chen 2014, Haileselassie 2012b, Wang 2014b, Eriksson 2014, Johnson 1993, Liang 2009, Rogersten 2014]. With this control approach, some or all converters are equipped with a droop controller which is characterized by $P - V_{DC}$ or $I - V_{DC}$ (current vs DC voltage) curve with the slope $K_{droop}$ called the droop gain. This control method has the advantage of 1) sharing the duty of eliminating the power imbalance of the DC grid between several terminals; 2) taking actions only based on local information without remote communication. In [Pinto 2011], each of the aforementioned control strategies is tested and moreover, a performance comparison between them is also carried out.

Concerning the power relations between converter terminals, three DC voltage control and power dispatch modes are established in [Xu 2011]. In the first mode, one terminal, for instance, VSC 1, has priority over the other converters in carrying out the power transfer. When VSC achieves its active power’s upper limit, another converter takes over the duty of transmitting the energy. In the second mode, two converters transmit the energy according to a power ratio which can be varied in real time. The third mode is the combination of the two mentioned modes. In [Pinto 2013], a novel distributed direct-voltage control strategy is introduced. The main idea of this control approach is to provide a specific voltage
reference to each of the terminals which participate in the regulation of the DC voltage. In [Rodrigues 2013], an optimal power flow control is proposed where the covariance matrix adaptation (CMA) algorithm is applied to solve an optimal DC load-flow problem and then provide the DC voltage references to the distributed voltage control developed in [Pinto 2013].

The use of MTDC systems for connecting offshore wind farms have been studied by a number of papers [Haileselassie 2012a, Li 2014, Karaagac 2014, Haileselassie 2008, Chen 2011, Lie 2008, Prieto-Araujo 2011, Liang 2011, Haileselassie 2009, Xu 2007a, Fu 2014] where the control structures are well established and the simulation results are also carried out.

The above mentioned articles in this section are entirely dedicated to the control design of VSC HVDC systems. There are also a large number of studies that focus on the modeling of the VSC HVDC systems [Cole 2010, Beerten 2014], the protection system [Kong 2014, Xiang 2015], the development of multilevel modular converters (MMC) which generates less harmonics and reduces the losses of the semiconductor devices [Shi 2015, Adam 2015, Ilves 2015], etc.

1.4 Motivations and contributions of the thesis

For years, people have been working on the development of a European supergrid that allows the massive integration of renewable energy sources to meet the ever increasing consumption of electricity. Due to some undesirable inherent characteristics of the renewable energy sources, such as the variability of the generation output, the conventional AC transmission lines are not quite suitable for the connection of large shares of renewable energy sources while VSC HVDC systems provide an alternative solution. Although numerous research studies on VSC HVDC systems have been carried out, there are still many challenges and it is not yet totally feasible to build such a supergrid.

1.4.1 Motivations

This dissertation is motivated by the challenges in the control design of MTDC systems and analysis of MTDC system’s dynamic behavior.

1.4.1.1 Control methods

As a system with complex dynamics, any operation of the VSC HVDC system may give rise to both potential dangers of unexpected interaction and improvement of the system performance. Therefore, developing control structures which are capable to keep good performances like fast tracking or small overshoots, during disturbances is always a challenge for the control of VSC HVDC systems.

As presented in Section 1.3.1, many control methods have been developed. However, most of them lack the corresponding theoretical support and usually need significant efforts to adjust the controller. For example, though the traditional vector
control method based on standard PI controllers has a simple structure, we need to tune the PI control gains by using other procedures [Bajracharya 2008]. Reference [Zhang 2011c] gives a stability analysis for power synchronization control method. Nevertheless, this analysis is carried out by linearizing the system around the operating point and hence, the nonlinear behavior of the system can not be well exhibited. Reference [Dannehl 2009] also presents a study on the limitations of vector control method, but, similar to the case of power synchronization control method, this research work is done via linearization and it is only valid for the behavior within a small neighborhood of the operating point. It is worth considering that, when designing a control structure, we should not only focus on the actual results (or performances) of the control strategy but also on the theoretical explanation of the control operating principle.

1.4.1.2 Dynamic behaviors

As discussed in the section of literature review, vector control method, which is composed of two control loops, is the most widely used control approach for VSC HVDC systems due to its simple structure and its capability to limit the current through the converter. The rationale of this method is based on the assertion that the dynamics of the inductor currents are much faster than the dynamics of the capacitor voltages. As a result, the independent control designs of the two control loops are achievable. However, there exist very few relevant studies in the literature that have ever presented a detailed theoretical explanation on the validity and the implications of this assertion. It is not clear if the time-scale separation between the dynamics of the current and the voltage is an inherent characteristics or it exists only under certain conditions. For example, as demonstrated in [Kimball 2008], for some DC-DC converters, the dynamic separation between the system variables exists only when the stability requirement is satisfied. If the time-scale separation exists in a high-order system, this feature has a great significance to the analysis of system's behavior. Based on the time-scale separation, two (or more) subsystems of lower orders can usually be deduced from the original high-order system and then, we can use the behaviors of the low-order subsystems to approximate the behaviors of the high-order original system. This greatly reduces the complexity of analyzing the system's dynamic performance. Therefore, the verification of the existence of the time-scale separation is very desirable.

1.4.2 Contributions

The research work in this dissertation aims at filling some gaps between the theory and the practice, i.e. 1) to investigate various control approaches for the purpose of improving the performance of MTDC systems; 2) to establish connections between existing empirical control designs and theoretical analysis; 3) to increase understanding of the multi-time-scale behavior of MTDC systems characterized by the presence of slow and fast transients in response to external disturbances.
1.4. Motivations and contributions of the thesis

The main contributions of the research work reported in this thesis can be put into three aspects, namely nonlinear control designs of MTDC systems, analysis of MTDC system’s dynamic behaviors and application of MTDC systems to provide frequency support for AC networks.

1.4.2.1 Nonlinear control designs

In the area of nonlinear control design of MTDC systems, three nonlinear control design tools, namely feedback linearization control, feedback linearization control with sliding mode control and passivity-based state feedback control, are applied to establish different control schemes with corresponding theoretical analysis. Besides, the developed control algorithms have been tested by detailed and realistic numerical simulations, whose performances are evaluated in comparison to the performance of the conventional vector current algorithm.

1.4.2.2 Analysis of dynamic performances

The main motivation for the research work in the area of analysis of MTDC system’s dynamic behaviors is the desire to provide a rigorous theoretical demonstration to verify a common assertion used in the control design of VSC HVDC systems, that is, the dynamics of the inductor currents are much faster than the capacitor voltage. The contribution in this area consists of three parts: 1) development of a general control theory that we named "Control induced time-scale separation" for a class of nonlinear systems; 2) analysis of control induced time-scale separation for an MTDC system with master-slave control configuration; 3) analysis of control induced time-scale separation for an MTDC system with droop control configuration. Theoretical analysis, mainly based on singular perturbation and Lyapunov theories, have been carried out for each of the aforementioned aspects and clarified with various simulation studies. The study of the first part has been mainly performed to propose a time-scale separation control method which can drive a class of nonlinear systems to exhibit a multi-time-scale performance. The theoretical results obtained from the first part have been applied to investigate the dynamic behaviors of MTDC systems under the two main control configurations, i.e. master-slave and droop control. Empirical vector current control designs have been proposed for each control configuration. Theoretical explanations and fundamental analysis indicate that with the currently used empirical control algorithms, the inductor currents indeed perform a dynamic behavior with different dynamics. Furthermore, more details on how and why these empirical vector current control designs work have been also provided.

1.4.2.3 Frequency support

The final contribution relates to analysis of the application of MTDC systems for frequency support strategy. A DC voltage based control scheme for the AC frequency regulation is proposed, achieving the objective of sharing primary reserves between different AC areas interconnected via MTDC system without using remote
information though telecommunication. The frequency control principle is to regulate the AC frequency by modulating each AC grid's scheduled (or prescribed) input of active power.

1.5 Outline of the thesis

This dissertation is organized as follows: In Chapter 2 a brief introduction of VSC HVDC technology is presented. In particular, the possible operation modes of the VSC are discussed, which are essential for the design of a control system. In Chapter 3 the dynamic model of a multi-terminal VSC HVDC system is established based on a synchronous reference $dq$ frame. This MTDC system consists of two different AC networks connected via a generic DC grid. In Chapter 4 two most used conventional control methods, namely direct control method and vector control method, are introduced. In addition, the merits and drawbacks of these two methods are also discussed. In Chapter 5 three different nonlinear control structures are proposed for VSC HVDC systems. With the help of numerical simulations, the advantages claimed for each of the proposed controllers are verified in comparison to the conventional vector current control method. In Chapter 6 the system dynamic behaviors are investigated. We first demonstrate that there exists a control structure that can drive a class of nonlinear systems to exhibit arbitrary multi-time-scale dynamics that were not natural to the system. Then, we apply the obtained theoretical results to the MTDC system under two control configurations, namely master-slave control configuration and droop control configuration. The theoretical analysis of the time-scale separation between the dynamics of the system states are also carried out for each of the aforementioned control configuration. In Chapter 7 the potential of VSC HVDC technology for frequency regulation is investigated where a DC-voltage-based control scheme is proposed to make the interconnected AC networks share their primary reserves. In Chapter 8 conclusions are drawn and future work is discussed.

1.6 Publications

Most of the materials in this thesis have been published in the following articles:


- "Control Induced Explicit Time-Scale Separation to Attain DC Voltage Stability for a VSC-HVDC Terminal", Yijing Chen, Gilney Damm, AbdelkrimBen-
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chaib, Mariana Netto, Françoise Lamnabhi-Lagarrigue, 19th World Congress of the International Federation of Automatic Control (IFAC), August 24-29, 2014, Cape Town, South Africa.


• "Multi-Time-Scale Stability Analysis and Design Conditions of a VSC Terminal with DC Voltage Droop Control for HVDC Networks", Yijing Chen, Gilney Damm, Abdelkrim Benchait, Françoise Lamnabhi-Lagarrigue, 53rd IEEE Conference on Decision and Control (CDC), December 15-17, 2014, Los Angeles, CA, USA.

In order to get a good understanding of VSC HVDC technology, this chapter first introduces the main components of a VSC HVDC system in Section 2.1, each performing a different function. Subsequently, the operating principles of VSC are described in Section 2.2. Next, several configurations of HVDC systems are presented in Section 2.3. Finally, various control modes of VSC terminals are discussed in Section 2.4.

2.1 Key components

A simplified representation of a VSC HVDC converter station is depicted in Fig. 2.1. The characteristics and purposes of the main components of a VSC HVDC system are introduced in this section [Siemens 2005, Bahrman 2007, Dodds 2010, Andersen 2002].

Transformer

A bank of transformers are installed to adapt the AC voltage level of the connected AC grid to the rated DC voltage transmission level. Since harmonic filters are located between the phase reactors and the transformers, harmonic currents have little or no effects on the transformers. Therefore, ordinary transformers can be used for VSC HVDC systems.

Harmonic filter

With VSCs, the generated harmonics are usually at high frequencies, which strongly depend on the PWM method and converter topology. In a VSC HVDC system,
Figure 2.1: A simplified representation of a VSC HVDC converter station. Usually, the harmonic filters, the phase reactors, the converters and the DC capacitors are located indoors while the transformers and the cooling system are outdoors.

Shunt filters are used to reduce such high-frequency harmonic currents flowing into the AC system so that the transformers are not exposed to harmonic stress.

**Phase reactor**

The phase reactors are composed by large inductances with small resistances. On the one hand, the phase reactor can also reduce the harmonic distortions to smoothen the phase currents like the harmonic filters. On the other hand, they play an essential role in determining the dynamics of the converter on the AC side.

**Converters**

As the most important component in an HVDC system, the converters are used to perform the conversion between AC and DC. Each valve in the VSC bridge consists of series connected semiconductors (such as IGBT) to create a high-level DC voltage. PWM technology is usually employed for the VSC to create the desired voltage and to improve the harmonic distortion of the converter.

**DC capacitor**

The main purpose of the DC capacitors is to maintain the DC voltage within its acceptable band by charging and discharging the capacitors. Besides, the DC capacitors can also reduce the voltage ripples generated by the converters.

**DC cable**

Solid-dielectric extrude polymer cables with prefabricated joints are used in VSC HVDC systems. This kind of cables are much lighter, more flexible than mass-
impregnated or gas-filled conductors. In addition, there is no need to worry about the problem of leaking cable oil.

In this section, we just presented the components that have great effects on the system dynamic modeling and steady-state analysis. Hence, some other indispensable elements of VSC HVDC systems, such as high-side breakers, valve coolers etc., are not illustrated in Fig. 2.1.

### 2.2 Operating principles of VSC

The most common three-phase bidirectional VSC creates two voltage levels at the AC side of each phase with a six pulse bridge as shown in Fig. 2.2. Each valve in the six pulse bridge is made of a fully controllable semiconductor such as IGBT with a diode connected in anti-parallel. The operations of turning on and off of the self-commutated semiconductors result in a square waveform for each phase, which is relevant to the DC voltage $u_c$. For example, the square waveform of the converter voltage in phase $a$ can be expressed by

$$v_{ca} = \frac{1}{2} u_c m \sin(\omega_e t + \delta) + \text{harmonics} \quad (2.1)$$

where $m \in [0, 1]$ is the amplitude modulation ratio, $\omega_e$ is the frequency of fundamental AC component and $\delta$ is the phase angle between the fundamental component of the converter AC voltage and the AC system voltage at the PCC. However, the two-level bridge in the square wave operation usually produces large unacceptable harmonics. Hence, the application of PWM technology can improve the harmonic distortion of the converter with less low-frequency harmonics and give a fast response [Trzynadlowski 1996]. By using PWM techniques such as sinusoidal PWM (SPWM), $\delta$ and $m$ are fed to the pulse width modulator to determine the phase shift and the duration of firing pulses, respectively. Finally, the firing pulses are generated and then sent to the converter to switch the IGBTs [Stijn 2010, Mohan 2003]. With PWM, the IGBTs are usually switched on and off many times in order to create the desired phase angle or amplitude.

### 2.3 Configurations of HVDC systems

Depending on the applications of HVDC, there are various configurations of HVDC systems.

#### Monopolar system

Monopolar HVDC link as illustrated in Fig. 2.3 is the simplest and least expensive configuration for HVDC link where a single conductor is used for power transmission while the current return path is earth, water or a metallic conductor. This type of HVDC link is mainly applicable for submarine cable transmission. Because of its low cost, it also has the advantage in connecting two remote AC systems through an overhead line with a distance of 300 to 3000 km and more.
Figure 2.2: Three phase bidirectional VSC.

Figure 2.3: Monopolar HVDC link with earth, water or metallic return path.
2.3. Configurations of HVDC systems

Bipolar system

With two sets of conductors as shown in Fig. 2.4, bipolar HVDC link is the most common configuration for today's HVDC systems. The current return path is usually provided by two earth electrodes or a metallic return conductor. One pole is positive with respect to earth and the other is negative. Since the two poles are independent of each other, a bipolar can operate as two monopolars. Therefore, in case of outage or scheduled maintenance of one pole, it is still possible to transfer the power by using the other pole with a reduced transmission capacity.

![Bipolar HVDC link with earth or metallic return path.](image)

Back-to-back system

Back-to-back HVDC link is usually a bipolar HVDC link without earth return as shown in Fig. 2.5. It is especially suitable for connection between two asynchronous AC systems with different system parameters (for example, different frequencies or different voltage level). In a back-to-back HVDC link, the rectifier and the inverter are usually located in the same area or the same building. In addition, the length of the conductor line between the two converters can be kept as short as possible. Therefore, the DC voltage transmission level can be freely chosen. In order to reduce the number of the semiconductors and the size of valve hall, the DC voltage is usually set to a low level and the DC current to a high level.

Multi-terminal system

Multi-terminal HVDC link is used to connect more than two converter terminals in parallel, series or hybrid. Its main advantage is that the power exchange can be fulfilled between multi-suppliers and multi-consumers. An example of three terminals connected in parallel is given by Fig. 2.6.
Figure 2.5: Back-to-back HVDC link.

Figure 2.6: Multi-terminal HVDC link with three terminals connected in parallel.
2.4 AC network and control modes of VSC terminals

Before discussing the control modes of a single VSC terminal, we introduce the types of AC grid in the inverter and rectifier side.

2.4.1 AC network connected to VSC terminal

The strength of the AC network connected to the converter station at the PCC has significant impact on the performance of VSC HVDC systems [IEE 1997]. If the AC network gets most of the power from its own generators, the system electromotive force (EMF) can be kept within an acceptable band by the AC network itself in case of power variations in the DC grid. However, if the DC grid is the main source for the AC network or the AC network has a high impedance, the power variation in the DC grid may cause the system voltage and frequency to go beyond their safe operating ranges.

The strength of the AC network relative to DC power at the PCC is commonly described by the short circuit ratio (SCR) [Gavrilovic 1991], i.e. the ratio of the AC network three-phase short circuit power in MVA at the PCC and the rated DC power in MW. In general, three types of AC systems can be distinguished in terms of SCR. A system with SCR larger than 3 is called a high SCR system (or strong system) where an adequate inertia is available to maintain the frequency and amplitude of the AC voltage at the PCC irrespective of the change of active or reactive power. A system is said to be a low SCR system if the SCR is between 2 and 3. If a system has the SCR less than 2, we call it a very low SCR system (or weak system). For example, an isolated island or an offshore platform belongs to the family of weak systems. For this kind of system, any change in power flow at the PCC may lead to AC instability. To avoid this risk, an AC frequency and voltage controller need to be installed. It can be summarized that the interaction between AC and DC becomes more sensitive to disturbances as the SCR of the AC system becomes lower [Thallam 1992].

2.4.2 Control modes of VSC terminals

Consider a single line representation of the AC side of a VSC as illustrated in Fig. 2.7 where the reactance \( X \) includes the reactances of the transmission line, the phase reactors, etc. The AC voltages of the AC network at the PCC and the converter are denoted by \( V_s = V_{s,rms} \angle 0 \) and \( V_c = V_{c,rms} \angle \delta \), respectively.

The transmitted active power and reactive power at the PCC in steady-state condition are given by

\[
\begin{align*}
    P_s &= \frac{V_{s,rms}V_{c,rms}}{X} \sin \delta = P_{\text{max}} \sin \delta \\
    Q_s &= \frac{V_{s,rms}^2}{X} - \frac{V_{s,rms}V_{c,rms}}{X} \cos \delta
\end{align*}
\]  

(2.2)

where \( P_{\text{max}} = \frac{V_{s,rms}V_{c,rms}}{X} \) is the maximum active power that can be transmitted
through the line. In addition, the power angle $\delta$ can be deduced as

$$\delta = \arcsin\left(\frac{P_s}{P_{\text{max}}^s}\right)$$  \hspace{1cm} (2.3)

From (2.2), it can be seen that $P_s$ and $Q_s$ are determined by $V_{s,\text{rms}}$, $V_{c,\text{rms}}$ and $\delta$. Usually, $V_{s,\text{rms}}$ is considered to be fixed at a constant level\(^1\) and hence, $P_s$ and $Q_s$ are controlled by regulating the phase angle $\delta$ and the converter voltage $V_{c,\text{rms}}$. From (2.1), it can be seen that $V_{c,\text{rms}}$ depends on the modulation index $m$. Therefore, $P_s$ and $Q_s$ are actually controlled by the modulation index $m$ and the angle $\delta$.

Based on the purposes of the converter, four possible control modes (control objectives) exist [Akhmatov 2014, Zakaria Moustafa 2008]:

- **Mode 1: AC voltage control mode**
  This control mode is particularly designed for the VSC connected to a weak AC system. Since the weak AC system with high impedance relative to the DC rated power is susceptible to AC/DC interactions, any disturbances either from the DC side of the converter or the AC side may lead to instability of the AC voltage (for example, voltage collapse, overvoltage, etc). Fortunately, fast AC voltage controller provides an effective support for the operation of the VSC which enables the weak AC system to operate at fixed magnitude.

- **Mode 2: Active power control mode**
  As described in (2.2), it shows that the active power can be controlled by the converter. An active power controller can be designed such that the active power follows its reference which is provided by a higher control level (or a central power dispatching station).

- **Mode 3: Reactive power control mode**
  This control mode is used to regulate the reactive power at its reference. For example, if the reference input for the reactive power controller is set to zero, the reactive power can be kept at this value to obtain an unity-power factor.

---

\(^1\)In general, this voltage is kept by the Transmission System Operator (TSO).
This action is helpful in improving the power quality. Moreover, unlike LCC HVDC systems, the VSC itself does not need reactive power support. Actually, the VSC can work as a reactive power compensator to regulate the amplitude of the AC system voltage by controlling the reactive power at the PCC.

Because of the ability to fully control the power flow, the VSC has become a very important power flow controlling device [Van Hertem 2005]

- **Mode 4: DC voltage control mode**

  It is very important to keep in mind that, the operation of VSC HVDC system is always constrained by the DC voltage which is only acceptable in a narrow operating band. As a result, for any VSC HVDC system with either conventional two terminals or multi terminals, at least one terminal must be equipped with DC voltage controller to ensure that the DC voltage always remains in its acceptable range, what is obtained by the power flow balance of the DC grid.

  The dominant feature of VSC based on IGBTs is that both turn-on and turn-off operations on the valves are available. Therefore, VSC possesses a second degree of freedom compared to LCC. This additional controllability gives many advantages, one of which is that the VSC has the possibility to control two output quantities. According to the applications and the types of VSC connected AC systems, there are possible combinations [Zakaria Moustafa 2008] for a single VSC operation:

  - DC voltage and AC voltage control modes
  - DC voltage and reactive power control modes
  - Active and reactive power power control modes
  - Active power and AC voltage control modes.

### 2.5 Chapter conclusions

In this chapter, we have introduced the key components of a VSC terminal, explained the operating principles of the converter and classified AC systems into three types in terms of SCR. According to various applications of VSC HVDC systems, four different configurations have been presented. Furthermore, four possible control modes for operating a VSC have been discussed. This chapter makes preparations for the system modeling in the following chapter.
In this chapter, an average state-space model is developed for multi-terminal VSC HVDC systems. In the modeling, a synchronously rotating $dq$ frame is chosen so that the three-phase quantities can be transformed into two-phase quantities. Using basic physical laws, the dynamics of the converter’s AC and DC sides are modeled by differential equations. A generic topology for the DC network is considered and the properties of the DC grid are discussed. Furthermore, two most widely used control approaches are also presented.

3.1 Preliminary knowledge

There exist different approaches to modeling VSC HVDC systems. In the detailed modeling approach, every semiconductor device should be treated as an individual unit, where the type of modulation (sinusoidal PMW or optimized PMW), the converter switching level (two-level or multi-level) and harmonics with high frequency need to be analyzed. Such a method results in a very complex model which needs
lot of memory and CPU times to run simulations. Compared to the detailed modeling approach, the time-averaged modeling approach [Middlebrook 1976] seems much simpler and tractable while still enabling us to study the system behaviors related to the fundamental frequency components of the voltage and the current. In the time-averaged model, the VSC is viewed as a controllable AC voltage source from AC side whereas it is considered as a controllable current source from DC side as depicted in Fig. 2.2. By using the time-averaged modeling approach, there is no need to consider the dynamics of each individual semiconductor device and moreover, high frequency harmonics can also be neglected. This greatly simplifies the modeling process, save simulation memory and accelerates the simulation speed. Based on the above considerations, the time-averaged modeling approach is applied in this thesis work. As a result, according to (2.1), the converter voltage $v_{c,abc}$ and the DC voltage $u_c$ in the time-averaged model satisfy

$$v_{c,abc} = \frac{1}{2} u_c m_{abc}$$  \hspace{1cm} (3.1)

where $m_a$, $m_b$ and $m_c \in [0, 1]$ are the modulation indices of the phase $a$, phase $b$ and phase $c$, respectively, determined by the amplitude modulation ratio $m$ and the phase angle $\delta$, according to the following expressions

$$m_a = m \sin(\omega_c t + \delta)$$

$$m_b = m \sin(\omega_c t - \frac{2}{3}\pi + \delta)$$

$$m_c = m \sin(\omega_c t + \frac{2}{3}\pi + \delta)$$ \hspace{1cm} (3.2)

In the remainder of this thesis, it is assumed that all VSC connected AC systems are under balanced network conditions. Thus, there is no negative sequence component of the three-phase voltage or current, and the three phases have equal voltage amplitudes with a phase angle of 120° between themselves.

### 3.2 Clarke’s and Park’s transformations

Clarke’s and Park’s transformations are widely used in many studies on synchronous and asynchronous machines. Their basic principle is to transform a balanced three-phase system into a two-phase system by simplifying the analysis of three-phase circuit. The difference between both transformations is that Clarke’s transformation is to project the three-phase quantities onto a stationary two-axis reference frame, whereas Park’s transformation onto a rotating two-axis reference frame.

#### 3.2.1 Clarke’s transformation

The stationary two axes of Clarke’s transformation are denoted by $\alpha$- and $\beta$-, which are orthogonal. In order to make the transformation invertible, the zero-sequence component is usually added and then, Clarke’s transformation matrix can
be expressed by

\[ x_{\alpha\beta0} = T_{\alpha\beta0} x_{abc} = k_c \begin{bmatrix} 1 & -\frac{1}{2} & -\frac{1}{2} \\ 0 & \frac{\sqrt{3}}{2} & -\frac{\sqrt{3}}{2} \\ \frac{1}{2} & \frac{1}{2} & \frac{1}{2} \end{bmatrix} x_{abc} \]  

(3.3)

where \( k_c \) is a constant and \( x \) can represent the AC voltage, current, etc. The inverse Clarke’s transformation is given by

\[ T_{\alpha\beta0}^{-1} = \frac{2}{3} k_c^{-1} \begin{bmatrix} 1 & 0 & 1 \\ -\frac{1}{2} & \frac{\sqrt{3}}{2} & 1 \\ -\frac{1}{2} & -\frac{\sqrt{3}}{2} & 1 \end{bmatrix} \]  

(3.4)

Let us take an example. Consider a balanced three-phase system whose voltages and currents in \( a- \), \( b- \), and \( c- \) axis are given by

\[ v_a = \sqrt{2} V_{\text{rms}} \cos(\omega t + \delta_a) \]
\[ v_b = \sqrt{2} V_{\text{rms}} \cos(\omega t - \frac{2\pi}{3} + \delta_a) \]
\[ v_c = \sqrt{2} V_{\text{rms}} \cos(\omega t + \frac{2\pi}{3} + \delta_a) \]  

and

\[ i_a = \sqrt{2} I_{\text{rms}} \cos(\omega t + \delta_a + \phi) \]
\[ i_b = \sqrt{2} I_{\text{rms}} \cos(\omega t - \frac{2\pi}{3} + \delta_a + \phi) \]
\[ i_c = \sqrt{2} I_{\text{rms}} \cos(\omega t + \frac{2\pi}{3} + \delta_a + \phi) \]  

(3.5)

where

- \( V_{\text{rms}} \) and \( I_{\text{rms}} \) are the root mean square values of the AC voltage and current, respectively.
- \( \omega = 2\pi f \) is the angular frequency in rad/s and \( f \) is the frequency of the AC system.
- \( \delta_a \) is the phase of \( v_a \) and \( \phi \) is the phase angle between the voltage and the current.

Applying Clarke’s transformation to \( v_{abc} \) and \( i_{abc} \), we get

\[ v_\alpha = \frac{3}{2} k_c \sqrt{2} V_{\text{rms}} \cos(\omega t + \delta_a) \]
\[ v_\beta = \frac{3}{2} k_c \sqrt{2} V_{\text{rms}} \sin(\omega t + \delta_a) \]  

(3.7)

and

\[ i_\alpha = \frac{3}{2} k_c \sqrt{2} I_{\text{rms}} \cos(\omega t + \delta_a + \phi) \]
\[ i_\beta = \frac{3}{2} k_c \sqrt{2} I_{\text{rms}} \sin(\omega t + \delta_a + \phi) \]  

(3.8)
3.2.2 Park’s transformation

By rotating the two-phase \( \alpha\beta \) reference frame over an angle \( \theta \) according to the formula

\[
x_{dq} = \begin{bmatrix} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{bmatrix} x_{\alpha\beta}
\]  

(3.9)

it can be turned into a new reference frame represented by \( d- \) and \( q- \) axis.

The above transformation from \( \alpha\beta \) reference frame to \( dq \) reference frame is called Park’s transformation and its inverse is given by

\[
x_{\alpha\beta} = \begin{bmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{bmatrix} x_{dq}
\]  

(3.10)

Applying Park’s transformation to \( v_{\alpha\beta} \) and \( i_{\alpha\beta} \) in (3.7) and (3.8) yields

\[
v_d = \frac{2}{3} k_c \sqrt{2} V_{\text{rms}} \cos(\omega t + \delta_a - \theta)
\]

\[
v_q = \frac{2}{3} k_c \sqrt{2} V_{\text{rms}} \sin(\omega t + \delta_a - \theta)
\]  

(3.11)

and

\[
i_d = \frac{2}{3} k_c \sqrt{2} I_{\text{rms}} \cos(\omega t + \delta_a + \phi - \theta)
\]

\[
i_q = \frac{2}{3} k_c \sqrt{2} I_{\text{rms}} \sin(\omega t + \delta_a + \phi - \theta)
\]  

(3.12)

By setting the rotation angle \( \theta \) to \( \omega t \), \( v_{dq} \) become

\[
v_d = \frac{2}{3} k_c \sqrt{2} V_{\text{rms}} \cos \delta_a
\]

\[
v_q = \frac{2}{3} k_c \sqrt{2} V_{\text{rms}} \sin \delta_a
\]  

(3.13)

which are two non time-varying constants.

Actually, the three-phase \( abc \) frame can be directly transformed into the two-phase \( dq \) frame by

\[
x_{dq0} = T_{dq0} x_{abc} = k_c \begin{bmatrix} \cos \theta & \cos(\theta - \frac{2\pi}{3}) & \cos(\theta + \frac{2\pi}{3}) \\ -\sin \theta & -\sin(\theta - \frac{2\pi}{3}) & -\sin(\theta + \frac{2\pi}{3}) \\ \frac{\sqrt{3}}{2} & \frac{\sqrt{3}}{2} & \frac{\sqrt{3}}{2} \end{bmatrix} x_{abc}
\]  

(3.14)

and the inverse is given by

\[
x_{abc} = T_{dq0}^{-1} x_{dq0} = \frac{2}{3} k_c^{-1} \begin{bmatrix} \cos \theta & -\sin \theta & \frac{\sqrt{3}}{2} \\ \cos(\theta - \frac{2\pi}{3}) & \cos(\theta + \frac{2\pi}{3}) & -\sin(\theta - \frac{2\pi}{3}) \\ \cos(\theta + \frac{2\pi}{3}) & \cos(\theta - \frac{2\pi}{3}) & -\sin(\theta + \frac{2\pi}{3}) \end{bmatrix} x_{dq0}
\]  

(3.15)

If \( k_c = \sqrt{\frac{2}{3}} \), the active power in \( dq \) frame has the identical magnitude as in \( abc \) frame, i.e. \( v_a i_a + v_b i_b + v_c i_c = v_d i_d + v_q i_q \). If \( k_c = \frac{2}{3} \), as seen in (3.11), the amplitudes of the AC voltage in \( abc \) frame and in \( dq \) frame are the same. In the remainder of this
thesis, $k_c$ is equal to $\frac{2}{3}$. In this case, the active power $P$ and the reactive power $Q$ in $dq$ frame satisfy

$$P = \frac{3}{2}(v_d i_d + v_q i_q)$$
$$Q = \frac{3}{2}(v_q i_d - v_d i_q)$$

(3.16)

By comparing the expressions of the AC voltage in $abc$ frame (3.5) and in $dq$ frame (3.13), it can be seen that the application of Park’s transformation reduces the complexity of the AC voltage equations, i.e. three time-varying quantities are transformed into two non-time-varying quantities. This action favors the analysis of the electrical system and the development of control system. Therefore, an equivalent continuous-time averaged state-space model established in a synchronously rotating $dq$ reference frame will be presented for multi-terminal VSC HVDC systems in the next section.

3.3 Three-phase synchronous reference frame phase-locked loop

As discussed in Section 2.4, a strong AC network itself has the ability to maintain the AC voltage at the PCC. Hence, when a VSC is connected to a strong AC system, it must be synchronized to the frequency of the strong AC system to avoid the risk of instability. This can be achieved with the help of three-phase synchronous reference frame phase-locked loop (SRF-PLL) technology, which is the most widely used technique to synthesize the phase and frequency in electrical systems [Chung 2000].

In the SRF-PLL, the three-phase voltages are transformed into $dq$ reference frame by applying Park’s transformation. Then, the rotation angle $\theta$ can be controlled via a feedback path. The SRF-PLL system consists of three major parts: the phase detecting device, loop filter, voltage-controlled oscillator (VOC), as illustrated in Fig. 3.1. The phase detecting device is used to generate a voltage, which is designed as a function of the phase difference between the reference input $\theta$ and the PLL output $\hat{\theta}$, i.e. $\tilde{\theta} = \theta - \hat{\theta}$. The dynamics of the SRF-PLL system is governed by the loop filter which also enables to eliminate high frequency signals. The design of loop filter is very important, which should consider the trade-off between the filter performance and the system stability. Usually, a typical proportional-integral (PI) filter is chosen.

Figure 3.1: A three-phase PLL system.
3.4 Multi-terminal HVDC system model

A general configuration of an MTDC system with \( N \) strong AC systems (SAC), \( M \) weak AC systems (WAC) and a DC network is depicted in Fig. 3.2 where each AC network is connected by only one VSC converter.

![Figure 3.2: A multi-terminal VSC HVDC system with strong and weak AC systems.](image)

By convention, the active power on the AC side and the current through the phase reactor are positive if they flow from the AC side to the DC side via the VSC. The DC current on the DC side is positive if it is injected into the DC grid from the converter. For example, if the active power \( P_{g1} \) (or the DC current \( i_{cg1} \)) of SAC 1 is negative, then SAC 1 absorbs the power from the DC grid as a consumer. Otherwise, it provides the power as a supplier.

3.4.1 Strong AC system side

The configuration of the \( i^{th} \) SAC connection terminal is presented in Fig. 3.3 where the currents \( i_{g1,abc} \) flow through the phase reactor made up of an aggregated resistance \( R_{g} \) and an aggregated inductance \( L_{g} \). Since the SAC enables to control its AC voltage at the PCC in case of disturbances, the SAC can be modeled by an ideal three-phase AC source with constant parameters. Consequently, the AC voltage of the \( i^{th} \) SAC, i.e. \( v_{sg1,abc} \), can be always maintained at fixed frequency \( f_{gi} \) and amplitude \( V_{g1,\text{rms}} \).

According to Kirchhoff’s circuit laws, the dynamics of the currents \( i_{g1,abc} \) can be expressed by

\[
L_{g} \frac{d i_{g1,abc}}{dt} = v_{sg1,abc} - v_{cg1,abc} - R_{g} i_{g1,abc}
\]

(3.17)

where \( v_{cg1,abc} \) are the converter voltages. Due to the application of PWM, the relation between \( v_{cg1,abc} \) and the DC voltage \( u_{cg1} \) can be provided by the amplitude modulation ratio \( m_{g1} \) and the phase angle \( \delta_{g1} \) according to (3.1) and (3.2).
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Figure 3.3: A simplified schematic diagram of the $i^{th}$ VSC connected strong grid.

$$v_{cg,abc} = \frac{1}{2}u_{cg}m_{g,abc}$$

(3.18)

where

$$m_{g,a} = m_g \sin(\omega_g t + \delta_g)$$
$$m_{g,b} = m_g \sin(\omega_g t - \frac{2\pi}{3} + \delta_g)$$
$$m_{g,c} = m_g \sin(\omega_g t + \frac{2\pi}{3} + \delta_g)$$

(3.19)

with $\omega_g = 2\pi f_g$.

Substituting (3.18) and (3.19) into (3.17) and then applying Park’s transformation (3.14), the dynamics of $i_{g,abc}$ in the $dq$ reference frame are described by

$$\frac{di_{g,d}}{dt} = -\frac{R_{gi}}{L_{gi}}i_{g,d} + \omega_i i_{g,q} + \frac{v_{sg,d}}{L_{gi}} - \frac{u_{cg,i}}{2L_{gi}}m_{g,d}$$
$$\frac{di_{g,q}}{dt} = -\frac{R_{gi}}{L_{gi}}i_{g,q} - \omega_i i_{g,d} + \frac{v_{sg,q}}{L_{gi}} - \frac{u_{cg,i}}{2L_{gi}}m_{g,q}$$

(3.20)

It can be seen that the modulation indices $m_{g,abc}$ are turned into $m_{g,d}$ and $m_{g,q}$ which satisfy

$$m_g = \sqrt{m_{g,d}^2 + m_{g,q}^2} \leq 1$$
$$\delta_g = \arctan\left(\frac{m_{g,q}}{m_{g,d}}\right)$$

(3.21)

For the sake of simplicity, the rotating angle $\theta_g$ of Park’s transformation is chosen such that the $d$–axis is aligned to the phase $a$ of AC voltage, which results in $v_{sg,d} = V_{gs,\text{rms}}$ and $v_{sg,q} = 0$. As a result, from (3.16), the instantaneous active power $P_g$ and reactive power $Q_g$ at the PCC are given by:

$$P_g = \frac{3}{2}v_{sg,d}i_{g,d}$$
$$Q_g = -\frac{3}{2}v_{sg,d}i_{g,q}$$

(3.22)
By virtue of the active power balance on both sides of the converter, the DC current $i_{cg_i}$ can be then deduced as

$$i_{cg_i} = \frac{P_{gi}}{u_{cg_i}} \quad (3.23)$$

while the losses of the phase reactor and the VSC are neglected [Du 2005, Lee 2000].

### 3.4.2 Weak AC system side

In this thesis work, we choose VSC HVDC linked wind farm as a study case of weak AC system connection [Chaudhary 2008]. The schematic diagram of wind farm with VSC HVDC integration is illustrated in Fig. 3.4. Wind energy is converted into electrical power by wind turbine generators. Actually, the generation capacity of a single wind turbine is small. For example, the capacity of a large wind turbine is about 5MW. Hence, a wind farm (or wind power plant) usually consists of tens or hundreds of distributed wind turn generators which are connected to the collector bus. Since the voltage operating level of each single wind turbine generator is very low, typically 690V, step-up transformers are needed to increase the AC voltage level of wind turbine generator to the collector bus voltage level. Because system impedance can be viewed as aggregated impedance, which contains the impedances of generators, transformers, transmission lines, etc [Gavrilovic 1991], the use of the step-up transformers causes a high impedance leading to the wind farm with very low SCR. Hence, it is reasonable to consider the VSC connected wind farm as a good study example of weak AC network connection.

![Figure 3.4: A VSC connected to wind farm.](image)

A simplified schematic diagram of the $j^{th}$ VSC connected wind farm is shown in Fig. 3.5. An aggregated output is used to represent all individual wind turbine generator’s outputs. In addition, we consider that every wind turbine is based on doubly-fed induction generator (DFIG)\(^1\) [Xu 2007a]. Therefore, the wind farm can be modeled as a controlled source described by $I_{w_j,abc}$ [Pena 1996, Lie 2008]. Due to the use of step-up transformers, some high-order harmonics are produced.

---

\(^1\)One of the most common technology used for large turbines.
Consequently, the high frequency AC filter represented by a simple capacitor $C_{fw_j}$ is used to eliminate those unacceptable harmonics.

$$L_{w_j} \frac{di_{w_j,abc}}{dt} = v_{swj,abc} - v_{cwj,abc} - R_{w_j}i_{w_j,abc}$$  \hspace{1cm} (3.24)

where the converter voltages $v_{cwj,abc}$ are the functions of the DC voltage $u_{cwj}$, the amplitude modulation ratio $m_{w_j}$ and the phase angle $\delta_{w_j}$ according to (3.1) and (3.2), expressed by

$$v_{cwj,abc} = \frac{1}{2} u_{cwj} m_{w_j,abc}$$  \hspace{1cm} (3.25)

with $\omega_{w_j} = 2\pi f_{w_j}$. As discussed in Section 2.4, for the WAC connection, the VSC is responsible for assuring the AC voltage at the PCC to operate at fixed frequency and amplitude. So there is no need to synchronize the rotor frequency with the general grid frequency $f_{w_j}$ (usually 50 or 60 Hz), we can freely set $\omega_{w_j}$. For example, we can employ an independent voltage controlled oscillator as an alternative without using PLL technique [Zakaria Moustafa 2008].

The basic equation for the AC voltage $v_{swj,abc}$ at the PCC is given by

$$C_{fw_j} \frac{dv_{swj,abc}}{dt} = I_{w_j,abc} - i_{w_j,abc}$$  \hspace{1cm} (3.27)

After using Park’s transformation, the AC side of the VSC connected wind farm in the $dq$ frame is described by

$$\frac{di_{w_j,d}}{dt} = -\frac{R_{w_j}}{L_{w_j}} i_{w_j,d} + \omega_{w_j} i_{w_j,q} + \frac{v_{swj,d}}{L_{w_j}} - \frac{u_{cwj}}{2L_{w_j}} m_{w_j,d}$$  \hspace{1cm} (3.28)

$$\frac{di_{w_j,q}}{dt} = -\frac{R_{w_j}}{L_{w_j}} i_{w_j,q} - \omega_{w_j} i_{w_j,d} + \frac{v_{swj,q}}{L_{w_j}} - \frac{u_{cwj}}{2L_{w_j}} m_{w_j,q}$$
\[
\frac{dv_{sw,j}d}{dt} = \omega_w v_{sw,j}q + \frac{1}{C_{fw,j}} (I_{w,j}d - i_{w,j}d) \\
\frac{dv_{sw,j}q}{dt} = -\omega_w v_{sw,j}d + \frac{1}{C_{fw,j}} (I_{w,j}q - i_{w,j}q)
\]

(3.29)

where the modulation indices \(m_{w,j}d\) and \(m_{w,j}q\) must satisfy

\[
m_{w,j} = \sqrt{m_{w,j}^2 d + m_{w,j}^2 q} \leq 1 \\
\delta_{w,j} = \arctan\left(\frac{m_{w,j}q}{m_{w,j}d}\right)
\]

(3.30)

In addition, according to (3.16), the active and the reactive power at the PCC are given by

\[
P_{w,j} = \frac{3}{2} (v_{sw,j}d i_{w,j}d + v_{sw,j}q i_{w,j}q) \\
Q_{w,j} = \frac{3}{2} (v_{sw,j}q i_{w,j}d - v_{sw,j}d i_{w,j}q)
\]

(3.31)

Similarly as in Section 3.4.1, the DC current \(i_{cw,j}\) can be deduced as

\[
i_{cw,j} = \frac{P_{w,j}}{u_{cw,j}}
\]

(3.32)

### 3.4.3 DC network

A generic DC network topology is formed by \(N\) SAC converter nodes, \(M\) WAC converter nodes, \(P\) intermediate nodes and \(L\) transmission branches [Prieto-Arauj 2011]. As depicted in Fig. 3.6, the \(i^{th}\) SAC converter node, the \(j^{th}\) WAC converter node and the \(h^{th}\) intermediate node are characterized by their corresponding DC voltages, i.e. \(u_{cg,i}\), \(u_{cw,j}\) and \(u_{ct,h}\), and DC capacitors, \(C_{g,i}\) and \(C_{w,j}\) and \(C_{t,h}\). The \(k^{th}\) branch transmission line \(l_k\) is modeled by a lumped \(\pi\)-equivalent circuit [Beerten 2014] composed of the aggregated resistance \(R_{ck}\) and inductance \(L_{ck}\). The branch current of \(l_k\) is denoted as \(i_{ck}\). Every branch circuit is used to connect two adjacent nodes and every node can be connected to a number of transmission lines. As illustrated in Fig. 3.6, the green arrow means that the branch circuit current is fed into the node, whereas the violet one represents the branch circuit current discharges from the node. An example of such DC grid is presented in Fig. 3.7, which consists of two SAC converter nodes \((u_{cg1,2})\), two WAC converter nodes \((u_{cw1,2})\), three intermediate nodes \((u_{ct1,2,3})\) and seven transmission branches \((i_{ck}, k = 1, \cdots, 7)\). It can be seen that the second intermediate node is connected to three transmission branches \((l_2, l_5\) and \(l_6)\). Moreover, it has one incoming current \((i_{c5})\) and two outgoing currents \((i_{c1}\) and \(i_{c3})\).
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Figure 3.6: DC circuit.

Figure 3.7: An example of the DC grid.
According to basic circuit laws, the dynamic equations for the DC network are

\[
\begin{align*}
C_{gi} \frac{du_{cg_i}}{dt} &= i_{cg_i} + I^+_{cg_i} - I^-_{cg_i} \\
C_{wj} \frac{du_{cw_j}}{dt} &= i_{cw_j} + I^+_{cw_j} - I^-_{cw_j} \\
C_{th} \frac{du_{ct_h}}{dt} &= I^+_{ct_h} - I^-_{ct_h} \\
L_{ck} \frac{di_{ck}}{dt} &= U^+_{ck} - U^-_{ck} - R_{ck} i_{ck}
\end{align*}
\]  

(3.33)

where \(I^+\) and \(I^-\) represent the node’s total incoming and outgoing transmission branch currents respectively. \(U^+(\cdot)\) and \(U^-(\cdot)\) are the DC voltages of the two nodes connected by \(l_k\).

In order to better understand the properties of the DC network, we analyze its topology structure with the help of graph theory [Parthasarathy 1994]. In this thesis, we study a class of DC networks which can be represented by a weakly connected directed graph \(G\) without self-loops. This graph is labeled by \(G = (V, E)\). \(V = \{V_1, V_2, V_3\}\) is the set of the vertices where \(V_1 = \{v_1, \ldots, v_N\}\), \(V_2 = \{v_{N+1}, \ldots, v_{N+M}\}\) and \(V_3 = \{v_{N+M+1}, \ldots, v_{N+M+P}\}\) correspond to the \(N\) SAC converter nodes, the \(M\) WAC converter nodes and the \(P\) intermediate nodes, respectively. \(E = \{e_1, \ldots, e_L\}\) is the set of the edges mapping to the \(L\) circuit branches. The incidence matrix of \(G = (V, E)\) is denoted by \(H \in \mathbb{R}^{(N+M+P) \times L}\) and its element in the \(l\)th row and the \(k\)th column, i.e. \(H_{lk}\), satisfies

\[
H_{lk} = \begin{cases} 
1 & \text{if the branch current of } e_k \text{ flows into the node } v_l, \\
-1 & \text{if the branch current of } e_k \text{ flows from the node } v_l, \\
0 & \text{otherwise.}
\end{cases}
\]  

(3.34)

Consider the example illustrated in Fig. 3.7. The corresponding incidence matrix \(H\) is of the form

\[
H = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 & 0 & -1 \\
0 & 0 & 0 & -1 & 0 & 0 & 0 \\
-1 & 0 & 0 & 1 & 0 & 1 & 0 \\
0 & -1 & 0 & 0 & -1 & 1 & 0 \\
0 & 0 & 1 & 1 & 0 & -1 & 0 \\
\end{pmatrix}
\]  

(3.35)

As a result, the dynamics of the DC grid (3.33) can be rewritten in matrix expression form

\[
\dot{z} = Az + \vartheta
\]  

(3.36)
with the following definitions

\[ z \triangleq \begin{bmatrix} u_c & i_c \end{bmatrix}^T \in \mathbb{R}^{N+M+P+L} \]

\[ u_c \triangleq \begin{bmatrix} u_{cg} & u_{cw} & u_{ct} \end{bmatrix}^T \]

\[ u_{cg} \triangleq \begin{bmatrix} u_{cg1} & \cdots & u_{cgN} \end{bmatrix}^T \]

\[ u_{cw} \triangleq \begin{bmatrix} u_{cw1} & \cdots & u_{cwM} \end{bmatrix}^T \]

\[ u_{ct} \triangleq \begin{bmatrix} u_{ct1} & \cdots & u_{ctP} \end{bmatrix}^T \]

\[ i_c \triangleq \begin{bmatrix} i_{c1} & \cdots & i_{cL} \end{bmatrix}^T \]

\[ \vartheta \triangleq \begin{bmatrix} i_{cg1} & \cdots & i_{cgN} & i_{cw1} & \cdots & i_{cwM} & 0_{(P+L)} \end{bmatrix}^T \]

The matrix \( A \) is of the form

\[ A = \begin{bmatrix} 0_{(N+M+P) \times (N+M+P)} & C^{-1}H \end{bmatrix} \]

\[ = \begin{bmatrix} -L^{-1}H^T & -L^{-1}R \end{bmatrix} \]

(3.38)

where \( C \in \mathbb{R}^{(N+M+P) \times (N+M+P)} \) and \( L, R \in \mathbb{R}^{L \times L} \) are the capacitor, inductance and resistance matrices, respectively, which are given by

\[ C = \text{diag}(C_{g1} \cdots C_{gN}, C_{w1} \cdots C_{wM}, C_{t1} \cdots C_{tP}) \]

\[ L = \text{diag}(L_{c1} \cdots L_{cL}) \]

\[ R = \text{diag}(R_{c1} \cdots R_{cL}) \]

In general, the incidence matrix \( H \) of the weakly connected directed graph \( G \) without self-loops has the following features

- Since the directed graph \( G \) is weakly connected, the numbers of the vertices and the edges must satisfy \( L \geq (N + M + P) - 1 \).

- Every edge (transmission line) can only connect two vertices (nodes) and hence, each column of \( H \) has only two non-zero elements, i.e. 1 and -1.

Based on these characteristics, we have the following results whose proofs are referred in [Parthasarathy 1994, Bondy 1976].

**Lemma 3.4.1.** The vectors \( H(1, :) \), \( H(2, :) \), ..., \( H(N + M + P, :) \) are linearly independent. In addition, we have \( \sum_{i=1}^{N+M+P} H(i, :) = 0_L^T \). The rank of \( H \), i.e. \( \text{rank}(H) \), is equal to \( N + M + P - 1 \).

**Lemma 3.4.2.** If any one row is removed from \( H \), for example, the \( l \)th row, i.e. \( H(l, :) \), we obtain a reduced incidence matrix denoted by \( R(H) \) whose rank is still equal to \( N + M + P - 1 \). It means that any \( (N + M + P - 1) \) row vectors of \( H \) are linearly independent.

\(^2\)See the notations.
3.4.4 Domain of interest

It is worthwhile to keep in mind that taking into account physical considerations [Mohan 2003], the feasible region of the state variables is not boundless [Stijn 2010, Haileselassie 2012a]. Therefore, in this thesis work, we restrict the state variables to some domains of interest. All DC voltage $u_{cg_i}$, $u_{cw_j}$ and $u_{ct_h}$ are considered on the domain $D_u \triangleq [u_{c,min}, u_{c,max}] \in \mathbb{R}$ where $u_{c,min}$ is positive. The current $i_{g,dq}$ and $i_{wj,dq}$ are defined on $D_{i_{g,dq}} \in \mathbb{R}$ and $D_{i_{wj,dq}} \in \mathbb{R}$, respectively. All branch currents $i_{ck}$ are on the domain $D_{i_{c}}$. Consequently, the domains $D_{(·)}$ are defined as the domains of interest, which are bounded.

3.5 Conventional control methods

It is essential for any VSC HVDC system the ability to counteract disturbances with fast response, good transient and steady-state performances. This ability is strongly dependent on the employed control system and hence, a study of control system design for MTDC systems is necessary. Many researches have been devoted to the control design of VSC HVDC systems. In this section, we briefly introduce two conventional control methods, direct and vector control methods, which are widely used and discussed.

3.5.1 Direct control method

Direct control strategy [Ohnishi 1991, Noguchi 1998] is realized by measuring and comparing the controlled outputs to their references in such a way that the control variables, i.e. the phase angle $\delta$ and the amplitude modulation ratio $m$, can be directly obtained by means of PI control technique, and then sent to the pulse width modulator. Figure 3.8 gives the block diagrams of direct control method applied to the four control modes (as discussed in Section 2.4.2) of the $i^{th}$ VSC connected strong grid [Sood 2010]. It can be seen that the errors denoted by $(·)$ between the measured values and the references denoted by $(·)^m$ are sent to PI controllers as the inputs to generate the control variables of the converter. It is interesting to remark that the choice of these PI controllers is completely arbitrary or empirical, without vigorous mathematical proofs for their design. Nevertheless, the direct control method has the following advantages:

- The design concept is quite simple and the controller is easy to be implemented. The control variables are given by

$$
\begin{align*}
\delta_{gi} &= K_{gi,p1}(P_{gi}^o - P_{gi}) + K_{gi,i1} \int (P_{gi}^o - P_{gi}) \\
m_{gi} &= K_{gi,p2}(Q_{gi}^o - Q_{gi}) + K_{gi,i2} \int (Q_{gi}^o - Q_{gi}) \\
\delta_{gi} &= K_{gi,p3}(u_{cn}^{gi} - u_{cg_i}) + K_{gi,i3} \int (u_{cn}^{gi} - u_{cg_i}) \\
m_{gi} &= K_{gi,p4}(V_{gi,\text{rms}}^o - V_{gi,\text{rms}}) + K_{gi,i4} \int (V_{gi,\text{rms}}^o - V_{gi,\text{rms}})
\end{align*}
$$

(3.39)

where the control gains of the PI controllers, $K_{gi,p(·)}$ and $K_{gi,i(·)}$, are positive. It is shown that the formulas of $\delta_{gi}$ and $m_{gi}$ are indeed expressed in a fairly simple way.
3.5. Conventional control methods

- As seen in the control blocks, there are no other control loops. The direct control method provides a direct and effective way to control both active power (or DC voltage) and reactive power (or AC voltage) without using any other intermediate variable such as the AC current.

- Since the control variables are deduced directly by using the measurements, there is no need to use Clarke’s or Park’s transformation and hence, no PLL is required in the control algorithm. This avoids an unfavorable influence on the performance of the system due to the non-linearity caused by PLL.

However, the most serious problem of the direct control method is that it has no ability to limit the current flowing into the converter, which may damage the converter in case of over-current. In addition, because of cross-coupling between the control variables as seen in (2.2), the active power and the reactive power can not be controlled independently [Sood 2010]. For example, consider that the $i^{th}$ SAC connection terminal operates in active and reactive control modes. At an instant $t = t_1$, if $P_{gi}$ is subjected to a step change, the control variable $\delta_{gi}$ varies correspondingly. Because of the coupling relation described by (2.2), the reactive power is readily influenced [Zakaria Moustafa 2008].

3.5.2 Vector control method

Vector control method [Lindberg 1994, Lindberg 1996, Blasko 1997] is the most widely used control approach in today’s electric power system applications. This control system has a cascaded control structure consisting of two loops, the inner current and the outer control loops. The vector control structure involves the field-oriented vector control technique, which is developed from the representation described by (3.20) of the AC quantities in the $dq$ synchronous reference frame. The

![Figure 3.8: Block diagrams of direct control method.](image-url)
detailed control diagrams of the \( i^{th} \) connection terminal are presented in Figs. (3.9) and (3.10).

**Figure 3.9: Inner current loop.**

The vector control algorithm is based on the assumption that the \( dq \) currents and the DC voltage are associated to fast and slow dynamics and hence, the inner current and outer loops can be designed independently. To ensure a separation in timescales between the \( dq \) current dynamics and the DC voltage dynamics, the size of the DC capacitor should be characterized by a time constant \( \tau \) defined by

\[
\tau = \frac{C_g u_{\text{rate}}^2}{2S_{\text{rate}}} \tag{3.40}
\]

which is the ratio of the energy stored in the capacitor at the rated DC voltage \( u_{\text{rate}} \) to the rated apparent power \( S_{\text{rate}} \) of the converter. The time constant is usually chosen no less than 5 ms by taking into account practical constraints [Du 2003].

The main objective of the inner current loop is to design \( v_{g,i} \) such that \( i_{g,d} \) and \( i_{g,q} \) follow their respective reference trajectories \( i_{g,d}^* \) and \( i_{g,q}^* \). As illustrated in Fig. 3.9, two PI controllers are involved and then, \( v_{g,i} \) are given by

\[
\begin{align*}
    v_{g,i,d} &= K_{g,i,i_d} (i_{g,d} - i_{g,d}^*) + K_{g,i,i_d} \int (i_{g,d} - i_{g,d}^*) + v_{g,i,d} + \omega_g L_g i_{g,q} \\
    v_{g,i,q} &= K_{g,i,i_q} (i_{g,q} - i_{g,q}^*) + K_{g,i,i_q} \int (i_{g,q} - i_{g,q}^*) + v_{g,i,q} - \omega_g L_g i_{g,d}
\end{align*}
\]  

(3.41)

Depending on the application (or control mode), the reference \( i_{g,d}^* \) can be provided by a DC voltage outer loop or an active power outer loop as

\[
\begin{align*}
    i_{g,d}^* &= K_{g,P} (P_{g_i} - P_{g_i}) + K_{g,P} \int (P_{g_i} - P_{g_i}) \\
    i_{g,d}^* &= K_{g,u} (u_{g,i} - u_{g,i}) + K_{g,u} \int (u_{g,i} - u_{g,i})
\end{align*}
\]  

(3.42)
3.5. Conventional control methods

while the reference \( i_{g,q}^* \) are derived from a reactive outer loop or an AC voltage outer loop as

\[
\begin{align*}
i_{g,q}^* &= K_{g,q} (Q_{gi} - Q_{gi}) + K_{g,i} \int (Q_{gi} - Q_{gi}) \\
i_{g,q}^* &= K_{g,v} (V_{gi,rms} - V_{gi,rms}) + K_{g,i} \int (V_{gi,rms} - V_{gi,rms})
\end{align*}
\]

Figure 3.10: Outer current loop.

To obtain the best possible performance of the system, modulus optimum and symmetrical optimum techniques are usually applied to tune the control gains of the PI controllers [Bajracharya 2008].

Compared to the direct control method, the vector control method has superior advantages:

- The active power and the reactive power can be controlled independently by using the inner current loop with feed-forward compensations to remove the coupling terms.
- This method inherently has the ability to protect the converter against overcurrent in case of disturbances due to the inner current control loop.
- It provides faster response and better performance than the direct control method in case of variations in references or some other disturbances.

The vector control structure is basically composed by several standard PI controllers, whose implementation and design are simple. Nevertheless, the use of such pure PI controllers results in some limitations [Dannehl 2009, Durrant 2003]. On the one hand, the performance of the vector control scheme is very sensible to the
system uncertainties. On the other hand, in order to apply Park’s transformation, a PLL is needed to provide a synchronous reference frame. The dynamics of the PLL and AC filters increase the difficulty in the VSC control when the SCR of the connected AC system decreases.

### 3.6 Chapter conclusions

In this chapter, we choose the averaged modeling approach to develop the dynamical model for a multi-terminal VSC HVDC system. The modeling work mainly focuses on three parts, i.e. the VSC connected strong AC networks, the VSC connected wind farms and the DC network. According to the features of the VSC connected AC systems, we have different considerations:

- For the VSC connected strong AC networks, the SRF-PLL is usually required to detect the phase and frequency of the electrical circuit such that the VSC can be synchronized to its connected strong AC system whereas there is no need for the VSC connected weak AC network.

- For a strong AC system, we consider that its AC voltage at the PCC can be kept by TSO at fixed frequency and amplitude. This is contrary to the case of a weak AC system, which with high impedance is very sensible to any disturbances (for example, the change of power flow), it is necessary in that case to consider the dynamics of the weak AC system’s AC voltage at the PCC.

For the sake of convenience, Park’s transformation is applied to transform the system from the $abc$ frame into the $dq$ reference frame, which greatly simplifies the expression of the dynamic equations. For the DC network, we map it to a weakly connected directed graph and then use a incidence matrix to describe its topology. It is much easier to analyze the DC grid in matrix form since there exist quite a lot of results on matrix and graph studies.

Finally, a detailed averaged state-space model for the multi-terminal VSC HVDC system described by (3.20), (3.28), (3.29) and (3.36) is established. We summarize this model as follows

- The dimension of the full scale system is $3N + 5M + P + L$.
- The state variables are $i_{g_i,dq}, i_{w_j,dq}, v_{sw_j,dq}, u_{cg_i}, u_{cw_j}, u_{ct_h}$ and $i_{ch}$ for $i \in N$, $j \in M$, $h \in P$ and $k \in L^3$.
- The control inputs are the modulation indices, i.e. $m_{g_i,dq}$ and $m_{w_j,dq}$ for $i \in N$ and $j \in M$.
- The external parameters $I_{w_j,dq}$, for $j \in M$, are considered constant.

$^3$Unless otherwise stated, the subscripts $i$, $j$, $t$ and $k$ mean $\forall i \in N = \{1, \cdots, N\}$, $\forall j \in M = \{1, \cdots, M\}$, $\forall h \in P = \{1, \cdots, P\}$ and $\forall k \in L = \{1, \cdots, L\}$. 
• The values of all physical parameters, i.e. the resistances, the inductances and the capacitors, are positive.

Moreover, in this chapter, we have also presented two most investigated conventional control strategies, direct and vector control strategies, and introduced their control principles. In addition, we have also discussed their advantages and disadvantages.
Although the vector control method occupies a predominant position in the field of control design for VSC HVDC systems, the limitations of this approach also draw our attention [Dannehl 2009]. In particular, in [Dannehl 2009], it indicates that the traditional vector current control is very sensitive to system uncertainties. In [Durrant 2003], a detailed analysis of a VSC connected to a weak AC system is carried out. It is shown that the dynamics of PLL and AC filter increase the difficulty in the VSC control when the SCR of the connected AC system decreases. In order to improve the performance of VSC HVDC systems, developing new control structures has been a very popular research topic.

In this chapter, we propose new control structures by means of different nonlinear control design tools for VSC HVDC systems.
4.1 Feedback linearization control

Feedback linearization is well-known in the field of nonlinear control design. The principle of this technique is to transform the nonlinear system fully or partly to a linear one and thereafter, linear control, robust control or some other control techniques can be applied. As presented in [Lee 2000, Kim 2010], feedback linearization is applied to three-phase converters. However, only a single three-phase converter station is considered in their study case. Reference [Moharana 2010] proposes a nonlinear controller based on input-output feedback linearization and sliding mode control. However, in [Moharana 2010], the stability of the zero dynamics of the system is not analyzed, which determines whether the feedback linearization is applicable for the control design.

In this section, according to the control objectives of HVDC systems, we develop different nonlinear controllers by making full use of feedback linearization where the corresponding zero dynamics are also analyzed.

Before designing the exact control structures to VSC HVDC systems, we give a brief introduction to feedback linearization for multi-input and multi-output (MIMO) nonlinear systems [Khalil 1996, Isidori 1995, Slotine 1991, Hedrick 2005].

4.1.1 Theoretical results

Consider a class of MIMO systems

\[
\dot{x} = f(x) + \sum_{j=1}^{m} g_j(x)u_j \\
y = [y_1 \cdots y_m]^T = \begin{bmatrix} h_1(x) & \cdots & h_m(x) \end{bmatrix}^T
\] (4.1)

where the control input vector \( u = [u_1 \cdots u_m] \in \mathbb{R}^m \) has the same dimension as the output vector \( y \). The functions \( f, \ g_j \) and \( h_j, \ i = 1, \cdots, m \), are sufficiently smooth in an open set \( \mathbb{D} \subset \mathbb{R}^m \). The mappings \( f : \mathbb{D} \to \mathbb{R}^n \) and \( g_i : \mathbb{D} \to \mathbb{R} \) are the vector fields on \( \mathbb{D} \). The derivative of the \( i^{th} \) output \( y_i \) is given by

\[
y_i = L_f h_i(x) + \sum_{j=1}^{m} L_{g_j}h_i(x)u_j
\] (4.2)

where

\[
L_f h_i(x) \triangleq \frac{\partial h_i}{\partial x} f(x) \\
L_{g_j}h_i(x) \triangleq \frac{\partial h_i}{\partial x} g_j(x)
\] (4.3)

are the Lie derivatives of \( h_i(x) \) with respect to \( f \) and \( g_i \). If all \( L_{g_j}h_i(x) = 0 \), we continue to differentiate \( y_i \) until some \( u_j \) explicitly appears in the \( \gamma_i^{th} \) derivative of \( y_i \) as follows

\[
y_i^{(\gamma_i)} = L_f^{\gamma_i} h_i(x) + \sum_{j=1}^{m} L_{g_j}(L_f^{\gamma_i-1} h_i)u_j
\] (4.4)

where \( L_{g_j}(L_f^{\gamma_i-1} h_i) = \frac{\partial(L_f^{\gamma_i-1} h_i)}{\partial x} g_j \neq 0 \) for some \( j \in \{1, \cdots, m\} \). In this case, \( \gamma_i \) is called the relative degree (see Definition 13.2 in [Khalil 1996]) of the \( i^{th} \) output.
where the decoupling matrix $E \in \mathbb{R}^{m \times m}$ and the vectors $y^\gamma, l^\gamma$ and $u$ are given by

$$E(x) = \begin{bmatrix} L_{g_1}(L_f^{j_1}h_1) & \cdots & L_{g_m}(L_f^{j_m}h_1) \\ \vdots & \ddots & \vdots \\ L_{g_1}(L_f^{j_1}h_m) & \cdots & L_{g_m}(L_f^{j_m}h_m) \end{bmatrix}$$

$$y^\gamma = \begin{bmatrix} y_1^{(j_1)} \\ \vdots \\ y_m^{(j_m)} \end{bmatrix}^T$$

$$l^\gamma = \begin{bmatrix} L_f^{j_1}h_1 \\ \vdots \\ L_f^{j_m}h_m \end{bmatrix}^T$$

$$u = \begin{bmatrix} u_1 \\ \vdots \\ u_m \end{bmatrix}^T$$

If the decoupling matrix $E$ is non-singular in $D$, then the control vector $u$ can be designed as

$$u = E^{-1}(v - l^\gamma)$$

where $v = \begin{bmatrix} v_1 & \cdots & v_m \end{bmatrix}^T$ is the additional input vector. Substituting (4.7) into (4.5) yields

$$\begin{bmatrix} y_1^{(j_1)} \\ \vdots \\ y_m^{(j_m)} \end{bmatrix} = \begin{bmatrix} v_1 \\ \vdots \\ v_m \end{bmatrix}$$

which results in a decoupled set of equations. The additional input $v$ can be designed using any linear method or other techniques. For example, if the control objective is to make $y$ follow the reference $y_d = \begin{bmatrix} y_{d_1} & \cdots & y_{d_m} \end{bmatrix}^T$, then $v$ can be designed as

$$\begin{bmatrix} v_1 \\ \vdots \\ v_m \end{bmatrix} = \begin{bmatrix} -c_{1,0}(y_1 - y_{d_1}) - \cdots - c_{1,j_1-1}(y_1^{(j_1-1)} - y_{d_1}^{(j_1-1)}) \\ \vdots \\ -c_{m,0}(y_m - y_{d_m}) - \cdots - c_{m,j_m-1}(y_m^{(j_m-1)} - y_{d_m}^{(j_m-1)}) \end{bmatrix}$$

where the coefficients $c_{i,j}$ are chosen such that for all $j \in \{1, \cdots, m\}$

$$C_j = \begin{bmatrix} 0 & 1 & 0 & \cdots & 0 \\ 0 & 0 & 1 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & 1 \\ -c_{j,0} & -c_{j,1} & -c_{j,2} & \cdots & -c_{j,j-1} \end{bmatrix} \in \mathbb{R}^{\gamma_y \times \gamma_j}$$

are Hurwitz. In addition, with the integrated tracking error $e \triangleq \begin{bmatrix} e_1 & \cdots & e_m \end{bmatrix}^T = y - y_d$, $v$ is then designed as

$$\begin{bmatrix} v_1 \\ \vdots \\ v_m \end{bmatrix} = \begin{bmatrix} -c_{1,0}(y_1 - y_{d_1}) - \cdots - c_{1,j_1-1}(y_1^{(j_1-1)} - y_{d_1}^{(j_1-1)}) - k_{11}e_{11} \\ \vdots \\ -c_{m,0}(y_m - y_{d_m}) - \cdots - c_{m,j_m-1}(y_m^{(j_m-1)} - y_{d_m}^{(j_m-1)}) - k_{m1}e_{1m} \end{bmatrix}$$
where \( e_{Ij} \) satisfies
\[
\dot{e}_{Ij} = e_{j} = y_{j} - y_{dj} \tag{4.12}
\]
Again, the control gains must be chosen such that for all \( j \in \{1, \cdots, m\} \)
\[
C'_j = \begin{bmatrix}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \cdots & \vdots \\
0 & 0 & 0 & \cdots & 1 \\
-k_{Ij} & -c_{j,0} & -c_{j,1} & \cdots & -c_{j,\gamma_j-1}
\end{bmatrix} \in \mathbb{R}^{(\gamma_j+1) \times (\gamma_j+1)} \tag{4.13}
\]
are Hurwitz. The term \((-k_{Ij}e_{Ij})\) is used to eliminate the tracking error so as to improve the robustness of the system.

If the relative degree of the whole system (4.1)
\[
\gamma = \sum_{j=1}^{m} \gamma_j \tag{4.14}
\]
is smaller than \( n \), there exist internal dynamics of order \( n - \gamma \) which are unobservable.

We perform the change of variables
\[
z = T(x) = \begin{bmatrix}
\eta \\
\xi
\end{bmatrix} = \begin{bmatrix}
\phi_1(x) \\
\cdots \\
\phi_{n-r}(x) \\
\xi
\end{bmatrix} \tag{4.15}
\]
and \( \xi \) is taken as
\[
\xi \triangleq \begin{bmatrix}
\xi_1 \\
\cdots \\
\xi_m
\end{bmatrix}, \quad \xi_j \triangleq \begin{bmatrix}
y_j \\
\cdots \\
y_j^{(\gamma_j-1)}
\end{bmatrix} \tag{4.16}
\]
where \( \phi_k, \ k = 1, \cdots, n - \gamma, \) are chosen to ensure that the transformation \( T \) is a diffeomorphism on \( \mathbb{D} \). In the new variable \( (\eta, \xi) \), the system (4.1) becomes
\[
\dot{\eta} = \Psi_1(\eta, \xi) + \Psi_2(\eta, \xi)u \\
\dot{\xi}_j = A_j\xi_j + B_jv_j \tag{4.17}
\]
where
\[
A_j = \begin{bmatrix}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \cdots & \vdots \\
0 & 0 & 0 & \cdots & 1 \\
0 & 0 & 0 & \cdots & 0
\end{bmatrix} \in \mathbb{R}^{\gamma_j \times \gamma_j}, \quad B_j = \begin{bmatrix}
0 \\
0 \\
\cdots \\
0 \\
1
\end{bmatrix} \in \mathbb{R}^{\gamma_j} \tag{4.18}
\]
When the output \( y \) is identically equal to the reference \( y_d \), the system (4.17) is degenerated into
\[
\dot{\eta} = \Psi_1(\eta, \xi) + \Psi_2(\eta, \xi)\bar{u} \tag{4.19}
\]
According to (4.7), $\bar{u}$ and $\bar{\xi}$ are given by

$$
\bar{u} = -E^{-1} l \gamma, \quad \bar{\xi} = \begin{bmatrix}
\bar{\xi}_1 \\
\bar{\xi}_2 \\
\vdots \\
\bar{\xi}_m
\end{bmatrix}, \quad \bar{\xi}_j = \begin{bmatrix}
y_{dj} \\
0 \\
\vdots \\
0
\end{bmatrix}
$$

Actually, the autonomous system (4.19) is called the zero dynamics. Since $\xi$ can be stabilized at its equilibrium $\bar{\xi}$ by designing a suitable expression for the additional input $v$, the stability of the system (4.17) totally depends on the stability of the zero dynamics (4.19). The system (4.1) is said to be minimum phase if the equilibrium point of the zero dynamics is asymptotically stable. Moreover, the input-output linearization is applicable to the system (4.1) when it is minimum phase.

### 4.1.2 Application to a VSC HVDC link connected to a resistive load

#### 4.1.2.1 Control design

A simple VSC HVDC link is considered as shown in Fig. 4.1 where a resistive load $R_L$ is connected to the $i$th SAC terminal. As presented in Section 3.4.1, the system can be modeled by

$$
\begin{align*}
\frac{d i_{g,d}}{dt} &= -\frac{R_{gi}}{L_{gi}} i_{g,d} + \omega_{gi} i_{g,q} + \frac{v_{sg,d}}{L_{gi}} - \frac{u_{cg,i}}{2 L_{gi}} m_{g,d} \\
\frac{d i_{g,q}}{dt} &= -\frac{R_{gi}}{L_{gi}} i_{g,q} - \omega_{gi} i_{g,d} + \frac{v_{sg,q}}{L_{gi}} - \frac{u_{cg,i}}{2 L_{gi}} m_{g,q} \\
\frac{d u_{cg,i}}{dt} &= \frac{1}{C_{gi}} (i_{cg,i} - i_L)
\end{align*}
$$

According to (3.23), $i_{cg,i}$ is deduced as

$$
i_{cg,i} = \frac{3}{2} \frac{v_{sg,d} i_{g,d} + v_{sg,q} i_{g,q}}{u_{cg,i}}
$$

and $i_L$ is given by

$$
i_L = \frac{u_{cg,i}}{R_L}
$$
Since there are two control inputs \( m_{g_d,q} \), it is possible to control two outputs. To ensure the normal operation of the system, the DC voltage transmission level must be always kept within its acceptable range. As a result, \( u_{cg_i} \) is chosen as one output, which is required to track the reference \( u_{cg} \). For the purpose of good power quality, the reactive power \( Q_{g_i} \) should be well-behaved. From (3.22), it is clear that \( i_{g_d} \) and \( i_{g_q} \) regulate the active and reactive power, respectively. Consequently, \( i_{g_q} \) is chosen as the other output, which is expected to follow the reference \( i_{g_q}^o \) given by

\[
i_{g_q}^o = -\frac{2}{3} \frac{Q_{g_i}^o}{v_{sg_d}}
\]

where \( Q_{g_i}^o \) is the desired reactive power. For example, in order to get the unitary power factor, \( Q_{g_i}^o \) is usually set to zero.

By defining \( x_1 \ x_2 \ x_3 \triangleq [i_{g_d} \ i_{g_q} \ u_{cg_i}] \), the system (4.21) can be rewritten as

\[
\dot{x} = f(x) + g_dm_{g_d} + g_qm_{g_q}
\]

where \( f(x), g_d \) and \( g_q \) are given by

\[
f_x = \begin{bmatrix}
-\frac{R_i}{L_i}i_{g_d} + \omega_{g_i}i_{g_q} + \frac{v_{sg_d}}{L_i} \\
-\frac{R_i}{L_i}i_{q} - \omega_{g_i}i_{g_d} + \frac{v_{sg_q}}{L_i} \\
\frac{1}{L_i} \left( \frac{3}{2} v_{sg_d} i_{g_d} + v_{sg_q} i_{g_q} - u_{cg_i} \right)
\end{bmatrix}
\]

and

\[
g_d = \begin{bmatrix}
\frac{u_{cg_i}}{2L_{u_{cg_i}}} \\
0 \\
0
\end{bmatrix}, \quad g_q = \begin{bmatrix}
0 \\
\frac{u_{cg_i}}{2L_{u_{cg_i}}} \\
0
\end{bmatrix}
\]

The two outputs in this case are defined as

\[
y \triangleq [y_1 \ y_2]^T = [i_{g_q} \ u_{cg_i}]^T
\]

which are needed to be regulated at \( y^o \triangleq [y_1^o \ y_2^o]^T = [i_{g_q}^o \ u_{cg_i}^o]^T \).

It is evident that \( \gamma_1 \) and \( \gamma_2 \), the relative degrees of \( u_{cg_i} \) and \( i_{g_q} \), are equal to 2 and 1, respectively. The relative degree of the whole system is 3 which is equal to the dimension of the system (4.21). This means that the system is feedback linearizable and there is no unobservable dynamics. The decoupling matrix \( E_1 \) is given by

\[
E_1 = \begin{bmatrix}
L_{g_d}(i_{g_q}) & L_{g_q}(i_{g_q}) \\
L_{g_d}L_{f_x}(u_{cg_i}) & L_{g_q}L_{f_x}(u_{cg_i})
\end{bmatrix}
\]

where

\[
\begin{align*}
L_{g_d}(i_{g_q}) &= 0 \\
L_{g_q}(i_{g_q}) &= -\frac{u_{cg_i}}{2L_{u_{cg_i}}} \\
L_{g_d}L_{f_x}(u_{cg_i}) &= -\frac{1}{3} \frac{v_{sg_d}}{L_i} \\
L_{g_q}L_{f_x}(u_{cg_i}) &= -\frac{1}{3} \frac{v_{sg_q}}{L_i}
\end{align*}
\]
Since we only consider the case when $u_{cg}$ is positive, $E$ is invertible in the domain of interest. Therefore, a nonlinear feedback control can be developed as

$$ \begin{bmatrix} m_{g,d} \\ m_{g,q} \end{bmatrix} = E^{-1} \begin{bmatrix} v_1 - L_{f_x}(i_{g,q}) \\ v_2 - L_{f_x}^2(u_{cg}) \end{bmatrix} \quad (4.31) $$

where

$$ L_{f_x}(i_{g,q}) = -\frac{R_g}{L_{g_i}} i_{g,d} + \omega_g i_{g,q} + \frac{v_{sg,d}}{L_{g_i}} $$

$$ L_{f_x}^2(u_{cg}) = \frac{1}{C_{g_i}} \left( \frac{3}{2} \frac{v_{sg,d}}{u_{cg_i}} \left( -\frac{R_g}{L_{g_i}} i_{g,d} + \omega_g i_{g,q} + \frac{v_{sg,d}}{L_{g_i}} \right) 
+ \frac{3}{2} \frac{v_{sg,q}^2}{u_{cg_i}^2} \right) 
- \left[ \frac{3}{2} \frac{v_{sg,d} i_{g,d} + v_{sg,q} i_{g,q}}{u_{cg_i}} + \frac{1}{R_{load}} \frac{d u_{cg_i}}{dt} \right]. \quad (4.32) $$

The additional control inputs $v_1$ and $v_2$ are yet to be designed.

Consider the transformation

$$ z = \begin{bmatrix} z_1 \\ z_2 \\ z_3 \end{bmatrix} = T_x = \begin{bmatrix} i_{g,q} \\ u_{cg_i} \\ u_{cg_i} \end{bmatrix} \quad (4.33) $$

which is a diffeomorphism on the domains of interest and then, the original system (4.21) can be converted into the following expression

$$ \begin{align*}
\dot{z}_1 &= v_1 \\
\dot{z}_2 &= z_3 \\
\dot{z}_3 &= v_2 
\end{align*} \quad (4.34) $$

We define the tracking errors as

$$ e_1 = z_1 - i_{g,q}^o \\
e_2 = z_2 - u_{cg_i}^o \quad (4.35) $$

To achieve zero steady-state errors, the integrated tracking errors

$$ \begin{align*}
\dot{e}_{I1} &= e_1 \\
\dot{e}_{I2} &= e_2 
\end{align*} \quad (4.36) $$

are considered, which result in an augmented system described by

$$ \begin{align*}
\dot{e}_{I1} &= e_1 \\
\dot{e}_1 &= v_1 \\
\dot{e}_{I2} &= e_2 \\
\dot{e}_2 &= z_3 \\
\dot{e}_3 &= v_2 
\end{align*} \quad (4.37) $$

Applying linear control technique, $v_1$ and $v_2$ are designed as

$$ \begin{align*}
v_1 &= -k_{I1} e_{I1} - c_{1,1} e_1 \\
v_2 &= -k_{I2} e_{I2} - c_{2,1} e_2 - c_{2,2} e_3 
\end{align*} \quad (4.38) $$
The control gains are chosen such that matrices $C'_1$ and $C'_2$ given by

$$C'_1 = \begin{bmatrix} 0 & 1 \\ -k_{I1} & -c_{I1} \\ \end{bmatrix}, \quad C'_2 = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ -k_{I2} & -c_{I2} & -c_{I2} \\ \end{bmatrix}$$

(4.39)

are Hurwitz. Now the controller composed by (4.31) and (4.38) has been developed.

4.1.2.2 Simulation studies

To evaluate the performance of the nonlinear controller, numerical simulations are carried out by using SimPowerSystems toolbox of MATLAB/Simulink as depicted in Fig. 4.2. Detailed parameters of the VSC link are provided in Table 4.1. The DC voltage reference $u^o_{cg}$ is set to 150 V and to get the unitary power factor, the reference of $q-$axis $i^o_{q}$ is equal to 0 A. At the start of the simulation, only Switch 1 is closed and the other two switches are open and hence we have $R_L = R_{L1}$. The VSC HVDC link initially operates in a steady-state condition given by Table 4.2.

Figures 4.3-4.5 present the tracking performance of the system that responds to the step change imposed on the DC voltage reference $u^o_{cg}$ while $i^o_{q}$ is always set to zero. At $t = 0.8$, $u^o_{cg}$ is changed from 150 V to 151.5 V and then, at $t = 1.8$ s, it is set back to 150 V. As depicted in Fig. 4.3, both PI and feedback nonlinear
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Table 4.1: Parameters of the VSC HVDC link.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power System Rating</td>
<td>4 KVA</td>
</tr>
<tr>
<td>Source Voltage Amplitude (V_{rms} phase-to-phase)</td>
<td>127 V</td>
</tr>
<tr>
<td>Source Voltage Frequency</td>
<td>50 Hz</td>
</tr>
<tr>
<td>Switching Frequency for PWM</td>
<td>1500 Hz</td>
</tr>
<tr>
<td>Transformer Primary Voltage</td>
<td>127 V</td>
</tr>
<tr>
<td>Transformer Secondary Voltage</td>
<td>50 V</td>
</tr>
<tr>
<td>Inductance $L_{gi}$</td>
<td>2.1 mH</td>
</tr>
<tr>
<td>Resistance $R_{gi}$</td>
<td>0.142 Ω</td>
</tr>
<tr>
<td>$R_{L1,2,3}$</td>
<td>150 Ω</td>
</tr>
</tbody>
</table>

Table 4.2: Initial values of the system variables.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_L$</td>
<td>150 Ω</td>
</tr>
<tr>
<td>$u_{cg1}$</td>
<td>150 V</td>
</tr>
<tr>
<td>$i_{g,q}$</td>
<td>0 A</td>
</tr>
<tr>
<td>$i_L$</td>
<td>1 A</td>
</tr>
<tr>
<td>$i_{g,d}$</td>
<td>2.46 A</td>
</tr>
</tbody>
</table>

controllers have similar performance, i.e. they make $u_{cg1}$ track its reference $u_{cg1}^o$ with fast response and good transient performance. In addition, $i_{g,q}$ as displayed in Fig. 4.4 is always regulated at zero irrespective of the change in $u_{cg1}^o$. As illustrated in Fig. 4.5, every time $u_{cg1}$ achieves a new steady state, $i_{L1}$ also arrives at a corresponding steady state since in steady-state condition, $i_{L1}$ and $u_{cg1}$ satisfy $u_{cg1} = R_L i_{L1}$. 
Figure 4.3: The response of DC voltage for the change of $u^o_{cqi}$. (a) PI controller. (b) Feedback nonlinear controller.

Figure 4.4: The response of $i_{gq}$ for the change of $u^o_{cqi}$. (a) PI controller. (b) Feedback nonlinear controller.
To test the robustness of both controllers in case of the variations in $R_L$ and the step change in $i_{g,q}^o$, a sequence of events is applied to the system, as listed in Table 4.3. The simulation results are illustrated in Figs. 4.6-4.11 where the performances of the conventional PI and feedback nonlinear controller are compared. Due to the operations of Switch 2 and Switch 3, $R_L$ is changed from 150 $\Omega$ to 75 $\Omega$ at $t = 1$ s, and then it is reduced to 50 $\Omega$ at $t = 1.5$ s.

As shown in Fig. 4.6, the trajectories of $u_{cg,i}$ are always kept within the safe operating domain $[0.9 u_{cg,i}, 1.1 u_{cg,i}]$ under both controllers, but the response of $u_{cg,i}$ has better performance using feedback nonlinear controller. It can be seen that $u_{cg,i}$ has a faster response and lower crest value under the feedback nonlinear controller (see the red curve). Although both approaches are able to regulate $i_{g,q}$ at zero before $t = 2$ s, for the PI controller, $i_{g,q}$ is disturbed with remarkable transient because of the unexpected change in $R_L$ (see the blue curves in Fig. 4.7 and Figs. 4.9-4.11). At $t = 2$ s, $i_{g,q}^o$ is set to 6.53 A. As presented in Fig. 4.7, both trajectories of $i_{g,q}$ start to increase and then quickly converge to the new reference. During the
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Q-axis current’s increasing period, we find that significant overshoots appear in the trajectories of $u_{cg}$, $i_{L1}$, $i_{L2}$ and $i_{L3}$ under the PI controller (see the blue curve in Fig. 4.6) whereas there is little or negligible influence on the responses of $u_{cg}$, $i_{L1}$, $i_{L2}$ and $i_{L3}$ under the feedback nonlinear controller. This phenomenon fully shows that the PI controller can not keep the DC voltage unaffected in case of the change of $i_{g,q}$ while the feedback nonlinear controller provides a much better decoupling characteristics of the DC voltage and q-axis current control. Moreover, Figs. 4.8-4.11 illustrate that the feedback nonlinear controller gives a faster response (a faster rising time) as well as a smaller undershoot to the DC current than the conventional PI controller.

Figure 4.6: The response of DC voltage for the changes of $R_L$ and $i_{g,q}$. (a) PI controller. (b) Feedback nonlinear controller.
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Figure 4.7: The response of $i_{g,q}$ for the changes of $R_L$ and $i_{g,q}^0$. (a) PI controller. (b) Feedback nonlinear controller.

Figure 4.8: The response of $i_{g,d}$ for the changes of $R_L$ and $i_{g,q}^0$. (a) PI controller. (b) Feedback nonlinear controller.
Figure 4.9: The response of $i_L$ for the changes of $R_L$ and $i_{g/q}$. (a) PI controller. (b) Feedback nonlinear controller.

Figure 4.10: The response of $i_{L2}$ for the changes of $R_L$ and $i_{g/q}$. (a) PI controller. (b) Feedback nonlinear controller.
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Figure 4.11: The response of $i_{L3}$ for the changes of $R_L$ and $i_{o_{q}}$. (a) PI controller. (b) Feedback nonlinear controller.

4.1.3 Application to a VSC HVDC link consisting of a strong and a weak AC system

4.1.3.1 Control design

Figure 4.12 depicts the equivalent system model of a VSC HVDC link connecting two AC systems via a transmission branch.

Figure 4.12: A VSC HVDC link consists of one strong and one weak AC system.

According to Section 3, the full state-space model of the system as depicted in
Fig. 4.12 is expressed as

\[
\begin{align*}
\frac{d}{dt}y_{g1d} &= -\frac{R_{g1}}{L_{g1}}i_{g1d} + \omega_{g1}i_{g1q} + \frac{v_{sg1d}}{L_{g1}} - \frac{u_{cg1}}{2L_{g1}}m_{g1d} \\
\frac{d}{dt}y_{g1q} &= -\frac{R_{g1}}{L_{g1}}i_{g1q} - \omega_{g1}i_{g1d} + \frac{v_{sg1q}}{L_{g1}} - \frac{u_{cg1}}{2L_{g1}}m_{g1q} \\
\frac{d}{dt}u_{cg1} &= \frac{1}{2}y_{g1} + \frac{v_{sg1d}i_{g1d} + v_{sg1q}i_{g1q} + i_{c1}}{u_{cg1}} \\
\frac{d}{dt}u_{cw1} &= \frac{1}{c_{w1}}(-R_{c1}i_{c1} + u_{cw1} - u_{cg1}) \\
\frac{d}{dt}v_{sw1d} &= \omega_{w1}v_{sw1q} + \frac{1}{C_{w1}}(I_{w1d} - i_{w1d}) \\
\frac{d}{dt}v_{sw1q} &= -\omega_{w1}v_{sw1d} + \frac{1}{C_{w1}}(I_{w1q} - i_{w1q}) \\
\frac{d}{dt}i_{w1d} &= -\frac{R_{w1}}{L_{w1}}i_{w1d} + \omega_{w1}i_{w1q} + \frac{v_{sw1d}}{L_{w1}} - \frac{u_{cw1}}{2L_{w1}}m_{w1d} \\
\frac{d}{dt}i_{w1q} &= -\frac{R_{w1}}{L_{w1}}i_{w1q} - \omega_{w1}i_{w1d} + \frac{v_{sw1q}}{L_{w1}} - \frac{u_{cw1}}{2L_{w1}}m_{w1q}
\end{align*}
\]

(4.40)

For the SAC terminal, the converter is used to maintain \(u_{cg1}\) at a set point \(u_{cg1}^o\). In addition, \(i_{g1q}\) should be regulated at \(-\frac{2}{3}Q_{g1}^o\) in such a way that the reactive power \(Q_{g1}\) can be kept at its set point \(Q_{g1}^o\). Hence, the SAC converter station operates in DC voltage and reactive power control modes. For the WAC terminal, the converter is dedicated to control the AC voltage \(v_{sw1dq}\) at the set points \(v_{sw1d}^o, v_{sw1q}^o\) so that the WAC can operate at constant magnitude \(V_{sw1,\text{rms}}\) satisfying

\[
V_{sw1,\text{rms}} = \sqrt{(v_{sw1d}^o)^2 + (v_{sw1q}^o)^2}
\]

(4.41)

Meanwhile, the power \(P_{w1}\) generated by the wind farm can be totally transmitted to the SAC via the DC grid [Lie 2008]. Therefore, the controlled output vector is defined as \(y = [y_1 y_2 y_3 y_4]^T = [i_{g1q} u_{cg1} v_{sw1d} v_{sw1q}]^T\) and then, the control structure is designed to make the output vector \(y\) track the prescribed point \(y^o = [i_{g1q}^o u_{cg1}^o v_{sw1d}^o v_{sw1q}^o]^T\).

By defining \(x = [i_{g1d} i_{g1q} u_{cg1} i_{c1} u_{cw1} v_{sw1d} v_{sw1q} i_{w1d} i_{w1q}]^T\), the system (4.40) can be formalized as

\[
\dot{x} = f(x) + g_1m_{g1d} + g_2m_{g1q} + g_3m_{w1d} + g_4m_{w1q}
\]

(4.42)

with the trivial expressions for \(f\) and \(g_{1,2,3,4}\). Calculating the derivatives of the
output variables, we obtain
\[ y_1^{(1)} = L_f(i_{g1q}) + L_{g1}(i_{g1q})m_{g1d} + L_{g2}(i_{g1q})m_{g1q} + L_{g3}(i_{g1q})m_{w1d} + L_{g4}(i_{g1q})m_{w1q} \]
\[ y_2^{(2)} = L_f^2(u_{c1}) + L_{g1}L_f(u_{c1})m_{g1d} + L_{g2}L_f(u_{c1})m_{g1q} + L_{g3}L_f(u_{c1})m_{w1d} + L_{g4}L_f(u_{c1})m_{w1q} \]
\[ y_3^{(2)} = L_f^2(v_{sw1d}) + L_{g1}L_f(v_{sw1d})m_{g1d} + L_{g2}L_f(v_{sw1d})m_{g1q} + L_{g3}L_f(v_{sw1d})m_{w1d} + L_{g4}L_f(v_{sw1d})m_{w1q} \]
\[ y_4^{(2)} = L_f^2(v_{sw1q}) + L_{g1}L_f(v_{sw1q})m_{g1d} + L_{g2}L_f(v_{sw1q})m_{g1q} + L_{g3}L_f(v_{sw1q})m_{w1d} + L_{g4}L_f(v_{sw1q})m_{w1q} \]

where
\[
L_f(i_{g1q}) = -\frac{R_{g1}}{L_{g1}}i_{g1q} - \omega_{g1}i_{g1d} + \frac{v_{sg1q}}{L_{g1}} \\
L_{g2}(i_{g1q}) = -\frac{2L_{g1}}{u_{c1}}, \quad L_{g1}(i_{g1q}) = L_{g3}(i_{g1q}) = L_{g4}(i_{g1q}) = 0 \\
L_f^2(u_{c1}) = \frac{1}{C_{g1}}(\frac{3}{2}v_{sg1d}(-\frac{R_{g1}}{L_{g1}}i_{g1d} + \omega_{g1}i_{g1q} + \frac{v_{sg1q}}{L_{g1}})) \\
+ \frac{3}{2}v_{sg1q}(-\frac{R_{g1}}{L_{g1}}i_{g1q} - \omega_{g1}i_{g1d} + \frac{v_{sg1q}}{L_{g1}}) \\
- \frac{3}{2}v_{sg1d}i_{g1d} + \frac{v_{sg1q}^2}{u_{c1}} \frac{dt}{dt} \right) \\
L_{g1}L_f(u_{c1}) = -\frac{1}{C_{g1}} \frac{3}{4}v_{sg1d}, \quad L_{g2}L_f(u_{c1}) = -\frac{1}{C_{g1}} \frac{3}{4}v_{sg1q} \\
L_{g3}L_f(u_{c1}) = L_{g4}L_f(u_{c1}) = 0 \\
L_{g1}L_f(v_{sw1d}) = L_{g2}L_f(v_{sw1d}) = L_{g3}L_f(v_{sw1d}) = 0 \\
L_{g4}L_f(v_{sw1d}) = \frac{1}{2}L_{w1}C_{fw1} \\
L_f^2(v_{sw1q}) = \frac{1}{C_{fw1}} - \omega_{w1}v_{sw1q} \frac{1}{C_{fw1}}(\frac{v_{sw1q}}{L_{w1}} - \omega_{w1}i_{w1d} - \frac{R_{w1}}{L_{w1}}i_{w1q}) \\
L_{g1}L_f(v_{sw1d}) = L_{g2}L_f(v_{sw1d}) = L_{g3}L_f(v_{sw1d}) = 0 \\
L_{g4}L_f(v_{sw1d}) = \frac{1}{2}L_{w1}C_{fw1} \\
\]

Therefore, the relative degrees of \( y_1, y_2, y_3 \) and \( y_4 \) are 1, 2, 2, 2, respectively. The system (4.40) has relative degree 7 in \( \mathbb{R}^9 \), which is smaller than 9, and hence, we have internal dynamics of order 2. To characterize the zero dynamics of the system, we restrict x to
\[ Z^* = \{ x \in \mathbb{R}^9 \mid i_{g1q} = i_{g1q}^0, \quad u_{c1} = u_{c1}^0, \quad v_{sw1d} = v_{sw1d}^0, \quad v_{sw1q} = v_{sw1q}^0 \} \] (4.45)

This process leads to
\[
\frac{di_{c1}}{dt} = \frac{1}{L_{c1}}(-R_{c1}i_{c1} + u_{cw1} - u_{c1}) \\
\frac{du_{cw1}}{dt} = \frac{1}{C_{cw1}}(\frac{3}{2}v_{sw1d}^0I_{w1d} + v_{sw1q}^0I_{w1q} - i_{c1}) \] (4.46)
Linearizing (4.46) around the equilibrium denoted by $[\bar{i}_{c1} \ u_{cw1}]^T$ yields the following Jacobian matrix

$$J = \begin{bmatrix} -\frac{R_{c1}}{L_{c1}} & \frac{1}{L_{c1}} \\ \frac{3 v_{sw1d} l_{w1d}}{C_{w1}} - \frac{2}{L_{c1}} & \frac{v_{sw1q} l_{w1q}}{C_{w1} u_{cw1}^2} \end{bmatrix}$$  \hspace{1cm} (4.47)$$

where $[\bar{i}_{c1} \ u_{cw1}]^T$ can be obtained by solving the following equations

$$\begin{align*} 0 &= -\frac{R_{c1}}{L_{c1}} \bar{i}_{c1} + u_{cw1} - \bar{u}_{cq} \\ 0 &= \frac{3 v_{sw1d} l_{w1d}}{C_{w1}} + \frac{v_{sw1q} l_{w1q}}{C_{w1} u_{cw1}^2} - \bar{i}_{c1} \end{align*}$$  \hspace{1cm} (4.48)$$

The characteristic polynomial $p(t)$ of the matrix $J$ is given by

$$p(t) \triangleq \det(tI - J) = t^2 + \alpha_1 t + \alpha_0$$  \hspace{1cm} (4.49)$$

where

$$\begin{align*} \alpha_1 &= \frac{R_{c1}}{L_{c1}} + 3 \frac{v_{sw1d} l_{w1d}}{C_{w1} u_{cw1}^2} + \frac{v_{sw1q} l_{w1q}}{C_{w1} u_{cw1}^2} \\ \alpha_0 &= \frac{3}{2} \frac{v_{sw1d} l_{w1d}}{C_{w1} u_{cw1}^2} + \frac{v_{sw1q} l_{w1q}}{C_{w1} u_{cw1}^2} \cdot \frac{R_{c1}}{L_{c1}} + \frac{1}{C_{w1} L_{c1}} \end{align*}$$  \hspace{1cm} (4.50)$$

Since $\frac{3}{2} (v_{sw1d} l_{w1d} + v_{sw1q} l_{w1q})$, the active power generated by the wind farm, is non-negative, the coefficients $\alpha_0$ and $\alpha_1$ are positive. Therefore, the real part of all eigenvalues of the matrix $J$ is negative. The zero dynamics have an asymptotically stable equilibrium point at $[\bar{i}_{c1} \ u_{cw1}]^T$, which shows that the system described by (4.40) is minimum phase.

Based on the above mentioned equations, the decoupling matrix $E_2$ is given by

$$E_2 = \begin{bmatrix} L_{g1}(i_{g1q}) & L_{g2}(i_{g1q}) & L_{g3}(i_{g1q}) & L_{g4}(i_{g1q}) \\ L_{g1} l_f(u_{cg1}) & L_{g2} l_f(u_{cg1}) & L_{g3} l_f(u_{cg1}) & L_{g4} l_f(u_{cg1}) \\ L_{g1} l_f(v_{sw1d}) & L_{g2} l_f(v_{sw1d}) & L_{g3} l_f(v_{sw1d}) & L_{g4} l_f(v_{sw1d}) \\ L_{g1} l_f(v_{sw1q}) & L_{g2} l_f(v_{sw1q}) & L_{g3} l_f(v_{sw1q}) & L_{g4} l_f(v_{sw1q}) \end{bmatrix}$$  \hspace{1cm} (4.51)$$

which is non-singular for positive $u_{cw1}$ and $u_{cg1}$. According to (4.31), the control variables are given by

$$\begin{bmatrix} m_{g1d} \\ m_{g1q} \\ m_{sw1d} \\ m_{sw1q} \end{bmatrix} = E_2^{-1} \begin{bmatrix} v_1 - L_f(i_{g1q}) \\ v_2 - L_f^2(u_{cg1}) \\ v_3 - L_f^2(v_{sw1d}) \\ v_4 - L_f^2(v_{sw1q}) \end{bmatrix}$$  \hspace{1cm} (4.52)$$

Applying the (4.11) to the additional inputs $v_{1,2,3,4}$ leads to

$$\begin{align*} v_1 &= -k_{f1} e_{f1} - c_{1,0} (y_1 - i_{g1d}^o) \\ v_2 &= -k_{f2} e_{f2} - c_{2,0} (y_2 - u_{cg1}^o) - c_{2,1} (\dot{y}_2 - \dot{u}_{cg1}^o) \\ v_3 &= -k_{f3} e_{f3} - c_{3,0} (y_3 - v_{sw1d}^o) - c_{3,1} (\dot{y}_3 - \dot{v}_{sw1d}^o) \\ v_4 &= -k_{f4} e_{f4} - c_{4,0} (y_4 - v_{sw1q}^o) - c_{4,1} (\dot{y}_4 - \dot{v}_{sw1q}^o) \end{align*}$$  \hspace{1cm} (4.53)$$
with the integrated tracking errors

\[
\begin{align*}
\dot{e}_1 &= y_1 - i_{1d}^o \\
\dot{e}_2 &= y_2 - u_{cg1}^o \\
\dot{e}_3 &= y_3 - v_{sw1d}^o \\
\dot{e}_4 &= y_4 - v_{sw1q}^o
\end{align*}
\] (4.54)

The control gains must be chosen such that the matrices \(C_j', j = 1, 2, 3, 4\), are Hurwitz where

\[
\begin{align*}
C_1' &= \begin{bmatrix} 0 & 1 & 0 \\ -k_{I1} & -c_{1,0} & 0 \end{bmatrix}, \\
C_2' &= \begin{bmatrix} 0 & 1 & 0 \\ -k_{I2} & -c_{2,0} & -c_{2,1} \end{bmatrix}, \\
C_3' &= \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ -k_{I3} & -c_{3,0} & -c_{3,1} \end{bmatrix}, \\
C_4' &= \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ -k_{I4} & -c_{4,0} & -c_{4,1} \end{bmatrix}
\end{align*}
\] (4.55)

### 4.1.3.2 Simulation studies

Simulation studies of the VSC HVDC link depicted in Fig. 4.12 are carried out where the values of the system parameters are provided in Table 4.4. The operation of this two-terminal HVDC system is arranged as follows:

- The DC voltage of the SAC terminal is required to be maintained at \(u_{cg1} = u_{cg1}^o = 150\) V and the reactive power \(Q_{g1}\) is regulated at \(Q_{g1} = Q_{g1}^o = 0\) Var.

- The frequency of the WAC's AC voltage at the PCC must be kept at 50 Hz. In addition, \(V_{sw1\text{,rms}}\) is initially set to 40.82 V. At \(t = 1\) s and \(t = 1.5\) s, \(V_{sw1\text{,rms}}\) is changed to 60.23 V and 63.59 V respectively. According to (4.41), this can be achieved by varying the values of \(v_{sw1dq}^o\) as listed in Table 4.5.

In order to evaluate the performance of the nonlinear controller (4.52), two control strategies are tested by comparison as presented in Table 4.6. The HVDC system starts from a steady-state condition where \(u_{cg1} = u_{cg1}^o = 150\) V, \(i_{g1q} = i_{g1q}^o = 0\) A, \(v_{sw1d} = v_{sw1d}^o = 40.82\) V and \(v_{sw1q} = v_{sw1q}^o = 0\) V. Simulation results are plotted in Figs. 4.13-4.20.

As shown in Figs. 4.13 and 4.14, every time \(v_{sw1dq}^o\) are subjected to a step change, \(v_{sw1dq}\) can always converge to their new references under both control strategies. But for the PI controller, \(v_{sw1q}\) is readily influenced by the change of \(v_{sw1d}^o\) and \(v_{sw1d}\) is also disturbed remarkably when \(v_{sw1q}^o\) is set to another value. This reveals that the feedback nonlinear controller gives better decoupling characteristics of \(d-q\) voltage control than the PI controller.
Table 4.4: Parameters of the VSC HVDC link with two terminals.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>SAC terminal</th>
<th>WAC terminal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power System Rating</td>
<td>4 KVA</td>
<td>4 KVA</td>
</tr>
<tr>
<td>Source Voltage Amplitude (V_{rms} phase-to-phase)</td>
<td>127 V</td>
<td></td>
</tr>
<tr>
<td>Source Voltage Frequency</td>
<td>50 Hz</td>
<td>50 Hz</td>
</tr>
<tr>
<td>Switching Frequency for PWM</td>
<td>1500 Hz</td>
<td>1500 Hz</td>
</tr>
<tr>
<td>Transformer Primary Voltage</td>
<td>127 V</td>
<td></td>
</tr>
<tr>
<td>Transformer Secondary Voltage</td>
<td>50 V</td>
<td></td>
</tr>
<tr>
<td>Inductance (L_{gi})</td>
<td>2.1 mH</td>
<td>3.3 mH</td>
</tr>
<tr>
<td>Resistance (R_{gi})</td>
<td>0.142 Ω</td>
<td>0.165 Ω</td>
</tr>
</tbody>
</table>

Table 4.5: Values of \(v_{sw1,dq}^o\).

<table>
<thead>
<tr>
<th>(t) (s)</th>
<th>(v_{sw1,d}^o) (V)</th>
<th>(v_{sw1,q}^o) (V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>40.82</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>61.23</td>
<td>0</td>
</tr>
<tr>
<td>1.5</td>
<td>61.23</td>
<td>20.41</td>
</tr>
</tbody>
</table>

Table 4.6: Two difference control strategies by comparison.

<table>
<thead>
<tr>
<th></th>
<th>SAC terminal</th>
<th>WAC terminal</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>Feedback linearization control ((m_{gi,dq} \text{ in } (4.52)))</td>
<td>PI control</td>
</tr>
<tr>
<td>(b)</td>
<td>Feedback linearization control ((m_{gi,dq} \text{ in } (4.52)))</td>
<td>Feedback linearization control ((m_{gi,dq} \text{ in } (4.52)))</td>
</tr>
</tbody>
</table>
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Figure 4.13: The response of $v_{sw1d}$ for the changes of $v_{sw1d}^o$ and $v_{sw1q}^o$. (a) PI controller. (b) Feedback nonlinear controller.

Figure 4.14: The response of $v_{sw1q}$ for the changes of $v_{sw1d}^o$ and $v_{sw1q}^o$. (a) PI controller. (b) Feedback nonlinear controller.
Figures 4.15-4.19 illustrate the responses of the AC voltage in \( abc \) frame. Figure 4.19 shows that the AC voltage at the PCC are always kept at \( f_w = 50 \) Hz. By comparing Fig. 4.16 and Fig. 4.18, the feedback nonlinear controller gives a better transient performance for \( v_{sw1,abc} \) with a smaller overshoot than the PI controller when \( v_{sw1q}^o \) is set to 4.08 V at \( t = 1.5 \) s.

<table>
<thead>
<tr>
<th>Time (s)</th>
<th>( v_{sw1,abc} ) (V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.8</td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>1.2</td>
<td></td>
</tr>
<tr>
<td>1.4</td>
<td></td>
</tr>
<tr>
<td>1.6</td>
<td></td>
</tr>
<tr>
<td>1.8</td>
<td></td>
</tr>
</tbody>
</table>

Figure 4.15: The response of \( v_{sw1,abc} \) for the changes of \( v_{sw1q}^o \) and \( v_{sw1q}^o \) using PI controller.
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Figure 4.16: Zoom of the response of $v_{sw_1,abc}$ for the changes of $v_{sw_1d}^o$ and $v_{sw_1q}^o$ using PI controller.

Figure 4.17: The response of $v_{sw_1,abc}$ for the changes of $v_{sw_1d}^o$ and $v_{sw_1q}^o$ using feedback linearization controller.
Figure 4.18: Zoom of the response of $v_{sw,abc}$ for the changes of $v_{sw1d}^o$ and $v_{sw1q}^o$ using feedback linearization controller.

Figure 4.19: $f_{w1} = 50$ Hz.
Since the SAC terminal uses the same control law in both control strategies, the performances of $u_{c_{11}}$ are almost identical as illustrated in Figs. 4.20.

![Figure 4.20](image)

Figure 4.20: The response of $u_{c_{11}}$ for the changes of $v_{sw1d}$ and $v_{sw1q}$. (a) PI controller. (b) Feedback nonlinear controller.

### 4.1.4 Application to an MTDC system using master-slave control configuration

The use of feedback linearization for the MTDC system modeled by (3.20), (3.28), (3.29) and (3.36) in Section 3 is under consideration in this section.

#### 4.1.4.1 Master-slave control configuration

Before applying the theoretical results in Section 4.1.1, we first discuss the control configuration for the normal operations of the MTDC system. It must be always kept in mind that the DC voltage is accepted only in a narrow region, i.e. $u_c(\cdot) \in \mathbb{D}_{u_c}$ as stated in Section 3.4.4. In order to keep the DC voltage within the acceptable band, at least one of the converter stations in the MTDC system must be used to regulate the DC voltage. For example, the SAC connected VSC operates in DC voltage control mode as presented in Section 4.1.3. In this study case, a single converter terminal is assigned to control the DC voltage at a constant level and the rest of the converter stations work in other control modes. This control configuration is called master-slave control. In addition, the terminal in charge of the regulation of DC voltage, is called the master terminal. It is worthwhile to note that the master
terminal takes responsibility for balancing the power flow of the DC network in case of disturbances. Consequently, this terminal usually needs a large power capacity to counteract all possible power imbalance.

The arrangement of VSC operation for the MTDC system is set as follows:

- The 1st SAC converter station chosen as the master terminal is used to maintain the DC voltage at the constant level $u_{cg1}$ while the remaining SAC converter stations operate in active control mode to control $P_{gi}$ at $P_{gi}^o$. Additionally, all reactive power $Q_{gi}$ should be kept at their respective references $Q_{gi}^o$.

- Each WAC converter station must ensure that the magnitude and the frequency of the AC voltage at the PCC, $V_{sw,j}$, are kept constant. This can be fulfilled by regulating $v_{sw,j,dq}$ at their references $v_{sw,j,dq}^o$.

As mentioned in Section 4.1.3, $Q_{gi}$ can be kept at $Q_{gi}^o$ by regulating $i_{gj,q}$ at $i_{gj,q}^o = -\frac{2}{3} Q_{gi}^o$. Likewise, we make $i_{gj,d}$ track the reference $i_{gj,d}^o = \frac{2}{3} P_{gi}^o$ for the purpose of controlling $P_{gi}$ at $P_{gi}^o$. According to the above arrangement, it is natural to choose the output vector as

$$y \triangleq \begin{bmatrix} i_{g1,q} & u_{cg1} & i_{g1,d} & i_{g1,q} & v_{sw,j,d} & v_{sw,j,q} \end{bmatrix}^T \in \mathbb{R}^{2N+2M} \quad (4.56)$$

Obviously, the reference vector is set to

$$y^o \triangleq \begin{bmatrix} i_{g1,q}^o & u_{cg1}^o & i_{g1,d}^o & i_{g1,q}^o & v_{sw,j,d}^o & v_{sw,j,q}^o \end{bmatrix}^T \in \mathbb{R}^{2N+2M} \quad (4.57)$$

Through simple calculations, it is not difficult to get that the relative degrees of $u_{cg1}, i_{g1,q}, i_{g1,d}, i_{g1,q} v_{sw,j,d}$ and $v_{sw,j,q}$ are 2, 1, 1, 2, 2, respectively, and hence, the order of the internal dynamics is $N - 1 + M + P + L$.

Before designing the exact control algorithm, we need the following feasibility assumption.

**Assumption 4.1.1.** Consider the MTDC system described by (3.20), (3.28), (3.29) and (3.36). For the prescribed references $u_{cg1}^o$, $Q_{g1}^o$, $P_{g1}^o$, $Q_{g1}^o$, $v_{sw,j,dq}^o$, there exist

\[1\] Unless otherwise stated, the subscript $\rho$ mean $\forall \rho \in \mathcal{N}_{-1} = \{2, \cdots, N\}$.
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Constants for the state variables denoted by the steady-state value (or equilibrium) such that

\[0 = -\frac{R_g}{L_g} \bar{i}_{g,d} + \bar{\omega}_g \bar{i}_{g,q} + \frac{v_{sg,d}}{L_g} - \frac{\bar{u}_{cg1}}{2L_g} \bar{m}_{g,d}
\]

\[0 = -\frac{R_g}{L_g} \bar{i}_{g,q} - \omega_g \bar{i}_{g,d} + \frac{v_{sg,q}}{L_g} - \frac{\bar{u}_{cg1}}{2L_g} \bar{m}_{g,q}
\]

\[0 = -\frac{R_{w_j}}{L_{w_j}} \bar{i}_{w_j,d} + \omega_w \bar{i}_{w_j,q} + \frac{v_{swj,d}}{L_{w_j}} - \frac{\bar{u}_{cwj}}{2L_{w_j}} \bar{m}_{w_j,d}
\]

\[0 = -\frac{R_{w_j}}{L_{w_j}} \bar{i}_{w_j,q} - \omega_w \bar{i}_{w_j,d} + \frac{v_{swj,q}}{L_{w_j}} - \frac{\bar{u}_{cwj}}{2L_{w_j}} \bar{m}_{w_j,q}
\]

\[0 = \omega_w \bar{v}_{swj,q} + \frac{1}{C_{fwj}} (I_{wjd} - \bar{i}_{wjd})
\]

\[0 = -\omega_w \bar{v}_{swj,d} + \frac{1}{C_{fwj}} (I_{wjq} - \bar{i}_{wjq})
\]

\[0 = A \ddot{x} + \ddot{\theta}
\]

where \(\bar{u}_{cg1} = u_{cg1}^o\), \(\bar{i}_{g,d} = \frac{2Q_g}{3v_{sg1,d}}\), \(\bar{i}_{g,q} = \frac{2I_g}{3v_{sg1,q}}\), \(\bar{i}_{g,q} = -\frac{2Q_g}{3v_{sg1,q}}\) and \(\bar{v}_{swj,dq} = v_{swj,dq}^o\).

By applying the theoretical results in Section 4.1.1, the following nonlinear feedback control algorithm

\[
\begin{bmatrix}
    m_{g,d} \\
    m_{g,q}
\end{bmatrix}
= \begin{bmatrix}
    0 & -\frac{u_{cg1}}{2L_g} \\
    -\frac{3v_{sg1,d}}{4C_{g1}L_g} & -\frac{3v_{sg1,q}}{4C_{g1}L_g}
\end{bmatrix}^{-1}
\begin{bmatrix}
    v_{g1q} - L_f(i_{g1q}) \\
    v_{g1q} - L_f(i_{g1q})
\end{bmatrix}
\]

\[
\begin{bmatrix}
    m_{g,d} \\
    m_{g,q}
\end{bmatrix}
= \begin{bmatrix}
    0 & -\frac{u_{cg1}}{2L_g} \\
    -\frac{3v_{sg1,d}}{4C_{g1}L_g} & -\frac{3v_{sg1,q}}{4C_{g1}L_g}
\end{bmatrix}^{-1}
\begin{bmatrix}
    v_{g1d} - L_f(i_{g1d}) \\
    v_{g1q} - L_f(i_{g1q})
\end{bmatrix}
\]

\[
\begin{bmatrix}
    m_{w_j,d} \\
    m_{w_j,q}
\end{bmatrix}
= \begin{bmatrix}
    0 & -\frac{u_{cwj}}{2L_{w_j}C_{fwj}} \\
    -\frac{3v_{sg1,d}}{4C_{g1}L_g} & -\frac{3v_{sg1,q}}{4C_{g1}L_g}
\end{bmatrix}^{-1}
\begin{bmatrix}
    v_{wjd} - L_f^2(v_{swj,d}) \\
    v_{wjq} - L_f^2(v_{swj,q})
\end{bmatrix}
\]

\[^2\text{Unless otherwise stated, the notation } (\bar{\cdot}) \text{ represents the steady-state value (or equilibrium point) of the variable (or vector) } (\cdot).\]
with

\[
L_f(i_{g1}) = -\frac{R_{g1}}{L_{g1}} i_{g1} - \frac{v_{sg1} q}{L_{g1}}
\]

\[
L_f^2(u_{cg1}) = -\frac{1}{C_{g1}} \left( \frac{3}{2} v_{sg1} d - \frac{R_{g1}}{L_{g1}} i_{g1} - \frac{v_{sg1} q}{L_{g1}} \right) + \frac{3}{2} u_{cg1} \left( -\frac{R_{g1}}{L_{g1}} i_{g1} - \frac{v_{sg1} q}{L_{g1}} \right)
\]

\[
L_f(i_{g1,d}) = -\frac{R_{g1}}{L_{g1}} i_{g1,d} + \frac{v_{sg1, q}}{L_{g1}}
\]

\[
L_f(i_{g1,q}) = -\frac{R_{g1}}{L_{g1}} i_{g1,q} - \frac{v_{sg1, q}}{L_{g1}}
\]

\[
L_f^2(v_{swj,d}) = \omega_{w,j} \dot{v}_{swj,q} + \frac{i_{w,j}}{C_{f w,j}} - \frac{i_{w,j}}{C_{f w,j}} \left( \omega_{w,j} \dot{v}_{swj,q} - \frac{R_{w,j}}{L_{w,j}} \dot{i}_{w,j} + \frac{v_{swj,d}}{L_{w,j}} \right)
\]

\[
L_f^2(v_{swj}) = \frac{i_{w,j}}{C_{f w,j}} - \omega_{w,j} \dot{v}_{swj,d} - \frac{i_{w,j}}{C_{f w,j}} \left( v_{swj} - \omega_{w,j} \dot{i}_{w,j} - \frac{R_{w,j}}{L_{w,j}} \dot{i}_{w,j} \right)
\]

transforms the original system described by (3.20), (3.28), (3.29) and (3.36) into the normal form (4.17). Moreover, these additional inputs \( v_{\cdot,j} \) are designed as

\[
v_{g1,q} = -c_{g1,q} (i_{g1,q} - i_{g1,q}) - k_{I g1,q} e_{I g1,q}
\]

\[
v_{cg1} = -c_{cg1} (u_{cg1} - i_{w1}) - c_{cg1} (u_{cg1} - i_{w1}) - k_{I cg1} e_{I cg1}
\]

\[
v_{g1,d} = -c_{g1,d} (i_{g1,d} - i_{g1,d}) - k_{I g1,d} e_{I g1,d}
\]

\[
v_{g1,q} = -c_{g1,q} (i_{g1,q} - i_{g1,q}) - k_{I g1,q} e_{I g1,q}
\]

\[
v_{w,j,d} = -c_{w,j,d} (v_{swj,d} - v_{swj,d}) - c_{w,j,d} (v_{swj,d} - v_{swj,d}) - k_{I w,j} e_{I w,j}
\]

\[
v_{w,j,q} = -c_{w,j,q} (v_{swj,q} - v_{swj,q}) - c_{w,j,q} (v_{swj,q} - v_{swj,q}) - k_{I w,j} e_{I w,j}
\]

with the integrated tracking errors

\[
\dot{e}_{I g1,q} = \dot{i}_{g1,q} - i_{g1,q}
\]

\[
\dot{e}_{I cg1} = u_{cg1} - i_{w1}
\]

\[
\dot{e}_{I g1,d} = \dot{i}_{g1,d} - i_{g1,d}
\]

\[
\dot{e}_{I g1,q} = \dot{i}_{g1,q} - i_{g1,q}
\]

\[
e_{I w,j,d} = v_{swj,d} - v_{swj,d}
\]

\[
e_{I w,j,q} = v_{swj,q} - v_{swj,q}
\]

where the control gains \( c_{\cdot,j} \) and \( k_{I \cdot,j} \) must be chosen to satisfy (4.13).

When the output vector \( y \) is identically equal to the reference \( y^o \), the zero dynamics of the system is deduced as

\[
\dot{z}_r = A_r z_r + \theta_r + \theta_{u cg1} \triangleq f_{zero}(z_r)
\]
where we introduce the new variables

\[ z_r \triangleq \begin{bmatrix} u_{cg,r} & u_{cw} & u_{ct} & i_c \end{bmatrix}^T \in \mathbb{R}^{N+M+P+L-1} \]

\[ u_{cg,r} \triangleq \begin{bmatrix} u_{cg2} & \cdots & u_{cgN} \end{bmatrix}^T \]

\[ \vartheta_r \triangleq \begin{bmatrix} i_{cg2} & \cdots & i_{cgN} & i_{cw1} & \cdots & i_{cwM} & 0_{(1, P+L)} \end{bmatrix}^T \]

\[ \vartheta_{u_{cg1}} \triangleq \begin{bmatrix} 0_{N+M+P-1} & H_{(1, 1)}u_{cg1} & \cdots & H_{(1, L)}u_{cg} \end{bmatrix}^T \]

\[ i'_{cg_{\rho}} \triangleq \frac{3}{2} \left( v_{o_{sw_{jd}I_{w_{jd}}}} + v_{o_{sw_{jq}I_{w_{jq}}}} \right) u_{cg_{\rho}} \]

\[ i'_{cw_{j}} \triangleq \frac{3}{2} \left( v_{o_{sw_{jd}I_{w_{jd}}}} + v_{o_{sw_{jq}I_{w_{jq}}}} \right) u_{cw_{j}} \]

The matrix \( A_r \) is the submatrix formed by deleting the 1st row and 1st column of the matrix \( A \), which is still of the form

\[ A_r = \begin{bmatrix} 0_{(N+M+P-1) \times (N+M+P-1)} & C_r^{-1}H_r \end{bmatrix} \]

where

\[ C_r = \text{diag}(C_{g2} \cdots C_{gN} C_{w1} \cdots C_{wM} C_{p1} \cdots C_{pp}) \]

and the matrix \( H_r \) is the submatrix of \( H \) by removing the first row of \( H \).

To check the stability of the equilibrium point of the zero dynamics, we linearize (4.63) around its equilibrium point \( \bar{z}_r \) and then get the Jacobian matrix

\[ J = \frac{\partial f_{\text{zero}}}{\partial z_r} \bigg|_{z_r = \bar{z}_r} = \begin{bmatrix} -D & C_r^{-1}H_r \end{bmatrix} \]

where \( D = \text{diag}(d_k) \), \( k = 1, \cdots, N + M + P - 1 \), is a diagonal matrix given by

\[
\begin{cases}
    d_{(\rho-1)} = \frac{P_{o_{w_{j}I_{w_{jd}}}}}{u_{cg_{\rho}}^2}, & \rho \in \mathcal{N} - 1 \\
    d_{(j+N-1)} = \frac{P_{o_{w_{j}I_{w_{jd}}}}}{u_{cw_{j}}^2}, & j \in \mathcal{M} \\
    d_{(h+N+M-1)} = 0, & h \in \mathcal{P} \\
    P_{o_{w_{j}I_{w_{jd}}}} = \frac{3}{2} \left( v_{o_{sw_{jd}I_{w_{jd}}}} + v_{o_{sw_{jq}I_{w_{jq}}}} \right) 
\end{cases}
\]

**Lemma 4.1.2.** Consider the MTDC system described by (3.20), (3.28), (3.29) and (3.36). If the prescribed references \( u_{cg1}, Q_{o_{w_{j}I_{w_{jd}}}}, P_{o_{w_{j}I_{w_{jd}}}}, Q_{o_{w_{j}I_{w_{jq}}}}, v_{o_{sw_{jd}I_{w_{jd}}}} \) and \( v_{o_{sw_{jq}I_{w_{jq}}}} \) and the system parameters are set such that the Jacobian matrix \( J \) is Hurwitz, the equilibrium point of the zero dynamics (4.63) is asymptotically stable and hence the MTDC system is minimum phase.
Lemma 4.1.3. Consider the MTDC system described by (3.20), (3.28), (3.29) and (3.36). If $P^0_{g}$, $\rho = 2, \cdots, N$ and $P^0_{w_j}$, $j = 1, \cdots, M$ are non-negative, the MTDC system is minimum phase.

In order to prove Lemma 4.1.3, we need some properties of complex matrix as referred in [Horn 1985]. We recall the following basic facts:

Definition 4.1.4. A matrix $\Psi \in \mathbb{C}^{n \times n}$ is said to be semi-positive definite if $\text{Re}(x^H \Psi x)$ is non-negative for every non-zero column vector $x \in \mathbb{C}^{n \times 1}$. Moreover, $\Psi \in \mathbb{C}^{n \times n}$ is said to be positive definite if $\text{Re}(x^H \Psi x)$ is positive for every non-zero column vector $x \in \mathbb{C}^{n \times 1}$. The set of the positive definite matrix $\Psi$ is denoted as $P_+^C$.

Lemma 4.1.5. For any complex matrix $\Psi \in \mathbb{C}^{n \times n}$, it can be expressed as $\Psi = H(\Psi) + S(\Psi)$ where $H(\Psi) \triangleq \frac{1}{2}(\Psi + \Psi^H)$ is a hermitian matrix and $S(\Psi) \triangleq \frac{1}{2}(\Psi - \Psi^H)$ is an anti-hermitian matrix.

Lemma 4.1.6. Matrix $\Psi \in \mathbb{C}^{n \times n}$ is positive definite if and only if its hermitian part $H(\Psi)$ is positive definite.

Lemma 4.1.7. If matrix $\Gamma$ is invertible and $\Psi$ is positive definite, then $\Gamma^H \Psi \Gamma$ is also positive definite.

Lemma 4.1.8. If $\Psi_1$ is positive definite and $\Psi_2$ is semi-positive definite, we have $\Psi_1 + \Psi_2 \in P_+^C$.

Lemma 4.1.9. If $\Psi \in P_+^C$, then $\Psi$ is invertible and $\Psi^{-1} \in P_+^C$.

Based on the above statements, we can now demonstrate Lemma 4.1.3 as follows.

Proof. Let us assume that there exists a particular eigenvalue of $J$ denoted by $\lambda = \alpha + j\beta \in \mathbb{C}$, whose real part is non-negative, i.e. $\alpha \geq 0$. Then, $\lambda$ satisfies

$$
\text{det}(\lambda I - J) = 0
$$

Alternatively, it can be expressed as

$$
\text{det}
\begin{bmatrix}
\lambda I + D & -C_r^{-1}H_r \\
L_r^{-1}H_r^T & \lambda I + L_r^{-1}R
\end{bmatrix}
= 0
$$

(4.67)

We define $\Phi_1 \triangleq \lambda I + L_r^{-1}R = \Lambda_1 + j\Lambda_2$ where $\Lambda_{1,2}$ are expressed by

$$
\Lambda_1 = \text{diag}(\alpha + \frac{R_{cl}}{L_c}, \cdots, \alpha + \frac{R_{cl}}{L_c}) \in \mathbb{R}^{L \times L}
$$

$$
\Lambda_2 = \text{diag}(\beta, \cdots, \beta) \in \mathbb{R}^{L \times L}
$$

Since the Hermitian part of $\Phi_1$ is equal to $H(\Phi_1) = \Lambda_1$, which is positive definite, the complex matrix $\Phi_1$ is also positive definite (Lemma 4.1.6). Consequently, $\Phi_1$
must be invertible (Lemma 4.1.9) and $\det(\Phi_1) \neq 0$. Then, Eq. (4.67) is equal to

$$\det\left( \begin{bmatrix} \lambda I + D & -C_r^{-1}H_r \\ L_r^{-1}H_r^T & \lambda I + L^{-1}R \end{bmatrix} \right)$$

$$= \det(\lambda I + C_r^{-1}H_r \Phi_1^{-1}L^{-1}H_r^T) \det(\Phi_1)$$

$$= \det(\lambda C_r + C_rD + H_r(\lambda L + R)^{-1}H_r^T) \det(\Phi_1) \det(C_r^{-1})$$

Again, we define $\Phi_2 \triangleq \lambda C_r + C_rD + H_r(\lambda L + R)^{-1}H_r^T$, $\lambda C_r + C_rD = \Lambda_3 + j\Lambda_4$ and $(\lambda L + R)^{-1} = \Lambda_5 + j\Lambda_6$ with the notations

$$\begin{align*}
\Lambda_3 &= \alpha C_r - C_rD \triangleq \text{diag}(\sigma_1, \cdots, \sigma_{N+M+P-1}) \\
\sigma_{(\rho-1)} &= C_{2\rho}(\alpha + \frac{P_{\rho}}{w_{c\rho}}), \quad \rho \in \mathcal{N}_1 \\
\sigma_{(j+N-1)} &= C_{w_j}(\alpha + \frac{P_{w_j}}{C_{w_j}w_{w_j}^2}), \quad j \in \mathcal{M} \\
\sigma_{(h+N+M-1)} &= C_{p_h}\alpha, \quad h \in \mathcal{P} \\
\Lambda_4 &= \beta C_r \\
\Lambda_5 &= \text{diag}\left( \frac{\alpha L_{c_k} + R_{c_k}}{(\alpha L_{c_k} + R_{c_k})^2 + (\beta L_{c_k})^2} \right) \in \mathbb{R}^{L \times L} \\
\Lambda_6 &= \text{diag}\left( \frac{-\beta L_{c_k}}{(\alpha L_{c_k} + R_{c_k})^2 + (\beta L_{c_k})^2} \right) \in \mathbb{R}^{L \times L}
\end{align*}$$

Now, $\Phi_2$ can be rewritten as

$$\begin{align*}
\Phi_2 &= \Phi_3 + j(\Lambda_4 + H_r\Lambda_6 H_r^T) \\
\Phi_3 &= \Lambda_3 + H_fH_f^T
\end{align*}$$

where $H_f$ are given by $H_f = H_f \Lambda_5$. Since $\Lambda_5^\frac{1}{2}$ is a full rank matrix, i.e. $\text{rank}(\Lambda_5^\frac{1}{2}) = L$, then $\text{rank}(H_fH_f^T) = \text{rank}(H_f) = \text{rank}(H_r) = N + M + P - 1$ (see Lemma 3.4.2). As a result, $H_fH_f^T$ is invertible and positive. Because $P_{\rho}$ and $P_{w_j}$ are non-negative, obviously, $\Lambda_3$ is semi-positive definite and furthermore, by applying Lemma 4.1.8, $\Phi_3$ is positive definite.

As presented in (4.69), we know that $\mathcal{H}(\Phi_2) = \Phi_3$ and then, according to Lemma 4.1.6 and Lemma 4.1.9, $\Phi_2$ is positive definite and invertible. Therefore, the following result is obtained:

$$\det(\lambda I - J) = \det(\Phi_2) \det(\Phi_1) \det(C_r^{-1}) \neq 0$$

for $\alpha \geq 0$. This leads to a contradiction to (4.67). Thus, all eigenvalues of the Jacobian matrix $\Phi$ must have negative real parts, i.e. $\alpha < 0$. Hence, $J$ is a Hurwitz matrix. As a result, the origin of the zero dynamics (4.63) is locally asymptotically stable. Finally, the MTDC system is minimum phase. The proof is completed. \qed
Table 4.7: Control configuration for the four-terminal VSC HVDC system.

<table>
<thead>
<tr>
<th>SAC 1 (master terminal)</th>
<th>SAC 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant DC voltage control</td>
<td>Active power control</td>
</tr>
<tr>
<td>Reactive power control</td>
<td>Reactive power control</td>
</tr>
<tr>
<td>WAC 1</td>
<td>WAC 2</td>
</tr>
<tr>
<td>AC voltage control</td>
<td>AC voltage control</td>
</tr>
<tr>
<td>(constant frequency and magnitude)</td>
<td>(constant frequency and magnitude)</td>
</tr>
</tbody>
</table>

4.1.4.2 Simulation studies

To test the proposed nonlinear controller, an MTDC system with two SAC and two WAC connected VSC terminals is simulated in Fig. 4.21 where the structure of the DC grid is illustrated by Fig. 4.22. Based on the arrangement of the VSC operation as stated at the beginning of this section, the control configurations of the four terminals are listed in Table 4.7. The system parameters of the four terminals are chosen according to Table 4.4.

Figure 4.21: An MTDC system consists of two strong and two weak AC systems.
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Table 4.8: Initial values of the system state variables.

<table>
<thead>
<tr>
<th>SAC 1</th>
<th>SAC 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u_{cg1} = u_{cg1}^o = 150$ V</td>
<td>$i_{gd} = i_{gd}^o = 6.53$ A</td>
</tr>
<tr>
<td>$i_{g1d} = i_{g1d}^o = 0$ A</td>
<td>$i_{g2d} = i_{g2d}^o = 0$ A</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>WAC 1</th>
<th>WAC 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$v_{swd1} = v_{swd1}^o = 40.82$ V</td>
<td>$v_{swd2} = v_{swd2}^o = 40.82$ V</td>
</tr>
<tr>
<td>$v_{swq1} = v_{swq1}^o = 0$ V</td>
<td>$v_{swq2} = v_{swq2}^o = 0$ V</td>
</tr>
</tbody>
</table>

Figure 4.22: DC grid used to connect the four AC areas.

The performance of the feedback nonlinear controller is evaluated under different scenarios and also compared to the performance of the same MTDC system using PI control technique. Initially, the MTDC system operates in the steady state given by Table 4.8. At $t = 0.5$ s, $i_{gd}^o$ is changed to a new reference value with an increase of 50% and then, at $t = 1$ s and $t = 1.5$ s, new reference values of $v_{swq1}$ and $v_{swq2}$ are introduced, $v_{swq1}^o = 20.41$ V.

The simulation results are plotted in Figs. 4.23-4.32. Figure 4.23 demonstrates that both controllers can keep the DC voltage at $u_{cg1}^o = 150$ V. Compared to the PI controller, the feedback nonlinear controller gives the response of $u_{cg1}$ a faster convergence but a larger undershoot as $v_{swq1}^o$ and $v_{swq2}^o$ are subjected to a step change at $t = 1$ s and $t = 1.5$ s respectively, since there is usually a compromise between the settling time and undershoot (or overshoot).

Figure 4.24 clearly shows that the step changes of $i_{g1d}^o$, $v_{swq1}^o$ and $v_{swq2}^o$ greatly disturb the performance of $i_{g1q}$ under the PI controller while having negligible effects on $i_{g1q}$ under the feedback nonlinear controller. This phenomenon indicates that the feedback nonlinear controller has the benefit of providing a better decoupling characteristics of the DC voltage and $q$-axis current control.

Figures 4.25 and 4.26 (or Figures 4.29 and 4.30) depict the responses of $v_{swq1}$ and $v_{swq2}$ and show that the feedback nonlinear controller provides faster damping and less overshoot than the PI controller. Besides, as plotted in Fig. 4.25 (or Fig.
the change of $v_{sw1q}$ (or $v_{sw3q}$) has a crippling effect on the performance of $v_{sw1d}$ (or $v_{sw2d}$) under the PI controller while $v_{sw1d}$ (or $v_{sw2d}$) under the feedback nonlinear controller is always kept at its reference value. It reveals that the feedback nonlinear controller also gives a better decoupling characteristics of $v_{sw1d}$ and $v_{sw1q}$ (or $v_{sw2d}$ and $v_{sw2q}$) control. As shown in Figs. 4.27 and 4.28 (or Figs. 4.31 and 4.32), the feedback nonlinear controller also improves the performance of the AC voltage of WAC1 (or WAC2) at the PCC in $abc$ frame in comparison to the PI controller.

Figure 4.23: The response of $u_{cg1}$. (a) PI controller. (b) Feedback nonlinear controller.
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Figure 4.24: The response of $i_{g1q}$. (a) PI controller. (b) Feedback nonlinear controller.

Figure 4.25: The response of $v_{sw1d}$. (a) PI controller. (b) Feedback nonlinear controller.
Figure 4.26: The response of $v_{sw_1q}$. (a) PI controller. (b) Feedback nonlinear controller.

Figure 4.27: The response of $v_{sw_1,abc}$ using PI control technique.
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Figure 4.28: The response of $v_{sw_{1,abc}}$ using feedback linearization technique.

Figure 4.29: The response of $v_{sw_{2d}}$. (a) PI controller. (b) Feedback nonlinear controller.
Figure 4.30: The response of \( v_{sw2q} \). (a) PI controller. (b) Feedback nonlinear controller.

Figure 4.31: The response of \( v_{sw2,abc} \) using PI control technique.
4.2 Feedback linearization with sliding mode control

4.2.1 Control design

As presented in (4.31), the developed nonlinear controller strongly depends on the system model, which requires the exact informations on the system parameters. For the purpose of good robustness, sliding mode control is used to deal with the case when the system parameters, $L_g$, $R_g$, $C_g$ and $R_e$, are poorly known.

By applying the transformation $T_x$ in (4.33) and considering the integrated tracking errors (4.36), the original system (4.21) becomes

\[
\begin{align*}
\dot{e}_1 &= e_1 \\
\dot{e}_1 &= L_{f_e}(i_{g,q}) + L_{g_d}(i_{g,q})m_{g,q} \triangleq h_1 + \phi_1 \cdot m_{g,q} \\
\dot{e}_2 &= e_2 \\
\dot{z}_3 &= L_{f_e}(u_{c_d}) + L_{g_d}L_{f_e}(u_{c_d})m_{g,d} + L_{g_q}L_{f_e}(u_{c_d})m_{g,q} \\
&= h_2 + \phi_2d \cdot m_{g,d} + \phi_2q \cdot m_{g,q}
\end{align*}
\]

(4.70)

where $h_{1,2}$ and $\phi_{1,2}$ are nonlinear continuous functions on $e_{f_{1,2}}$, $e_{1,2}$ and $e_3$ with unknowns parameters. Let us impose two sliding surfaces as

\[
\begin{align*}
s_1 &= a_0 e_1 + e_1 \\
s_2 &= b_0 e_2 + b_1 e_2 + z_3
\end{align*}
\]

(4.71)
where $a_0$ is positive and $b_{0,1}$ are chosen such that the matrix

$$B_0 = \begin{bmatrix} 0 & 1 \\ -b_0 & -b_1 \end{bmatrix}$$

is Hurwitz. The derivatives of the sliding surfaces are given by

$$\begin{align*}
\dot{s}_1 &= a_0 e_1 + h_1 + \phi_1 \cdot m_{g,q} \\
\dot{s}_2 &= b_0 e_2 + b_1 z_3 + h_2 + \phi_{2d} \cdot m_{g,d} + \phi_2 \cdot m_{g,q}
\end{align*}$$

(4.73)

Let us consider the Lyapunov function $V_1 = s_1^2 + s_2^2$ and then, the derivative of $V_1$ is deduced as

$$\begin{align*}
\dot{V}_1 &= W_1 + W_2 \\
W_1 &= s_1 (a_0 e_1 + h_1 + \phi_1 \cdot m_{g,q}) \\
W_2 &= s_2 (b_0 e_2 + b_1 z_3 + h_2 + \phi_{2d} \cdot m_{g,d} + \phi_2 \cdot m_{g,q})
\end{align*}$$

(4.74)

From (4.30), it is clear that $\phi_1$ and $\phi_{2d}$ are always negative and moreover, $\phi_1$ and $\phi_{2d}$ are continuous and invertible for positive $u_{cg}$.

**Assumption 4.2.1.** In the domain of interest as described in Section 3.4.4, $h_1$, $h_2$, $\phi_1$ and $\phi_{2d}$ satisfy the inequalities

$$\begin{align*}
|h_1| &\leq h_{1,\text{max}}, \quad 0 \leq \phi_{1,\text{min}} \leq |\phi_1| \leq \phi_{1,\text{max}} \\
|h_2| &\leq h_{2,\text{max}}, \quad 0 \leq \phi_{2d,\text{min}} \leq |\phi_{2d}| \leq \phi_{2d,\text{max}} \\
0 &\leq \phi_{2q,\text{min}} \leq |\phi_{2q}| \leq \phi_{2q,\text{max}}
\end{align*}$$

(4.75)

when the system parameters are bounded.

With Assumption 4.2.1, we can then define the control law for $m_{g,q}$ as

$$m_{g,q} = \beta_q \frac{1}{\phi_{1,\text{min}}} \text{sgn}(s_1)$$

(4.76)

where $\beta_q$ are designed as

$$\beta_q = a_0 |e_1| + h_{1,\text{max}} + \beta_0, \quad \beta_0 > 0$$

(4.77)

The control law for $m_{g,d}$ is developed as

$$m_{g,d} = \beta_d \frac{1}{\phi_{2d,\text{min}}} \text{sgn}(s_2)$$

(4.78)

where

$$\beta_d = b_0 |e_2| + b_1 |z_3| + h_{2,\text{max}} + \frac{\phi_{2q,\text{max}}}{\phi_{1,\text{min}}} \beta_q + \beta_1, \quad \beta_1 > 0$$

(4.79)

Applying (4.76) to $W_1$, we obtain

$$W_1 = s_1 (a_0 e_1 + h_1 + \beta_q \frac{\phi_1}{\phi_{1,\text{min}}} \text{sgn}(s_1))$$

(4.80)

The sign of $W_1$ can be analyzed as follows:
If $s_1 > 0$, then $\text{sgn}(s_1) = 1$ and recalling that $\phi_1$ is negative and $\phi_{1,\min}$ is positive, we have

$$
\frac{\phi_1}{\phi_{1,\min}} \leq -1
$$

$$
\dot{s}_1 = a_0 e_1 + h_1 + (a_0 |e_1| + h_{1,\max} + \beta_0) \frac{\phi_1}{\phi_{1,\min}} < 0
$$

If $s_1 < 0$, $\text{sgn}(s_1) = -1$ leads to

$$
\dot{s}_1 = a_0 e_1 + h_1 - (a_0 |e_1| + h_{1,\max} + \beta_0) \frac{\phi_1}{\phi_{1,\min}} > 0
$$

As a result, $W_1 = s_1 \dot{s}_1$ is negative for all $s_1 \neq 0$.

Substituting (4.76) and (4.78) into (4.74) yields

$$
W_2 = s_2 (b_0 e_2 + b_1 z_3 + h_2 + \phi_2d \cdot m_{g,d} + \phi_2q \cdot m_{g,q})
$$

$$
= s_2 (b_0 e_2 + b_1 z_3 + h_2 + \beta_q \frac{\phi_2q}{\phi_{1,\min}} \text{sgn}(s_1) + \beta_d \frac{\phi_2d}{\phi_{2d,\min}} \text{sgn}(s_2))
$$

Recalling (4.75) and the design of $\beta_d$ in (4.79), we have the following results:

If $s_2 > 0$, $\text{sgn}(s_2) = 1$ and then,

$$
\frac{\phi_{2d}}{\phi_{2d,\min}} \leq -1
$$

$$
\dot{s}_2 = b_0 e_2 + b_1 z_3 + h_2 + \beta_q \frac{\phi_2q}{\phi_{1,\min}} \text{sgn}(s_1) + \beta_d \frac{\phi_2d}{\phi_{2d,\min}} < 0
$$

If $s_2 < 0$, $\text{sgn}(s_2) = -1$ and then, we have

$$
\dot{s}_2 = b_0 e_2 + b_1 z_3 + h_2 + \beta_q \frac{\phi_2q}{\phi_{1,\min}} \text{sgn}(s_1) - \beta_d \frac{\phi_2d}{\phi_{2d,\min}} > 0
$$

Therefore, $W_2 = s_2 \dot{s}_2$ is also negative for all $s_2 \neq 0$. From the above analysis, the controller defined by (4.76) and (4.78) will lead to the manifolds $s_1 = 0$ and $s_2 = 0$. On these two manifolds, the behavior of the system is totally governed by

$$
\begin{align*}
\dot{e}_{I1} &= e_1 \\
\dot{e}_1 &= -a_0 e_{I1} \\
\dot{e}_{I2} &= e_2 \\
\dot{e}_2 &= -b_0 e_{I2} - b_1 e_2
\end{align*}
$$

whose equilibrium point is asymptotically stable.

Since the use of sign function $\text{sgn}(\cdot)$ usually causes the chattering problem [Khalil 1996], in order to deal with this issue, a high-slope saturation function $\text{sat}(\cdot)$ defined as
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\[
\text{sat}(s/\mu) = \begin{cases} 
  s/||s|| & \text{if } ||s|| \geq \mu \\
  s/\mu & \text{if } ||s|| < \mu
\end{cases}
\] (4.86)

is applied instead and hence the controller is modified as

\[
m_{g,d} = -\beta_d \frac{1}{\phi_{2d\min}} \text{sat}\left(\frac{s_2}{\mu_2}\right) \\
m_{g,q} = -\beta_q \frac{1}{\phi_{1q\min}} \text{sat}\left(\frac{s_1}{\mu_1}\right)
\] (4.87)

with positive \(\mu_1\) and \(\mu_2\).

4.2.2 Simulation studies

To assess the performance of the feedback linearization controller with sliding mode control, numerical simulations are realized for a VSC HVDC link connected to a resistive load by using MATLAB/Simulink. The system parameters are the same as the case in Section 4.1.2.2.

The system starts from a steady-state condition, and then a sequence of events is applied to the resistive load \(R\) as shown in Fig. 4.33. The control objectives are to keep the DC voltage at \(u_{c9}^o = 150\) V and to get the unitary power factor, i.e. \(i_{g,q}^o = 0\) in spite of the variations in the resistive load. In Figs. 4.34-4.38, we show the behaviors of the state variables. As shown in the plots, both \(u_{c9}\) and \(i_{g,q}\) are well controlled at \(u_{c9}^o = 150\) V and \(i_{g,q}^o = 0\) respectively no matter how the resistive load changes. Besides, as illustrated in Figs. 4.37 and 4.38, the control modulation variables \(m_{g1,dq}\) always satisfy the physical constraint \(\sqrt{m_{g,d}^2 + m_{g,q}^2} \leq 1\).
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Figure 4.33: Variations in the resistive load $R$.

Figure 4.34: Response of $u_{cg_i}$ (curve (a)) and its reference $u_{cg_i}^o$ (curve (b)).
Figure 4.35: Response of $i_{g,d}$.

Figure 4.36: Response of $i_{g,q}$. 
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Figure 4.37: Response of $m_{g,d}$.

Figure 4.38: Response of $m_{g,q}$. 
4.3 Passivity-based control

As presented in Section 4.1.4, when the output is defined as (4.56), in order to ensure the asymptotic stability of the equilibrium point of the zero dynamics (4.63), the prescribed references \( u_{cg}, Q_{cg}, P_{cg}, Q_{sw}, v_{sw,d} \) and \( v_{sw,q} \) and the system parameters must be chosen such that the Jacobian matrix \( J \) in (4.66) is Hurwitz. It implies that these prescribed references cannot be set arbitrarily. To overcome this shortcoming, we want to find a specific output \( y_s \) such that the stability of the equilibrium point of the zero dynamics is irrelevant to the choice of the prescribed references. In this section, we will demonstrate that this can be achieved by means of passivity theory.

In fact, there have been several studies on the passivity-based control (PBC) design for a class of switched power converters which can be described in port-Hamiltonian form [Perez 2004, Hernandez-Gomez 2010, Escobar 1999]. Apart from the prior research work, we first design a passive output derived from a storage function and then, further investigate the corresponding zero dynamics. Since some variables to be controlled belong to the state variables of the zero dynamics and the convergence rate of the zero dynamics are determined by the system inherent characteristics, additional control inputs are introduced to modify the dynamics and improve the performance of those desired controllable variables of the zero dynamics.

Recall the dynamics of the DC grid (3.33) where \( i_{cg} \) and \( i_{cw,j} \) are obtained from (3.23) and (3.32) by neglecting the losses of the phase reactor and the VSC. In fact, taking into account these losses and according to the power balance on both sides of the converter station, \( i_{cg} \) also satisfies

\[
\frac{3}{2}(v_{cg,d}i_{cg,d} + v_{cg,q}i_{cg,q}) = \frac{u_{cg}^2}{R_{eq,i,g}} + u_{cg,i_{cg}}
\]

where the equivalent resistance \( R_{eq,i,j} \) is used to represent the loss of the converter. According to (3.18), the converter voltages \( v_{cg,d} \) are expressed as

\[
v_{cg,d} = \frac{1}{2}u_{cg}m_{g,d}
\]

and then, substituting (4.89) into (4.88), we deduce

\[
i_{cg} = \frac{3}{4}(m_{g,d}i_{cg,d} + m_{g,q}i_{cg,q}) - \frac{u_{cg}}{R_{eq,i,g}}
\]

A similar procedure is done to obtain a new formulation for \( i_{cw,j} \) as

\[
i_{cw,j} = \frac{3}{4}(m_{w,j}i_{cw,j,d} + m_{w,q}i_{cw,j,q}) - \frac{u_{cw,j}}{R_{eq,w,j}}
\]

Now, based on (4.90) and (4.91), a new model for the DC grid is established as

\[
\dot{z} = A_p z + \theta_p
\]
where $A_p$ and $\theta_p$ are given by
\[
\theta_p = \begin{bmatrix}
\cdots & \frac{3(m_{g,1}i_{g,d} + m_{g,q}i_{g,q})}{4C_{g}} & \cdots & \frac{3(m_{w,j}i_{w,j,d} + m_{w,j,q}i_{w,j,q})}{4C_{w,j}} & \cdots & 0_{(P+L)}
\end{bmatrix}^T
\]
\[
A_p = \begin{bmatrix}
-D_p & -D_p & \cdots & -D_p \\
C^{-1}H & C^{-1}H & \cdots & C^{-1}H \\
-L^{-1}H^T & -L^{-1}H^T & \cdots & -L^{-1}H^T \\
-L^{-1}R & -L^{-1}R & \cdots & -L^{-1}R \\
D_p = C^{-1}R_{\text{equi}}^{-1} \in \mathbb{R}^{(N+M+P) \times (N+M+P)} \\
R_{\text{equi}} = \text{diag}(\cdots, R_{\text{equi},g1}, \cdots, R_{\text{equi},w1}, \cdots, 0, \cdots, 0)
\end{bmatrix}
\]

Let us consider the dynamics of $v_{sw,j,\{dq\}}$ in (3.29). Similar to the modification of the dynamics of the DC grid, here we use the equivalent resistance $R_{fw,j}$ to represent the losses of the filter and hence, $v_{sw,j,\{dq\}}$ are modeled by
\[
\frac{dv_{sw,j,d}}{dt} = \omega_{w,j}v_{sw,j,q} + \frac{1}{C_{fw,j}}(I_{w,j,d} - i_{w,j,d} - \frac{v_{sw,j,d}}{R_{fw,j}})
\]
\[
\frac{dv_{sw,j,q}}{dt} = -\omega_{w,j}v_{sw,j,d} + \frac{1}{C_{fw,j}}(I_{w,j,q} - i_{w,j,q} - \frac{v_{sw,j,q}}{R_{fw,j}})
\]

In this section, the passivity-based state feedback control design is developed based on the above new DC grid and AC voltage model.

### 4.3.1 Steady-state analysis

The same master-slave control configuration is used in this section as in Section 4.1.4. In addition, in order to make all SAC systems operate with unity power factor, we set
\[
Q_{\text{eq}}^o = 0
\]

Similar to Assumption 4.1.1, to ensure the operating feasibility of the MTDC system, we take the following assumption.

**Assumption 4.3.1.** Consider the MTDC system described by (3.20), (3.28), (4.94) and (4.92). For the prescribed references $v_{g1}^o$, $Q_{\text{eq}}^o$, $P_{\text{eq}}^o$, $Q_{\text{eq}}^o$, $v_{sw,j,\{dq\}}^0$, there exist equilibrium values for the state variables such that
\[
0 = -\frac{R_{g1}}{L_{g1}}\bar{i}_{g,d} + \omega_{g1}\bar{i}_{g,q} + \frac{v_{sg,d}}{L_{g1}} - \frac{\bar{u}_{sg}}{2L_{g1}}\bar{m}_{g,d}
\]
\[
0 = -\frac{R_{g1}}{L_{g1}}\bar{i}_{g,q} - \omega_{g1}\bar{i}_{g,d} + \frac{v_{sq,q}}{L_{g1}} - \frac{\bar{u}_{sq}}{2L_{g1}}\bar{m}_{g,q}
\]
\[
0 = \frac{R_{w,j}}{L_{w,j}}\bar{i}_{w,j,d} + \omega_{w,j}\bar{i}_{w,j,q} + \frac{v_{sw,j,d}}{L_{w,j}} - \frac{\bar{u}_{sw,j}}{2L_{w,j}}\bar{m}_{w,j,d}
\]
\[
0 = -\frac{R_{w,j}}{L_{w,j}}\bar{i}_{w,j,q} - \omega_{w,j}\bar{i}_{w,j,d} + \frac{v_{sw,j,q}}{L_{w,j}} - \frac{\bar{u}_{sw,j}}{2L_{w,j}}\bar{m}_{w,j,q}
\]
\[
0 = \omega_{w,j}\bar{v}_{sw,j,q} + \frac{1}{C_{fw,j}}(I_{w,j,d} - \bar{i}_{w,j,d} - \frac{\bar{v}_{sw,j,d}}{R_{fw,j}})
\]
\[
0 = -\omega_{w,j}\bar{v}_{sw,j,d} + \frac{1}{C_{fw,j}}(I_{w,j,q} - \bar{i}_{w,j,q} - \frac{\bar{v}_{sw,j,q}}{R_{fw,j}})
\]
\[
0 = A_p\bar{z} + \bar{\theta}_p
\]
Consider the MTDC system described by Assumption 4.3.2. Here, we make the following assumption on the equilibrium point.

Let 

\[
\bar{v}_{sw,dq} = v_{sw,dq}^0
\]

Under Assumption 4.3.1, the steady-state values of \(i_{w,j,dq}\) and the control variables are deduced as

\[
\begin{align*}
\bar{i}_{w,j,d} &= I_{w,j,d} + C_{fwj} \omega_{wj} v_{sw,j,d}^0 - \frac{v_{sw,j,d}^0}{R_{fwj}} \\
\bar{i}_{w,j,q} &= I_{w,j,q} - C_{fwj} \omega_{wj} v_{sw,j,d}^0 - \frac{v_{sw,j,q}^0}{R_{fwj}}
\end{align*}
\]  
(4.97)

and

\[
\begin{align*}
\bar{m}_{g,i,d} &= \frac{2}{u_{cg,i}} \left( -R_{gi} \bar{i}_{g,i,d} + L_{gi} \omega_{gi} \bar{i}_{g,i,q} + v_{sg,i,d} \right) \\
\bar{m}_{g,i,q} &= \frac{2}{u_{cg,i}} \left( -R_{gi} \bar{i}_{g,i,q} - L_{gi} \omega_{gi} \bar{i}_{g,i,d} + v_{sg,i,q} \right) \\
\bar{m}_{w,j,d} &= \frac{2}{u_{cw,j}} \left( -R_{w,j} \bar{i}_{w,j,d} + L_{w,j} \omega_{wj} \bar{i}_{w,j,q} + v_{sw,j,d} \right) \\
\bar{m}_{w,j,q} &= \frac{2}{u_{cw,j}} \left( -R_{w,j} \bar{i}_{w,j,q} - L_{w,j} \omega_{wj} \bar{i}_{w,j,d} + v_{sw,j,q} \right)
\end{align*}
\]  
(4.98)

Substituting (4.97) and (4.98) into (4.96), we find that the DC grid in steady state satisfies

\[
\begin{align*}
(v_{sg,i} \bar{i}_{g,i,d} + v_{sg,i} \bar{i}_{g,i,q}) - R_{gi} (\bar{i}_{g,i,d}^2 + \bar{i}_{g,i,q}^2) + \frac{2}{3} [H(i,:) \bar{\bar{v}}_{cg,i} - \bar{\bar{u}}_{cg,i}^2 R_{eq,i,g}] &= 0 \\
(v_{sw,j,d} \bar{i}_{w,j,d} + v_{sw,j,q} \bar{i}_{w,j,q}) - R_{w,j} (\bar{i}_{w,j,d}^2 + \bar{i}_{w,j,q}^2) + \frac{2}{3} [H(N + M + h,:) \bar{\bar{v}}_{cw,j} - \bar{\bar{u}}_{cw,j}^2 R_{eq,i,w}] &= 0 \\
H(N + M + h,:) \bar{\bar{v}}_{c} &= 0 \\
H(:,k)\bar{\bar{u}}_{c} &= 0
\end{align*}
\]  
(4.99)

Note that the above expression (4.99) contains several quadratic terms. It implies that the MTDC system has more than one equilibrium point that corresponds to the prescribed references [Lee 2003, Zonetti 2014]. But, not all of these equilibrium points are achievable. As presented in [Lee 2003], there are two possible steady-state values for the \(d\)-axis current. However, the larger one is physically impossible, making the converter operate beyond its ability. The choice of the reasonable equilibrium point is determined by the system physical characteristics, the feasibility of the modulation technique (see (3.21) and (3.30)), etc. But this issue is beyond the scope of this thesis. Here, we make the following assumption on the equilibrium point.

**Assumption 4.3.2.** Consider the MTDC system described by (3.20), (3.28), (4.94) and (4.92). For the prescribed references \(v_{eq}^0, Q_{g1}^o, P_{g1}, Q_{g2}^o, v_{sw,j,dq}^0\), for every state variable, only one steady-state value exists in their respective domain of interest defined in Section 3.4.4.
4.3.2 Passive system

Let \( \tilde{\cdot} = (\cdot) - \bar{\cdot} \) denote the error between the variable \((\cdot)\) and its steady-state value. By considering the steady-state condition (4.96), \( (\cdot) \) satisfies the differential equations

\[
\begin{align*}
\dot{\bar{g}}_d & = - \frac{R_g}{L_g} \bar{g}_d + \omega_g \bar{g}_d - \frac{1}{2L_g} (\bar{m}_g d \bar{u}_{cg} + \bar{m}_g d u_{cg}) \\
\dot{\bar{g}}_q & = - \frac{R_g}{L_g} \bar{g}_q - \omega_g \bar{g}_q - \frac{1}{2L_g} (\bar{m}_g q \bar{u}_{cq} + \bar{m}_g q u_{cq}) \\
\dot{i}_{w_j} & = - \frac{R_{w_{ij}}}{L_{w_j}} i_{w_j} + \omega_{w_j} i_{w_j} + \frac{v_{sw_{j,d}}}{L_{w_j}} - \frac{1}{2L_{w_j}} (\bar{m}_{w_{j,d}} \bar{u}_{cw_{j}} + \bar{m}_{w_{j,d}} u_{cw_{j}}) \\
\dot{i}_{w_j} & = - \frac{R_{w_{ij}}}{L_{w_j}} i_{w_j} + \omega_{w_j} i_{w_j} + \frac{v_{sw_{j,q}}}{L_{w_j}} - \frac{1}{2L_{w_j}} (\bar{m}_{w_{j,q}} \bar{u}_{cw_{j}} + \bar{m}_{w_{j,q}} u_{cw_{j}}) \\
\dot{v}_{sw_{j,d}} & = \omega_{w_j} \bar{v}_{sw_{j,d}} - \frac{1}{C_{f_{w_j}}} \left( i_{w_j} + \frac{v_{sw_{j,d}}}{R_{f_{w_j}}} \right) \\
\dot{v}_{sw_{j,q}} & = - \omega_{w_j} \bar{v}_{sw_{j,q}} - \frac{1}{C_{f_{w_j}}} \left( i_{w_j} + \frac{v_{sw_{j,q}}}{R_{f_{w_j}}} \right) \\
\ddot{z} & = A_p \ddot{z} + \ddot{\vartheta}_p
\end{align*}
\]  

where \( \ddot{\vartheta}_p \) is given by

\[
\begin{align*}
\dot{\vartheta}_p(i) & = \frac{3}{4C_{g_i}} (\bar{m}_{g_i} d \bar{u}_{g_i} + \bar{m}_{g_i} d \bar{g}_d + \bar{m}_{g_i} q \bar{u}_{g_q} + \bar{m}_{g_i} q \bar{g}_q), & i \in N \\
\dot{\vartheta}_p(N + j) & = \frac{3}{4C_{w_j}} (\bar{m}_{w_{j,d}} \bar{u}_{w_{j,d}} + \bar{m}_{w_{j,d}} i_{w_{j,d}} + \bar{m}_{w_{j,q}} \bar{u}_{w_{j,q}} + \bar{m}_{w_{j,q}} i_{w_{j,q}}), & j \in M \\
\dot{\vartheta}_p(N + M + h) & = 0, & h \in P \\
\dot{\vartheta}_p(N + M + P + k) & = 0, & k \in L
\end{align*}
\]

In addition, setting \( \bar{m}_{g_i,d} = \bar{m}_{w_{j,d}} = 0 \), we get the unforced system of (4.100) as

\[
\begin{align*}
\dot{\bar{g}}_d & = - \frac{R_g}{L_g} \bar{g}_d + \omega_g \bar{g}_d - \frac{1}{2L_g} \bar{m}_g d \bar{u}_{cg} \\
\dot{\bar{g}}_q & = - \frac{R_g}{L_g} \bar{g}_q - \omega_g \bar{g}_q - \frac{1}{2L_g} \bar{m}_g q \bar{u}_{cq} \\
\dot{i}_{w_j} & = - \frac{R_{w_{ij}}}{L_{w_j}} i_{w_j} + \omega_{w_j} i_{w_j} + \frac{v_{sw_{j,d}}}{L_{w_j}} - \frac{1}{2L_{w_j}} \bar{m}_{w_{j,d}} \bar{u}_{cw_{j}} \\
\dot{i}_{w_j} & = - \frac{R_{w_{ij}}}{L_{w_j}} i_{w_j} + \omega_{w_j} i_{w_j} + \frac{v_{sw_{j,q}}}{L_{w_j}} - \frac{1}{2L_{w_j}} \bar{m}_{w_{j,q}} \bar{u}_{cw_{j}} \\
\dot{v}_{sw_{j,d}} & = \omega_{w_j} \bar{v}_{sw_{j,d}} - \frac{1}{C_{f_{w_j}}} \left( i_{w_j} + \frac{v_{sw_{j,d}}}{R_{f_{w_j}}} \right) \\
\dot{v}_{sw_{j,q}} & = - \omega_{w_j} \bar{v}_{sw_{j,q}} - \frac{1}{C_{f_{w_j}}} \left( i_{w_j} + \frac{v_{sw_{j,q}}}{R_{f_{w_j}}} \right) \\
\ddot{z} & = A_p \ddot{z} + \ddot{\vartheta}_p
\end{align*}
\]
where \( \tilde{\vartheta}_p \) is expressed as

\[
\begin{cases}
\tilde{\vartheta}_p(i) = \frac{3}{4C_{g_i}}(\tilde{m}_{g_i} \tilde{g}_{i,g} + \tilde{m}_{g_i} \tilde{g}_{i,q}), & i \in N \\
\tilde{\vartheta}_p(N + j) = \frac{3}{4C_{w_{j}}}(\tilde{m}_{w_{j}} \tilde{w}_{j,d} + \tilde{m}_{w_{j}} \tilde{w}_{j,q}), & j \in M \\
\tilde{\vartheta}_p(N + M + h) = \tilde{\vartheta}_p(N + M + P + k) = 0, & h \in P, \ k \in L
\end{cases}
\]

Take

\[
\begin{align*}
V &= \frac{1}{2} \sum_{i=1}^{N} L_{g_i}[(\tilde{g}_{i,d})^2 + (\tilde{g}_{i,q})^2] + \frac{1}{2} \sum_{j=1}^{M} L_{w_{j}}[(\tilde{w}_{j,d})^2 + (\tilde{w}_{j,q})^2] \\
&+ \frac{1}{2} \sum_{j=1}^{M} C_{f w_{j}}[(\tilde{v}_{sw_{j,d}})^2 + (\tilde{v}_{sw_{j,q}})^2] + \frac{1}{2} \cdot \frac{2}{3} \tilde{z}^T \Lambda \tilde{z}
\end{align*}
\]

as a storage function candidate with

\[
\Lambda = \begin{bmatrix} C & 0 \cr 0_{L \times (N+M+P)} & L \end{bmatrix}
\]

The function \( V \) is positive definite and its derivative along the trajectories of (4.100) satisfies

\[
\begin{align*}
\dot{V} &= - \sum_{i=1}^{N} R_{g_i}[(\tilde{g}_{i,d})^2 + (\tilde{g}_{i,q})^2] - \sum_{j=1}^{M} R_{w_{j}}[(\tilde{w}_{j,d})^2 + (\tilde{w}_{j,q})^2] \\
&- \frac{2}{3} \sum_{i=1}^{N} R_{cg_{i},g_{i}} - \frac{2}{3} \sum_{j=1}^{M} R_{cg_{j},w_{j}} \\
&- \frac{2}{3} \sum_{j=1}^{M} R_{cg_{j},w_{j}}[(\tilde{v}_{sw_{j,d}})^2 + (\tilde{v}_{sw_{j,q}})^2] - \frac{2}{3} \sum_{k=1}^{L} R_{c_{k}}[(\tilde{c}_{k})^2] \\
&+ \frac{1}{2} \sum_{i=1}^{N} [\tilde{m}_{g_i,d}(\tilde{u}_{cg_i,i_{g_{i,d}}} - \tilde{u}_{cg_{i},i_{g_{i,d}}}) + \tilde{m}_{g_i,q}(\tilde{u}_{cg_i,i_{g_{i,q}}} - \tilde{u}_{cg_{i},i_{g_{i,q}}})] \\
&+ \frac{1}{2} \sum_{j=1}^{M} [\tilde{m}_{w_{j,d}}(\tilde{u}_{cw_{j},i_{w_{j,d}}} - \tilde{u}_{cw_{j},i_{w_{j,d}}}) + \tilde{m}_{w_{j,q}}(\tilde{u}_{cw_{j},i_{w_{j,q}}} - \tilde{u}_{cw_{j},i_{w_{j,q}}})]
\end{align*}
\]

Taking the output vector \( y_p \) as

\[
\begin{align*}
y_p &= \begin{bmatrix} y_{pg} & y_{pwl} \end{bmatrix}^T \in \mathbb{R}^{2N+2M} \\
y_{pg} &= \begin{bmatrix} y_{pg_{1d}} & y_{pg_{1q}} & \cdots & y_{pg_{N_{d}}} & y_{pg_{N_{q}}} \end{bmatrix}^T \in \mathbb{R}^{2N} \\
y_{pwl} &= \begin{bmatrix} y_{pwl_{1d}} & y_{pwl_{1q}} & \cdots & y_{pwl_{M_{d}}} & y_{pwl_{M_{q}}} \end{bmatrix}^T \in \mathbb{R}^{2M} \\
y_{pg_{d}} &= \frac{1}{2}(\tilde{u}_{cg_{i},i_{g_{i,d}}} - u_{cg_{i},i_{g_{i,d}}}); \ y_{pg_{q}} = \frac{1}{2}(\tilde{u}_{cg_{i},i_{g_{i,q}}} - u_{cg_{i},i_{g_{i,q}}}) \\
y_{pwl_{d}} &= \frac{1}{2}(\tilde{u}_{cw_{j},i_{w_{j,d}}} - u_{cw_{j},i_{w_{j,d}}}); \ y_{pwl_{q}} = \frac{1}{2}(\tilde{u}_{cw_{j},i_{w_{j,q}}} - u_{cw_{j},i_{w_{j,q}}})
\end{align*}
\]

\( \dot{V} \) then satisfies

\[
\dot{V} = L_f V + L_g u \leq y_p^T u
\]
with
\[
L_g V = y_p^T \\
L_f V = -\sum_{i=1}^N R_{g_i} [(\tilde{i}_{g_i,d})^2 + (\tilde{i}_{g_i,q})^2] - \sum_{j=1}^M R_{w_j} [(\tilde{i}_{w_j,d})^2 + (\tilde{i}_{w_j,q})^2] \\
- \frac{2}{3} \sum_{i=1}^N \frac{(\bar{u}_{cg_i})^2}{R_{equi,g_i}} - \frac{2}{3} \sum_{j=1}^M \frac{(\bar{u}_{cw_j})^2}{R_{equi,w_j}} \\
- \frac{1}{3} \sum_{j=1}^M (\tilde{v}_{sw_j,d})^2 + (\tilde{v}_{sw_j,q})^2 - \frac{1}{3} \sum_{k=1}^L R_{c_k} (\tilde{i}_{c_k})^2 \quad (4.106)
\]
\[
u = \begin{bmatrix} u_g \ u_w \end{bmatrix}^T \in \mathbb{R}^{2N+2M} \\
u_g = \begin{bmatrix} m_{g1d} \ m_{g1q} \cdots \ m_{gN_d} \ m_{gN_q} \end{bmatrix}^T \in \mathbb{R}^{2N} \\
u_w = \begin{bmatrix} m_{w1d} \ m_{w1q} \cdots \ m_{wM_d} \ m_{wM_q} \end{bmatrix}^T \in \mathbb{R}^{2M}
\]

It can be seen that the MTDC system has the Kalman-Yacubovich-Popov (KYP) property and it is passive with the passive output vector \( y_p \).

### 4.3.3 Control design

Since the steady-state values of all DC voltages are positive, \( \bar{u}_{c(j)} > 0 \), here we change the output vector to

\[
y = \begin{bmatrix} y_g \ y_w \end{bmatrix}^T \in \mathbb{R}^{2N+2M} \\
y_g = \begin{bmatrix} y_{g1d} \ y_{g1q} \cdots \ y_{gN_d} \ y_{gN_q} \end{bmatrix}^T \in \mathbb{R}^{2N} \\
y_w = \begin{bmatrix} y_{w1d} \ y_{w1q} \cdots \ y_{wM_d} \ y_{wM_q} \end{bmatrix}^T \in \mathbb{R}^{2M} \\
y_{gj,d} = \alpha_{gj,d} u_{cg_i} - \tilde{i}_{gj,d}; \ y_{gj,q} = \alpha_{gj,q} u_{cg_i} - \tilde{i}_{gj,q} \\
y_{wj,d} = \alpha_{wj,d} u_{cw_j} - \tilde{i}_{wj,d}; \ y_{wj,q} = \alpha_{wj,q} u_{cw_j} - \tilde{i}_{wj,q} \\
\alpha_{gj,dq} = \frac{\tilde{i}_{gj,dq}}{\bar{u}_{cg_i}}; \ \alpha_{wj,dq} = \frac{\tilde{i}_{wj,dq}}{\bar{u}_{cw_j}} \quad (4.107)
\]

Comparing \( y_p \) in (4.104) and \( y \) in (4.107), it is easy to find that

\[
y_{gj,d} = \frac{2}{\bar{u}_{cg_i}} y_{gj,dq}; \ y_{wj,d} = \frac{2}{\bar{u}_{cw_j}} y_{wj,dq} \quad (4.108)
\]

Accordingly, the reference of \( y \) is \( y^o = 0_{(2N+2M) \times 1} \). Let us restrict \( y \equiv y^o \) and then, by performing the change of variables

\[
i_{gj,d} = \alpha_{gj,dq} u_{cg_i} - y_{gj,dq}; \ i_{wj,d} = \alpha_{wj,dq} u_{cw_j} - y_{wj,dq} \quad (4.109)
\]

we obtain the following equations

\[
0 = \dot{y}_{gj,d} = a_{1gj} m_{gj,d} + a_{2gj} m_{gj,q} + f_{gj,d} \\
0 = \dot{y}_{gj,q} = a_{3gj} m_{gj,d} + a_{4gj} m_{gj,q} + f_{gj,q} \\
0 = \dot{y}_{wj,d} = a_{1wj} m_{wj,d} + a_{2wj} m_{wj,q} + f_{wj,d} \\
0 = \dot{y}_{wj,q} = a_{3wj} m_{wj,d} + a_{4wj} m_{wj,q} + f_{wj,q} \quad (4.110)
\]
where

\[
\begin{align*}
    a_{1g} &= 3 \frac{\alpha_{g,d}}{4 C_{g_i}} (\alpha_{g,d} u_{g_i} - y_{g_i,d}) + \frac{u_{c,q_i}}{2 L_{g_i}} \\
    a_{2g} &= 3 \frac{\alpha_{g,d}}{4 C_{g_i}} (\alpha_{g,d} u_{g_i} - y_{g_i,q}) \\
    a_{3g} &= 3 \frac{\alpha_{g,q}}{4 C_{g_i}} (\alpha_{g,d} u_{g_i} - y_{g_i,d}) \\
    a_{4g} &= 3 \frac{\alpha_{g,q}}{4 C_{g_i}} (\alpha_{g,q} u_{g_i} - y_{g_i,q}) + \frac{u_{c,q_i}}{2 L_{g_i}} \\
    a_{1w_j} &= 3 \frac{\alpha_{w_j,d}}{4 C_{w_j}} (\alpha_{w_j,d} u_{w_j} - y_{w_j,d}) + \frac{u_{c,w_j}}{2 L_{w_j}} \\
    a_{2w_j} &= 3 \frac{\alpha_{w_j,q}}{4 C_{w_j}} (\alpha_{w_j,q} u_{w_j} - y_{w_j,q}) \\
    a_{3w_j} &= 3 \frac{\alpha_{w_j,q}}{4 C_{w_j}} (\alpha_{w_j,q} u_{w_j} - y_{w_j,q}) + \frac{u_{c,w_j}}{2 L_{w_j}} \\
    \end{align*}
\]

\[(4.111)\]

\[
\begin{align*}
    f_{g,d} &= \frac{\alpha_{g,d}}{C_{g_i}} [- u_{c,g_i} + H(i,:)i_c] + \frac{R_{g_i}}{L_{g_i}} (\alpha_{g,d} u_{g_i} - y_{g_i,d}) \\
    &- \omega_{g_i} (\alpha_{g,d} u_{g_i} - y_{g_i,q}) - \frac{v_{sg,d}}{L_{g_i}} \\
    f_{g,q} &= \frac{\alpha_{g,q}}{C_{g_i}} [- u_{c,g_i} + H(i,:)i_c] + \frac{R_{g_i}}{L_{g_i}} (\alpha_{g,q} u_{g_i} - y_{g_i,q}) \\
    &+ \omega_{g_i} (\alpha_{g,q} u_{g_i} - y_{g_i,q}) - \frac{v_{sg,q}}{L_{g_i}} \\
    f_{w_j,d} &= \frac{\alpha_{w_j,d}}{C_{w_j}} [- u_{c,w_j} + H(N + j,:)i_c] + \frac{R_{w_j}}{L_{w_j}} (\alpha_{w_j,d} u_{w_j} - y_{w_j,d}) \\
    &- \omega_{w_j} (\alpha_{w_j,q} u_{w_j} - y_{w_j,q}) - \frac{v_{sw_j,d}}{L_{w_j}} \\
    f_{w_j,q} &= \frac{\alpha_{w_j,q}}{C_{w_j}} [- u_{c,w_j} + H(N + j,:)i_c] + \frac{R_{w_j}}{L_{w_j}} (\alpha_{w_j,q} u_{w_j} - y_{w_j,q}) \\
    &+ \omega_{w_j} (\alpha_{w_j,q} u_{w_j} - y_{w_j,q}) - \frac{v_{sw_j,q}}{L_{w_j}} 
\end{align*}
\]

Let us denote

\[
E_{g_i} = \begin{bmatrix} a_{1g} & a_{2g} \\ a_{3g} & a_{4g} \end{bmatrix} ; \quad E_{w_j} = \begin{bmatrix} a_{1w_j} & a_{2w_j} \\ a_{3w_j} & a_{4w_j} \end{bmatrix} ;
\]

\[(4.112)\]

**Lemma 4.3.3.** The decoupling matrices $E_{g_i}$ and $E_{w_j}$ are nonsingular at $y_{g_i,d} = y_{g_i,q} = 0$ and $y_{w_j,d} = y_{w_j,q} = 0$.

**Proof.** The determinants of $E_{g_i}$ and $E_{w_j}$ are equal to

\[
\begin{align*}
    \Delta_{g_i} &= \det(E_{g_i}) = \frac{u_{c,g_i}}{2 L_{g_i}} + 3 \frac{\alpha_{g,d}}{4 C_{g_i}} (\alpha_{g,d} u_{g_i} - y_{g_i,d}) + \frac{3 \alpha_{g,q}}{4 C_{g_i}} (\alpha_{g,q} u_{g_i} - y_{g_i,q}) \\
    \Delta_{w_j} &= \det(E_{w_j}) = \frac{u_{c,w_j}}{2 L_{w_j}} + 3 \frac{\alpha_{w_j,d}}{4 C_{w_j}} (\alpha_{w_j,d} u_{w_j} - y_{w_j,d}) + \frac{3 \alpha_{w_j,q}}{4 C_{w_j}} (\alpha_{w_j,q} u_{w_j} - y_{w_j,q})
\end{align*}
\]
Setting $y_{g,d} = y_{g,q} = 0$ and $y_{w,j} = y_{w,j} = 0$ yields

$$
\Delta g,0 = \Delta g, \left| y_{g,d} = y_{g,q} = 0 \right.
= \frac{u_{cg_i}}{2L_{g_i}} \left[ \frac{u_{cg_i}}{2L_{g_i}} + \frac{3 (\alpha_{g,d})^2}{4 C_{g_i}} u_{cg_i} + \frac{3 (\alpha_{g,q})^2}{4 C_{g_i}} u_{cg_i} \right],
$$

$$
\Delta w,j = \Delta w,j, \left| y_{w,j} = y_{w,j} = 0 \right.
= \frac{u_{cw,j}}{2L_{w,j}} \left[ \frac{u_{cw,j}}{2L_{w,j}} + \frac{3 (\alpha_{w,d})^2}{4 C_{w,j}} u_{cw,j} + \frac{3 (\alpha_{w,q})^2}{4 C_{w,j}} u_{cw,j} \right].
$$

(4.113)

Because $u_{cg_i}$ and $u_{cw,j}$ are positive, $\Delta g,0 \neq 0$ and $\Delta w,j \neq 0$ are always positive.

Since $\Delta g, (\Delta w,j)$ are continuously differentiable for $(\alpha_{g,d}, \alpha_{g,q}, y_{g,d}, y_{g,q}) \in \mathbb{B}_{\alpha_{g,d}} \times \mathbb{B}_{\alpha_{g,q}} \times \mathbb{B}_{y_{g,d}} \times \mathbb{B}_{y_{g,q}}$ and $(\alpha_{w,d}, \alpha_{w,q}, y_{w,d}, y_{w,q}) \in \mathbb{B}_{\alpha_{w,d}} \times \mathbb{B}_{\alpha_{w,q}} \times \mathbb{B}_{y_{w,d}} \times \mathbb{B}_{y_{w,q}}$, where these $\mathbb{B}_{(\cdot)} \subset \mathbb{R}$ are open connected sets, based on Lemma 4.3.3, we have the following lemma.

**Lemma 4.3.4.** There exist a series of connected sets $S_{(\cdot)} \subset \mathbb{R}_{(\cdot)}$ such that the decoupling matrices $E_{g_i}$ and $E_{w,j}$ are nonsingular for $(\alpha_{g,d}, \alpha_{g,q}, y_{g,d}, y_{g,q}) \in S_{\alpha_{g,d}} \times S_{\alpha_{g,q}} \times S_{y_{g,d}} \times S_{y_{g,q}}$ and $(\alpha_{w,d}, \alpha_{w,q}, y_{w,d}, y_{w,q}) \in S_{\alpha_{w,d}} \times S_{\alpha_{w,q}} \times S_{y_{w,d}} \times S_{y_{w,q}}$. In addition, $S_{y_{g,d}}$ and $S_{y_{w,d}}$ contain the origin. $S_{\alpha_{g,d}}, S_{\alpha_{g,q}}, S_{\alpha_{w,d}}$ and $S_{\alpha_{w,q}}$ contain $\frac{\tilde{i}_{g,d}}{u_{cg_i}}, \frac{\tilde{i}_{g,q}}{u_{cg_i}}, \frac{\tilde{i}_{w,d}}{u_{cw,j}}$ and $\frac{\tilde{i}_{w,q}}{u_{cw,j}}$, respectively.

Since the solution of the state variables is restricted to (4.110) when the output vector $y$ is identically equal to $y^o$, the control modulation indices must satisfy

$$
m_{g,d} = \frac{1}{\Delta g_i} (a_{g,d} f_{g,d} - a_{2g, f_{g,q}}) \big| y_{g,d} = y_{g,q} = 0
$$

$$
m_{g,q} = \frac{1}{\Delta g_i} (a_{g,q} f_{g,d} - a_{2g, f_{g,q}}) \big| y_{g,d} = y_{g,q} = 0
$$

$$
m_{w,j} = \frac{1}{\Delta w,j} (a_{w,d} f_{w,j} - a_{2w, f_{w,q}}) \big| y_{w,j} = y_{w,j} = 0
$$

$$
m_{w,q} = \frac{1}{\Delta w,j} (a_{w,q} f_{w,j} - a_{2w, f_{w,q}}) \big| y_{w,j} = y_{w,j} = 0
$$

(4.114)

Substituting (4.114) into the MTDC system, the zero dynamics are characterized.
This lemma can be proved using Barbalat’s lemma. Since $\dot{W}$ is non-positive, we then have $W(t) \leq W(t=0)$, which means that all variables $(\cdot)$ in $W$ are bounded.
Based on (4.118), $\tilde{W}$ can be computed, which is composed only of bounded terms. Hence, $\tilde{W}$ is also bounded. As a consequence, $\tilde{W}$ is uniformly continuous in time. Applying Barbalat’s lemma, we have $\tilde{W} \to 0$ in (4.118) as $t \to \infty$, which implies that

$$\begin{align*}
\ddot{u}_{c_{w_j}} &\to 0; \quad \ddot{u}_{c_{g_i}} \to 0; \quad \dot{i}_{c_k} \to 0; \quad \ddot{v}_{sw,jd} \to 0; \quad \ddot{v}_{sw,jq} \to 0 \quad (4.119)
\end{align*}$$

and

$$\begin{align*}
\ddot{u}_{c_{w_j}} &\to 0; \quad \ddot{u}_{c_{g_i}} \to 0; \quad \dot{i}_{c_k} \to 0; \quad \ddot{v}_{sw,jd} \to 0; \quad \ddot{v}_{sw,jq} \to 0 \quad (4.120)
\end{align*}$$

Combining (4.115), (4.119) and (4.120), we can obtain

$$H^T \dot{u}_c \to 0 \quad (4.121)$$

with unknown $\dot{u}_{ct_b}$. Since Lemma 3.4.1 states that $\text{rank}(H) = N + M + P - 1 \geq P$, $\dot{u}_{ct_b} \to 0$ is the only solution of (4.121). As a result, only the trivial solution exists for $\tilde{W} = 0$ and then the lemma is proved.

Based on Lemma 4.3.5, we can also get that only the trivial solution of the unforced system (4.101) can stay in the set \( \{ y = y^0 = 0_{(2N+2M) \times 1} \} \) where $y$ is defined as (4.107). Finally, we can conclude that the error system (4.100) is zero-state observable.

According to Theorem 3.2 in [Byrnes 1991], the control variables $\tilde{m}_{(\cdot)}$ can be developed as

$$\begin{align*}
\begin{bmatrix} \tilde{m}_{g,d} \\ \tilde{m}_{g,q} \end{bmatrix} &= \begin{bmatrix} m_{g,d} \\ m_{g,q} \end{bmatrix} - \begin{bmatrix} \phi_{g,d}(y_{g,d}) \\ \phi_{g,q}(y_{g,q}) \end{bmatrix}; \quad \begin{bmatrix} \tilde{m}_{w,jd} \\ \tilde{m}_{w,jq} \end{bmatrix} = \begin{bmatrix} \phi_{w,jd}(y_{w,jd}) \\ \phi_{w,jq}(y_{w,jq}) \end{bmatrix}
\end{align*} \quad (4.122)$$

where $\phi_{(\cdot)}$ are any smooth functions such that $\phi_{(\cdot)}(0) = 0$ and

- $y_{g,d} \phi_{g,d}(y_{g,d}) > 0; \ y_{g,q} \phi_{g,q}(y_{g,q}) > 0$
- $y_{w,jd} \phi_{w,jd}(y_{w,jd}) > 0; \ y_{w,jq} \phi_{w,jq}(y_{w,jq}) > 0$

for each nonzero $y_{(\cdot)}$. Then, $m_{(\cdot)}$ can be deduced as

$$\begin{align*}
\begin{bmatrix} m_{g,d} \\ m_{g,q} \end{bmatrix} &= \tilde{m}_{g,d} - \phi_{g,d}(y_{g,d}) \quad \begin{bmatrix} m_{w,jd} \\ m_{w,jq} \end{bmatrix} = \tilde{m}_{w,jd} - \phi_{w,jd}(y_{w,jd})
\end{align*} \quad (4.123)$$

In fact, the choice of $\phi_{(\cdot)}$ is free. In this thesis, we choose the easiest way to design the control variable as

$$\begin{align*}
m_{g,d} &= -c_{g,d,0} \cdot y_{g,d} - k_{Ig,d} \cdot \dot{e}_{ly_{g,d}} \\
m_{g,q} &= -c_{g,q,0} \cdot y_{g,q} - k_{Ig,q} \cdot \dot{e}_{ly_{g,q}} \\
m_{w,jd} &= -c_{w,jd,0} \cdot y_{w,jd} - k_{Iw,jd} \cdot \dot{e}_{ly_{w,jd}} \\
m_{w,jq} &= -c_{w,jq,0} \cdot y_{w,jq} - k_{Iw,jq} \cdot \dot{e}_{ly_{w,jq}}
\end{align*} \quad (4.124)$$

with positive control gains $c_{(\cdot)}$ and $k_{I(\cdot)}$ and the integrated tracking errors

$$\begin{align*}
\dot{e}_{ly_{g,d}} &= y_{g,d}; \quad \dot{e}_{ly_{g,q}} = y_{g,q} \\
\dot{e}_{ly_{w,jd}} &= y_{w,jd}; \quad \dot{e}_{ly_{w,jq}} = y_{w,jq}
\end{align*}$$
4.3.4 Control of zero dynamics

Substituting (4.109) and the control algorithm (4.124) into (4.92) and (4.94), the dynamics of the DC grid and the AC voltages $v_{sw,j,dq}$ will be governed by the zero dynamics (4.115) if $y_{gi,dq}$ and $y_{wi,dq}$ exactly converge to zero (or if $\frac{i_{gi,dq}}{u_{cg_i}}$ and $\frac{i_{wi,dq}}{u_{cw_j}}$ perfectly follow $\alpha_{gi,dq}$ and $\alpha_{wi,dq}$, respectively). Therefore, by controlling the output variable at zero, we can indirectly drive $u_{cg_1}$, $i_{gi,d}$, $i_{gi,q}$ and the AC voltage $v_{sw,j,dq}$ to the prescribed references $(\cdot)^o$ given by (4.57). From Assumption 4.3.1, we get $i_{gq} = 0$ and hence $\alpha_{gq} = \frac{i_{gq}}{u_{cg_i}} = 0$ can be directly obtained. However, there is still a need to deduce $\alpha_{gd}$ and $\alpha_{wd}$ by solving (4.96). Due to the uncertainties on the system parameters or unmodeled elements in the power system, it is usually difficult to get the accurate values of $\alpha_{gd}$ and $\alpha_{wd}$ and then steady-state errors may exist. Furthermore, the convergence rate of the uncontrolled zero dynamics totally depends on the system inherent characteristics, which would be very slow. Therefore, we expect to regulate the behaviors of the states of the zero dynamics and to achieve good tracking performance, i.e. to make $u_{cg_1}$, $i_{gd}$, $i_{gq}$ and the AC voltage $v_{sw,j,dq}$ follow their respective prescribed values $(\cdot)^o$ by designing $\alpha_{gd}$ and $\alpha_{wd}$. In the following part, we consider the case that $i_{gd} \neq 0$. If $P_{gq}$ are set to zero for some SAC terminals, then the corresponding $\alpha_{gd} = \frac{i_{gd}}{u_{cg_i}} = \frac{2P_{gq}}{3u_{cg_i}v_{sgd}} = 0$ can be directly deduced without further design.

As mentioned in the previous section, the control goal is to make $u_{cg_1}$, $i_{gd}$, $i_{gq}$ and $v_{sw,j,dq}$ track their respective references. Thus, we substitute $\alpha_{gq} = 0$, the change of the variables $i_{gd} = \alpha_{gd}u_{cg_i}$ and $\frac{di_{gd}}{dt} = \alpha_{gd} \frac{du_{cg_i}}{dt}$ into the zero
dynamics (4.115) and then obtain the following transformed zero dynamics

\[
\frac{dv_{swjd}}{dt} = \omega_{w_j}v_{swjd} + \frac{1}{C_{fwj}}(I_{wjd} - \alpha_{wjd}u_{cwj} - \frac{v_{swjd}}{R_{fwj}})
\]

\[
\frac{dv_{swjd}}{dt} = -\omega_{w_j}v_{swjd} + \frac{1}{C_{fwj}}(I_{wjd} - \alpha_{wjd}u_{cwj} - \frac{v_{swjd}}{R_{fwj}})
\]

\[
C_{gi} \frac{du_{ci}}{dt} = -\frac{2L_{gi}}{2L_{gi} + 3(\alpha_{gi}^*)^2} \left\{ \left[ -\frac{u_{ci}}{R_{equi,gi}} + H(1,:)i_c \right] \right. \\
- \left. \frac{3}{2} R_{gi} u_{ci} (\alpha_{gi}^*)^2 - v_{sgjd} \alpha_{gi}^* \right\}
\]

\[
C_{gp} \frac{du_{ci}}{dt} = -\frac{2L_{gp}}{2L_{gp} + 3(\alpha_{gp}^*)^2} \left\{ \left[ -\frac{u_{ci}}{R_{equi,gi}} + \alpha_{gp}^*H(1,:)i_c \right] \right. \\
- \left. \frac{3}{2} R_{gp} u_{ci} (\alpha_{gp}^*)^2 - \alpha_{gp}^* (v_{sgjd} \alpha_{gp}^*) \right\}
\]

\[
C_{w} \frac{du_{cw}}{dt} = -\frac{2L_{w}}{2L_{w} + 3(\alpha_{w}^*)^2 + (\alpha_{w}^*)^2} \left\{ \left[ -\frac{u_{cw}}{R_{equi,w}} + H(N + j,:)i_c \right] \right. \\
- \left. \frac{3}{2} (v_{swjd} \alpha_{w}^* + v_{swdq} \alpha_{w}^*) \right\}
\]

Now, the transformed zero dynamics (4.125) is considered as a new system where \(\alpha_{g,d}\) and \(\alpha_{wjd}\) are replaced by \(\alpha_{gjd}^*\) and \(\alpha_{wjd,q}^*\) to emphasize that they are considered as control inputs. It can be seen that the number of control variables \((\alpha_{gjd}^* \text{ and } \alpha_{wjd,q}^*)\) equals the number of controlled variables \((u_{cg1}, i_{gjd} \text{ and } v_{swjd,dq})\) and moreover, \(\alpha_{wjd,q}^*\) are directly collocated with \(v_{swjd,dq}\). We can use two steps to design the control variables.

### 4.3.1 Step 1: design of \(\alpha_{wjd,q}^*\)

We first design \(\alpha_{wjd,q}^*\) to regulate \(v_{swjd,dq}\) while \(\alpha_{gjd}^*\) are considered equal to the steady-state values \(\bar{\alpha}_{gjd} = \frac{i_{gjd}}{u_{cg1}}\).

#### Feedback linearization control

Here, the input-output feedback linearization method is applied to design \(\alpha_{wjd,q}^*\). It is natural to choose the output

\[
y_w = \begin{bmatrix} y_{w1} & \cdots & y_{wm} \end{bmatrix}^T
\]

\[
y_{wj} = \begin{bmatrix} v_{swjd} & v_{swdq} \end{bmatrix}^T
\]

(4.126)
Then, following the input-output feedback linearization procedure, the control law for \( \alpha_{w_j,dq}^* \) is deduced as

\[
\alpha_{w_j,dq}^* = \frac{1}{u_{cw_j}} \left[ I_{w_j} - \frac{v_{sw_{j,dq}}}{R_{fw_j}} + C_{fw_j} \omega_{w_j} v_{sw_{j,q}} - C_{fw_j} v_{\alpha_{w_j,dq}} \right] \tag{4.127}
\]

where

\[
\begin{align*}
\dot{e}_{I\alpha_{w_j,dq}} &= e_{v_{sw_{j,dq}}} \\
\dot{v}_{\alpha_{w_j,dq}} &= -c_{\alpha_{w_j,dq}} \cdot e_{v_{sw_{j,dq}}} - k_{I\alpha_{w_j,dq}} \cdot e_{I\alpha_{w_j,dq}} \\
\dot{e}_{I\alpha_{w_j,q}} &= e_{v_{sw_{j,q}}} \\
\dot{v}_{\alpha_{w_j,q}} &= -c_{\alpha_{w_j,q}} \cdot e_{v_{sw_{j,q}}} - k_{I\alpha_{w_j,q}} \cdot e_{I\alpha_{w_j,q}}
\end{align*}
\]

with positive control gains \( c_{\alpha_{w_j,dq}} \) and \( k_{I\alpha_{w_j,dq}} \).

If the tracking errors \( e_{v_{sw_{j,dq}}} \) approach zero, we then take \( \alpha_{w_j,dq}^* = \tilde{\alpha}_{w_j,dq}^* \) where

\[
\tilde{\alpha}_{w_j,dq}^* = \frac{1}{u_{cw_j}} \left[ I_{w_j} - \frac{v_{sw_{j,dq}}^o}{R_{fw_j}} + C_{fw_j} \omega_{w_j} v_{sw_{j,q}}^o + k_{I\alpha_{w_j,dq}} e_{I\alpha_{w_j,dq}} \right] \tag{4.128}
\]

which are calculated by restricting \( v_{sw_{j,dq}} = v_{sw_{j,dq}}^o \) and

\[
0 = \omega_{w_j} v_{sw_{j,q}}^o + \frac{1}{C_{fw_j}} (I_{w_j} - \tilde{\alpha}_{w_j,q} u_{cw_j} - \frac{v_{sw_{j,dq}}^o}{R_{fw_j}})
\]

\[
0 = -\omega_{w_j} v_{sw_{j,dq}}^o + \frac{1}{C_{fw_j}} (I_{w_j} - \tilde{\alpha}_{w_j,q} u_{cw_j} - \frac{v_{sw_{j,q}}^o}{R_{fw_j}})
\]

Recall that the steady-state values of \( \tilde{\alpha}_{w_j,dq}^* \) satisfy

\[
\begin{align*}
\tilde{\alpha}_{w_j,dq} &= \frac{\tilde{I}_{w_j,dq}}{u_{cw_j}} = \frac{1}{u_{cw_j}} \left[ I_{w_j} - \frac{\tilde{v}_{sw_{j,dq}}}{R_{fw_j}} + C_{fw_j} \omega_{w_j} v_{sw_{j,q}}^o + k_{I\alpha_{w_j,dq}} e_{I\alpha_{w_j,dq}} \right] \\
\tilde{\alpha}_{w_j,q} &= \frac{\tilde{I}_{w_j,q}}{u_{cw_j}} = \frac{1}{u_{cw_j}} \left[ I_{w_j} - \frac{\tilde{v}_{sw_{j,q}}}{R_{fw_j}} - C_{fw_j} \omega_{w_j} v_{sw_{j,dq}}^o + k_{I\alpha_{w_j,q}} e_{I\alpha_{w_j,q}} \right]
\end{align*}
\]

and hence, \( \tilde{\alpha}_{w_j,dq}^* \) can be rewritten as

\[
\begin{align*}
\tilde{\alpha}_{w_j,dq}^* &= \frac{1}{u_{cw_j}} \tilde{I}_{w_j,dq} \\
\tilde{\alpha}_{w_j,q}^* &= \frac{1}{u_{cw_j}} \tilde{I}_{w_j,q}
\end{align*}
\]

(4.129)

In addition, we can also obtain

\[
\begin{align*}
\frac{\partial \tilde{\alpha}_{w_j,dq}^*}{\partial u_{cw_j}} &= -\frac{1}{u_{cw_j}} \tilde{I}_{w_j,dq} \\
\frac{\partial \tilde{\alpha}_{w_j,q}^*}{\partial u_{cw_j}} &= -\frac{1}{u_{cw_j}} \tilde{I}_{w_j,q}
\end{align*}
\]

(4.130)
Then, the zero dynamics of the system (4.125) are characterized by

\[
C_{g1} \frac{du_{c1}}{dt} = \frac{1}{2L_{g1}} \left\{ \left[ -\frac{u_{c1}}{R_{\text{equi},g1}} + H(1,:)i_c \right] - \frac{3}{2} [R_{g1} u_{c1} (\alpha_{g1})^2 - v_{sg1} \alpha_{g1}^*] \right\}
\]

\[
C_{g\rho} \frac{dg_{\rho}}{dt} = \frac{1}{2L_{g\rho}} + \frac{3}{4}(\alpha_{g\rho}^*)^2 \left\{ \left[ -\frac{i_{g\rho}}{R_{\text{equi},g\rho}} + \alpha_{g\rho}^*H(\rho,:)i_c \right] - \frac{3}{2} [R_{g\rho} i_{g\rho} (\alpha_{g\rho})^2 - \alpha_{g\rho}^* (v_{sg\rho} \alpha_{g\rho}^*)] \right\}
\]

\[
C_{w_j} \frac{du_{cw_j}}{dt} = \frac{1}{2L_{w_j}} \left\{ \left[ -\frac{u_{cw_j}}{R_{\text{equi},w_j}} + H(N + j,:)i_c \right] - \frac{3}{2} [R_{w_j} u_{cw_j} (\alpha_{w_j})^2 + (\tilde{\alpha}_{w_j})^2] - \frac{3}{2} (v_{sw_j} \tilde{\alpha}_{w_j} + v_{sw_j} q \tilde{\alpha}_{w_j}) \right\}
\]

\[
C_{th} \frac{du_{c_h}}{dt} = H(N + M + h,:)i_c
\]

\[
L_{ch} \frac{dc_h}{dt} = -R_{ch} i_{c_h} - H(:,k)^T u_c
\]

The stability of the equilibrium point of the zero dynamics (4.131) is verified by linearizing (4.131) around the equilibrium point and we can obtain the following Jacobian matrix

\[
J_1 = \begin{bmatrix}
\Sigma_1 & C^{-1}\Sigma_2 \Sigma_3 H \\
-L^{-1}H^T \Sigma_3^{-1} & -L^{-1}R
\end{bmatrix}
\]

where \( \Sigma_1, \Sigma_2, \Sigma_3 \) are given by

\[
\Sigma_1 = \text{diag}(\sigma_1^1, \ldots, \sigma_{N+M+P}^1)
\]

\[
\Sigma_2 = \text{diag}(\sigma_1^2, \ldots, \sigma_{N+M+P}^2)
\]

\[
\Sigma_3 = \text{diag}(\sigma_1^3, \ldots, \sigma_{L}^3)
\]
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with the elements

\[
\sigma_1^1 = \frac{1}{2L_{g1}} \frac{C_{g1}}{2L_{g1}} + \frac{3}{4} (\alpha_{g1}^{*})^2 \left[ \frac{1}{R_{\text{equi},g1}} + \frac{3}{2} R_{g1}(\alpha_{g1}^{*})^2 \right],
\]

\[
\sigma_\rho^1 = \frac{1}{2L_{g\rho}} \frac{C_{g\rho}}{2L_{g\rho}} + \frac{3}{4} (\alpha_{g\rho}^{*})^2 \left[ \frac{1}{R_{\text{equi},g\rho}} + \frac{3}{2} R_{g\rho}(\alpha_{g\rho}^{*})^2 \right], \quad \rho \in \mathcal{N}_{-1}
\]

\[
\sigma_{N+j}^1 = \frac{1}{2L_{w_j}} \frac{C_{w_j}}{2L_{w_j}} + \frac{3}{4} (\alpha_{w_j}^{*})^2 \left[ \frac{1}{R_{\text{equi},w_j}} + R_{w_j}((\alpha_{w_j})^2 + (\alpha_{w_j})^2) \right]
\]

\[
+ \frac{3}{2} \left( \frac{1}{u_{w_j}} \right)^2 \left[ (v_{sw,j}^q \tilde{\alpha}_{w_j}^q + v_{sw,j}^q \tilde{\alpha}_{w_j}^q) - 2R_{w_j}((\tilde{\alpha}_{w_j})^2 + (\tilde{\alpha}_{w_j})^2) \right], \quad j \in \mathcal{M}
\]

\[
\sigma_{(N+M+h)}^1 = 0.
\]

\[
\sigma_2^1 = \frac{1}{2L_{g1}} \frac{C_{g1}}{2L_{g1}} + \frac{3}{4} (\alpha_{g1}^{*})^2,
\]

\[
\sigma_\rho^2 = \frac{1}{2L_{g\rho}} \frac{C_{g\rho}}{2L_{g\rho}} + \frac{3}{4} (\alpha_{g\rho}^{*})^2, \quad \rho \in \mathcal{N}_{-1}
\]

\[
\sigma_{N+j}^2 = \frac{1}{2L_{w_j}} \frac{C_{w_j}}{2L_{w_j}} + \frac{3}{4} (\alpha_{w_j}^{*})^2 \left[ \frac{1}{R_{\text{equi},w_j}} + R_{w_j}((\alpha_{w_j})^2 + (\alpha_{w_j})^2) \right], \quad j \in \mathcal{M}
\]

\[
\sigma_{(N+M+h)}^2 = 1.
\]

\[
\sigma_3^1 = 1,
\]

\[
\sigma_\rho^3 = \alpha_{g\rho}^{*}, \quad \rho \in \mathcal{N}_{-1}
\]

\[
\sigma_{N+j}^3 = 1, \quad j \in \mathcal{M}
\]

\[
\sigma_{(N+M+h)}^3 = 1, \quad h \in \mathcal{P}
\]

The terms \( R_{w_j}((\tilde{\alpha}_{w_j})^2 + (\tilde{\alpha}_{w_j})^2) \) and \( R_{w_j}((\tilde{\alpha}_{w_j}) + (\tilde{\alpha}_{w_j})) \) represent the losses and the decrease of AC voltage caused by the reactor phases. An optimized HVDC transmission system should have lower losses than AC lines for the same power capacity. The losses in the converter station are only about 0.6% of the transmitted power [ABB 2014]. As a consequence, it is reasonable to consider that

\[
v_{sw,j}^q \tilde{\alpha}_{w_j}^q + v_{sw,j}^q \tilde{\alpha}_{w_j}^q - 2R_{w_j}((\tilde{\alpha}_{w_j})^2 + (\tilde{\alpha}_{w_j})^2) > 0
\]

\[
v_{sw,j}^q + v_{sw,j}^q - 2R_{w_j}((\tilde{\alpha}_{w_j}) + (\tilde{\alpha}_{w_j})) > 0
\]
Lemma 4.3.6. The system described by (4.125) with control variables $\alpha_{w_j, dq}^*$ and output $y_{w_i}$ in (4.126) is minimum phase.

Proof. To demonstrate this lemma, we only need to prove that the Jacobian matrix $J_1$ is Hurwitz. Similar to demonstrate Lemma 4.1.3, we also assume that there exists an eigenvalue of $J_1$ denoted by $\lambda = \alpha + \beta \in \mathbb{C}$ whose real part is non-negative, i.e. $\alpha \geq 0$. By definition of eigenvalues, we have

$$\det(\lambda I - J_1) = \det \left( \begin{bmatrix} \lambda I + \Sigma_1 & -C^{-1} \Sigma_2 \Sigma_3 H \\ L^{-1} H^T \Sigma_3^{-1} & \lambda I + L^{-1} R \end{bmatrix} \right) = 0 \quad (4.132)$$

As described in the demonstration of Lemma 4.1.3 in Section 4.1.4.1, $\Phi_1 \triangleq \lambda I + L^{-1} R = \Lambda_1 + j \Lambda_2$ are positive definite where $\Lambda_{1,2}$ are given by

$$\Lambda_1 = \text{diag}(\alpha + \frac{R_{c1}}{L_{c1}}, \cdots, \alpha + \frac{R_{cL}}{L_{cL}}) \in \mathbb{R}^{L \times L}$$
$$\Lambda_2 = \text{diag}(\beta, \cdots, \beta) \in \mathbb{R}^{L \times L}$$

Therefore, $\det(\lambda I - J_1)$ is equivalent to

$$\det(\lambda I - J_1) = \det(\lambda I + \Sigma_1 + C^{-1} \Sigma_2 \Sigma_3 H \Phi_1^{-1} L^{-1} H^T \Sigma_3^{-1}) \det(\Phi_1) = \det(C^{-1} \Sigma_2 \Sigma_3 \Sigma_3^{-1}) \det(\lambda \Sigma_3^{-1} \Sigma_2^{-1} C \Sigma_3 + \Sigma_3^{-1} \Sigma_2^{-1} C \Sigma_1 \Sigma_3 + H \Phi_1^{-1} L^{-1} H^T) \det(\Phi_1)$$

Since $C$ and $\Sigma_{1,2,3}$ are diagonal, the above expression can be rewritten as

$$\det(\lambda I - J_1) = \det(C^{-1} \Sigma_2) \det(\lambda \Sigma_2^{-1} C + \Sigma_2^{-1} C \Sigma_1 + H \Phi_1^{-1} L^{-1} H^T) \det(\Phi_1)$$

We introduce

$$\Phi_2 = \lambda C \Sigma_2^{-1} + \Sigma_1 C \Sigma_2^{-1} + H \Phi_1^{-1} L^{-1} H^T$$
$$\lambda C \Sigma_2^{-1} + \Sigma_1 C \Sigma_2^{-1} = \Lambda_3 + j \Lambda_4$$
$$\Phi_1^{-1} L^{-1} = (\lambda I + R)^{-1} = \Lambda_5 + j \Lambda_6$$

Recalling the expressions of $C$, $\Sigma_1$ and $\Sigma_2$ ($\Sigma_1$ and $\Sigma_2$ are positive definite), it is evident that $\Lambda_5$ and $\Lambda_3$ are semi-positive definite where $\Lambda_3$ is given by

$$\Lambda_3 = \text{diag}(\sigma_1, \cdots, \sigma_{N+M+P})$$

and $\Lambda_3$ is expressed in (4.68). Now, $\Phi_2$ can be rewritten as

$$\Phi_2 = \Phi_3 + j(\Lambda_4 + (\Sigma_3 H) \Lambda_6 (\Sigma_3 H)^T)$$
$$\Phi_3 = \Lambda_3^\dagger + \Lambda_3^T + H_j H_j^T \quad (4.133)$$
where $\Lambda_3'$ is a diagonal matrix whose first element on the main diagonal is $\sigma_1 > 0$ and all other elements are zero. $\Lambda_3''$ and $H_f$ are given by

$$
\Lambda_3'' = \Lambda_3 - \Lambda_3^1
$$

$$
H_f = H\Lambda_5^2
$$

Let us define

$$
\Phi_4 = \Lambda_3^1 + H_f H_f^T
$$

which is semi-positive definite. Then the determinant of $\Phi_4$ is calculated as

$$
\det(\Phi_4) = \sigma_1 \det(\mathcal{R}(H_f)_1 \mathcal{R}(H_f)_1^T) + \det(H_f H_f^T)
$$

Recall that $\mathcal{R}(H_f)_1$ is the matrix obtained by removing the first row of $H_f$. Since $\Lambda_5^1$ is a full rank matrix, i.e. $\text{rank}(\Lambda_5^1) = L$, then $\text{rank}(H_f H_f^T) = \text{rank}(H_f) = N + M + P - 1$ and as a results, $\det(H_f H_f^T) = 0$. According to Lemma 3.4.2, the rank of $\mathcal{R}(H_f)_1$ is $N + M + P - 1$. Consequently, $\mathcal{R}(H_f)_1 \mathcal{R}(H_f)_1^T$ is invertible and positive definite. Because of the positive $\sigma_1$, we then have

$$
\det(\Phi_4) = \sigma_1 \det(\mathcal{R}(H_f)_1 \mathcal{R}(H_f)_1^T) + \det(H_f H_f^T)
$$

$$
= \sigma_1 \det(\mathcal{R}(H_f)_1 \mathcal{R}(H_f)_1^T) > 0
$$

and hence, the semi-definite matrix $\Phi_4$ must be positive definite. Recalling that $\Phi_3 = \Phi_4 + \Lambda_3''$ as derived from (4.133), $\Phi_3$ is also positive definite (see Lemma 4.1.8). Since the hermitian part of $\Phi_2$, i.e. $\mathcal{H}(\Phi_2)$, is $\Phi_3$ which is positive definite, we get the result that $\Phi_2$ is also positive definite (see Lemma 4.1.7). Therefore, we deduce that

$$
\det(\lambda I - J_1) = \det(\Phi_2)\det(\Phi_1)\det(\Sigma_2^{-1} \Sigma_2) \neq 0
$$

for $\alpha \geq 0$. This leads to a contradiction to (4.132). Thus, we must have that the real part of all eigenvalues of $J_1$ is negative, i.e. $\alpha < 0$. Finally, we prove that $J_1$ is Hurwitz and as a result, the equilibrium point of the zero dynamics is asymptotically stable. The proof is completed. 

\[\square\]

**Adaptive control**

Let us revisit the zero dynamics (4.125) which is a multiple-input and multiple-output (MIMO) system with the control variables $\alpha_{w,j,dq}^*$. In the previous part, by using the feedback linearization technique, $\alpha_{w,j,dq}^*$ is designed as (4.127) which strongly depend on the system parameters, $R_{fw,j}, C_{fw,j}, \omega_j$ and $I_{w,j,dq}$. However, due to the ageing of the facilities, the system parameters are usually slowy varying.
4.3. Passivity-based control

In particular, \( R_{fw,j} \) used to model the losses of the filter is very hard to obtain its exact value. Several studies have been carried out to deal with the uncertainties of the system parameters [Ruan 2007, Hernandez-Gomez 2010, Durran 2004]. In Section 4.2, the sliding mode control method is also applied to make the system more robust. In this part, the adaptive control method is proposed to adjust the system parameters for enhancing the dynamic performance of the system [Narendra 2012].

We recall the dynamics of \( v_{sw,j,dq} \) given by

\[
\begin{align*}
\frac{dv_{sw,j,d}}{dt} &= \omega_{w,j}v_{sw,j,q} + \frac{1}{C_{fw,j}}I_{w,j,d} - \alpha^*_{w,j,d}u_{cw,j} - \frac{v_{sw,j,d}}{R_{fw,j}} - \frac{1}{C_{fw,j}}v_{sw,j,d} - \frac{v_{sw,j,d}}{R_{fw,j}} \\
\frac{dv_{sw,j,q}}{dt} &= -\omega_{w,j}v_{sw,j,q} + \frac{1}{C_{fw,j}}I_{w,j,q} - \alpha^*_{w,j,q}u_{cw,j} - \frac{v_{sw,j,q}}{R_{fw,j}} - \frac{v_{sw,j,q}}{R_{fw,j}}
\end{align*}
\] (4.134)

with the uncertain \( C_{fw,j}, \omega_{w,j}, R_{fw,j} \) and \( I_{w,j,dq} \). Our task here is to design \( \alpha^*_{w,j,dq} \) to make \( v_{sw,j,dq} \) track their respective references \( v_{sw,j,dq}^0 \). Then, the output tracking errors are given by

\[
\begin{align*}
e_{v_{sw,j,d}} &= v_{sw,j,d} - v_{sw,j,d}^0 \\
e_{v_{sw,j,q}} &= v_{sw,j,q} - v_{sw,j,q}^0
\end{align*}
\] (4.135)

Augmenting (4.134) with the integrated output tracking errors

\[
\begin{align*}
\dot{e}_{Iv_{sw,j,d}} &= e_{v_{sw,j,d}} \\
\dot{e}_{Iv_{sw,j,q}} &= e_{v_{sw,j,q}}
\end{align*}
\] (4.136)

results in the following extend open-loop system

\[
\begin{bmatrix}
\dot{e}_{Iv_{sw,j,d}} \\
\dot{e}_{Iv_{sw,j,q}} \\
\dot{e}_{v_{sw,j,d}} \\
\dot{e}_{v_{sw,j,q}}
\end{bmatrix} = \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & -1
\end{bmatrix} \begin{bmatrix}
e_{v_{sw,j,d}} \\
e_{v_{sw,j,q}} \\
v_{sw,j,d} \\
v_{sw,j,q}
\end{bmatrix} + \begin{bmatrix}
0 \\
0 \\
I_{w,j,d} \\
I_{w,j,q}
\end{bmatrix}
\] (4.137)
Let us consider the reference model

\[
\begin{bmatrix}
\dot{e}_{Iw_{sw,j,dm}} \\
\dot{v}_{swj,dm} \\
\dot{e}_{Iw_{sw,j,qm}} \\
\dot{v}_{swj,qm}
\end{bmatrix}
= \begin{bmatrix}
0 & 1 & 0 & 0 \\
-kI_{\alpha_{w,j,d}} & -c_{\alpha_{w,j,d}} & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & -kI_{\alpha_{w,j,q}} & -c_{\alpha_{w,j,q}}
\end{bmatrix}
\begin{bmatrix}
e_{Iw_{sw,j,dm}} \\
v_{swj,dm} \\
e_{Iw_{sw,j,qm}} \\
v_{swj,qm}
\end{bmatrix}
+ A_{m_j}
\begin{bmatrix}
0 \\
c_{\alpha_{w,j,d}}v_{swj,d} \\
0 \\
c_{\alpha_{w,j,q}}v_{swj,q}
\end{bmatrix}
\begin{bmatrix}
-j \varepsilon_\theta \\
0 \\
-j \varepsilon_\theta \\
0
\end{bmatrix}
\]

(4.138)

It is evident that \( A_{m_j} \) is Hurwitz. If all system parameters are known, \( \alpha_{w,j,dq} \) can be developed as

\[
\alpha^*_{w,j,d} = \frac{C_{fw_j}}{u_{cw_j}} \left[ I_{w_{j,d}} - \frac{v_{sw_j,d}}{C_{fw_j} R_{fw_j}} + \omega_{w_j} v_{sw_j,q} + c_{\alpha_{w,j,d}} e_{v_{sw_j,d}} + kI_{\alpha_{w,j,d}} e_{I_{\alpha_{w,j,d}}}, C_{fw_j} \right]
\]

\[
\alpha^*_{w,j,q} = \frac{C_{fw_j}}{u_{cw_j}} \left[ I_{w_{j,q}} - \frac{v_{sw_j,q}}{C_{fw_j} R_{fw_j}} + \omega_{w_j} v_{sw_j,d} + c_{\alpha_{w,j,q}} e_{v_{sw_j,q}} + kI_{\alpha_{w,j,q}} e_{I_{\alpha_{w,j,q}}}, C_{fw_j} \right]
\]

so that the closed-loop of the system (4.137) becomes

\[
\begin{bmatrix}
\dot{e}_{Iw_{sw,j,d}} \\
\dot{v}_{swj,d} \\
\dot{e}_{Iw_{sw,j,q}} \\
\dot{v}_{swj,q}
\end{bmatrix}
= A_{m_j}
\begin{bmatrix}
e_{Iw_{sw,j,d}} \\
v_{swj,d} \\
e_{Iw_{sw,j,q}} \\
v_{swj,q}
\end{bmatrix}
+ A_{m_j}
\begin{bmatrix}
0 \\
c_{\alpha_{w,j,d}}v_{swj,d} \\
0 \\
c_{\alpha_{w,j,q}}v_{swj,q}
\end{bmatrix}
\begin{bmatrix}
-j \varepsilon_\theta \\
0 \\
-j \varepsilon_\theta \\
0
\end{bmatrix}
\]

(4.140)

which exhibits the same behavior as the reference model (4.138). However, in the current study case, since the system parameters are unknown, the controller is designed as

\[
\alpha^*_{w,j,d} = \frac{1}{u_{cw_j}} \left[ \hat{I}_{w_{j,d}} - \frac{v_{sw_j,d}}{R_{fw_j}} + \hat{C}_{fw_j} \hat{\omega}_{w_j} v_{sw_j,q} + \hat{C}_{fw_j} (c_{\alpha_{w,j,d}} e_{v_{sw_j,d}} + kI_{\alpha_{w,j,d}} e_{I_{\alpha_{w,j,d}}}) \right]
\]

\[
\alpha^*_{w,j,q} = \frac{1}{u_{cw_j}} \left[ \hat{I}_{w_{j,q}} - \frac{v_{sw_j,q}}{R_{fw_j}} - \hat{C}_{fw_j} \hat{\omega}_{w_j} v_{sw_j,d} + \hat{C}_{fw_j} (c_{\alpha_{w,j,q}} e_{v_{sw_j,q}} + kI_{\alpha_{w,j,q}} e_{I_{\alpha_{w,j,q}}}) \right]
\]

(4.141)

which is based on the estimate of the parameter \( (\cdot) \) denoted by \( \hat{\cdot} \). Due to the nonlinear terms \( \frac{1}{R_{fw_j}} \) and \( \hat{C}_{fw_j} \hat{\omega}_{w_j} \), the parameter adjustment of the controller (4.141) is a nonlinear parameterized adaptive control problem. For the sake of simplicity, we perform the change of variables

\[
\psi_{1_j} = I_{w_{j,d}}; \quad \psi_{2_j} = I_{w_{j,q}}; \quad \psi_{3_j} = \frac{1}{R_{fw_j}}; \quad \psi_{4_j} = C_{fw_j} \omega_{w_j};
\]

(4.142)
and then, rewrite the controller (4.141) in these new variables as

$$\alpha_{w,j}^* = \frac{1}{u_{cw,j}} [\hat{\psi}_{1,j} - \hat{\psi}_{3,j} v_{sw,j} - \hat{\psi}_{4,j} v_{sw,j} q - \hat{C}_{fw,j} v_{\alpha_{w,j}}]$$

$$\alpha_{w,j}^q = \frac{1}{u_{cw,j}} [\hat{\psi}_{2,j} - \hat{\psi}_{3,j} v_{sw,j} q - \hat{\psi}_{4,j} v_{sw,j} - \hat{C}_{fw,j} v_{\alpha_{w,j}}]$$

Now, the parameter adjustment of the controller becomes a linear parameter adaptive control problem. Substituting (4.143) into the zero dynamics (4.125), we get

$$\begin{bmatrix} \dot{e}_{I_{sw,j}} \\ \dot{e}_{v_{sw,j}} \\ \dot{e}_{I_{sw,j}} \\ \dot{e}_{v_{sw,j}} \end{bmatrix} = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & C_{fw,j} & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & C_{fw,j} \end{bmatrix} \frac{\hat{C}_{fw,j}}{C_{fw,j}} \begin{bmatrix} \dot{e}_{I_{sw,j}} \\ e_{v_{sw,j}} \\ e_{I_{sw,j}} \\ e_{v_{sw,j}} \end{bmatrix} + \begin{bmatrix} \frac{\hat{C}_{fw,j}}{C_{fw,j}} c_{\alpha_{w,j}} v_{\alpha_{w,j}} \\ 0 \\ \frac{\hat{C}_{fw,j}}{C_{fw,j}} c_{\alpha_{w,j}} v_{\alpha_{w,j}} \end{bmatrix} \begin{bmatrix} \hat{\psi}_{1,j} \\ \hat{\psi}_{2,j} \\ \hat{\psi}_{3,j} \\ \hat{\psi}_{4,j} \end{bmatrix}$$

(4.144)

which can be rewritten as

$$\begin{bmatrix} \dot{e}_{I_{sw,j}} \\ \dot{e}_{v_{sw,j}} \\ \dot{e}_{I_{sw,j}} \\ \dot{e}_{v_{sw,j}} \end{bmatrix} = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & C_{fw,j} & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & C_{fw,j} \end{bmatrix} \frac{\hat{C}_{fw,j}}{C_{fw,j}} \begin{bmatrix} \dot{e}_{I_{sw,j}} \\ e_{v_{sw,j}} \\ e_{I_{sw,j}} \\ e_{v_{sw,j}} \end{bmatrix} + \begin{bmatrix} \frac{\hat{C}_{fw,j}}{C_{fw,j}} c_{\alpha_{w,j}} v_{\alpha_{w,j}} \\ 0 \\ \frac{\hat{C}_{fw,j}}{C_{fw,j}} c_{\alpha_{w,j}} v_{\alpha_{w,j}} \end{bmatrix} \begin{bmatrix} \hat{\psi}_{1,j} \\ \hat{\psi}_{2,j} \\ \hat{\psi}_{3,j} \\ \hat{\psi}_{4,j} \end{bmatrix}$$

(4.145)

where \( \hat{\psi}_{(\cdot)} = \psi_{(\cdot)} - \hat{\psi}_{(\cdot)} \) denotes the error between the parameter’s estimated value and its actual value. Although the exact value of \( C_{fw,j} \) is unknown, we can confirm that \( C_{fw,j} \) is positive. The classical adaptive law can be given by

$$\begin{align*}
\hat{C}_{fw,j} &= \text{sgn}(C_{fw,j}) = 1 \\
\psi_{1,j} &= -c_{1,j} e_{v_{sw,j}} \\
\psi_{2,j} &= -c_{2,j} e_{v_{sw,j}} \\
\psi_{3,j} &= c_{3,j} (e_{v_{sw,j}} v_{sw,j} d + e_{v_{sw,j}} v_{sw,j} q) \\
\psi_{4,j} &= c_{4,j} (e_{v_{sw,j}} v_{sw,j} d - e_{v_{sw,j}} v_{sw,j} q)
\end{align*}$$

(4.146)
where the adaptive gains $c_{1,2,3,4}$ are positive. We consider a quadratic positive definite function as

\[
V = \frac{1}{2} C_f w_j (e^2_{v_{swj,d}} + e^2_{v_{swj,q}}) + \frac{1}{2} k_f \alpha_{w_j,d} e^2_{I_{v_{swj,d}}} + \frac{1}{2} k_f \alpha_{w_j,q} e^2_{I_{v_{swj,q}}}
+ \frac{1}{2c_{1_j}} \tilde{\psi}^2_{1_j} + \frac{1}{2c_{2_j}} \tilde{\psi}^2_{2_j} + \frac{1}{2c_{3_j}} \tilde{\psi}^2_{3_j} + \frac{1}{2c_{4_j}} \tilde{\psi}^2_{4_j}
\]  

(4.147)

whose derivative is deduced as

\[
\dot{V} = -c_{\alpha_{w_j,d}} e^2_{v_{swj,d}} - c_{\alpha_{w_j,q}} e^2_{v_{swj,q}} \leq 0
\]  

(4.148)

Since $\dot{V}$ is non-positive, we have $V(t) \leq V(t = 0)$ and hence $e_{v_{swj,dq}}$, $I_{v_{swj,dq}}$ and $\tilde{\psi}_{1,2,3,4}$ are bounded. Furthermore, $\dot{V}$ can be calculated, which contains only bounded terms. Consequently, $\dot{V}$ is also bounded and then $\dot{V}$ is uniformly continuous. Based on Barbalat’s lemma, we get $\dot{V} \rightarrow 0$ as $t \rightarrow \infty$. It reveals that $e_{v_{swj,dq}} \rightarrow 0$ as $t \rightarrow \infty$. Finally, the adaptive controller is developed, which is composed by (4.143) and (4.146).

### 4.3.4.2 Step 2: design of $\alpha^*_g id$

From the previous section, we get that, when $v_{swj,dq}$ converge to $v^*_{swj,dq}$ the system behavior is governed by the zero dynamics (4.131) whose state variables, $u_{cg_1}$, $i_{g_1}$, $u_{cw_1}$, $u_{cl_1}$ and $i_c$, are uncontrolled. Again, we want to regulate these states via $\alpha^*_g id$. In this part, the control algorithm for $\alpha^*_g id$ is based on (4.131) where $\alpha^*_g id$ are considered as control variables and $\bar{\alpha}_{w_j,dq}$ are considered equal to their steady-state values $\bar{\alpha}_{w_j,dq} = \frac{\bar{i}_{w_j,dq}}{\bar{u}_{cw_j}}$.

We first consider using the following simple proportional controllers for $\alpha^*_g id$

\[
\alpha^*_{g1d} = -k_{Pu_{cg_1}} \bar{u}_{cg_1} + \bar{\alpha}_{g1d}
\]
\[
\alpha^*_{g2d} = -k_{Pi_{g2d}} \bar{i}_{g2d} + \bar{\alpha}_{g2d}
\]  

(4.149)

with positive control gains $k_{Pu_{cg_1}}$ and $k_{Pi_{g2d}}$. From (4.149), it can be seen that when $\bar{u}_{cg_1}$ and $\bar{i}_{g2d}$ converge to zero, $\alpha^*_g id$ also converge to their steady-state values.
Substituting (4.149) into (4.131) results in the following closed-loop system

\[
\begin{align*}
C_{g_1} \frac{du_{c_1}}{dt} &= \frac{1}{2L_{g_1}} \left\{ \left[ -\frac{u_{c_1}}{R_{equi,g_1}} + H(1, :)i_c \right] \right. \\
&\quad - \frac{3}{2} \left[ R_{g_1} u_{c_1} (-k p u_{c_1} \tilde{u}_{c_1} + \bar{g}_{g_1} d)^2 - v_{sg_1 d} (-k p u_{c_1} \tilde{u}_{c_1} + \bar{g}_{g_1} d) \right] \\
C_{g_p} \frac{di_{g_p}}{dt} &= \frac{1}{2L_{g_p}} \left\{ \left[ -\frac{i_{g_p}}{R_{equi,g_p}} \right] \right. \\
&\quad + \left. \frac{3}{2} \left[ (v_{s,g_p} - R_{g_p} i_{g_p} (-k p i_{g_p} \tilde{i}_{g_p} d + \bar{g}_{g_p} d)^2 \right] \right. \\
C_{w_j} \frac{du_{w_j}}{dt} &= \frac{1}{2L_{w_j}} \left\{ \left[ -\frac{u_{w_j}}{R_{equi,w_j}} + H(N + j, :)i_c \right] \right. \\
&\quad - \frac{3}{2} \left[ R_{w_j} u_{w_j} ((\bar{\bar{\alpha}}_{w_j} d)^2 + (\bar{\bar{\alpha}}_{w_j} q)^2) - (v_{w_j}^o \bar{\bar{\alpha}}_{w_j} d + v_{w_j}^o \bar{\bar{\alpha}}_{w_j} q) \right] \\
C_{t_h} \frac{du_{c_h}}{dt} &= H(N + M + h, :)i_c \\
L_{c_k} \frac{di_{c_k}}{dt} &= -R_{c_k} i_{c_k} - H(:, k)^T u_c \\
\end{align*}
\]

To check the stability of the above closed-loop system, we linearize the system (4.150) around the equilibrium point and then get the following Jacobian matrix

\[
J_2 = \begin{bmatrix}
-\Theta_1 & C^{-1}\Theta_2 \Theta_3 H \\
-L^{-1}HT\Theta_3^{-1}\Theta_4 & -L^{-1}R
\end{bmatrix}
\]

where \( \Theta_{1,2,3,4} \) are given by

\[
\begin{align*}
\Theta_1 &= \text{diag}(\theta_1^1, \cdots, \theta_{N+M+P}^1) \\
\Theta_2 &= \text{diag}(\sigma_1^2, \cdots, \sigma_{N+M+P}^2) \\
\Theta_3 &= \text{diag}(\sigma_1^3, \cdots, \sigma_{N+M+P}^3) \\
\Theta_4 &= \text{diag}(\sigma_1^4, \cdots, \sigma_{N+M+P}^4)
\end{align*}
\]

Keeping in mind that the steady-state value of \( i_{g_p} \) equals its prescribed setpoint \( i_{g_p}^o \) and the relation between \( \bar{\bar{\alpha}}_{g_p} d, \tilde{u}_{c_{g_j}} \) and \( \tilde{i}_{g_p} \) satisfy \( \bar{\bar{\alpha}}_{g_p} d = \frac{\tilde{i}_{g_p}}{\tilde{u}_{c_{g_j}}} \), then we can
deduced the elements of $\Theta_{1,2,3,4}$ as

\begin{align*}
\theta_1^1 &= \frac{1}{2L_{g_1}C_{g_1}} \left[ \frac{1}{R_{\text{equi},g_1}} + \frac{3}{2} R_{g_1} (\bar{\alpha}_{g_1}d)^2 + \frac{3}{2} (v_{sg_1d} - 2R_{g_1}\bar{\alpha}_{g_1}d)k_{P_{u_{sg1}}}, \right]
\theta_1^\rho &= \frac{1}{2L_{g_\rho}C_{g_\rho}} \left[ \frac{1}{R_{\text{equi},g_\rho}} + \frac{3}{2} R_{g_\rho} (\bar{\alpha}_{g_\rho}d)^2 \right]
\theta_{N+j}^1 &= \frac{1}{2L_{w_j}C_{w_j}} \left[ \frac{1}{R_{\text{equi},w_j}} + \frac{3}{2} R_{w_j} (\bar{\alpha}_{w_jd})^2 + \bar{\alpha}_{w_jd} H(\rho, :) \bar{i}_c \right]
\theta_{N+j}^\rho &= \frac{1}{2L_{w_j}C_{w_j}} \left[ \frac{1}{R_{\text{equi},w_j}} + \frac{3}{2} R_{w_j} (\bar{\alpha}_{w_jq})^2 \right]
\theta_1^{(N+M+h)} &= 0.
\end{align*}

When the system is in steady state, we have

\begin{align*}
- \frac{i_{g_1d}}{R_{\text{equi},g_1}} + \bar{\alpha}_{g_1d} H(\rho, :) \bar{i}_c - \frac{3}{2} [R_{g_1} i_{g_1d} (\bar{\alpha}_{g_1d})^2 - \bar{\alpha}_{g_1d} (v_{sg_1d}\bar{\alpha}_{g_1d})] &= 0
\end{align*}
which leads to

$$H(\rho, z) = \frac{\bar{u}_{cg_\rho}}{R_{equi,g_\rho}} + \frac{3}{2}(R_{g_\rho}i_{g_\rho,d} - v_{sg_\rho,d})\bar{\alpha}_{g_\rho,d}$$  \hspace{1cm} (4.153)$$

Substituting (4.153) into $\theta_1$ in (4.152) yields

$$\theta_1 = \frac{1}{2L_{g_\rho}C_{g_\rho}} \left\{ \frac{1}{2R_{equi,g_\rho}} + \frac{3}{4}(\bar{\alpha}_{g_\rho,d})^2 \right\}^{1/2} + k_{P_{i,g_\rho,d}} \left[ \frac{3}{2}(v_{sg_\rho,d} - R_{g_\rho}\bar{i}_{g_\rho,d})\bar{\alpha}_{g_\rho,d} + \frac{\bar{u}_{cg_\rho}}{R_{equi,g_\rho}} \right]$$  \hspace{1cm} (4.154)$$

To ensure the stability of the closed-loop system (4.150), the control gains must render the Jacobian matrix $J_2$ Hurwitz.

**Lemma 4.3.7.** By choosing $k_{P_{i,g_\rho,d}}$ such that

$$\frac{1}{R_{equi,g_\rho}} + \frac{3}{2}R_{g_\rho} (\bar{\alpha}_{g_\rho,d})^2 + k_{P_{i,g_\rho,d}} \left[ \frac{3}{2}(v_{sg_\rho,d} - R_{g_\rho}\bar{i}_{g_\rho,d})\bar{\alpha}_{g_\rho,d} + \frac{\bar{u}_{cg_\rho}}{R_{equi,g_\rho}} \right] > 0$$  \hspace{1cm} (4.155)$$

$J_2$ is Hurwitz.

**Proof.** When $k_{P_{i,g_\rho,d}}$ satisfies (4.155), then $\Theta_4$ becomes positive definite. By the definition of $\Theta_{1,2}$ (see (4.151)), both of them are diagonal and positive definite. By following the similar procedure used in the proof of Lemma 4.3.6, we can prove that $J_2$ is Hurwitz. \hfill \Box

The above description clearly shows that the simple proportional controller (4.149) can stabilize the zero dynamics (4.131). To get good tracking performance, we use the PI controllers to replace the proportional controllers as

$$\begin{align*}
euc_{g_1} &= \bar{u}_{cg_1} \\
\alpha_{g_1,d} &= -k_{P_{u,cg_1}} \bar{u}_{cg_1} - k_{I_{u,cg_1}} e_{I_{u,cg_1}} \\
\bar{e}_{I_{u,cg_1}} &= \bar{i}_{g_1,d} \\
\alpha_{g_1,d} &= -k_{P_{i,cg_1}} \bar{i}_{g_1,d} - k_{I_{i,cg_1}} e_{I_{i,cg_1}}
\end{align*}$$  \hspace{1cm} (4.156)$$

with the integrated errors and positive control gains $k_{I(.)}$.

Of course, there are different approaches to choosing the PI control gains. As presented in [Lee 2003], the absolute tracking results for Lur'e plants is applied to get a criterion for tuning the control gain. It can also be used to deduce the constraints for $k_{P(.)}$ and $k_{I(.)}$ via linearization. In this thesis, we are not tangled on this issue. Finally, the overall control structure are built, which is composed of (4.122), (4.156) and the adaptive law (4.146).
Table 4.9: Initial values of the system state variables.

<table>
<thead>
<tr>
<th>SAC 1</th>
<th>SAC 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>( u_{c1} = u_{c1}^0 = 150 \text{ V} )</td>
<td>( i_{g1d} = i_{g1d}^0 = 13.1 \text{ A} )</td>
</tr>
<tr>
<td>( i_{g1q} = i_{g1q}^0 = 0 \text{ A} )</td>
<td>( i_{g2q} = i_{g2q}^0 = 0 \text{ A} )</td>
</tr>
<tr>
<td>WAC 1</td>
<td>WAC 2</td>
</tr>
<tr>
<td>( v_{sw1d} = v_{sw1d}^0 = 40.82 \text{ V} )</td>
<td>( v_{sw2d} = v_{sw2d}^0 = 40.82 \text{ V} )</td>
</tr>
<tr>
<td>( v_{sw1q} = v_{sw1q}^0 = 0 \text{ V} )</td>
<td>( v_{sw2q} = v_{sw2q}^0 = 0 \text{ V} )</td>
</tr>
</tbody>
</table>

### 4.3.5 Simulation studies

In this section, we first apply the passive control scheme which is composed of (4.124), (4.127) and (4.149) to the MTDC system described by Fig. 4.21 and then apply the adaptive passive control scheme which consists of (4.124), (4.143), (4.146) and (4.149) to the same MTDC system.

#### 4.3.5.1 Performance evaluation of the passive control strategy

The proposed passive control scheme composed of (4.124), (4.127) and (4.149) is applied to the MTDC system described by Fig. 4.21 in Section 4.1.4 where two WACs and two SACs are considered. To evaluate the performance of the proposed control scheme, several scenarios are studied in the simulations.

**Scenario 1: DC voltage regulation and power reversal operation**

Initially, the MTDC system works in the steady state as illustrated in Table 4.9. At \( t = 0.5 \text{ s} \), \( i_{g2d} \) is set to \(-6.53 \text{ A}\) from \(13.1 \text{ A}\). It means that the 2nd SAC connected VSC is required to operate in the inversion mode as a power consumer from the rectification mode as a power supplier. Then, at \( t = 1 \text{ s} \), a new reference value of \( u_{c1} \) is given with an increase of 5%.

The simulation results are shown in Figs. 4.39-4.44. As shown in Fig. 4.39, both controllers can make \( u_{c1} \) always track its reference \( u_{c1}^0 \). However, when the power reversal happens in the 2nd SAC connected VSC terminal, the trajectory of \( u_{c1} \) under the feedback nonlinear controller drops very fast and has an unacceptable undershoot. Compared to the feedback nonlinear controller, the passivity-based controller gives a much better performance with a faster convergence and keeps \( u_{c1} \) within its acceptable region. As illustrated in Figs. 4.40 and 4.41, the changes of \( u_{c1} \) and \( i_{g2d} \) have negligible effects on the performance of \( i_{g1q} \) (and \( i_{g2q} \)) under feedback nonlinear controller while remarkable overshoot (and undershoot) appears when the passivity-based controller is used. These phenomena imply that the feedback nonlinear controller always provides a better decoupling characteristics of the DC voltage (or the AC \(d\)–axis current) and the AC \(q\)–axis current control than the passivity-based controller. Figs. 4.43 and 4.44 depict the response of \( v_{sw1,abc} \) under the feedback nonlinear controller and the passivity-based controller. Both of them ensure that the WAC connected VSC terminal operates at the fixed AC voltage...
magnitude and the fixed AC frequency in spite of the change of DC voltage or the power reversal of the 2$^{nd}$ SAC connected VSC terminal.

Figure 4.39: The response of $u_{cg1}$ (a) Feedback nonlinear controller. (b) Passivity-based controller.
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Figure 4.40: The response of $i_{g1q}$ (a) Feedback nonlinear controller. (b) Passivity-based controller.

Figure 4.41: The response of $i_{g2d}$ (a) Feedback nonlinear controller. (b) Passivity-based controller.
Figure 4.42: The response of $i_{gq}$ (a) Feedback nonlinear controller. (b) Passivity-based controller.

Figure 4.43: The response of $v_{sw_{1,abc}}$ using feedback nonlinear controller.
Scenario 2: AC voltage regulation

To evaluate the capability of the passivity-based controller in terms of AC voltage regulation, the step changes of $v_{sw1d}^\alpha$ and $v_{sw2q}^\alpha$ are considered in this scenario. Similar to Scenario 1, the MTDC system initially operates in the steady state provided by Table 4.9. At $t = 0.5$ s and $t = 1$ s, $v_{sw1d}^\alpha$ and $v_{sw2q}^\alpha$ are changed to 61.24 V and 20.41 V respectively. The simulation results are plotted in Figs. 4.45-4.49. The transient response of $u_{c1g1}$ is illustrated in Fig. 4.45. It is evident that the performance of $u_{c1g1}$ under the passivity-based controller is much better than the feedback nonlinear controller. Less oscillations, smaller overshoots and faster response convergence are found in the trajectory of $u_{c1g1}$ under the passivity-based controller. Similar to the results in Scenario 1, Figs. 4.46-4.49 clearly show that the feedback nonlinear controller gives a better decoupling characteristics of the AC $d-$ axis and $q-$ axis voltage control.
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Figure 4.45: The response of $u_{cg}$ (a) Feedback nonlinear controller. (b) Passivity-based controller.

Figure 4.46: The response of $v_{sw1d}$ (a) Feedback nonlinear controller. (b) Passivity-based controller.
Figure 4.47: The response of $v_{sw1q}$ (a) Feedback nonlinear controller. (b) Passivity-based controller.

Figure 4.48: The response of $v_{sw2d}$ (a) Feedback nonlinear controller. (b) Passivity-based controller.
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4.3.5.2 Performance evaluation of the adaptive passive control strategy

Simulations are carried out to compare the performance between the adaptive controller and the nominal controller where $R_{fw1}$ and $R_{fw2}$ are unknown. For the nominal controller, $R_{fw1}$ and $R_{fw2}$ are considered equal to their nominal values $R_{fw1,\text{nom}} = 5 \, \Omega$ and $R_{fw2,\text{nom}} = 8 \, \Omega$ respectively. The MTDC system initially operates in the steady state provided by Table 4.9. Then, a sequence of events applied to $R_{fw1}$ and $R_{fw2}$ are depicted in Figs. 4.50 and 4.51.

The simulation results are shown in Figs. 4.52-4.59. As presented in Figs. 4.52 and 4.55, only when the actual values of $R_{fw1}$ and $R_{fw2}$ equal their nominal values, the nominal controller can make $v_{sw1d}$ and $v_{sw2q}$ accurately track their reference trajectories $v_{sw1d}^0$ and $v_{sw2q}^0$. If this is not the case, the steady-state errors exist (see the trajectories of $v_{sw1d}$ and $v_{sw2d}$ during the intervals [0.5, 0.7] s and [0.9, 1.1] s in in Figs. 4.52 and 4.55.) Thanks to the adaptive law, $v_{sw1d}$ and $v_{sw2q}$ can be always kept at their reference values after short transients under the adaptive passivity-based controller. Figs. 4.53 and 4.56 also clearly show that the nominal controller can not make the amplitude of WAC’s AC voltage at the PCC operate at constant level while the adaptive passivity-based controller has this ability in spite of the change of $R_{fw1}$ and $R_{fw2}$.

Figures 4.58 and 4.59 illustrate the actual system parameters and their estimated values. Interesting, we find that the estimated values ($\hat{\psi}_{31}$ and $\hat{\psi}_{32}$) are not exactly equal to their actual values ($\psi_{31}$ and $\psi_{32}$). This phenomenon does not surprise us.
Figure 4.50: Variations in $R_{fw1}$.

Figure 4.51: Variations in $R_{fw2}$. 
4.4 Chapter conclusions

This chapter has presented different control strategies for VSC HVDC systems. The input-output feedback linearization technique is first applied to the control design. Comparing to the conventional PI controller, the feedback nonlinear controller gives a better decoupling characteristics of the system state control. Since the performance of the feedback nonlinear system is relevant to the system structure and parameters, in order to make the system be more robust, sliding mode control is used combined with feedback linearization. Due to the use of sliding mode control, the uncertainties of the system parameters and other possible exogenous inputs are taken into account. As stated in Section 4.1.4, if it is natural to choose the controlled variables as the output (see (4.56)), the input-output feedback linearization is applicable only when the system is (weakly) minimum phase (see Lemma 4.1.2). This restricts the choice of those prescribed references. To deal with this problem, we find a passive output defined by (4.107) by means of passivity theory. It turns out that the MTDC system with the passive output is minimum phase. Following the input-output feedback linearization procedure, the control algorithm (4.122) is

Figure 4.52: The response of $v_{sw d}$ (a) Nominal passivity-based controller (b) Adaptive passivity-based controller (c) Reference values of $v_{sw d}^o = 40.82$ V.
Figure 4.53: The response of $v_{sw_{1,abc}}$ under the nominal passivity-based controller.

Figure 4.54: The response of $v_{sw_{1,abc}}$ under the adaptive passivity-based controller.
Figure 4.55: The response of $v_{swd}$ (a) Nominal passivity-based controller (b) Adaptive passivity-based controller (c) Reference values of $v_{swd}^{\rho} = 40.82 \text{ V}$.

Figure 4.56: The response of $v_{sw,abc}$ under the nominal passivity-based controller.
Figure 4.57: The response of $v_{sw_{2,abc}}$ under the adaptive passivity-based controller.

Figure 4.58: Comparison between (a) the actual parameter value $\psi_{31} = \frac{1}{R_{fw_1}}$ and (b) the parameter estimation $\hat{\psi}_{31} = \frac{1}{\hat{R}_{fw_1}}$. 
Figure 4.59: Comparison between (a) the actual parameter value $\psi_{3_2} = \frac{1}{R_{fw}}$ and (b) the parameter estimation $\hat{\psi}_{3_2} = \frac{1}{\hat{R}_{fw}}$. 
developed. When the output perfectly approaches to zero, the dynamics of $u_{cg1}$, $i_{g_r,d}$ and $v_{swj,dq}$ are eventually governed by the zero dynamics (4.115). Regulating $\frac{i_{g_r,dq}}{u_{cg1}}$ and $\frac{i_{g_1,dq}}{u_{cwj}}$ to the desired $\frac{\bar{i}_{g_1,dq}}{\bar{u}_{cg1}}$ and $\frac{\bar{i}_{g_1,dq}}{\bar{u}_{cwj}}$, obtained from the steady-state condition (4.96), indirectly drives $u_{cg1}$, $i_{g_r,d}$ and $v_{swj,dq}$ to the prescribed values. However, due to the uncertainties of the system, it is usually difficult to get the accurate values of $\frac{\bar{i}_{g_i,dq}}{\bar{u}_{cg1}}$ and $\frac{\bar{i}_{g_j,dq}}{\bar{u}_{cwj}}$. Moreover, the convergence rate of the uncontrolled states of the zero dynamics totally depends on the system parameters. Thus, to get a better tracking performance and improve the dynamics of those uncontrolled state variables, the control law (4.156) for $\alpha_{g_i,dq}^*$ and $\alpha_{wj,dq}$ is derived based on the zero dynamics.
A common assumption used in the vector current control design (see Section 3.5.2) of VSCs is that the reactor phase currents have much faster dynamics than the capacitor DC voltage. Hence, the two loops, i.e. the inner and the outer loop, can be designed independently. Interestingly, no relevant work has ever mathematically explained the validity and the implications of this hypothesis. The main idea of this chapter is to provide a detailed theoretical analysis, inspired by a long stand practice that consists of empirical design of two control loops for the VSC terminals. Furthermore, experience has shown that such loops, when heuristically tuned, often display very different dynamics. Here, we acknowledge this practice and give
explanation and fundamental analysis on why and how this empirical control prac-
tice works, and how to rigorously design the algorithms. In particular, we formalize
this intuition from practitioners into a control scheme that artificially induces two
different time scales to the closed-loop system. From the theoretical analysis, the
time-scale separation between the system state variables are clearly illustrated by
means of singular perturbation theory. In this way, the controller allows the full-
scale system to be divided into a boundary-layer and a reduced model. These two
models are the key point in the designing of the full control scheme, and they greatly
reduce the complexity of the task. Furthermore, in this chapter, our analysis allows
to determine strict attraction regions based on well determined control gains, such
that there is a clear trade-off between system performance (actuators constraints
and as a consequence cost) and the size of the region of attraction of the controllers.

5.1 Control induced time-scale separation for a class of
nonlinear systems

5.1.1 Introduction and motivation

This section aims at providing a multi-layered control architecture for a class
of underactuated nonlinear systems. The control of such systems, for exam-
ple several robotic systems and even the well known pendulum-cart problem
[Spong 1994, Spong 1995, Ortega 2002], is classical. Nevertheless, it is rather dif-
cult to propose systematic control design approaches for them. One of the main
reasons for this difficulty comes from the interconnection between subsystems. In
fact, most analytical approaches based on rigorous mathematical techniques rely on
trajectory design. However, the trajectories are usually difficult to develop due to
the subsystems' interaction. Furthermore, if additional subsystems are added or
control goals are required, the existing control algorithms need to be re-designed,
which involves extra re-engineering efforts. This motivates the development of a
more flexible and more functional control structure.

Inspired by "plug and play philosophy" [Pernebo 2002, Bendtsen 2013,
Riverso 2013], we desire to build a control structure that consists of a "fundamen-
tal" control module and various "outer" control modules as shown in Fig. 5.1. In
this way, when a new objective, such as Objective 1 (see Fig. 5.1), is required,
we just need to connect the corresponding outer control module, i.e. Outer control
module 1, to the fundamental control module without decommissioning the whole
existing control structure or re-designing a new control algorithm from the full-scale
model. Thus, it is recommendable to develop new control functionality based on the
existing fundamental module. This control design concept is attractive since it can
greatly reduce the complexity of the algorithm. However, the difficulty here is how
to design the fundamental and the outer control modules since such interconnected
control scheme may easily lead to a circular reasoning, and to stability issues.

For years, multi-time-scale analysis has been exploited to derive modular struc-
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Figure 5.1: A description of the proposed control scheme.

tures [Simon 1962]. In a mathematical sense, dynamical systems that exhibit multi-time-scale behavior can be described as singularly perturbed systems. The most prominent feature of singularly perturbed systems is that the derivatives of their partial states are multiplied by a small positive parameter \( \varepsilon \) which is used to quantify the time-scale decomposition [Del Vecchio 2013, Chen 2013, Yang 2011, Petersen 2013, Teel 2003]. Based on singular perturbation theory, lower-order subsystems in different time scales can be derived to approximate the behavior of the original system. The main results of singular perturbation theory have existed for several decades [Kokotovic 1968, Kokotovic 1976, Kokotovic 1999, Khalil 1996] and they have been widely applied in the context of the dynamic modeling and analysis of power systems [Kokotovic 1980, Winkelman 1980, Xu 1998, Pepionides 1982, Martinez 2007, Xin 2010, Pekarek 2002, Xu 2000]. In [Kokotovic 1980], an iterative approach for time-scale separation is proposed, which improves the accuracy of the lower-order subsystems. Furthermore, an application of this iterative separation method is presented in [Winkelman 1980] where a 20th order model of a three-machine power system is analyzed as a two-time-scale and a four-time-scale systems. Reference [Xu 1998] investigates the reformulation of a full model of generators and their controllers, which demonstrates that singular perturbation method can provide an effective approach to simulating the system behavior. Recently, singular perturbation theory is also employed in analyzing some power electronics. In [Kimball 2008], singular perturbation theory is applied to analyze DC-DC converters and a rigorous demonstration of the time-scale separation is also given. In those prior works, the considered power systems or power converters can be usually modeled by a standard form of singularly perturbed system, which means that \( \varepsilon \) can be directly obtained from the system model. However, many nonlinear systems are not expressed in the standard form. It means that \( \varepsilon \) cannot be deduced directly from the system parameters. In this case, high-gain technique, which has the ability to reduce some effects of disturbances, provides a design approach such that the multi-time-scale dynamics can be created by the control gains. There are many studies devoted to the use of high-gain feedback applied to control problems [Khalil 1987, Marino 1985, Young 1977, Marino 1988, Krishnamurthy 2007, Krishnamurthy 2013]. Our inter-
est here is the linkage between the high-gain technique and the singularly perturbed system. In general, a nonlinear system with a high-gain control can be analyzed as a singularly perturbed system [Marino 1985, Krishnamurthy 2013].

In this thesis, we further investigate the use of high-gain and singular perturbation techniques to develop a systematic control method for a class of nonlinear systems with multiple inputs and multiple outputs. The control system is desired to separate the original system into different time-scale subsystems, with the aim of creating a "plug and play" characteristic. Here we define a class of nonlinear systems in the form

\[
\dot{x} = f_1(x, y) + g_1(x, y)u \\
\dot{y} = f_2(x, y) 
\]

(5.1)

where \( x \in D_x \subset \mathbb{R}^n \) and \( y \in D_y \subset \mathbb{R}^m \) are the state variables and \( u \in D_u \subset \mathbb{R}^n \) is the control input. \( f_{1,2} \) and \( g_1 \) are continuously differentiable in their arguments for \((t, x, y) \in [0, t_f] \times D_x \times D_y\). This type of nonlinear system is similar to underactuated mechanical system [Spong 1994] where the system's degree of freedom is larger than the actuated degree of freedom. In addition, part of the state variables, i.e. \( x \), is collocated with the input \( u \). We first divide the full system into two subsystems, i.e. a driving subsystem and a driven subsystem represented by the dynamics of \( x \) and \( y \) in (5.1), respectively and then, we develop a subcontroller such that the driving subsystem quickly enters an arbitrary manifold \( x^* \) yet to be designed. During the design process of such subcontroller, the dynamics of \( x^* \) are neglected. The fundamental control module is then established, which is composed of the driving subsystem and its subcontroller. The interaction between the fundamental and the outer control modules is given by \( x^* \). Different outer control modules could provide different corresponding manifolds. It is true that not all \( x^* \) from the outer modules can be accepted by the fundamental control module. Therefore, in this work, a rigorous theoretical analysis based on singular perturbation theory is carried out, from which conditions on the design of the fundamental and the outer control modules are derived to ensure the system stability. We further investigate the importance of the time-scale separation between the fundamental and the outer control modules based on Lyapunov theory.

5.1.2 Problem formulation

Considering the nonlinear system (5.1), we assume that it can be expressed as

\[
\dot{x}_1 = f_{11}(x_1, x_2, y_1, y_2) + g_{11}(x_1, x_2, y_1, y_2)u \\
\dot{x}_2 = f_{12}(x_1, x_2, y_1, y_2) + g_{12}(x_1, x_2, y_1, y_2)u \\
\dot{y}_1 = f_{21}(x_1, x_2, y_1, y_2) \\
\dot{y}_2 = f_{22}(x_1, x_2, y_1, y_2) 
\]

(5.2)

(5.3)

where the system states \( x \) and \( y \) are partitioned into two vector parts, \( x_1 \in D_{x_1} \subset \mathbb{R}^p \), \( x_2 \in D_{x_2} \subset \mathbb{R}^{n-p} \), \( y_1 \in D_{y_1} \subset \mathbb{R}^{m+p-n} \) and \( y_2 \in D_{y_2} \subset \mathbb{R}^{n-p} \). \( p \) is a non-negative integer and satisfies \( n-m \leq p \leq n \). In addition, \( D_x \) and \( D_y \) satisfy \( D_x = \ldots \)
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\{(x_1, x_2) \mid x_1 \in D_{x_1} \text{ and } x_2 \in D_{x_2}\} \text{ and } D_y = \{(y_1, y_2) \mid y_1 \in D_{y_1} \text{ and } y_2 \in D_{y_2}\}.

The functions \(f_{ij}\) and \(g_{ij}\) with \(i, j = 1, 2\) are continuously differentiable in their arguments. We define the control output as

\[ s \triangleq [x_1 \ y_2]^T \in \mathbb{R}^n \quad (5.4) \]

Let \(s^o\), i.e. \([x_1^o \ y_2^o]^T\), be a prescribed setpoint. The main purpose of this work is to establish a flexible control scheme that regulates \(s\) at the prescribed setpoint \(s^o\) and at the same time, ensures the system stability. Here, we first introduce the following assumptions to describe the characteristics of the system (5.2)-(5.3).

**Assumption 5.1.1.** For a given \(s^o = [x_1^o \ y_2^o]^T\), there exist corresponding steady values of \(\bar{x}_1, \bar{x}_2, \bar{y}_1, \bar{y}_2\) and \(\bar{u}\) such that

\[
\begin{align*}
0 &= f_{11}(\bar{x}_1, \bar{x}_2, \bar{y}_1, \bar{y}_2) + g_{11}(\bar{x}_1, \bar{x}_2, \bar{y}_1, \bar{y}_2)\bar{u} \\
0 &= f_{12}(\bar{x}_1, \bar{x}_2, \bar{y}_1, \bar{y}_2) + g_{12}(\bar{x}_1, \bar{x}_2, \bar{y}_1, \bar{y}_2)\bar{u} \\
0 &= f_{21}(\bar{x}_1, \bar{x}_2, \bar{y}_1, \bar{y}_2) \\
0 &= f_{22}(\bar{x}_1, \bar{x}_2, \bar{y}_1, \bar{y}_2) \\
x_1^o &= \bar{x}_1 \\
y_2^o &= \bar{y}_2
\end{align*}
\]

where \(\bar{x}_1 \in D_{x_1}, \bar{x}_2 \in D_{x_2}, \bar{y}_1 \in D_{x_1} \text{ and } \bar{y}_2 \in D_{y_2}\). We denote \(\bar{P}_1 = [\bar{x}_1 \ \bar{x}_2 \ \bar{y}_1 \ \bar{y}_2]^T\) as the equilibrium point.

Under Assumption 5.1.1, the existence of the equilibrium point of the system (5.2)-(5.3) is ensured, which implies the physical feasibility of the system.

**Assumption 5.1.2.** \(f_{ij}, g_{ij}\) and their partial derivatives up to the first order are continuously differentiable and bounded in \([0, t_f] \times D_{x_1} \times D_{x_2} \times D_{y_1} \times D_{y_2}\) where \(i, j = 1, 2\).

**Assumption 5.1.3.** For \((x, y) \in D_x \times D_y\), \(g_1 = [g_{11} \ g_{12}]^T\) is non-singular and \(g_1^{-1}\) is continuously differentiable.

With Assumptions 5.1.2-5.1.3, the functions \(f_{ij}, g_{ij}\) and \(g_1^{-1}\) are locally Lipschitz, as continuous functions are locally bounded and hence their gradients are locally bounded as well.

**Assumption 5.1.4.** Consider the following subsystem with Assumption 5.1.1

\[
\begin{align*}
\dot{y}_1 &= f_{21}(x_1^o, x_2, y_1, y_2) \\
\dot{y}_2 &= f_{22}(x_1^o, x_2, y_1, y_2)
\end{align*}
\]

(5.6)

where \(x_2\) can be viewed as the auxiliary control input. It is obvious that \(\bar{P}_2 = [\bar{y}_1 \ \bar{y}_2]^T\) is an equilibrium of the subsystem (5.6) as \(x_2 = \bar{x}_2\). We suppose that information of \(x_2 = h_2(y_1, y_2, x_1^o, y_2^o) \in D_{x_2}\) is available such that:

1) The function \(h_2\) yet to be designed has continuous first partial derivatives with respect to its arguments. In addition, when \(y_2 = y_2^o\), we have

\[ h_2(\bar{y}_1, \bar{y}_2, x_1^o, y_2^o) = \bar{x}_2 \]
2) $\bar{P}_2 = [\bar{y}_1 \ \bar{y}_2]^T$ is an equilibrium of the following closed-loop system

$$
\begin{align*}
\dot{y}_1 &= f_{21}(x_1^0, h_2, y_1, y_2) \\
\dot{y}_2 &= f_{22}(x_1^0, h_2, y_1, y_2)
\end{align*}
$$

Moreover, $\bar{P}_2$ is exponentially stable in a region $(y_1, y_2) \in B_{y_1} \times B_{y_2}$ where $B_{y_1} \subset D_{y_1}$ and $B_{y_2} \subset D_{y_2}$.

To get a better understanding of Assumption 5.1.2-5.1.4, we consider the following example

$$
\begin{align*}
\dot{x}_1 &+ \dot{x}_2 = [x_1 x_2 + x_1 y_1 - 2] + [x_1 \ 0 \ y_1 \ x_1 x_2] \\
\dot{y}_1 &= x_1 y_1 - x_2 \\
s &= [x_2 \ y_1]^T
\end{align*}
$$

where $x_{1,2} \in [0.5, 1.5]$, $y_1 \in [0.5, 2]$ and $s^0 = [1 \ 1]^T$.

Assumption 5.1.2 is satisfied due to the boundedness of $x_{1,2}$ and $y_{1,2}$. Since $(\bar{x}_1, \bar{x}_2, \bar{y}_1, \bar{y}_2, \bar{u}_1, \bar{u}_2) = (1, 1, 1, 0, -1)$ that satisfies (5.8), Assumption 5.1.1 is also verified. The inverse matrix of $g_1$ can be deduced as:

$$
g_1^{-1} = \begin{bmatrix}
\frac{1}{x_1 y_1} & 0 \\
-\frac{1}{x_1 x_2} & \frac{1}{x_1 x_2}
\end{bmatrix}
$$

which is continuously differentiable for $x_{1,2} \in [0.5, 1.5]$ and $y_1 \in [0.5, 2]$. Thus, Assumption 5.1.3 is satisfied. When $x_2 = 1$, the subsystem of (5.8) becomes:

$$
\dot{y}_1 = x_1 y_1 - 1
$$

In this way, $x_1$ is the auxiliary control input of (5.9). Then, $x_1$ can be designed as:

$$
x_1 = h_2 = \frac{-(y_1 - 1) + 1}{y_1}
$$

such that the closed-loop system of (5.9) becomes:

$$
\dot{y}_1 = -(y_1 - 1)
$$

whose equilibrium $\bar{y} = 1$ is exponentially stable. Finally, Assumption 5.1.4 is verified.

### 5.1.3 Control design

In general, control algorithms are strongly related to the system control objectives. Once these control objectives are changed, the existing controller usually has to be decommissioned and then, new control algorithms need to be re-engineered from scratch. For example, considering the studied system (5.2)-(5.3), there exist two different outputs, i.e. $s_1 = [x_1 \ y_1]^T \in \mathbb{R}^n$ and $s_2 = [x_1^2 \ y_2]^T \in \mathbb{R}^n$ where $x_1 \in \mathbb{R}^{p_1}$, $x_1^2 \in \mathbb{R}^{p_2}$ and $p_1 \neq p_2$. We apply input-output feedback linearization methodology
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to design the control scheme. When the system is required to track the reference
from \( s_1 \) to \( s_2 \), the entire control scheme must be redesigned since the corresponding
Lie derivatives are totally changed. Here, we aim at establishing a more flexible
control scheme such that different control objectives can be achieved based on the
existing control structure.

The described system (5.2)-(5.3) has fewer control inputs \( (n) \) than state variables \( (n + m) \). In addition, \( u \) has an explicit effect on \( x \) and they have the same
dergree of freedom. The above aspects prompt us to divide the full system into two
interconnected subsystems. The state variable \( x \) collocated with the control input
is called the driving state. We denote the dynamics of \( x_{1,2} \) described by (5.2) as the
driving subsystem. As seen in (5.3), \( x_1 \) and \( x_2 \) can be viewed as the control inputs,
which implies that \( u \) indirectly influences the behavior of \( y \) through \( x \). Hence, \( y \)
and (5.3) is called the driven state and the driven subsystem. Such solution to the
division of the full system into two parts is inspired by underactuated mechanical
systems [Spong 1994].

We suppose that the proposed control scheme can make the system (5.2)-(5.3)
exhibit a multi-time-scale behavior where the driving subsystem has much faster
dynamics than the driven subsystem. Based on this assumption, the two subsystems
can be then designed independently.

5.1.3.1 Design of the driving subsystem

**Step 5.1.5.** For a given \( x_0 \in D_x \), let us impose the following autonomous system

\[
\dot{x} = -A_1(x - x_0) + r_1(x, x_0)
\]  

where \( A_1 = \text{diag}(a_{i1}) \in \mathbb{R}^{n \times n} \) yet to be designed. We denote \( a_1 = \min(a_{11}, \cdots, a_{1n}) \).

The system (5.10) is designed as

1. \( r_1(x, x_0) \) is a continuously differentiable function and \( r_1(x_0, x_0) = 0 \). As a
   consequence, for a positive \( \gamma_1 \), there exists \( b_1 > 0 \) such that, when \( x \in B_{x_1} = \{ x \in D_x | ||x - x_0|| < b_1 \} \), we have

\[
||r_1(x, x_0)|| < \gamma_1||x - x_0||
\]  

2. \( a_1 \) is assigned to satisfy

\[
\gamma_1 + c_1 \leq a_1
\]

where \( c_1 \) is a positive parameter.

**Lemma 5.1.6.** The equilibrium point \( x = x_0 \) of (5.10) is exponentially stable in
\( B_{x_1} \).

**Proof.** We choose the Lyapunov function as

\[
V_1(x - x_0) = \frac{1}{2}(x - x_0)^T(x - x_0)
\]
The derivative of $V_1$ along the trajectory of (5.10) is
\[
\dot{V}_1 \leq -||A_1|| ||x - x_0||^2 + (x - x_0)^T r_1(x, x_0) \\
\leq -(a_1 - \gamma_1)||x - x_0||^2 = -c_1||x - x_0||^2
\] (5.12)

Hence, Lemma (5.1.6) is proved.

The values of $\gamma_1$, $a_1$ and $b_1$ are strongly dependent on each other. For example, considering the following system
\[
x_0 = 0, a_1 = a \text{ and } r_1 = x^3 - x
\]
we then have $x_0 = 0, a_1 = a$ and $r_1 = x^3 - x$. If $\gamma_1 = 3$, there exists $b_1 = 2$ such that (5.11) is satisfied. In this case, $a_1$ should be chosen larger than $3 + c_1$. If a larger $\gamma_1$ is given, i.e. $\gamma_1 = 8$, a new $b_1 = 3$ is then deduced. We obtain a new condition for $a_1$, i.e. $a_1 > 9 + c_1$. It is clear that a larger $\gamma_1$ results in a smaller feasible region for $a_1$.

When $\gamma_1$ is fixed, the linear term $-A_1(x - x_0)$ dominates the behavior of the autonomous system (5.10) in $B_{x_1}$. Consequently, the dynamics of (5.10) can be regulated by $A_1$.

Step 5.1.7. Supposing that there exists a reference $x^* \in D_x$ and with the acknowledge of (5.10), we then develop a subcontroller $u = h_1(x, y, x^*)$ as
\[
u = g_1^{-1}(x, y)[-A_1(x - x^*) + r_1(x, x^*) - f_1(x, y)]
\] (5.13)
such that the closed-loop system of the driving subsystem becomes
\[
x = -A_1(x - x^*) + r_1(x, x^*)
\]

The only information on $x^*$ is that it has a much slower dynamic than $x$. As seen in (5.13), the derivative of $x^*$ is neglected in the subcontroller.

5.1.3.2 Design of the driven subsystem

Step 5.1.8. The main task in this step is to develop the unknown reference $x^*$ that must be tracked by the driving subsystem. Since we suppose that $x^*$ has a very slow dynamic, a large $a_1$ can then be chosen such that the state variable of the driving subsystem $x$ quickly enters $x^*$. Then, the driven subsystem becomes
\[
y_1 = f_{21}(x_1^*, y_1, y_2) \\
y_2 = f_{22}(x_1^*, y_1, y_2)
\] (5.14)
which is called the reduced model. Because $x_1$ is required to track its reference trajectory, $x_1^*$ can be directly given by:
\[
x_1^* = x_1^0
\] (5.15)
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Thus, the reduced model (5.14) becomes

\[
\begin{align*}
\dot{y}_1 &= f_{21}(x_1^0, x_2^0, y_1, y_2) \\
\dot{y}_2 &= f_{22}(x_1^0, x_2^0, y_1, y_2)
\end{align*}
\] (5.16)

According to Assumption 5.1.4, there exists

\[x_2^* = h_2(y_1, y_2, x_1^0, y_2^0)\] (5.17)

such that the reduced model (5.14) is exponentially stable.

Until now, the entire control algorithm is developed, consisting of two subcontrollers, i.e. \( u = h_1(x, y, x^*) \) and \( x^* = [x_1^0, h_2(y_1, y_2, x_1^0, y_2^0)]^T \), which are derived from two lower order subsystems, i.e. the driving and the driven subsystems. As mentioned in the previous section, the driving subsystem (5.2) with its subcontroller \( u = h_1 \) composes the fundamental control module and the reduced model of the driven subsystem (5.14) with its subcontroller \( x^* \) constitutes the outer control module. Furthermore, the proposed control structure has plug and play capabilities. When a new objective is required, we only need to design a new corresponding outer control module that provides a new \( x^* \) to the fundamental control module without abandoning the whole existing control structure. Different outer control modules share the same fundamental control module. \( x^* \) is thus considered as the tie that binds the fundamental and the outer control modules together. In addition, the new outer control module is designed based on the reduced model where the dynamics of \( x \) are neglected. This greatly simplifies the problem.

5.1.4 Theoretical study

During the design procedure in Section 5.1.3, we assume that the dynamics of the driving and the driven subsystems can be divided into different time scales with the aid of the proposed control methodology. In this section, we first verify this assumption by means of singular perturbation theory. Subsequently, we carry out a theoretical stability analysis, from which sufficient conditions for the construction of the fundamental and the outer control modules are derived.

5.1.4.1 Multi-time-scale dynamics

In this section, we present how the system (5.2)-(5.3) exhibits a multi-time-scale behavior under the proposed controller. Substituting the control algorithm (5.13), (5.15) and (5.17) into the original system (5.1), we then obtain the following closed-loop system

\[
\begin{align*}
\dot{x} &= -A_1(x - x^*) + r_1(x, x^*) \\
\dot{y} &= f_2(x, y)
\end{align*}
\] (5.18)

Let us introduce a new variable \( \varepsilon \) which satisfies

\[\varepsilon \cdot a_1 = 1\]
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The system (5.18) can be rewritten as
\[
\begin{align*}
\varepsilon \dot{x} &= - A_1 \varepsilon (x - x^*) + \varepsilon r_1(x, x^*) \\
y &= f_2(x, y)
\end{align*}
\]  
(5.19)
where \( A_1 \varepsilon = \text{diag}(\varepsilon a_{1i}) \). Denoting \( a_{1i} = \varepsilon a_{1i} \), we then have \( a_{1i} \geq 1 \), for all \( i = 1, \cdots, n \). When \( \varepsilon \) is small enough, our problem (5.19) becomes a standard singular perturbation problem. By setting \( \varepsilon = 0 \), the driving subsystem is degenerated into the algebraic loop, i.e. \( A_1 \varepsilon (x - x^*) = 0 \), from which we can get the isolated root \( x = x^* \). We call \( x^* \) the quasi-steady state of \( x \). By recalling that \( x^*_1 = x_1^0 \) in (5.15) and \( x^*_2 = h_2 \) in (5.17), we substitute \( x = x^* \) into the driven subsystem and then obtain
\[
\dot{y} = f_2(x^*_1, h_2(y, x^*_1, y^*_2), y) \tag{5.20}
\]
Due to Assumption 5.1.4, the equilibrium point \( \bar{P}_2 \) of the reduced model (5.20) is exponentially stable in \( B_{y_1} \). In addition, we denote the solution of (5.20) as \( y^e \).

In order to analyze the closed-loop system (5.19) more conveniently, we introduce the following new variables
\[
\begin{align*}
\tilde{x}_1 &= x_1 - x^*_1; \quad \tilde{x}_2 = x_2 - x^*_2; \quad \tilde{x} = [\tilde{x}_1 \; \tilde{x}_2]^T \\
\tilde{y}_1 &= y_1 - \bar{y}_1; \quad \tilde{y}_2 = y_2 - \bar{y}_2; \quad \tilde{y} = [\tilde{y}_1 \; \tilde{y}_2]^T
\end{align*}
\]
In these new variables, the system (5.19) is rewritten as
\[
\begin{align*}
\varepsilon \dot{\tilde{x}} &= - A_1 \varepsilon \tilde{x} + \varepsilon r_1(\tilde{x} + x^*, x^*) - \varepsilon \frac{dx^*}{dt} \\
\dot{y} &= f_2(\tilde{x} + x^*, \tilde{y} + \bar{y})
\end{align*}
\]  
(5.21)
with \( x^* = [x^*_1 \; h_2(\tilde{y} + \bar{y})]^T \). The origin is the equilibrium point of the system (5.21). Moreover, there exist maps such that \( D_x \to D_\tilde{x} \) and \( D_y \to D_\tilde{y} \). The (asymptotic) stability of the origin of the error system (5.21) implies the (asymptotic) stability of the equilibrium \( \bar{P}_1 \) of the system (5.18).

Let us introduce a new time scale \( \tau \) which satisfies
\[
\varepsilon \frac{d\tilde{x}}{dt} = \frac{d\tilde{x}}{d\tau}
\]
In the \( \tau \) time scale, the variables \( t, \tilde{y} \) and \( x^* \) are considered slowly varying. We rewrite the dynamics of \( \tilde{x} \) (in (5.21)) in the \( \tau \) time scale
\[
\frac{d\tilde{x}}{d\tau} = - A_1 \varepsilon \tilde{x} + \varepsilon r_1(\tilde{x} + x^*, x^*) - \varepsilon [0 \; \frac{\partial h_2}{\partial \tilde{y}} f_2]^T
\]
When setting \( \varepsilon = 0 \) and freezing \( t, \tilde{y} \) and \( x^* \) at their initial values, we get the boundary-layer system
\[
\frac{d\tilde{x}}{d\tau} = - A_1 \varepsilon \tilde{x}
\]  
(5.22)
\footnote{See the definition of \( a_1 \) in (5.10).}
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whose equilibrium is exponentially stable, uniformly in \((t, \tilde{y})\). Substituting \(\tilde{x} = 0\), the reduced model of (5.21) is deduced as

\[ \dot{\tilde{y}} = f_2(x_0^0, h_2(\tilde{y} + \bar{y}, x_1^0, y_2^0), \tilde{y} + \bar{y}) \]  \hspace{1cm} (5.23)

The above system has an exponentially stable equilibrium at the origin for all \(\tilde{y}(t_0) \in \tilde{B}_{y_1}\) where \(\tilde{B}_{y_1}\) can be deduced from \(B_{y_1}\) based on Assumption 5.1.4.

Now, we can state the following result.

**Theorem 5.1.9.** Consider the nonlinear system (5.19) with Assumptions 5.1.1-5.1.4 where \(x \in D_x\) and \(y \in D_y\). For any given \(A_1\), there exists a positive \(\varepsilon^*\) and a region \(R_{xy} \subset D_x \times D_y\) such that for all \(0 < \varepsilon < \varepsilon^*\) and \((x(t_0), y(t_0)) \in R_{xy}\), the trajectories of the state variables can be approximated by

\[ x(t) = x^{re}(t) + \tilde{x}(t/\varepsilon) + O(\varepsilon) \]
\[ y(t) = y^{re}(t) + O(\varepsilon) \]

where \(x^{re}(t) = [x_0^0, h_2(y^{re}(t), x_1^0, y_2^0)]\).

**Proof.** As presented in the previous parts:

- The reduced model (5.20) has a unique solution \(y^{re}\) that converges to \(\bar{P}_2\).
- The equilibrium of the boundary-layer model (5.22) is exponentially stable, uniformly in \((t, \tilde{y})\).

Theorem 5.1.9 is then proved by direct apprehension of Theorem 11.1 in [Khalil 1996].

From the above description, \(x\) exhibits a multi-time-scale behavior. During the initial interval, \(x\) quickly converges to its manifold \(x^*\), which represents a fast dynamic. After the decay of the fast transient \(\tilde{x}(t/\varepsilon)\), \(x\) remains close to \(x^*\) in the future time. It is notable that the small positive parameter \(\varepsilon\) in the singularly perturbed system (5.18) is not derived from the physical system, but is created by the subcontroller \(u = h_1(x, y, x^*)\). It is shown that, even though the system has no inherent multi-time-scale dynamics, we can artificially create them by the proposed control strategy.

### 5.1.4.2 Stability analysis

Theorem 5.1.9 guarantees the existence of the proposed time-scale separation controller. In this section, we carry out a detailed stability analysis, from which sufficient conditions on the developed controller can be derived by means of Lyapunov theory.

In order to facilitate the analysis, we rewrite the system (5.21)

\[ \dot{\varepsilon}\tilde{x}_1 = -A_{1e}\tilde{x}_1 + \varepsilon\varepsilon_1 \]
\[ \dot{\varepsilon}\tilde{x}_2 = -A_{1e}\tilde{x}_2 + \varepsilon\varepsilon_2 - \varepsilon \frac{d\Delta h_2}{dt} \]
\[ \dot{\tilde{y}} = \Delta f_2\tilde{x} + \phi(\tilde{y}) \]  \hspace{1cm} (5.24)
where

\[
\begin{bmatrix}
A_{1e} & 0 \\
0 & A_{2e}^T
\end{bmatrix} = A_{1e}; \quad [r_{11} \ r_{12}]^T = r_1
\]

\[
\phi(\tilde{y}) = f_2(x_1^*, h_2(\tilde{y} + \bar{y}, x_1^o, y_2^o), \tilde{y} + \bar{y})
\]

\[
f_2(\tilde{x} + x^*, \tilde{y} + \bar{y}) = f_2(\tilde{x} + x^*, \tilde{y} + \bar{y}) - f_2(x^*, \tilde{y} + \bar{y}) + \phi
\]

\[
h_2(\tilde{y} + \bar{y}, x_1^o, y_2^o) = h_2(\tilde{y} + \bar{y}, x_1^o, y_2^o) - h_2(\bar{y}, x_1^o, y_2^o) + \bar{h}_2
\]

It can be seen that the terms \(\varepsilon \Delta h_{2\tilde{y}}\) and \(\Delta f_{2\tilde{x}}\) in (5.24) reflect the dynamic interactions between the driving and the driven subsystems. Moreover, \(\Delta f_{2\tilde{x}}\) and \(\Delta h_{2\tilde{y}}\) satisfy

\[
||\Delta f_{2\tilde{x}}|| \to 0 \text{ when } ||\tilde{x}|| \to 0
\]

\[
||\Delta h_{2\tilde{y}}|| \to 0 \text{ when } ||\tilde{y}|| \to 0
\]

Since \(h_2(\tilde{y} + \bar{y}, x_1^o, y_2^o)\) and \(f_2(\tilde{x} + x^*, \tilde{y} + \bar{y})\) are continuously differentiable, there exist positive \(L_{1\tilde{x}}\) and \(L_{1\tilde{y}}\) such that

\[
||\Delta f_{2\tilde{x}}|| \leq L_{1\tilde{x}}||\tilde{x}||
\]

\[
||\Delta h_{2\tilde{y}}|| \leq L_{1\tilde{y}}||\tilde{y}||
\]

for \(\tilde{x} \in \Omega_{1\tilde{x}} \subset \tilde{D}_{\tilde{x}}\) and \(\tilde{y} \in \Omega_{1\tilde{y}} \subset \tilde{D}_{\tilde{y}}\).

Since the reduced model (5.23) is exponentially stable in \(\tilde{B}_{y_1} \subset \tilde{D}_{\tilde{y}}\), there exists a Lyapunov function \(V_0\) satisfying

\[
c_1||\tilde{y}||^2 \leq V_2(\tilde{y}) \leq c_2||\tilde{y}||^2
\]

\[
\frac{\partial V_2}{\partial \tilde{y}} \phi(\tilde{y}) \leq -c_3||\tilde{y}||^2
\]

\[
||\frac{\partial V_2}{\partial \tilde{y}}|| \leq c_4||\tilde{y}||
\]

for positive constants \(c_i, i = 1, \cdots, 4\).

According to Taylor’s theorem, \(\phi\) can be rewritten as

\[
\phi(\tilde{y}) = A_{\phi}\tilde{y} + g_{\phi}(\tilde{y})\tilde{y}
\]

which is called the Peano form of the remainder where

\[
A_{\phi} = \frac{\partial \phi}{\partial \tilde{y}}|_{\tilde{y}=0}
\]

\[
\lim_{\tilde{y} \to 0} g_{\phi}(\tilde{y}) = 0
\]
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Equation (5.28) means that, for any given $L_{1\phi} > 0$, there exists a positive $b_2$ such that

$$||g_\phi(\hat{y})|| \leq L_{1\phi}$$

(5.29)

for all $\hat{y} \in \tilde{B}_{y_0} = \{ \hat{y} \in \tilde{D}_y ||\hat{y}|| \leq b_1 \}$. It is worth noting that the values of $L_{1\hat{x}}$ and $L_{1\hat{y}}$ depend on $\Omega_{1\hat{x}}$ and $\Omega_{1\hat{y}}$. In general, a larger $\Omega_{1\hat{x}}(\Omega_{1\hat{y}})$ may result in a larger $L_{1\hat{x}}(L_{1\hat{y}})$. The constants $c_i, i = 1, \cdots, 4$ are also strongly related to $\Omega_{2\hat{y}}$.

We take

$$V = dV_1(\tilde{x}) + (1 - d)V_2(\tilde{y})$$

as a Lyapunov function candidate for the closed-loop system (5.24) where $d \in (0, 1)$. The first part of $V$, $V_1(\tilde{x})$, is derived from the boundary-layer model (5.22). According to Lemma 5.1.6, the origin of the system

$$\dot{\tilde{x}} = -A_1\tilde{x} + r_1(\tilde{x})$$

is exponentially stable in $\tilde{B}_{x_1}$ which corresponds to $B_{x_1}$. The second term $V_2$ is obtained from the reduced model. The composition of $V(\tilde{x}, \tilde{y})$ in this way provides us a easier way to search the feasible region of $\epsilon$.

The derivative of $V$ along the trajectories (5.24) can be then deduced as

$$\dot{V} = d[-\tilde{x}^T A_1 \tilde{x} + \tilde{x}^T r_1 - \tilde{x}_2^T \partial_2 \Delta h_2 \hat{y}(\Delta f_2 \hat{x} + \phi)]$$

$$+ (1 - d) \frac{\partial V_2}{\partial \tilde{y}} (\Delta f_2 \hat{x} + \phi)$$

(5.30)

Applying the inequalities (5.12) and (5.26) to (5.30), we have

$$\dot{V} \leq -dc_1||\tilde{x}||^2 - (1 - d)c_3||\hat{y}||^2 + (1 - d) \frac{\partial V_2}{\partial \tilde{y}} ||\Delta f_2 \tilde{x}||$$

$$- d\tilde{x}_2^T \frac{\partial \Delta h_2 \hat{y}}{\partial \tilde{y}} (\Delta f_2 \tilde{x} + A_{\phi} \hat{y} + g_{\phi} \hat{y})$$

$$\leq -dc_1||\tilde{x}||^2 - (1 - d)c_3||\hat{y}||^2 + (1 - d)||\partial V_2|| ||\Delta f_2 \tilde{x}||$$

$$+ d||\tilde{x}_2|| \left|\frac{\partial \Delta h_2 \hat{y}}{\partial \tilde{y}}\right| ||\Delta f_2 \tilde{x}||$$

$$+ \left( ||g_{\phi}|| + ||A_{\phi}|| \right) ||\hat{y}||$$

(5.31)

When $\tilde{x} \in \tilde{B}_{x_1} \cap \Omega_{1\hat{x}}, \hat{y} \in \tilde{B}_{y_2} \cap \tilde{B}_{y_1} \cap \Omega_{1\hat{y}} \cap \Omega_{2\hat{y}}$, and by using (5.25), (5.26), (5.29),...
and as a consequence, the inequality (5.31) satisfies
\[
\dot{V} \leq -dc_1||\tilde{x}||^2 - (1 - d)c_3||\tilde{y}||^2 + (1 - d)c_4\beta L_{1\delta}||\tilde{y}|| ||\tilde{x}|| + dL_{1\beta}L_{1\phi}||\tilde{x}|| ||\tilde{x}|| + dL_{1\beta}(L_{1\phi} + \sigma_{\text{max}}(A_{\phi})))||\tilde{x}|| ||\tilde{y}|| \leq -dc_1||\tilde{x}||^2 - (1 - d)c_3||\tilde{y}||^2 + (1 - d)c_4\beta L_{1\delta}||\tilde{y}|| ||\tilde{x}|| + dL_{1\beta}L_{1\phi}||\tilde{x}||^2 + dL_{1\beta}(L_{1\phi} + \sigma_{\text{max}}(A_{\phi})))||\tilde{x}|| ||\tilde{y}|| = -d(a_1 - \gamma_1 - L_{1\beta}L_{1\phi})||\tilde{x}||^2 - (1 - d)c_3||\tilde{y}||^2 + k_1||\tilde{x}|| ||\tilde{y}|| \tag{5.32}
\]
where \(k_1 = (1 - d)c_4\beta L_{1\delta} + dL_{1\beta}(L_{1\phi} + \sigma_{\text{max}}(A_{\phi}))\). Considering Young’s inequality for the product
\[
||\tilde{x}|| ||\tilde{y}|| \leq \frac{1}{2m}||\tilde{x}||^2 + \frac{m}{2}||\tilde{y}||^2 \tag{5.33}
\]
where \(m\) is positive, the derivative of \(V\) satisfies
\[
\dot{V} \leq -k_2||\tilde{x}||^2 - k_3||\tilde{y}||^2 \tag{5.34}
\]
where
\[
k_2 = d(a_1 - \gamma_1 - L_{1\beta}L_{1\phi}) - \frac{k_1}{2m}
\]
\[
k_3 = (1 - d)c_3 - \frac{mk_1}{2}
\]

**Theorem 5.1.10.** Consider the nonlinear system (5.2)-(5.4) with Assumption 5.1.1-5.1.4. Select the control gain matrix \(A_1\) of the subcontroller (5.13) such that \(k_2\) and \(k_3\) are positive. Then, the equilibrium point \((\tilde{x}_1, \tilde{x}_2, \tilde{y}_1, \tilde{y}_2)\) of the system (5.2)-(5.4) is asymptotically stable under the proposed time-scale separation control scheme (5.13), (5.15) and (5.17). Moreover, we can obtain an estimation of the region of attraction \(\mathcal{R} = \{(\tilde{x}, \tilde{y}) \in \tilde{D}_x \times \tilde{D}_y | V(\tilde{x}, \tilde{y}) < \mathcal{C}\}\) where \(\mathcal{C} = \min_{\tilde{x} \in \tilde{R}_x, \tilde{y} \in \tilde{R}_y} V(\tilde{x}, \tilde{y})\) with \(\tilde{R}_x = B_{x_1} \cap \Omega_{1\tilde{x}}\) and \(\tilde{R}_y = B_{y_1} \cap B_{y_2} \cap \Omega_{1\beta} \cap \Omega_{2\beta}\).

**Proof.** The proof is simple. For any fixed \(c_3\), we can always find an \(m\) such that \(k_3\) is positive. Once \(m\) is chosen, \(k_2\) is positive by choosing
\[
a_1 > a_1^* = \frac{k_1}{2dm}(\gamma_1 + L_{1\beta}L_{1\phi}) \tag{5.35}
\]
and as a consequence, \(\varepsilon < \varepsilon^* = \frac{1}{a_1}\).

For all \((\tilde{x}, \tilde{y}) \in \mathcal{R}\), it follows that for all solutions starting from \(\mathcal{R}\), \(\dot{V}\) is non-positive. Hence, \(\mathcal{R}\) is the region of attraction [Khalil 1996] and the equilibrium point of the system (5.2)-(5.4) is stable. Since \((\tilde{x}, \tilde{y}) = (0, 0)\) is the only invariant set such that \(\dot{V} = 0\) by solving (5.34), all solutions starting from \(\mathcal{R}\) converge to the equilibrium point. Finally, the asymptotic stability is established and a feasible region (5.35) for \(a_1\) (and then for \(\varepsilon\)) is also found. 

\qed
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We note that the feasible region (5.35) of $a_1$ strongly depends on the choice of subcontroller $x_2 = h_2(y, x_1^2, y_2^2)$. If we want to stabilize the reduced model (5.23) in a larger region, we may need a larger $L_{1\varphi}$, $c_3$ and $c_4$. Alternatively, if we want to accelerate the speed of the convergence of the reduced model, it is necessary to increase $\sigma_{\text{max}}(A_{1\varphi})$. Such scenarios may result in a larger $a_1^\ast$. However, sometimes, a very large $a_1$ may cause a large peak value of the control input $u$, which is not desired. Thus, it is very important to consider associated factors when we choose $a_1$.

5.1.5 Study cases

In order to get a better understanding of the proposed control algorithm, two examples are studied in this section.

5.1.5.1 Example 1

Consider the following nonlinear system

$$\begin{align*}
\dot{x}_1 &= x_1x_2 + x_3u \\
\dot{x}_2 &= x_1 + x_3 \\
\dot{x}_3 &= x_2 + x_3
\end{align*}$$

(5.36)

Two control objectives exist:

Objective 1: making $y = x_3$ track the reference $x_3^0$;

Objective 2: making $y = x_2$ track the reference $x_2^0$.

We first use the input-output feedback linearization method to design the control structure and then apply the proposed time-scale separation control scheme.

**Feedback linearization control:** When $x_3$ is the output, the system (5.36) is feedback linearizable since the relative degree of $y = x_3$ is three. Then, a controller based on input-output feedback linearization method can be developed

$$u = \frac{1}{L_y L_f(y)}(-L_f^3(y) + v)$$

(5.37)

where

$$
\begin{align*}
v &= -b_0(x_3 - x_3^0) - b_1L_f^1(y) - b_2L_f^2(y) \\
L_f^1(y) &= x_2 + x_3 \\
L_f^2(y) &= x_1 + x_2 + 2x_3 \\
L_f^3(y) &= x_1x_2 + x_1 + 2x_2 + 3x_3 \\
L_y L_f^2(y) &= x_3
\end{align*}
$$

The controller (5.37) is tested by numerical simulations as illustrated in Fig. 5.2. The parameter values are listed in Table 5.1. The simulation results clearly show
Table 5.1: The parameter values.

<table>
<thead>
<tr>
<th>$x_3$</th>
<th>$b_0$</th>
<th>$b_1$</th>
<th>$b_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>-3</td>
<td>0.125</td>
<td>0.75</td>
<td>1.5</td>
</tr>
</tbody>
</table>

(a) The response of $x_1$.  
(b) The response of $x_2$.  
(c) The response of $x_3$ and its reference $y^r$.  
(d) The response of $u$.

Figure 5.2: Simulation results by using feedback linearization.
that the controller (5.37) derived from the input-output feedback linearization method can make the system track its output trajectory.

Next, we consider that Objective 2 is to be achieved, i.e. make $x_2$ track its reference $y^o = 2$. In this case, the relative degree of $y = x_2$ is two, smaller than three. Thus, the zero dynamics exist and satisfy

$$\dot{x}_3 = x_3 + y^o$$  \tag{5.38}$$

As seen in (5.38), since the zero dynamics are unstable, the system (5.36) is not feedback linearizable [Isidori 1995].

From the above description, when the control objective is changed, the input-output feedback linearization method is not practicable and we must re-design the entire control algorithm to achieve the new control objective. In the following section, we demonstrate that the proposed time-scale separation control method can realize these two objectives by just modifying the outer control modules.

**Time-scale separation control**: Since $x_1$ is directly colocated with the control input $u$, $x_1$ is considered as the driving state while $x_2$ and $y$ are the driven states. The task of the fundamental control module is to make $x_1$ quickly enter the manifold $x_1^*$ yet to be designed. Here, let us impose the following autonomous system

$$\begin{align*}
\dot{x}_1 &= x_1 x_2 + x_3 u \\
&= -k_1(x_1 - x_1^*) \\
\end{align*}$$  \tag{5.39}$$

where $r_1 = 0$. Then $u$ can be obtained by solving (5.39)

$$u = \frac{1}{x_3}[-k_1(x_1 - x_1^*) - x_1 x_2]$$  \tag{5.40}$$

Note that the dynamics of $x_1^*$ is neglected in $u$. When $x_1$ quickly enters its manifold $x_1^*$, we get the reduced model

$$\begin{align*}
\dot{x}_2 &= x_1^* + x_3 \\
\dot{x}_3 &= x_2 + x_3 \\
\end{align*}$$  \tag{5.41}$$

where $x_1^*$ is considered as an additional control input for the reduced model (5.41). In order to achieve Objective 1, we only need that the reduced model converges to $x_3^*$. Re-applying time-scale separation to (5.41), we design $x_1^*$ such that $x_2$ quickly enters its manifold $x_2^*$ yet to be designed.

$$\begin{align*}
\dot{x}_2 &= x_1^* + x_3 \\
&= -k_2(x_2 - x_2^*) \\
\end{align*}$$

Then, $x_1^*$ is obtained as

$$x_1^* = -k_2(x_2 - x_2^*) - x_3$$  \tag{5.42}$$

At the same time, a sub-reduced model is generated as

$$\dot{x}_3 = x_2^* + x_3$$  \tag{5.43}$$
Table 5.2: The values of control gain (1).

<table>
<thead>
<tr>
<th></th>
<th>$k_1$</th>
<th>$k_2$</th>
<th>$k_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set 1</td>
<td>4</td>
<td>2</td>
<td>0.125</td>
</tr>
<tr>
<td>Set 2</td>
<td>20</td>
<td>2</td>
<td>0.125</td>
</tr>
</tbody>
</table>

Table 5.3: The values of control gain (2).

<table>
<thead>
<tr>
<th></th>
<th>$k_1$</th>
<th>$k_2$</th>
<th>$k_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set 1</td>
<td>4</td>
<td>2</td>
<td>2.25</td>
</tr>
<tr>
<td>Set 2</td>
<td>20</td>
<td>2</td>
<td>2.25</td>
</tr>
</tbody>
</table>

Finally, $x_2^*$ can be designed as

$$x_2^* = -k_3(x_3 - x_3^o) - x_3$$  \hspace{1cm} (5.44)

such that the equilibrium of the sub-reduced model (5.43) is exponentially stable. In this case, the controller is composed by (5.40), (5.42) and (5.44). The system exhibits a three-time-scale behavior under the proposed controller.

Simulations are carried out with two sets of control gains as listed in Table 5.2 where $k_1$ in Set 2 is larger than in Set 1. Simulation results are presented in Fig. 5.3. Since both sets provide the same values of control gains to the reduced model, i.e. $k_2$ and $k_3$, the quasi-steady-states of $x_1$, $x_2$ and $x_3$ with $k_1 = 4$ are identical to those with $k_1 = 20$. As shown in Fig. 5.3(a)-5.3(c), a larger $k_1$ leads to a smaller discrepancy between the values of the state variables and their corresponding quasi-steady-state values, which exactly corresponds to our theoretical analysis.

During the design process, the time-scale separation algorithm is applied twice and $x_1$ and $x_2$ exhibit three-time-scale and two-time-scale behaviors, respectively. This example reveals that we can divide a full-scale system into multi-time-scale subsystems by re-using the proposed control approach such that these subsystems can be designed independently.

Now, when Objective 2 is to be achieved, we just need to design a new $x_1^*$ based on the reduced model (5.41) as

$$x_1^* = -k_2(x_2 - x_2^o) - (k_3 + 1)(x_3 + x_2^o) + x_2^o$$

which can make $x_2$ in the reduced model converge to $x_2^o$.

Simulations are also carried out with two sets of control gains as listed in Table 5.3. As illustrated in Fig. 5.4, we get some similar results as in the case of Objective 1. The actual values of the state variables could be better approximated by their respective quasi-steady-state values with a larger $k_1$.

As mentioned in the previous section, although a larger $k_1$ can make the system give a fast response, it may also lead to a larger peak value of the control input during the transient. As depicted in 5.3(d)-5.4(d), the crest value of $u$ with $k_1 = 20$ is larger than that with $k_1 = 4$. 
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(a) The response of $x_1$.

(b) The response of $x_2$.

(c) The response of $x_3$ and its reference $y^r$.

(d) The response of $u$.

Figure 5.3: Simulation results by using time-scale separation control: $y = x_2$. 
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(a) The response of $x_1$. 

(b) The response of $x_2$ and its reference $y^r$. 

(c) The response of $x_3$. 

(d) The response of $u$. 

Figure 5.4: Simulation results by using time-scale separation control: $y = x_2$. 
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5.1.5.2 Example 2

The second example is expressed as

\[
\begin{align*}
\dot{x}_1 &= x_1 x_2 + x_3 u \\
\dot{x}_2 &= x_1 + x_3 \\
\dot{x}_3 &= x_2 - x_3
\end{align*}
\] (5.45)

which is required to achieve the same control objectives as in Example 1.

**Feedback linearization control:** When \( x_3 \) is defined as the output in Objective 1, (5.45) is feedback linearizable and hence, a controller by means of input/output feedback linearization is developed as

\[
u = \frac{1}{L_2 L_f(x_3)} (-L_3^3(x_3) + v)
\] (5.46)

where

\[
\begin{align*}
L_1^1(x_3) &= x_2 - x_3 \\
L_2^1(x_3) &= x_1 x_2 + 2x_3 \\
L_3^1(x_3) &= x_1 x_2 - x_1 + 2x_2 - 3x_3 \\
L_2 L_f(x_3) &= x_3
\end{align*}
\]

When Objective 2 is to be achieved, the relative degree of \( y = x_2 \) is also 2 as in Example 1. However, the zero dynamics here are expressed by

\[
\dot{x}_3 = -x_3 + x_2^o
\] (5.47)

whose equilibrium is exponentially stable. Hence, input/output feedback linearization can be applied. The controller is developed as

\[
u = \frac{1}{L_2 L_f(x_2)} (-L_2^2(x_2) + v)
\] (5.48)

where

\[
\begin{align*}
L_1^1(x_2) &= x_1 + x_3 \\
L_2^1(x_2) &= x_1 x_2 + x_2 - x_3 \\
L_2 L_f(x_2) &= x_3
\end{align*}
\]

It is clear that, when the new control objective (Objective 2) is to be achieved, the existing control law (5.46) becomes invalid and should be rejected. The control design must be re-engineered to develop a new control algorithm (5.48). For a system of very high order, it is very time-consuming to re-design the control structure. However, the time-scale separation control scheme proposed in this section can effectively avoid a control re-design from scratch.
Time-scale separation control: First, we design the fundamental module as in Example 1
\[
\dot{x}_1 = x_1 x_2 + x_3 u = -k_1 (x_1 - x_1^*) \tag{5.49}
\]
and then \(u\) can be obtained by solving (5.49)
\[
u = \frac{1}{x_3} [-k_1 (x_1 - x_1^*) - x_1 x_2]
\]
When \(x_1\) quickly enters its manifold \(x_1^*\), the following reduced model is generated
\[
\dot{x}_2 = x_1^* + x_3 \\
\dot{x}_3 = x_2 - x_3
\]
In order to attain the control objective 1, the same procedure is used to design \(x_1^*\) as in Example 1
\[
x_1^* = -k_2 (x_2 - x_2^*) - x_3
\]
where \(x_2^*\) satisfies
\[
x_2^* = -k_3 (x_3 - x_3^o) + x_3
\]
If the control objective 2 is to be achieved, we just need to develop a new \(x_1^*\) as
\[
x_1^* = -k_2 (x_2 - x_2^o)
\]
for the fundamental module without decommissioning the entire existing control structure.

From this example, the advantage of the proposed control structure is explicitly presented. In order to make the system achieve different control objectives, we only need redesign the subcontroller of the reduced model and provide the new manifold \(x^*\) to the fundamental control module.

In the following sections, we will apply the obtained theoretical results to explain why the vector control structure for VSC HVDC systems can consist of two control loops with different dynamics and to demonstrate how the system exhibit a multi-time-scale performance.

5.2 Control induced time-scale separation for MTDC systems using master-slave control configuration

In the present section, based on the previous theoretical results, we give a detailed description on how the MTDC system exhibits multiple time-scale dynamics using master-slave control configuration. Furthermore, a theoretical stability study is also performed where the stability limitations on this control configuration are also analyzed.
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5.2.1 Control design

We consider each VSC terminal as an individual unit, which is of the form

\[ \dot{x}_1[i] = f_1[i](x_1[i], u_{c[i]}, u_{e[i]}) \]
\[ \dot{x}_2[j] = f_2[j](x_2[j], y_2[j]) \]
\[ \dot{y}_2[j] = f_3[j] + I_{w[j]} \]

(5.50)

(5.51)

where we use the following definitions

\[ x_1[i] \triangleq \begin{bmatrix} i_{g,i,d} & i_{g,i,q} \end{bmatrix}^T; \quad x_2[j] \triangleq \begin{bmatrix} i_{w,j,d} & i_{w,j,q} \end{bmatrix}^T \]
\[ u_1[i] \triangleq \begin{bmatrix} m_{g,i,d} & m_{g,i,q} \end{bmatrix}^T; \quad u_2[j] \triangleq \begin{bmatrix} m_{w,j,d} & m_{w,j,q} \end{bmatrix}^T \]
\[ y_2[j] \triangleq \begin{bmatrix} v_{sw,j,d} & v_{sw,j,q} \end{bmatrix}^T; \quad I_{w[j]} \triangleq \begin{bmatrix} I_{w,j,d} & I_{w,j,q} \end{bmatrix}^T \]

(5.52)

The expressions of \( f_1[i], f_2[j], g_1[i] \) and \( g_2[j] \) are obviously obtained from the MTDC system described by (3.20), (3.28) and (3.29), which are continuous differentiable in their respective arguments for \( i_{g,i,dq} \in \mathbb{D}_{i_{g,i,dq}}, i_{w,j,dq} \in \mathbb{D}_{i_{w,j,dq}}, v_{sw,j,dq} \in \mathbb{D}_{v_{sw,j,dq}}, \)
\( u_{c(i)} \in \mathbb{D}_{u_c} \) and \( m_{g,i,dq}, m_{w,j,dq} \in [-1, 1] \).

For convenience, we also introduce

\[ x \triangleq [x_1[i] \cdots x_{1[N]} x_2[i] \cdots x_{2[M]}]^T = [x_1[i] x_2[j]]^T \]
\[ u \triangleq [u_1[i] \cdots u_{1[N]} u_2[i] \cdots u_{2[M]}]^T = [u_1[i] u_2[j]]^T \]

Therefore, the overall model of the MTDC system described in Chapter 3 can be expressed by a general form (5.50), (5.51) and (3.36).

Now, we are ready to develop the control algorithm by following the procedure presented in Section 5.1 as

- Step 1: We divide the full-scale system into two subsystems, i.e. the driving subsystem (5.50) and the driven subsystem (5.51) and (3.36), where the driving subsystem is directly collocated with the control inputs \( u_{1[i]} \) and \( u_{2[j]} \).

- Step 2: Assume that the proposed control algorithm is explicitly designed with the purpose of making the driving subsystem have much faster dynamics than the driven subsystem. Based on the dynamic separation, we then obtain a boundary-layer and a reduced model where two subcontrollers are designed to control both models, respectively.

- Step 3: Substituting the two subcontrollers into the original model, a standard singularly perturbed system can be deduced. Applying singular perturbation theory, we derive sufficient conditions on the proposed control algorithm to ensure the asymptotic stability of the MTDC system.

Note that, in Step 2, we assume that the state variables in the driving subsystem have faster dynamics than those in the driven subsystem. In fact, this assumption is only used to help us design the control system. In the section of theoretical analysis, we will demonstrate that the controller based on this assumption indeed makes the system exhibit a dynamic behavior characterized by the presence of fast and slow transients.
5.2.1.1 Design of the driving subsystem

We assume that there exists a reference trajectory for the driving subsystem as

\[ x^* \triangleq [x_{11}^* \cdots x_{1N}^* x_{21}^* \cdots x_{2M}^*]^T \]

which is yet to be designed. The only information on \( x^* \) is that it is a function of the state variables of the driven subsystem with slow dynamic. We then design the subcontrollers \( u_1[i] = h_1[i] \) and \( u_2[j] = h_2[j] \) such that the closed-loop of the driven subsystem becomes

\[ \dot{x}_1[i] = v_1[i] \]
\[ \dot{x}_2[j] = v_2[j] \]

where we introduce the auxiliary inputs \( v_1[i] \) and \( v_2[j] \). Since \( g_1[i] \) and \( g_2[j] \) are invertible, by combining (5.50) and (5.53), the subcontroller of the driving system is designed as

\[ h_1[i] = g_1^{-1}[v_1[i] - f_1[i]] \]
\[ h_2[j] = g_2^{-1}[v_2[j] - f_2[j]] \]

The design of \( v_1[i], v_2[j] \in \mathbb{R}^2 \) are free. We only need them so that the above autonomous system (5.53) at least locally exponentially converges to \( x^* \) when \( x^* \) is constant. To illustrate our control scheme more clearly, we design

\[
\begin{align*}
\dot{e}_{1x1[i]} &= x_{1[i]} - x_{11}^* \\
v_{1[i]} &= -K_{1[i]}(x_{1[i]} - x_{11}^*) - \Gamma_{1[i]}e_{1x1[i]} \\
\dot{e}_{1x2[j]} &= x_{2[j]} - x_{22}^* \\
v_{2[j]} &= -K_{2[j]}(x_{2[j]} - x_{22}^*) - \Gamma_{2[j]}e_{1x2[j]}
\end{align*}
\]

where the control gain matrices are of the form

\[
\begin{align*}
K_{1[i]} &= \text{diag}(k_{11}^*, k_{12}^*) \\
K_{2[j]} &= \text{diag}(k_{21}^*, k_{22}^*) \\
\Gamma_{1[i]} &= \text{diag}(\gamma_{11}^*, \gamma_{12}^*) \\
\Gamma_{2[j]} &= \text{diag}(\gamma_{21}^*, \gamma_{22}^*)
\end{align*}
\]

whose diagonal elements are positive.

5.2.1.2 Design of the driven system

With the aid of the subcontroller (5.54), we assume that \( x \) quickly enters the manifold \( x^* \) and then substitute \( x = x^* \) into the driven subsystem (5.51) and (3.36), leading to the following reduced model

\[
\begin{align*}
\dot{y}_{2[j]} &= f_{2[j]}(x_{2[j]}^*, y_{2[j]}) \\
\dot{z} &= Az + \vartheta(x_{1[i]}^*, x_{2[j]}^*)
\end{align*}
\]

with \((N + 3M + P + L)\)th order.

According to the master-slave control operation defined in Section 4.1.4 and the design procedure presented in Section 5.1.3.2, we then set

\[
i_{g,d}^* = i_{g,d}^0; \quad i_{g,q}^* = i_{g,q}^0
\]
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As a consequence, some components of the vector \( x^* \) are directly given by the prescribed reference values. But we still need to design \( i_{g1d}^* \) and \( i_{wjd}^* \), which are considered as the control inputs of the reduced model (5.57). The control goal now is to make \( u_{c1} \) and \( v_{swj,dq} \) in (5.57) track the prescribed output reference, i.e.

\[
\ddot{s}_o \triangleq \left[ u_{c1}^o \quad v_{sw1,dq}^o \quad \cdots \quad v_{swN,dq}^o \right] \quad (5.59)
\]

via \( i_{g1d}^* \) and \( i_{wjd}^* \). Input-output feedback linearization is therefore applied for the reduced model as

\[
\begin{align*}
\frac{du_{c1}}{dt} &= \frac{1}{C_{g1}} \left( \frac{3}{2} v_{sg1d} i_{g1d}^* + v_{sg1q} i_{g1q} \right) - H \left(1, :\right) i_c \\
\frac{dv_{swjd}}{dt} &= \omega_{wjd} v_{swjd} + \frac{1}{C_{fwj}} (I_{wjd} - i_{wjd}^*) \\
\frac{dv_{swjd}}{dt} &= -\omega_{wjd} v_{swjd} + \frac{1}{C_{fwj}} (I_{wjq} - i_{wjq}^*) \\
\end{align*}
\]

Taking into account the integrated tracking error, the additional inputs \( v(\cdot) \) are designed as

\[
\begin{align*}
\dot{u}_{c1} &= \ddot{u}_{c1} \triangleq u_{c1} - u_{c1}^o \\
v_{c1} &= -k_{g1d} \dot{u}_{c1} - k_{g2d} e_{c1} \\
\dot{v}_{wjd} &= \ddot{v}_{wjd} \triangleq v_{wjd} - v_{wjd}^o \\
v_{wjd} &= -k_{wjd} \dot{v}_{wjd} - k_{w2d} e_{wjd} \\
\dot{v}_{wjq} &= \ddot{v}_{wjq} \triangleq v_{wjq} - v_{wjq}^o \\
v_{wjq} &= -k_{w1q} \dot{v}_{wjq} - k_{w2q} e_{wjq} \\
\end{align*}
\quad \text{with positive control gains} \quad k_{g1d}, k_{g2d}, k_{w1d}, k_{w2d}, k_{w1q}, k_{w2q} \quad \text{Then, by solving (5.60),}\n\]

\[
\begin{align*}
i_{g1d}^* &= \frac{2 u_{c1}}{3 v_{sg1d}} \left( C_{g1} v_{c1} + H \left(1, \cdot\right) i_c \right) - \frac{v_{sg1q}}{v_{sg1d}} i_{g1q}^o \\
i_{wjd}^* &= C_{fwj} \omega_{wjd} v_{swjd} - C_{fwj} v_{wjd} + I_{wjd} \\
i_{wjq}^* &= -C_{fwj} \omega_{wjq} v_{swjd} - C_{fwj} v_{wjq} + I_{wjq} \\
\end{align*}
\quad \text{Finally, the full control scheme is established, composed by (5.54), (5.58) and (5.61).}\n\]

For each VSC terminal, the controller \( u_{ij} \) just relies on local information without the knowledge of other terminals. This can prevent the possible time delay of information exchange from the collective model.

The manifold \( x^* \) is deduced from the lower-order reduced model (5.57) instead of the full-scale model (5.50), (5.51) and (3.36), and it greatly simplifies the control.

\[\text{\[5.59\]}\] Recall the definition of \( H \) in Section 3.4.3.
design. Clearly, $x^*$ is a function of the state variables of the driven system, i.e. $y_{2[j]}$ and $z$. It is worthwhile to note that using a reduced model will introduce errors in the system. Such errors may cause stability problems which will be studied in the next section.

5.2.2 Theoretical analysis

Before stating the main results of this section, we recall that, to ensure the physical feasibility of the MTDC system, Assumption 4.1.1 still holds and the equilibrium point is denoted as

$$\bar{P}_1 = [\cdots \tilde{\eta}_{g,d} \tilde{\eta}_{g,q} \cdots \tilde{\eta}_{w,j,d} \tilde{\eta}_{w,q} \cdots \tilde{\epsilon}_{sw,j,d} \tilde{\epsilon}_{sw,j,q} \cdots \tilde{\varepsilon}]^T \quad (5.62)$$

In this section, we will demonstrate how the proposed controller divides the MTDC system into different time scales and furthermore, the stability of the equilibrium point $\bar{P}_1$ will be also studied.

5.2.2.1 Two-time-scale dynamics

The aim of this section is to show how the MTDC system exhibits a multi-time-scale behavior. To establish this result, we substitute the control algorithm (5.54), (5.58) and (5.61) into the original system consisting of (5.50), (5.51) and (3.36), resulting in the following closed-loop system

$$\begin{align*}
\dot{e}_{I_{x_1[i]}} &= x_{1[i]} - x^*_1[i] \\
\dot{x}_{1[i]} &= -K_{1[i]}(x_{1[i]} - x^*_1[i]) - \Gamma_{1[i]}e_{I_{x_1[i]}} \\
\dot{e}_{I_{x_2[j]}} &= x_{2[j]} - x^*_2[j] \\
\dot{x}_{2[j]} &= -K_{2[j]}(x_{2[j]} - x^*_2[j]) - \Gamma_{2[j]}e_{I_{x_2[j]}} \\
\dot{e}_{I_{w,j}} &= v_{sw,j,d} - v^\circ_{sw,j,d} \\
\dot{e}_{I_{cg}} &= \tilde{u}_{cg} \\
y_{2[j]} &= \tilde{f}_{3[j]} + I_{w[j]} \\
\dot{\varepsilon} &= A\varepsilon + \vartheta \quad (5.63)
\end{align*}$$

with $(9M + 5N + P + L)^{th}$ order. The equilibrium point of the above closed-loop system is denoted as $\bar{P}_2$.

Let us introduce a small scalar parameter $\varepsilon$ satisfying

$$\varepsilon \cdot k_{\min} = 1$$

where $k_{\min} = \min(k_{11}^{11}, k_{12}^{12}, k_{21}^{21}, k_{22}^{22})$. We then rewrite the dynamics of $x_{1[i]}$ and $x_{2[j]}$ in (5.63) as

$$\begin{align*}
\varepsilon \dot{x}_{1[i]} &= -K_{1[i]}(x_{1[i]} - x^*_1[i]) - \varepsilon \Gamma_{1[i]}e_{I_{x_1[i]}} \\
\varepsilon \dot{x}_{2[j]} &= -K_{2[j]}(x_{2[j]} - x^*_2[j]) - \varepsilon \Gamma_{2[j]}e_{I_{x_2[j]}} \quad (5.64)
\end{align*}$$
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where the new control gain matrices are defined as

\[
\begin{align*}
\bar{K}_{1[i]} &= \text{diag}(\bar{k}_{11}^1, \bar{k}_{11}^2) \triangleq \text{diag}(\varepsilon k_{11}^1, \varepsilon k_{11}^2) \\
\bar{K}_{2[j]} &= \text{diag}(\bar{k}_{22}^1, \bar{k}_{22}^2) \triangleq \text{diag}(\varepsilon k_{22}^1, \varepsilon k_{22}^2) \\
\tilde{k}_{11}^1, \tilde{k}_{11}^2, \tilde{k}_{22}^1, \tilde{k}_{22}^2 &\geq 1
\end{align*}
\]

Now, as an alternative expression, the closed-loop system (5.63) can be rewritten as

\[
\begin{align*}
\dot{\varepsilon} x_{1[i]} &= x_{1[i]} - x_{1*[i]} \\
\varepsilon \dot{x}_{1[i]} &= -\bar{K}_{1[i]}(x_{1[i]} - x_{1*[i]}) - \varepsilon \Gamma_{1[i]} e_{Ix_{1[i]}} \\
\dot{\varepsilon} x_{2[j]} &= x_{2[j]} - x_{2*[j]} \\
\varepsilon \dot{x}_{2[j]} &= -\bar{K}_{2[j]}(x_{2[j]} - x_{2*[j]}) - \varepsilon \Gamma_{2[j]} e_{Ix_{2[j]}} \\
\dot{\varepsilon} w_{s[j]} &= v_{sw_{s[j]}} - v_{sw_{s[j]}} \\
\dot{\varepsilon} w_{o[j]} &= v_{sw_{o[j]}} - v_{sw_{o[j]}} \\
\dot{\varepsilon} q_{g1} &= \bar{u}_{g1} \\
\dot{y}_{2[j]} &= f_{2[j]} + I_{w[j]} \\
\dot{z} &= A z + \vartheta
\end{align*}
\]

which is of a standard singularly perturbed form when \( \varepsilon \) is small enough. We call \( x^* \) as the quasi-steady state of \( x \). It is worth noticing that, the small parameter \( \varepsilon \), which is used to qualify the time-scale separation, is not derived from the physical system parameters but is arbitrarily created by the designed subcontroller (5.54).

For convenience, we introduce the following new variables

\[
\begin{align*}
\tilde{x}_{1[i]} &= x_{1[i]} - x_{1*[i]} \\
\tilde{x}_{2[j]} &= x_{2[j]} - x_{2*[j]}
\end{align*}
\]

that shift the quasi-steady state of \( x \) to the origin. In these new variables, the driving subsystem (5.64) becomes

\[
\begin{align*}
\varepsilon \dot{\tilde{x}}_{1[i]} &= -\bar{K}_{1[i]} \tilde{x}_{1[i]} - \varepsilon \Gamma_{1[i]} e_{Ix_{1[i]}} - \varepsilon \frac{dx_{1*[i]}}{dt} \\
\varepsilon \dot{\tilde{x}}_{2[j]} &= -\bar{K}_{2[j]} \tilde{x}_{2[j]} - \varepsilon \Gamma_{2[j]} e_{Ix_{2[j]}} - \varepsilon \frac{dx_{2*[j]}}{dt}
\end{align*}
\]

Now we define \( t \) as the time-scale variable for slow dynamics and introduce a new time variable \( \tau \) for fast dynamics as

\[
\varepsilon \frac{d\tilde{x}}{dt} = \frac{d\tilde{x}}{d\tau}, \quad \tilde{x} = [\tilde{x}_{1[1]} \cdots \tilde{x}_{1[N]} \tilde{x}_{2[1]} \cdots \tilde{x}_{2[M]}]^T
\]

We then express (5.66) in the \( \tau \) time scale as

\[
\begin{align*}
\frac{d\tilde{x}_{1[i]}}{d\tau} &= -\bar{K}_{1[i]} \tilde{x}_{1[i]} - \varepsilon \Gamma_{1[i]} e_{Ix_{1[i]}} - \varepsilon \frac{dx_{1*[i]}}{dt} \\
\frac{d\tilde{x}_{2[j]}}{d\tau} &= -\bar{K}_{2[j]} \tilde{x}_{2[j]} - \varepsilon \Gamma_{2[j]} e_{Ix_{2[j]}} - \varepsilon \frac{dx_{2*[j]}}{dt}
\end{align*}
\]
As \( \varepsilon \to 0 \), a boundary-layer system is deduced from (5.68), given by

\[
\begin{align*}
\frac{d\tilde{x}_{1[i]}}{d\tau} &= -\bar{K}_{1[i]}\tilde{x}_{1[i]} \\
\frac{d\tilde{x}_{2[j]}}{d\tau} &= -\bar{K}_{2[j]}\tilde{x}_{2[j]} \tag{5.69}
\end{align*}
\]

whose equilibrium point is globally exponentially stable. Meanwhile, when \( x \) enters its manifold \( x^* \), the closed-loop system (5.65) is degenerated into a \((5M + N + P + L + 1)^{th}\) order reduced model expressed by

\[
\begin{align*}
\dot{e}_{1w_jd} &= v_{swjd} - v^o_{swjd} \\
\dot{e}_{1w_jq} &= v_{swjq} - v^o_{swjq} \\
\dot{e}_{icq} &= \bar{u}_{icq} \tag{5.70}
\end{align*}
\]

where \( \vartheta' \) is given by

\[
\begin{align*}
\vartheta' &= \frac{3}{2} \frac{v_{sgd}d^*g_0, d + v_{sgd}d^*g_0, q}{C_gi(\bar{u}_{cg0} + \bar{u}_{cg0})}, & i \in N \\
\vartheta' &= \frac{3}{2} \frac{(\bar{u}_{swjd} + v^o_{swjd})i^*_{wjd} + (\bar{u}_{swjq} + v^o_{swjq})i^*_{wjq}}{C_{wj}(\bar{u}_{cwj} + \bar{u}_{cwj})}, & j \in M \\
\vartheta' &= 0, & h \in \mathcal{P} \\
\vartheta' &= 0, & k \in \mathcal{L}
\end{align*}
\]

Remember that \( i^*_{g, dq} \) and \( i^*_{w, dq} \) are given by (5.58) and (5.61). We denote the solution of the reduced model (5.70) as \((y^e_{2[j]}(t), z^e(t))\) and then, \( x^e = x^*(y^e_{2[j]}(t), z^e(t)) \) describes behavior of \( x^* \) when \((y^e_{2[j]}(t), z(t)) = (y^e_{2[j]}(t), z^e(t))\). As a result, according to Theorem 5.1.9 in Section 5.1.4.1, we are ready to state the following result:

**Theorem 5.2.1.** Consider the system (5.63). For fixed control parameters \( \bar{K}_{1[i]}, \bar{K}_{2[j]}, k_{g, 1, dq}, k_{w, 1, dq} \) and \( k_{w, 2, dq} \), there exists a region \( \mathcal{R}_{xyz} \) and a positive constant \( \varepsilon^* \) (or \( k^*_{\min} \)) such that for all \( 0 < \varepsilon < \varepsilon^* \) (or \( k^*_{\min} < k^*_{\min} \), if the system (5.63) starts from \( \mathcal{R}_{xyz} \), we have

\[
\begin{align*}
y_{2[j]}(t) &= \tilde{y}^e_{2[j]}(t) + O(\varepsilon) \\
z(t) &= \tilde{z}^e(t) + O(\varepsilon) \\
x(t) &= \tilde{x}^e(t) + \tilde{x}(\tau) + O(\varepsilon) \tag{5.72}
\end{align*}
\]

where \( \tilde{x}(\tau) \) is the solution of the boundary-layer model (5.69).

Theorem 5.2.1 clearly indicates that the state variables of the driving system, i.e. all \( dq \) currents, exhibit a two-time-scale behavior. They start with a fast transient \( \tilde{x}(\tau) \) and then remain close to \( x^e(t) \) which presents a slow transient. If we want a remarkable time-scale separation, a smaller \( \varepsilon \) (or a larger \( k^*_{\min} \)) should be chosen. In the \( \tau \) time scale, all \( y_{2[j]} \) and \( z \) seem slowly varying.
5.2. Control induced time-scale separation for MTDC systems using master-slave control configuration

5.2.2.2 Stability analysis

The previous section shows that the exact solution of the original system (5.63) can be approximated by the solutions of the boundary-layer and the reduced model. In this section, we carry out a detailed stability analysis.

To simplify the analysis, we perform the change of variables

\[ y_2(j) = y_{2,j} - \bar{y}_{2,j} \]
\[ \dot{z} = \dot{z} - \ddot{z} \]

and then, rewrite the system (5.63) in these new variables as

\[
\begin{align*}
\ddot{e}_{I_{x1}[i]} &= \ddot{x}_{1}[i] \\
\ddot{x}_{1}[i] &= -K_{1[i]} \dot{x}_{1}[i] - \Gamma_{1[i]} \dot{e}_{I_{x1}[i]} - \frac{dx^*_{1[i]}}{dt} \\
\dot{e}_{I_{x2}[j]} &= \ddot{x}_{2}[j] \\
\dot{x}_{2}[j] &= -K_{2[j]} \dot{x}_{2}[j] - \Gamma_{2[j]} \dot{e}_{I_{x2}[j]} - \frac{dx^*_{2[j]}}{dt} \\
\dot{e}_{I_{w}[d]} &= \ddot{v}_{sw}[d] \\
\dot{e}_{I_{w}[q]} &= \ddot{v}_{sw}[q] \\
\dot{e}_{I_{cg}} &= \ddot{u}_{cg} \\
\ddot{y}_{2}[j] &= v_{w}[j] + B_{[j]} \ddot{x}_{2}[j] \\
\ddot{z} &= A \ddot{z} + \ddot{\vartheta}^* + A \ddot{\vartheta} + \ddot{\vartheta}
\end{align*}
\]

(5.73)

where

\[
\begin{align*}
B_{[j]} &= -\frac{1}{C_{fw}[j]} I_{2 \times 2}; \\
v_{w}[j] &\triangleq [v_{w}[d] \ v_{w}[q]]^T \\
\ddot{\vartheta} &\triangleq [\ddot{\vartheta}_1 \ \cdots \ \ddot{\vartheta}_{M+N} \ 0 \ 0]^T \\
\ddot{\vartheta}^* &\triangleq [\ddot{\vartheta}^*_1 \ \cdots \ \ddot{\vartheta}^*_{M+N} \ 0 \ 0]^T
\end{align*}
\]

(5.74)

with the elements

\[
\begin{align*}
\ddot{\vartheta}_i &= \frac{3}{2} \left( \bar{v}_{sw}[d]\dot{g}_{i,d} + \bar{v}_{gs}[d]\dot{g}_{i,q} \right) \\
\ddot{\vartheta}_{N+j} &= \frac{3}{2} \left( \bar{v}_{sw}[d] + \bar{v}_{sw}[q] \frac{\bar{v}_{sw}[d]}{\bar{v}_{sw}[q]} \right) \bar{v}_{sw}[j] \\
\ddot{\vartheta}^*_i &= \frac{3}{2} \left( \bar{v}_{sw}[d]\dot{g}^*_i,d + \bar{v}_{gs}[d]\dot{g}^*_i,q \right) \\
\ddot{\vartheta}^*_{N+j} &= \frac{3}{2} \left( \bar{v}_{sw}[d] + \bar{v}_{sw}[q] \frac{\bar{v}_{sw}[d]}{\bar{v}_{sw}[q]} \right) \bar{v}_{sw}[j]
\end{align*}
\]

(5.75)

It is important to remark that since \( x^* \) is the control signal of the slow subsystem, its derivative would be very small compared to the derivative of \( x \).

We rewrite the first four equations of (5.73) in a novel matrix form

\[
\dot{\vartheta} = A_{\vartheta} \vartheta + \theta_{\vartheta}
\]

(5.76)
where

\[ \begin{align*}
\mathbf{x} &= \begin{bmatrix} \cdots & c_{Ix_1[i]} & \cdots & c_{Ix_2[j]} & \cdots \end{bmatrix}^T \\
\mathbf{\theta}_x &= \begin{bmatrix} \cdots & 0_{2 \times 1} & \cdots & 0_{2 \times 1} & \cdots \end{bmatrix}^T \\
A_x &= \text{diag}(\cdots A_{x_1[i]} \cdots A_{x_2[j]}) \\
A_{x_1[i]} &= \begin{bmatrix} 0_{2 \times 2} & I_{2 \times 2} \end{bmatrix}, \\
A_{x_2[j]} &= \begin{bmatrix} 0_{2 \times 2} & I_{2 \times 2} \end{bmatrix}.
\end{align*} \]

The last five equations of (5.73) can be expressed in the following form

\[ \begin{align*}
\dot{\zeta} &= A_{\zeta} \zeta + \dot{\varphi}_{\zeta} \\
\dot{z}_r &= A_r \tilde{z}_r + \dot{\varphi}_r + A_r \tilde{z}_r + \tilde{\varphi}_r + \tilde{\varphi}_c + \tilde{\varphi}_c \\
\end{align*} \]

where

\[ \begin{align*}
\dot{\zeta} &= [c_{Ic_{g1}} \tilde{u}_{c_{g1}} \cdots c_{Iw_{j1}} \tilde{u}_{w_{j1}} \cdots c_{Iw_{j2}} \tilde{u}_{w_{j2}} \cdots]^T \\
\dot{\varphi}_{\zeta} &= [0 \ 0 \ \cdots -\frac{1}{C_{f_{wj}}} \tilde{w}_{j1} \ \cdots 0 - \frac{1}{C_{f_{wj}}} \tilde{w}_{j2} \ \cdots]^T \\
\tilde{\varphi}_r &= \begin{bmatrix} 0 & 1 & \cdots & 1 & \cdots & 0 & 1 \end{bmatrix}^T \\
\tilde{\varphi}_c &= \begin{bmatrix} 0 & 1 & \cdots & 1 & \cdots & 0 & 1 \end{bmatrix}^T \\
A_{\zeta} &= \text{diag}(A_{y_1} A_{w_{j1}} \cdots A_{w_{j2}} \cdots A_{w_{j1}} \cdots A_{w_{j2}}) \\
A_{y_1} &= \begin{bmatrix} 0_{(N+M+P-1) \times (N+M+P-1)} & C_{y_1}^{-1} H_{y_1} \\
& -L^{-1} H_{y_1}^T \\
& -L^{-1} R \end{bmatrix}.
\end{align*} \]

The vectors \( \tilde{\varphi}_r \), \( \tilde{\varphi}_c \) and \( \tilde{z}_r \) are the sub-vectors formed by deleting the first component of \( \tilde{\varphi} \), \( \tilde{\varphi}^* \) and \( \tilde{z} \) (see (5.75)), respectively. The matrix \( A_r \) is given by (4.65) in Section 4.1.4 as

\[ A_r = \begin{bmatrix} 0_{(N+M+P-1) \times (N+M+P-1)} & C_{r}^{-1} H_{r} \\
& -L^{-1} H_{r}^T \\
& -L^{-1} R \end{bmatrix}. \]

Now, the original closed-loop system (5.63) is transformed into the new form composed of (5.76) and (5.77). Note that the above error system (5.76) and (5.77) has an equilibrium at the origin, the asymptotic stability of which would imply the asymptotic stability of \( \tilde{P}_2 \) of the original system (5.63). If \( \tilde{x}_{1[i]} \) and \( \tilde{x}_{2[j]} \) quickly converge to zero, the error system (5.76) and (5.77) is degenerated into the following reduced model

\[ \begin{align*}
\dot{\zeta} &= A_{\zeta} \zeta \\
\dot{z}_r &= A_r \tilde{z}_r + \dot{\varphi}_r + A_r \tilde{z}_r + \tilde{\varphi}_r + \tilde{\varphi}_c \\
\end{align*} \]

which consists of the external and internal dynamics represented by \( \zeta \) and \( \tilde{z}_r \), respectively. As \( \zeta \) converges to zero, the dynamics of the reduced model (5.80) is governed by the internal dynamics

\[ \dot{\tilde{z}}_r = A_r \tilde{z}_r + \dot{\varphi}_r |_{\zeta = 0} + A_r \tilde{z}_r + \tilde{\varphi}_c \]

Similar to Lemma 4.1.2 in Section 4.1.4, we have the following result:
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**Lemma 5.2.2.** Consider the system \((5.73)\). If the prescribed references \(v_{eq1}^0, Q_{eq1}^0\), \(P_{g_j}, Q_{g_j}, v_{sw,j}^0, v_{sw,j}^0\) and \(v_{sw,j}^0\) and the system parameters are set such that the Jacobian matrix of the internal dynamics \((5.81)\) at the origin

\[
J = \begin{bmatrix}
-D & C_r^{-1} H_r \\
-L^{-1} H_r^T & -L^{-1} R
\end{bmatrix}
\]

is Hurwitz, where \(D = \text{diag}(d_k), k = 1, \ldots, N + M + P - 1\), is a diagonal matrix given by

\[
\begin{align*}
\bar{d}_{(p-1)} &= \frac{P_{g_p}}{u_{cp}^2}, & \rho \in \mathcal{N}_{-1} \\
\bar{d}_{(j+N-1)} &= \frac{P_{w_j}}{C_{w_j} u_{w_j}^2}, & j \in \mathcal{M} \\
\bar{d}_{(h+N+M)} &= 0, & h \in \mathcal{P} \\
P_{w_j} &= \frac{3}{2} (v_{sw,j}^0 I_{w_j}^d + v_{sw,j}^0 I_{w_j}^q)
\end{align*}
\]

then, there exist control matrices \(K_{1[i]}, K_{2[j]}, \Gamma_{1[i]}\) and \(\Gamma_{2[j]}\) such that the origin of the system \((5.73)\) is locally exponentially stable. As a consequence, the equilibrium point \(P_1\) of the MTDC system \((5.50), (5.51)\) and \((3.36)\) is locally asymptotically stable under the control algorithm \((5.54), (5.58)\) and \((5.61)\).

**Proof.** According to Taylor’s theorem, the reduced model \((5.77)\) can be expressed in the Peano form of the remainder as

\[
\begin{bmatrix}
\dot{\zeta} \\
\dot{\bar{\zeta}}_r
\end{bmatrix} = \begin{bmatrix}
A_\zeta & 0 \\
A_\bar{e} & J
\end{bmatrix} \begin{bmatrix}
\zeta \\
\bar{\zeta}_r
\end{bmatrix} + \phi_1(\zeta, \bar{\zeta}_r) \begin{bmatrix}
\zeta \\
\bar{\zeta}_r
\end{bmatrix} + \begin{bmatrix}
0 \\
\bar{\phi}^* + A_r \bar{\zeta}_r + \bar{\vartheta}_i c
\end{bmatrix} = f_p
\]

where \(\bar{\phi}^*\) and \(\phi(\bar{\zeta}_r, \zeta)\) satisfy

\[
\bar{\phi}^* = \begin{bmatrix}
\bar{\phi}_g^* \\
\bar{\phi}_1^* \\
\bar{\phi}_2^* \\
\bar{\phi}_{sw}^* \\
\bar{\phi}_{w_1}^* \\
\bar{\phi}_{w_M}^* \\
\bar{\phi}_{P+L}^*
\end{bmatrix} = 0
\]

\[
\lim_{||\zeta, \bar{\zeta}_r|| \rightarrow 0} ||\phi_1(\zeta, \bar{\zeta}_r)|| = 0
\]

For any positive \(L_{\phi_1}\), there exists a positive \(b_{\phi_1}\) such that:

\[
||\phi_1|| \leq L_{\phi_1}, \quad \forall (\zeta, \bar{\zeta}_r) \in \mathcal{B}_{\phi_1}
\]

where

\[
\mathcal{B}_{\phi_1} = \{ (\zeta, \bar{\zeta}_r) \mid ||\zeta, \bar{\zeta}_r|| \leq L_{\phi_1} \}.
\]

We denote \(H \triangleq \begin{bmatrix}
A_\zeta & 0 \\
A_\bar{e} & J
\end{bmatrix}\) and hence, \(H\) is Hurwitz since \(A_\zeta\) and \(J\) are Hurwitz. For any symmetric matrix \(Q_r > 0\), there exists \(P_r > 0\) satisfying the Lyapunov equation \(P_r H + H^T P_r = -Q_r\). Let

\[
V_r = [\zeta, \bar{\zeta}_r]^T P_r [\zeta, \bar{\zeta}_r]^T
\]
be a Lyapunov function candidate for the reduced model (5.83) and then, we have
\[
\frac{dV_r}{d\zeta}Tf_p = -[\zeta \dot{z}_r]Q_r[\zeta \dot{z}_r]^T + [\zeta \dot{z}_r](P_r\phi_1 + \phi_1^T P_r)[\zeta \dot{z}_r]^T \\
\leq -(\lambda_{\text{min}}(Q_r) - 2L_{\phi_1}\|P_r\|\|\zeta \dot{z}_r\|^2)
\]
for all \(\|\zeta \dot{z}_r\|^2 < b_{\phi_1}\), where \(L_{\phi_1}\) is chosen such that
\[
\beta_1 \triangleq (\lambda_{\text{min}}(Q_r) - 2L_{\phi_1}\|P_r\|) > 0
\]

For the subsystem (5.76), we choose
\[
V_b = \kappa^T P_{\kappa} \kappa
\]
as a Lyapunov function candidate where
\[
P_{\kappa} = \text{diag}(\cdots P_{\kappa_1[i]} \cdots P_{\kappa_2[j]} \cdots)
\]
\[
P_{\kappa_1[i]} = \text{diag}(\Gamma_{1[i]}, I_{2\times2})
\]
\[
P_{\kappa_2[j]} = \text{diag}(\Gamma_{2[j]}, I_{2\times2})
\]
Then, the derivative of \(V_b\) is deduced as\(^3\)
\[
\frac{dV_b}{d\kappa} \dot{\kappa} = -2\dot{x}^T \text{diag}(K_{1[i]}, K_{2[j]})\dot{x} + 2\dot{x}^T \frac{dx^*}{dt} \\
\leq -2k_{\text{min}}\|\dot{x}\|^2 + 2\|\dot{x}\| \|\frac{dx^*}{dt}\|
\]

Now, we propose a Lyapunov function \(V\) based on \(V_r\) and \(V_b\) for (5.73)
\[
V = (1-d)V_r + dV_b, \ 0 < d < 1 \quad (5.84)
\]
where \(d\) is yet to be designed. The derivative of \(V\) along (5.76) and (5.77) becomes
\[
\dot{V} = (1-d)\frac{dV_r}{d\zeta}T(\zeta \dot{z}_r) \leq -(1-d)\beta_1\|\zeta \dot{z}_r\|^2 - 2dL_{\text{min}}\|\dot{x}\|^2 + 2d\|\dot{x}\| \cdot \|\frac{dx^*}{dt}\| \\
+ 2(1-d)\|\dot{x}\|^2 P_r[\tilde{\phi}_r \tilde{\phi}_r]^T \quad (5.85)
\]
We have that \([\tilde{\phi}_r \tilde{\phi}_r]^T\) vanishes at \(\|\dot{x}\| = 0\) and moreover, \(\tilde{\phi}_r\) and \(\tilde{\phi}_r\) are continuously differentiable functions. Hence, there exists a Lipschitz parameter \(L_2\) such that:
\[
\|[\tilde{\phi}_r \tilde{\phi}_r]^T\| < L_2\|\dot{x}\|, \ \forall \dot{x} \in B_{\ddot{x}_1},
\]
where
\[
B_{\ddot{x}_1} = \{\ddot{x} | \|\ddot{x}\| < b_{\ddot{x}_1}\}
\]
\(^3\)Recall the definition of \(\ddot{x}\) in (5.67).
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Since $x^*$ is a function of $(\zeta z_r)$, we then have:

$$\frac{dx^*}{dt} = \frac{\partial x^*}{\partial [\zeta z_r]^T} [\dot{\zeta} z_r]^T = \frac{\partial x^*}{\partial [\zeta z_r]^T} (H + \phi) [\zeta z_r]^T$$

Concerning the term $\frac{\partial x^*}{\partial [\zeta z_r]^T}$, there exists a positive $b_{\phi_2}$ such that

$$||\frac{\partial x^*}{\partial [\zeta z_r]^T}|| \leq L_3, \forall ||[\zeta z_r]^T|| < b_{\phi_2}$$

Taking the above mentioned inequalities into consideration, $\dot{V}$ in (5.85) becomes

$$\dot{V} \leq -(1 - d)\beta_1 ||[\zeta z_r]^T||^2 + 2dL_2||\tilde{x}||^2 + 2dL_2||H||||[\zeta z_r]^T|| + 2(1 - d)L_2||P_r||||\tilde{x}|| \cdot ||[\zeta z_r]^T||$$

$$= -[||[\zeta z_r]^T|| \cdot ||\tilde{x}||] \left( (1 - d)\beta_1 - \beta_2 \right) \left( \beta_2 + 2dL_2 \right) \cdot ||[\zeta z_r]^T||$$

$$\text{(5.86)}$$

where $\beta_2$ is a positive constant given by

$$\beta_2 = dL_2(||H|| + L_{\phi_1}) + (1 - d)L_2||P_r|| > 0$$

The quadratic expression (5.86) is negative definite as

$$k_{\min} \geq k_{\min}^* \triangleq \frac{\beta_2^2}{2d(1 - d)\beta_1} \text{ (5.87)}$$

for all $||\tilde{x}|| < b_{\phi_1}$ and $||[\zeta z_r]^T|| < \min(b_{\phi_1}, b_{\phi_2})$. In addition, we can obtain an estimation of the region of attraction

$$\mathcal{R} = \{ (\zeta, \zeta, z_r) \in \mathcal{D}_\zeta \times \mathcal{D}_\zeta \times \mathcal{D}_{z_r} | V < \mathcal{C} \} \text{ (5.88)}$$

where the sets $\mathcal{D}(\cdot) \in \mathbb{R}^{(\cdot)}$ are bounded and connected containing the origin and $\mathcal{C}$ is given by

$$\mathcal{C} = \min_{\tilde{x} \in \mathbb{B}_2, [\zeta z_r]^T \in \mathbb{B}_{\phi_1}} V(\zeta, \zeta, z_r)$$

For all initial points starting from the attraction region $\mathcal{R}$, when the inequality (5.87) is satisfied, the solution of the problem (5.73) converges to the origin. Consequently, when the control gains of the control algorithm (5.54), (5.58) and (5.61) are chosen such that (5.87) is satisfied, the equilibrium point $\bar{P}_1$ of the MTDC system (5.50), (5.51) and (3.36) is locally asymptotically stable.

**Theorem 5.2.3.** Consider the MTDC system (5.50), (5.51) and (3.36). If $P^o_{g_j}, j = 1, \cdots, M$ and $P^o_{w_j}, j = 1, \cdots, M$ are non-negative, then, the control algorithm (5.54), (5.58) and (5.61) exists such that the equilibrium point $\bar{P}_1$ of the MTDC system (5.50), (5.51) and (3.36) is locally asymptotically stable, with a region of attraction given by (5.88).
Proof. We have proved that, when $P^\rho_{gj}$, $\rho = 2, \ldots, N$ and $P^\rho_{wj}$, $j = 1, \ldots, M$ are non-negative, the Jacobian matrix $J$ is Hurwitz (see the demonstration of Lemma 4.1.3 in Section 4.1.4).

5.2.3 Plug-and-play operations

Consider that the MTDC system (5.50), (5.51) and (3.36) with the proposed control algorithm (5.54), (5.58) and (5.61) initially operates in a steady-state condition. If it is required to add or remove a VSC terminal, we propose a plug-and-play operation.

5.2.3.1 Adding one terminal

We first consider plugging in a WAC connected VSC terminal at $t_1$, whose AC side is characterized by $x_{2[M+1]}$, $y_{2[M+1]}$ and $u_{2[M+1]}$, i.e. $i_{w_{M+1},dq}$, $v_{sw_{M+1},dq}$ and $m_{w_{M+1},dq}$. On the DC side, a WAC converter node is associated to the plugged WAC connected VSC terminal, characterized by $u_{cw_{M+1}}$ and $C_{w_{M+1}}$. In particular, the $(M + 1)^{\text{th}}$ WAC converter node is physically coupled to the DC network by a branch, which is used to connect the plugged node to other existing nodes. The extra branch is characterized by $i_{cl_{L+1}}$, $R_{cl_{L+1}}$ and $L_{cl_{L+1}}$. The new WAC connected VSC terminal is equipped with local controller $u_{2[M+1]}$ with the control gain matrices $K_{2[M+1]}$, $\Gamma_{2[M+1]}$, $A_{w_{M+1},dq}$. Here we need to check whether this new terminal could be added to the existing MTDC system without affecting the existing stability of the system. The procedure is summarized as follows:

**Step 1:** Modify the DC network model (3.36) and then compute the new equilibrium and the new Jacobian matrix $J$. If $J$ is Hurwitz, go to the next step. Otherwise, we stop here and declare that the new WAC connected VSC terminal can not be added.

**Step 2:** When the new Jacobian matrix $J$ is still Hurwitz, we define a desired region of attraction $R'$ for the new system with $N + M + 1$ terminals and then the feasible region for $k_{\text{min}}$ could be estimated from Condition (5.87). Therefore, it is possible to extend the MTDC system by adding the new terminal.

5.2.3.2 Removing one terminal

We consider removing a WAC connected VSC terminal. For example, the $k^{\text{th}}$ one is expected to be disconnected at $t_2$. Meanwhile, the branches used to connect this terminal node to other nodes are removed as well. Then, a new modified MTDC system is generated. We first check if the corresponding Jacobian matrix $J$ of the new MTDC system is Hurwitz. If this is not the case, we can not remove the $k^{\text{th}}$ terminal. When the new $J$ is Hurwitz, we then estimate the new region of attraction $R'$. If the state of the MTDC system at $t_1$ is still in $R'$, the unplugging of the terminal is allowable. Otherwise, the operation of removal may trigger the instability of the system.
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Table 5.4: The VSC terminal parameters.

<table>
<thead>
<tr>
<th></th>
<th>SAC 1</th>
<th>SAC 2</th>
<th>WAC 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_{g,w}$</td>
<td>9.9 mΩ</td>
<td>9.4 mΩ</td>
<td>8.4 mΩ</td>
</tr>
<tr>
<td>$L_{g,w}$</td>
<td>3.2 mH</td>
<td>3.1 mH</td>
<td>2.7 mH</td>
</tr>
<tr>
<td>$f_{g,w}$</td>
<td>50 Hz</td>
<td>50 Hz</td>
<td>60 Hz</td>
</tr>
<tr>
<td>$C_{g,w}$</td>
<td>20.4 µF</td>
<td>20.4 µF</td>
<td>27.2 µF</td>
</tr>
</tbody>
</table>

Table 5.5: The transmission branch parameters.

<table>
<thead>
<tr>
<th></th>
<th>Branch 1</th>
<th>Branch 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_{c}$</td>
<td>0.27 Ω</td>
<td>0.33 Ω</td>
</tr>
<tr>
<td>$L_{c}$</td>
<td>0.045 H</td>
<td>0.055 H</td>
</tr>
</tbody>
</table>

5.2.4 Simulation studies

In this section, we apply the proposed control scheme to an MTDC system composed of a WAC connected VSC terminal, two SAC connected VSC terminals and two transmission branches as shown in Fig. 5.5. System parameters are listed in Tables 5.4-5.5. The base quantities used in the per-unit system are given by Table 5.6.

The 1st SAC connected VSC terminal is used to control the DC-bus voltage at $u_{cg1}^0 = 1$ p.u.. The 2nd SAC connected terminal guarantees a constant power output $P_{g2}^0 = 0.2$ p.u. injected to the DC grid. Both SAC terminals are required to have the unitary power factor, i.e. $i_{g1,2q}^0 = 0$ p.u. The WAC terminal is used to control its AC voltage at the prescribed values of $v_{sw1d}^0 = 1$ p.u. and $v_{sw1q}^0 = 0$ p.u.. To clarify the theoretical analysis, several scenarios are considered in this section. In addition, all simulations are carried out with the same control gains where $^4 K_{1[1]} = K_{1[2]} = K_{2[1]} = K_{2[2]} = 1972 \cdot I_{2 \times 2}$, $\Gamma_{1[1]} = \Gamma_{1[2]} = \Gamma_{2[1]} = \Gamma_{2[2]} = 1.86 \times 10^4 \cdot I_{2 \times 2}$, $k_{g1d} = k_{w11d} = k_{w11q} = 40$, $k_{g2d} = k_{w21d} = k_{w22q} = 400$ and hence $\varepsilon = 5.071 \times 10^{-4}$.

$^4$Recall the definitions of the control gains in (5.60).
Table 5.6: Base quantities in the per-unit system.

<table>
<thead>
<tr>
<th>AC side</th>
<th>$S_b = 3000$ VA</th>
<th>$V_b = 338.84$ V</th>
<th>$I_b \approx 5.90$ A</th>
</tr>
</thead>
<tbody>
<tr>
<td>DC side</td>
<td>$S_{dc,b} = 3000$ VA</td>
<td>$V_{dc,b} = 700$ V</td>
<td>$I_{dc,b} \approx 4.29$ A</td>
</tr>
</tbody>
</table>

5.2.4.1 Scenario 1: Verification of time-scale separation

Simulation results are shown in Figs. 5.6 and 5.7. Let us first focus on the responses of $i_{w1,d}$ and $i_{w1,q}$ whose trajectories display two-time-scale behaviors. In contrast to the two states $i_{w1,d}$ and $i_{w1,q}$, whose initial conditions are their prescribed initial values, i.e. $i_{w1,d0} = 0.3$ p.u. and $i_{w1,q0} = 0.02$ p.u., their quasi-steady states $i_{w1,d}^{re}$ and $i_{w1,q}^{re}$ do not start from the same initial conditions but from $i_{w1,d0}^{re} = 0.4638$ p.u. and $i_{w1,q0}^{re} = -0.202$ p.u. since the initial values of $i_{w1,dq}^{re}$ are determined by the initial values of $v_{sw1,dq}^{re}$ as mentioned in Section 5.2.2.1. As a consequence, large discrepancies may exist between $i_{w1,dq}$ and $i_{w1,dq}^{re}$ at the initial instant.

As illustrated in Fig. 5.8, the trajectories of $i_{w1,dq}$ start with very fast transients from the initial values $i_{w1,dq}(t_0)$ to $i_{w1,dq}^{re}$ during the boundary-layer interval. After the decay of the transients, $i_{w1,dq}$ remain close to $i_{w1,dq}^{re}$ and subsequently, both $i_{w1,dq}$ and $i_{w1,dq}^{re}$ converge to their steady values, i.e. $i_{w1,d} = 0.4667$ p.u. and $i_{w1,q} = -0.2528$ p.u. as shown in Figs. 5.7(c)-5.7(d). A similar two-time-scale behavior can be found in the response of $i_{g1,d}$. Unlike the $dq$ currents, $v_{w1,dq}$, $u_{g1,2}$ and $u_{w1}$ start from the same initial values as $v_{sw1,dq}^{re}$, $v_{g1,2}^{re}$ and $v_{w1}^{re}$. In addition, they uniformly converge to $v_{sw1,dq}^{re}$, $u_{g1,2}^{re}$ and $u_{w1}^{re}$, respectively. Simulation results (not presented here) show that while keeping $k_{g1,d}$, $k_{w1,d}$, $k_{w1,q}$, $k_{g2,d}$, $k_{w2,d}$ and $k_{w2,q}$ unchanged, we can reduce the errors between the $dq$ currents and their quasi-steady states by increasing the control gain matrices $K_{1[1]}$, $K_{2[1]}$ and $K_{2[1]}$.

5.2.4.2 Scenario 2: Variations of the controlled current source

Variations in the controlled current source are considered in this scenario. Simulation results are illustrated in Fig. 5.9-5.10. This scenario reflects the unpredictable variation of power produced by a wind farm. $P_{iw}$ in Fig. 5.10(c) represents the generated power from the controlled current source, which is equivalent to $P_{w1}$, i.e. the active power of the WAC terminal at the PCC. The DC-bus voltage is always controlled to the set value of 1 p.u. by the 1st SAC terminal irrespective of variations of $P_{iw}$ as depicted in Fig. 5.9(a). In this study case, the 1st SAC terminal operates as the slack bus to tolerate the power imbalance caused by $P_{iw}$ and in addition, this terminal is responsible to keep the voltage of the DC network constant, in spite of the uncontrollable variations of the wind power generation. Therefore, $P_{g1}$ varies with $P_{iw}$ while the active power of the 2nd SAC terminal ($P_{g2}$) remains around its setpoint (0.2 p.u.). Moreover, the DC voltages of other nodes are also kept around 1 p.u. as plotted in Figs. 5.9(c) and 5.9(d). As seen in Figs. 5.7(a) and 5.7(b), $v_{sw1,dq}$ at the PCC are always regulated at their setpoints, which means that both the amplitude and the frequency of the AC voltage at the PCC are controlled at the desired values. However, as illustrated in Fig. 5.10(d), extra reactive power $Q_{w1}$ is...
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Figure 5.6: Simulation results with constant $I_{w1,dq}$ (1).
Figure 5.7: Simulation results with constant $I_{w1dq}$ (2).
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needed to maintain the AC voltage. Finally, a similar conclusion can be drawn as in Scenario 1, that is, the behaviors of the state variables can be well approximated by the solutions of their reduced model.

5.2.4.3 Scenario 3: Unplugging and plugging a terminal

In this study case, we evaluate the performance of the control scheme when considering the unplugging of the 2nd SAC connected VSC terminal and then plugging it back. Such unplugging and plugging operations can be highlighted as depicted in Fig. 5.12(d). At $t = 2$ s, the 2nd SAC terminal is disconnected and at the same time, the branch 2 is also removed from the MTDC system. Consequently, the WAC terminal now is the only power supplier for the 1st SAC terminal. As seen in Fig. 5.12(d), during $t \in [2, 4]$ s, $P_{g1}$ is almost equal to $P_{w1}$. At $t = 4$ s, we re-use the branch 2 to connect the 2nd SAC terminal to the DC network. Now, the 2nd SAC terminal and the WAC terminal feed the power to the 1st SAC terminal together. In Figs. 5.11(a) and 5.11(c), the DC voltages are well regulated around 1 p.u. during the whole simulation with some short transients. As shown in Figs. 5.11(d) and 5.12(a), the $dq$ components of the AC voltage at the PCC are also well controlled at their setpoints. The simulation results present that, with the aid of the proposed control strategy, the unplugging and plugging operations of the 2nd SAC terminal have negligible effects on the normal operations of the MTDC system.
Figure 5.9: Simulation results with variations in the wind power production (1).
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Figure 5.10: Simulation results with variations in the wind power production (2).
Figure 5.11: Simulation results with unplugging and plugging the 2nd SAC connected VSC terminal (1).
Figure 5.12: Simulation results with unplugging and plugging the 2nd SAC connected VSC terminal (2).
5.3 Control induced time-scale separation for MTDC systems using droop control configuration

As described in the previous sections, for an MTDC system, the control of DC voltage is indispensable. In Sections 4.1.4, 4.3 and 5.2, we have discussed the master-slave configuration. In this control configuration, only one VSC terminal (the master terminal) is used to regulate the DC voltage at a constant level while the other terminals operate in other control mode. The responsibility for maintaining power flow balance obviously falls on the master terminal. However, the disconnection of the master terminal leads the DC voltage beyond the safe domain of operation and thereby, damages the components of MTDC systems. In order to overcome this drawback, DC voltage droop control configuration [Wang 2014a, Prieto-Araujo 2011, Chaudhuri 2013, Bianchi 2011, Egea-Alvarez 2013, Chen 2014], usually characterized by power vs DC voltage ($P$ vs $U$) or current vs DC voltage ($I$ vs $U$) curves, becomes an alternative method, in particular for a large network.

In a DC voltage droop control scheme, more than one terminal is in charge of regulating the DC voltage and hence, the burden caused by power imbalance could be shared between several terminals. Additionally, this control method takes actions only based on local information without relying on remote communication. In droop control, the droop gains specify the system operation in steady-state condition and also have a great effect on the system transient performance. Different methodologies of choosing droop gains have been investigated. In [Prieto-Araujo 2011], a criterion for tuning the droop gains based on the performance specifications is proposed. In [Bianchi 2011], the droop gains are obtained by solving a constraint convex optimization problem. Reference [Chaudhuri 2013] develops an adaptive droop control scheme according to each terminal’s available spare capacity. However, prior studies are usually under the unproven assertion that the dynamics of the inductor currents are much faster than the dynamics of the DC network. Therefore, the currents through the converters are assumed to equal their references and then, the dynamic interaction between AC and DC sides of the converters can be neglected.

Similar to the study on master-slave control configuration in Section 5.2, in this section, we acknowledge this assertion, then explore and explain the droop control induced time-scale separation. To achieve this aim, we will carry out a full theoretical analysis of the time-scale separation between the system state variables, mainly based on the theoretical results in Section 5.1. Furthermore, we will also demonstrate that the control gains have different effects on the system performance. For example, the droop gains play a major role in regulating the DC grid dynamics. Another objective of this section is to study the effects of the control gains, especially the droop gains, on the system stability.

5.3.1 VSC operation

The greatest difference between master-slave and droop control configuration is that the latter involves more terminals in the regulation of the DC voltage. This difference
leads to different VSC operation in droop control configuration, which is summarized as follows:

- Same to master-slave control configuration, to ensure that the power generated by the wind farms can be totally delivered via the DC grid, all WAC connected VSC terminals are still used to maintain their AC voltage magnitudes and frequencies constant at the PCCs, achieved by regulating $v_{sw,j,dq}$ at the prescribed values $v_{sw,j,dq}^o$.

- Every SAC terminal is equipped with the DC droop controller such that the duty of eliminating the power imbalance of the DC grid is shared between the SAC terminals. Moreover, the reactive powers of all the SAC terminals at the PCCs, i.e. $Q_{g_i}$, are required to track the reference values $Q_{g_i}^o$.

### 5.3.2 Droop control structure

The control design of droop control configuration is similar to that of master-slave control configuration in Section 5.2.1, which consists of two control loops, a fast inner current and a slow outer control loop, where the dynamics of state variables in the fast control loop are much faster than those in the slow control loop. But, in droop control structure, a droop law is implemented in the slow outer control loop of all SAC terminals, which generates the reference to the fast inner control loop.

#### 5.3.2.1 Design of the fast control loop

As mentioned in Section 5.2.1.1, the control inputs $m_{(\cdot),dq}$ are directly collocated with the $dq$ currents $i_{(\cdot),dq}$. Hence, a sub-controller can be developed such that $i_{(\cdot),dq}$ quickly converge to their reference trajectories $i_{(\cdot),dq}^*$ yet to be designed.

We first define the $dq$ current tracking errors by

$$
e_{i_{g_i,dq}} = i_{g_i,dq} - i_{g_i,dq}^*
$$
$$
e_{i_{w_j,dq}} = i_{w_j,dq} - i_{w_j,dq}^*
$$

With the introduction of the integrated tracking errors $e_{I_{g_i,dq}}$ and $e_{I_{w_j,dq}}$, an aug-
mented $dq$ current subsystem is then generated by

$$
\frac{de_i g_q}{dt} = c_i g_q
$$

$$
\frac{de_i g_d}{dt} = -\frac{R_{g_i} i_{g_d}}{L_{g_i}} + \omega_{g_i} i_{g_q} + \frac{v_{sg_d}}{L_{g_i}} - \frac{m_{g_d} u_{c_{gh}}}{2L_{g_i}} - \frac{d i^*_g d}{dt}
$$

$$
\frac{de_i w_d}{dt} = c_i w_d
$$

$$
\frac{de_i w_q}{dt} = -\frac{R_{w_j} i_{w_d}}{L_{w_j}} + \omega_{w_j} i_{w_q} + \frac{v_{sw_d}}{L_{w_j}} - \frac{m_{w_d} u_{c_{w}}}{2L_{w_j}} - \frac{d i^*_w d}{dt}
$$

$$
\frac{de_i w_q}{dt} = c_i w_q
$$

$$
(5.89)
$$

In practice, the dynamics of $i^*_g d$ and $i^*_w d$ are usually neglected and considered as slow compared to $i_{g,dq}$ and $i_{w,dq}$. As a result, the modulation indices can then be designed as

$$
m_{g_d} = \frac{2L_{g_i}}{u_{g,q}} \left(-\frac{R_{g_i}}{L_{g_i}} i_{g_d} + \omega_{g_i} i_{g_q} + \frac{v_{sg_d}}{L_{g_i}} + k_{1g_d} i_{g_d} + k_{2g_d} i_{g_q}\right)
$$

$$
m_{g_q} = \frac{2L_{g_i}}{u_{g,q}} \left(-\frac{R_{g_i}}{L_{g_i}} i_{g_q} - \omega_{g_i} i_{g_d} + \frac{v_{sg_q}}{L_{g_i}} + k_{1g_q} i_{g_q} + k_{2g_q} i_{g_d}\right)
$$

$$
m_{w_d} = \frac{2L_{w_j}}{u_{w,q}} \left(-\frac{R_{w_j}}{L_{w_j}} i_{w_d} + \omega_{w_j} i_{w_q} + \frac{v_{sw_d}}{L_{w_j}} + k_{1w_d} i_{w_d} + k_{2w_d} i_{w_q}\right)
$$

$$
m_{w_q} = \frac{2L_{w_j}}{u_{w,q}} \left(-\frac{R_{w_j}}{L_{w_j}} i_{w_q} - \omega_{w_j} i_{w_d} + \frac{v_{sw_q}}{L_{w_j}} + k_{1w_q} i_{w_q} + k_{2w_q} i_{w_d}\right)
$$

(5.90)

with positive control gains $k_{1g_d}, k_{2g_d}, k_{1w_d}, k_{2w_d}$ and $k_{1w_q}, k_{2w_q}$.  

5.3.2.2 Design of the slow control loop

The main task of the slow control loop is to provide the slowly varying $dq$ current references to the fast control loop. Most importantly, the $dq$ current references need to be designed such that all control objectives are achieved. Since the operations of SAC terminals and WAC terminals are different, the design principles of $i^*_g d$ and $i^*_w d$ are also different.

Design of $i^*_w d$

We assume that $i_{w_d}$ can quickly converge to their reference trajectories $i^*_w$ under the sub-controller (5.90). From there on, the AC voltage dynamics (3.29) of the wind
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farm at the PCC become

\[
\frac{dv_{swj,d}}{dt} = \omega_{wj}v_{swj,q} + \frac{1}{C_{fwj}}(I_{wj,d} - i^*_{wj,d})
\]

\[
\frac{dv_{swj,q}}{dt} = -\omega_{wj}v_{swj,d} + \frac{1}{C_{fwj}}(I_{wj,q} - i^*_{wj,q})
\]  

(5.91)

where \(i^*_{wj,dq}\) can be viewed as the control inputs. We call (5.91) the reduced model of (3.29) since the dynamics of \(i_{wj,dq}\) are neglected and \(i_{wj,dq}\) are replaced by \(i^*_{wj,dq}\).

The control objective of WAC terminals is to keep \(v_{swj,dq}\) at their reference values \(v^0_{swj,dq}\) in spite of variations in the power productions of the wind farms. We then want to develop \(i^*_{wj,dq}\) in such a way that \(v_{swj,dq}\) in (5.91) can be controlled at \(v^0_{swj,dq}\).

Similar to the design procedure of the fast control loop, we define the output tracking errors of voltage at the PCC as

\[
e_{v_{swj,dq}} = v_{swj,dq} - v^0_{swj,dq}
\]  

(5.92)

We then augment (5.91) by taking the integrated tracking errors into account

\[
\frac{de_{Iv_{swj,d}}}{dt} = e_{v_{swj,d}}
\]

\[
\frac{de_{v_{swj,d}}}{dt} = \frac{1}{C_{fwj}}(I_{wj,d} + C_{fwj}\omega_{wj}v_{swj,q} - i^*_{wj,d}) - \frac{dv^0_{swj,d}}{dt}
\]

\[
\frac{de_{Iv_{swj,q}}}{dt} = e_{v_{swj,q}}
\]

\[
\frac{de_{v_{swj,q}}}{dt} = \frac{1}{C_{fwj}}(I_{wj,q} - C_{fwj}\omega_{wj}v_{swj,d} - i^*_{wj,q}) - \frac{dv^0_{swj,q}}{dt}
\]  

(5.93)

Since the prescribed values \(v^0_{swj,dq}\) are constant, we have \(\frac{dv^0_{swj,dq}}{dt} = 0\). Finally, \(i^*_{wj,dq}\) can be designed as

\[
i^*_{wj,d} = I_{wj,d} + C_{fwj}(k_{1d}e_{v_{swj,d}} + k_{2d}e_{Iv_{swj,d}} + \omega_{wj}v_{swj,q})
\]

\[
i^*_{wj,q} = I_{wj,q} + C_{fwj}(k_{1q}e_{v_{swj,q}} + k_{2q}e_{Iv_{swj,q}} - \omega_{wj}v_{swj,d})
\]  

(5.94)

with positive \(k_{1,dq}\) and \(k_{2,dq}\), such that the equilibrium of the augmented model (5.93) is exponentially stable.

### Design of \(i^*_{gj,dq}\)

As mentioned before, a droop law is implemented in the slow outer control loop of all SAC terminal so that all SAC terminals participate in the regulation of the DC voltage in case of power imbalance. The droop control is usually expressed by DC voltage versus active power characteristic [Haileselassie 2012b].

\[
P_{gj} = P^0_{gj} + K_d(u^0_{cgj} - u_{cgj})
\]  

(5.95)

where \(u^0_{cgj}\) and \(P^0_{gj}\) refer to the reference values of DC voltage and active power respectively. The droop gain \(K_d\) is the ratio of the change in DC voltage to the
change in active power. According to (5.95), the varying reference for \( i_{g,d} \) can be expressed by

\[
i_{g,d}^* = i_{g,d}^{o} - k_{d_i}(u_{cg_i} - u_{cg_i}^{o})
\]  
(5.96)

where \( i_{g,d}^{o} \) is obtained from (3.22) and expressed as

\[
i_{g,d}^{o} = \frac{2P_{o}}{3v_{sg,d}}
\]

In addition, the relation between \( K_{d_i} \) and \( k_{d_i} \) is given by

\[
k_{d_i} = \frac{2}{3} \frac{1}{v_{sg,d}} K_{d_i}
\]

The reference of \( i_{g,q} \) is directly provided by the prescribed reference value

\[
i_{g,q}^* = i_{g,q}^{o} = -\frac{2}{3} \frac{Q_{o}}{v_{sg,d}}
\]  
(5.97)

5.3.3 Theoretical analysis

As the master-slave control structure in Section 5.2.1, the developed droop control design concept is also mainly based on the assumption that a dynamic separation in time scales is imposed between the fast and slow control loops. As a consequence, \( z \) and \( v_{swj,dq} \) can be considered as constant in the fast control loop, while the \( dq \) currents can be replaced by their references in the slow control loop.

In this section, we give a detailed theoretical analysis to demonstrate the validity of the time-scale separation assumption in droop control configuration and furthermore, to investigate the possible limitations on the droop gains.

5.3.3.1 Equilibrium analysis

Before going further, we give a brief analysis of the equilibrium point. Substituting the controller composed by (5.90), (5.94), (5.96) and (5.97) into the plant model described by (3.20), (3.28), (3.29) and (3.36) leads to the following augmented closed-
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\[ \frac{d e_{i_{g_1}}}{dt} = e_{i_{g_1}} \]
\[ \frac{d l_{g_1}}{dt} = -k_{1_{g_1}} e_{i_{g_1}} - k_{2_{g_1}} e_{l_{i_{g_1}}} \]
\[ \frac{d e_{i_{g_2}}}{dt} = e_{i_{g_2}} \]
\[ \frac{d l_{g_2}}{dt} = -k_{1_{g_2}} e_{i_{g_2}} - k_{2_{g_2}} e_{l_{i_{g_2}}} \]
\[ \frac{d e_{i_{w_1}}}{dt} = e_{i_{w_1}} \]
\[ \frac{d l_{w_1}}{dt} = -k_{1_{w_1}} e_{i_{w_1}} - k_{2_{w_1}} e_{l_{i_{w_1}}} \]
\[ \frac{d e_{i_{w_2}}}{dt} = e_{i_{w_2}} \]
\[ \frac{d l_{w_2}}{dt} = -k_{1_{w_2}} e_{i_{w_2}} - k_{2_{w_2}} e_{l_{i_{w_2}}} \]

\[
\frac{d e_{i_{v_{w_1}}}}{dt} = e_{i_{v_{w_1}}} \\
\frac{d l_{v_{w_1}}}{dt} = -k_{1_{v_{w_1}}} e_{i_{v_{w_1}}} - k_{2_{v_{w_1}}} e_{l_{i_{v_{w_1}}}} - \frac{e_{i_{w_1}}}{C_{f_{u_j}}} \\
\frac{d e_{i_{v_{w_2}}}}{dt} = e_{i_{v_{w_2}}} \\
\frac{d l_{v_{w_2}}}{dt} = -k_{1_{v_{w_2}}} e_{i_{v_{w_2}}} - k_{2_{v_{w_2}}} e_{l_{i_{v_{w_2}}}} - \frac{e_{i_{w_2}}}{C_{f_{w_j}}}
\]

\[ \dot{z} = A z + \vartheta \]

It will be more convenient in the following analysis to divide \( \vartheta \) into two parts as

\[ \vartheta = \vartheta_g + \vartheta_w \]

Recalling \( i_{cg_i} \) in (3.23), \( i_{cw_i} \) in (3.32), \( i_{w_1,dq}^* \) in (5.94) and \( i_{g_1,dq}^* \) in (5.96) and (5.97), the new variables \( \vartheta_g \) and \( \vartheta_w \) are given by

\[ \vartheta_g = \vartheta_{g_1} + \vartheta_{g_2} + \vartheta_{g_3}, \quad \vartheta_w = \vartheta_{w_1} + \vartheta_{w_2} + \vartheta_{w_3} + \vartheta_{w_4} \]

with

\[ \vartheta_{g_1}(i) = \begin{cases} 
3 \cdot \frac{v_{sg_i} d i_{g_i}^o + v_{sg_i}^q e_{i_{g_i}}}{2 C_{g_i}} & i \in \mathcal{N} \\
0 & \text{otherwise}
\end{cases} \]
\[ \vartheta_{g_2}(i) = \begin{cases} 
-3 \cdot \frac{v_{sg_i} d k_{g_i} u_{cg_i} - v_{sg_i}^o u_{cg_i}}{2 C_{g_i}} & i \in \mathcal{N} \\
0 & \text{otherwise}
\end{cases} \]
\[ \vartheta_{g_3}(i) = \begin{cases} 
3 \cdot \frac{v_{sg_i} d e_{i_{g_i}} + v_{sg_i}^q e_{i_{g_i}}}{2 C_{g_i}} & i \in \mathcal{N} \\
0 & \text{otherwise}
\end{cases} \]
\[ \vartheta_{w_1} = \begin{cases} 
\frac{v_{sg_i} d e_{i_{g_i}} + v_{sg_i}^q e_{i_{g_i}}}{2 C_{g_i}} & i \in \mathcal{N} \\
0 & \text{otherwise}
\end{cases} \]
\[ \vartheta_{w_2} = \begin{cases} 
\frac{v_{sg_i} d e_{i_{g_i}} + v_{sg_i}^q e_{i_{g_i}}}{2 C_{g_i}} & i \in \mathcal{N} \\
0 & \text{otherwise}
\end{cases} \]
\[ \vartheta_{w_3} = \begin{cases} 
\frac{v_{sg_i} d e_{i_{g_i}} + v_{sg_i}^q e_{i_{g_i}}}{2 C_{g_i}} & i \in \mathcal{N} \\
0 & \text{otherwise}
\end{cases} \]
\[ \vartheta_{w_4} = \begin{cases} 
\frac{v_{sg_i} d e_{i_{g_i}} + v_{sg_i}^q e_{i_{g_i}}}{2 C_{g_i}} & i \in \mathcal{N} \\
0 & \text{otherwise}
\end{cases} \]
and

\[ \vartheta_{w_1}(j + N) = \begin{cases} 
\frac{3}{2C_w} v_{sw_1}^o I_{w_1} + v_{sw_1}^o I_{w_1} & , \quad j \in \mathcal{M} \\
0 & , \quad \text{otherwise}
\end{cases} \]

\[ \vartheta_{w_2}(j + N) = \begin{cases} 
\frac{3}{2C_w} \left[ v_{sw_2}^o C_{f_1} \omega_{w_2} e_{sw_2} - v_{sw_2}^o C_{f_1} \omega_{w_2} e_{sw_2} \right] u_{cw_2} & , \quad j \in \mathcal{M} \\
0 & , \quad \text{otherwise}
\end{cases} \]

\[ \vartheta_{w_3}(j + N) = \begin{cases} 
\frac{3}{2C_w} \left[ k_{1d} e_{sw_3} + k_{2d} e_{sw_3} \right] u_{cw_3} & , \quad j \in \mathcal{M} \\
0 & , \quad \text{otherwise}
\end{cases} \]

\[ \vartheta_{w_4}(j + N) = \begin{cases} 
\frac{3}{2C_w} v_{sw_4} I_{w_4} & , \quad j \in \mathcal{M} \\
0 & , \quad \text{otherwise}
\end{cases} \]

It is obvious that, if the dq currents quickly enter their respective manifolds, i.e. \( e_{g_1,dq} \to 0 \) and \( e_{g_1,dq} \to 0 \), \( \vartheta_{g_1} \) and \( \vartheta_{w_4} \) converge to zero. Moreover, \( \vartheta_{w_2} \) and \( \vartheta_{w_3} \) also go to zero as \( e_{sw_2,dq} \to 0 \). These results are helpful for the theoretical analysis in the next part.

When the closed-loop system (5.98) is in the steady-state condition, the following algebraic equations

\[ A\ddot{x} + \bar{\vartheta}_g + \bar{\vartheta}_w = 0 \]  

(5.99)

must hold\(^5\). Since \( P_{g_1}^o = 3/2(v_{sg_1} g_{sd} v_{sg_1} g_{sd} + v_{sg_1} g_{sq} v_{sg_1} g_{sq}) \), \( \bar{\vartheta}_g \) and \( \bar{\vartheta}_w \) can be then expressed as

\[ \bar{\vartheta}_g(i) = \begin{cases} 
P_{g_1}^o + \frac{3}{2} k_{d} v_{sg_1}^o u_{cg_1} C_{g_1} u_{g_1} & , \quad i \in \mathcal{N} \\
0 & , \quad \text{otherwise}
\end{cases} \]

(5.100)

\[ \bar{\vartheta}_w(j + N) = \begin{cases} 
P_{w_1}^o & , \quad j \in \mathcal{M} \\
0 & , \quad \text{otherwise}
\end{cases} \]

where we introduced the new variable

\[ P_{w_1}^o = 3/2(v_{sw_1}^o I_{w_1} + v_{sw_1}^o I_{w_1}) \]

\(^5\)Recall that the notation \( \bar{\cdot}(\cdot) \) denotes the steady-state value of the variable \( \cdot \).
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From the algebraic equation (5.99), it is shown that the prescribed values ($\cdot$)$^o$, the DC grid topology and the droop gains $k_d$ determine the steady-state values of the system variables and the distribution of power sharing together in case of power imbalance. The control gains $k_{1g,dq}$, $k_{2g,dq}$, $k_{1w,j,dq}$, $k_{2w,j,dq}$, $k_{1,dq}$, and $k_{2,dq}$ have no effect on the steady state of the system. However, as (4.58) in Section 4.1.4 and (4.96) in Section 4.3.2, solving equation (5.99) to get the exact steady-state value is not easy and is not considered in this section. More details about this issue can be referred in [Wang 2014a, Haileselassie 2012b].

To ensure the operating feasibility of the MTDC system, we assume that $\bar{i}_{g,dq}$, $\bar{i}_{w,dq}$, $\bar{u}_{cg}$, $\bar{u}_{cw}$, $\bar{u}_{ct}$ and $\bar{i}_k$ exist and belong to their respective safe operating domains. The equilibrium of the closed-loop system is denoted by $\bar{S}$.

In stead-state condition, From the droop law (5.95), we have

$$\bar{P}_g = P_g^o + K_d(\bar{u}_{cg} - \bar{u}_{cg})$$  (5.101)

Consider that the MTDC system initially ($t = t_0$) operates in a steady-state condition, if the production of the wind farms increases at the instant $t_1$, this makes the SAC terminals absorb more power from the DC grid. When the MTDC system achieves a new steady state at $t_2$, we have $\bar{P}_g(t_2) < \bar{P}_g(t_0)$ (for example, $\bar{P}_g(t_0) = -100$ MW and $\bar{P}_g(t_2) = -200$ MW). According to (5.101), we can deduce that the DC voltage also rises to a new level and that $\bar{u}_g(t_2) > \bar{u}_g(t_0)$. It can be summarized that $u_{cg}$ will rise if more power is injected into the DC grid, and vice versa. This statement will be illustrated by numerical simulations in Section 5.3.4.

5.3.3.2 Multi-time-scale dynamics

In this section, a theoretical analysis to describe the dynamic separation in timescales is carried out. We present that two different dynamics are created by the designed control algorithm in Section 5.3.2. In particular, the two time-scales are quantified by the fast control gains $k_{1g,dq}$, $k_{2g,dq}$, $k_{1w,j,dq}$ and $k_{2w,j,dq}$.

In order to make the analysis convenient, we perform a change of variables.
Then, the first eight equations of the closed-loop system (5.98) can be rewritten as
\[
\begin{align*}
\frac{de_{i_g,d}}{dt} &= e_{i_g,d} \\
\frac{de_{i_q,d}}{dt} &= -k_{1g,d}e_{i_g,d} - k_{2g,d}e_{i_q,d} - \frac{di_{g,d}}{dt} \\
\frac{de_{i_g,q}}{dt} &= e_{i_g,q} \\
\frac{de_{i_q,q}}{dt} &= -k_{1g,q}e_{i_q,q} - k_{2g,q}e_{i_q,q} - \frac{di_{q,q}}{dt} \\
\frac{de_{i_{w,d}}}{dt} &= e_{i_{w,d}} \\
\frac{de_{i_{w,q}}}{dt} &= -k_{1w,d}e_{i_{w,d}} - k_{2w,d}e_{i_{w,q}} - \frac{di_{w,d}}{dt} \\
\frac{de_{i_{w,q}}}{dt} &= e_{i_{w,q}} \\
\frac{de_{i_{w,q}}}{dt} &= -k_{1w,q}e_{i_{w,q}} - k_{2w,q}e_{i_{w,q}} - \frac{di_{w,q}}{dt}
\end{align*}
\]

This shifts the quasi-steady states of the dq currents to the origin. Denote \( k_1 = \min(k_{1g,d}, k_{2g,q}, k_{1w,d}, k_{2w,q}) \) and then introduce a new variable \( \varepsilon \) satisfying \( \varepsilon k_1 = 1 \). The subsystem (5.102) is given by
\[
\begin{align*}
\frac{d\varepsilon e_{i_g,d}}{dt} &= \varepsilon e_{i_g,d} \\
\frac{d\varepsilon e_{i_q,d}}{dt} &= -\tilde{k}_{1g,d}\varepsilon e_{i_g,d} - \varepsilon k_{2g,d}\varepsilon e_{i_q,d} - \varepsilon \frac{di_{g,d}}{dt} \\
\frac{d\varepsilon e_{i_g,q}}{dt} &= \varepsilon e_{i_g,q} \\
\frac{d\varepsilon e_{i_q,q}}{dt} &= -\tilde{k}_{1g,q}\varepsilon e_{i_q,q} - \varepsilon k_{2g,q}e_{i_q,q} - \varepsilon \frac{di_{q,q}}{dt} \\
\frac{d\varepsilon e_{i_{w,d}}}{dt} &= \varepsilon e_{i_{w,d}} \\
\frac{d\varepsilon e_{i_{w,q}}}{dt} &= -\tilde{k}_{1w,d}\varepsilon e_{i_{w,d}} - \varepsilon k_{2w,d}e_{i_{w,q}} - \varepsilon \frac{di_{w,d}}{dt} \\
\frac{d\varepsilon e_{i_{w,q}}}{dt} &= \varepsilon e_{i_{w,q}} \\
\frac{d\varepsilon e_{i_{w,q}}}{dt} &= -\tilde{k}_{1w,q}\varepsilon e_{i_{w,q}} - \varepsilon k_{2w,q}e_{i_{w,q}} - \varepsilon \frac{di_{w,q}}{dt}
\end{align*}
\]

where
\[
\tilde{k}_{1g,d} = \varepsilon k_{1g,d} \geq 1; \quad \tilde{k}_{1g,q} = \varepsilon k_{1g,q} \geq 1 \\
\tilde{k}_{1w,d} = \varepsilon k_{1w,d} \geq 1; \quad \tilde{k}_{1w,q} = \varepsilon k_{1w,q} \geq 1
\]

We define a new time variable \( \tau \) as
\[
\varepsilon \frac{dy}{dt} = \frac{dy}{d\tau}
\]
Substituting (5.104) into (5.103) and then setting $\varepsilon = 0$, we obtain the following autonomous system

\[
\begin{align*}
\frac{de_{i_g,d}}{d\tau} &= -\bar{k}_{1g} e_{i_g,d} \\
\frac{de_{i_g,q}}{d\tau} &= -\bar{k}_{1g} e_{i_g,q} \\
\frac{de_{i_w,d}}{d\tau} &= -\bar{k}_{1w} e_{i_w,d} \\
\frac{de_{i_w,q}}{d\tau} &= -\bar{k}_{1w} e_{i_w,q}
\end{align*}
\] (5.105)

which is called the boundary-layer model of the system (5.98). When $\varepsilon \to 0$, it seems that the time variable $t$ and the slow state variables are frozen at their initial values. By using Lyapunov analysis, the origin of the boundary system (5.105) is exponentially stable. When the $dq$ currents quickly converge to their reference trajectories during the initial interval, the full-scale system (5.98) is degenerated into the following reduced model

\[
\begin{align*}
\frac{de_{I_{vwj},d}}{dt} &= e_{v_{wj},d} \\
\frac{de_{I_{vwj},q}}{dt} &= e_{v_{wj},q} \\
\frac{dv_{swj}}{dt} &= -k_{1d_j} e_{v_{wj},d} - k_{2d_j} e_{I_{vwj},d} \\
\frac{dz}{dt} &= A z + \vartheta'_g + \vartheta'_w
\end{align*}
\] (5.106)

where $\vartheta'_g = \vartheta_{g_1} + \vartheta_{g_2}$ and $\vartheta'_w = \vartheta_{w_1} + \vartheta_{w_2} + \vartheta_{w_3}$. In addition, the solution of the reduced model (5.106) is denoted by $(\cdot)^{re}$. Now, we can state the first result of this section.

**Theorem 5.3.1.** Consider the system (5.98) where all state variables are restrict to their respective safe operating domains for $t \in [t_0, t_1]$. There exists a positive constant $\varepsilon^*$ such that for all $0 < \varepsilon = 1/k_1 < \varepsilon^*$, the system (5.98) has a unique solution on $[t_0, t_1]$, and the trajectories of the state variables can be approximated by

\[
\begin{align*}
i_{g_i,dq} - i_{g_i,dq}^* (z^{re}) - \hat{e}_{i_g,dq} &= O(\varepsilon) \\
i_{w_j,dq} - i_{w_j,dq}^* (z^{re}, v_{swj,dq}^{re}) - \hat{e}_{i_w,dq} &= O(\varepsilon) \\
v_{swj,dq} - v_{swj,dq}^{re} &= O(\varepsilon) \\
z - z^{re} &= O(\varepsilon)
\end{align*}
\] (5.107)

held uniformly for $t \in [t_0, t_1]$ where $\hat{e}_{i_g,dq}$ and $\hat{e}_{i_w,dq}$ are the solution of the boundary-layer model (5.105)

\[
\begin{align*}
\hat{e}_{i_g,dq} &= e_{i_g,dq}(t_0) \exp(-\bar{k}_{1g} d_q \tau) \\
\hat{e}_{i_w,dq} &= e_{i_w,dq}(t_0) \exp(-\bar{k}_{1w} d_q \tau)
\end{align*}
\] (5.108)
Proof. It is obvious that the origin of the boundary-layer model (5.105) is globally exponentially stable. Besides, the reduced model (5.106) has a unique solution. Therefore, the approximations (5.107) can be deduced from the theoretical results in Section 5.2.2.1.

In terms of (5.107), the dq currents exhibit a two-time-scale behavior by presenting a slow and a fast transients. It is the dq current tracking errors, \( \hat{e}_{i_q, dq} \) and \( \hat{e}_{i_w, dq} \), that characterize the part of fast dynamics. It is shown that \( i_{\cdot, dq} \) start with a fast transient which exactly corresponds to the solution of boundary-layer model (5.105) during the initial interval. After the exponential decay of the fast transients \( \hat{e}_{i_q, dq} \) (\( \hat{e}_{j_w, dq} \)), \( i_{\cdot, dq} \) remain close to their respective manifolds \( i^*_{\cdot, dq} \) in the future time.

As expressed in (5.108), the control gains \( k_{1g, dq}, k_{2g, dq}, k_{1w, dq} \) and \( k_{2w, dq} \) play a major role in regulating the fast transient performance and hence we call them the fast control gains. The control gains \( k_{1dq}, k_{2dq} \) and \( k_{d_i} \) dominate the slow transient performance, and they are consequently called the slow control gains.

5.3.3.3 Stability analysis

For the sake of simplicity, we introduce a new variable

\[
e_z = z - \bar{z}
\]  

(5.109)
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Now, the closed-loop system (5.98) becomes

\[
\begin{align*}
\frac{de_{I_{g,j}d}}{dt} &= e_{g,jd} \\
\frac{de_{i_{g,j}d}}{dt} &= -k_{g,j}de_{g,jd} - k_{2g,j}e_{I_{g,j}d} - \frac{di_{g,j}^*}{dt} \\
\frac{de_{I_{g,j}q}}{dt} &= e_{g,jq} \\
\frac{de_{i_{g,j}q}}{dt} &= -k_{g,j}qde_{g,jq} - k_{2g,j}e_{I_{g,j}q} - \frac{di_{g,j}^*}{dt} \\
\frac{de_{I_{w,j}d}}{dt} &= e_{i_{w,j}d} \\
\frac{de_{i_{w,j}d}}{dt} &= -k_{1w,j}de_{i_{w,j}d} - k_{2w,j}e_{I_{w,j}d} - \frac{di_{w,j}^*}{dt} \\
\frac{de_{I_{w,j}q}}{dt} &= e_{i_{w,j}q} \\
\frac{de_{i_{w,j}q}}{dt} &= -k_{1w,j}qde_{i_{w,j}q} - k_{2w,j}e_{I_{w,j}q} - \frac{di_{w,j}^*}{dt} \\
\frac{de_{v_{w,j}d}}{dt} &= e_{v_{w,j}d} \\
\frac{de_{v_{w,j}d}}{dt} &= -k_{1d,j}e_{v_{w,j}d} - k_{2d,j}e_{I_{v_{w,j}d}} - \frac{di_{w,j}^*}{dt} \\
\frac{de_{v_{w,j}q}}{dt} &= e_{v_{w,j}q} \\
\frac{de_{v_{w,j}q}}{dt} &= -k_{1q,j}e_{v_{w,j}q} - k_{2q,j}e_{I_{v_{w,j}q}} - \frac{di_{w,j}^*}{dt} \\
\frac{de_{z}}{dt} &= Ae_z + A\bar{z} + \bar{\vartheta}_g + \bar{\vartheta}_w
\end{align*}
\]

(5.110)

where the equilibrium of the original closed-loop system, \( \bar{S} \), is shifted to the origin. We call (5.110) the error system of the closed-loop system. In terms of those tracking errors, the varying reference trajectories (5.94) can be expressed by

\[
\begin{align*}
i_{w,j}^* &= C_{f_{w,j}}\omega_{w,j} + \vartheta_{w,j} + e_{v_{w,j}d} + I_{w,j}d \\
&+ k_{1d,j}e_{v_{w,j}d} + k_{2d,j}e_{I_{v_{w,j}d}} \\
i_{w,j}^* &= -C_{f_{w,j}}\omega_{w,j} + \vartheta_{w,j} + e_{v_{w,j}d} + I_{w,j}q \\
&+ k_{1q,j}e_{v_{w,j}q} + k_{2q,j}e_{I_{v_{w,j}q}}
\end{align*}
\]

(5.111)

Since \( I_{w,j,dq} \) are considered constant or slowly varying and then \( \frac{dI_{w,j,dq}}{dt} = 0 \), the derivatives of the \( dq \) references are given by

\[
\begin{align*}
\frac{di_{g,j}^*}{dt} &= -k_{d,j} \frac{de_{v_{w,j}d}}{dt} \\
\frac{di_{g,j}^*}{dt} &= 0 \\
\frac{di_{w,j}^*}{dt} &= C_{f_{w,j}}\omega_{w,j} + \vartheta_{w,j} + e_{v_{w,j}d} + I_{w,j}d \\
&+ k_{1d,j}e_{v_{w,j}d} + k_{2d,j}e_{I_{v_{w,j}d}} \\
\frac{di_{w,j}^*}{dt} &= -C_{f_{w,j}}\omega_{w,j} + \vartheta_{w,j} + e_{v_{w,j}d} + I_{w,j}q \\
&+ k_{1q,j}e_{v_{w,j}q} + k_{2q,j}e_{I_{v_{w,j}q}}
\end{align*}
\]

(5.112)
Note that the asymptotic stability of the origin of the error system (5.110) would imply the asymptotic stability of the equilibrium $\bar{S}$ of the original closed-loop system (5.98). Hence, we investigate the stability of the error system (5.110) instead of the original closed-loop system (5.98).

If $e_{i_d q}$ and $e_{i_w d q}$ converge to zero, a new reduced model is deduced from the error system as

\[
\begin{align*}
\frac{de_{I v_{sw j,d}}}{dt} &= e_{v_{sw j,d}} \\
\frac{de_{v_{sw j,d}}}{dt} &= -k_{1d_j}e_{v_{sw j,d}} - k_{2d_j}e_{I v_{sw j,d}} \\
\frac{de_{I v_{sw j,q}}}{dt} &= e_{v_{sw j,q}} \\
\frac{de_{v_{sw j,q}}}{dt} &= -k_{1q_j}e_{v_{sw j,q}} - k_{2q_j}e_{I v_{sw j,q}} \\
\frac{de_z}{dt} &= Ae_z + A\bar{z} + \vartheta_g' + \vartheta_w'
\end{align*}
\]  

(5.113)

where $\vartheta_g' = \vartheta_{g_1} + \vartheta_{g_2}$ and $\vartheta_w' = \vartheta_{w_1} + \vartheta_{w_2}$. The reduced model (5.113) can be divided into two parts, the external dynamics represented by $e_{v_{sw j,d q}}$ and $e_{I v_{sw j,d q}}$ and the internal dynamics represented by $e_z$. As the external variables converge to zero, i.e. $e_{v_{sw j,d q}} \to 0$ and $e_{I v_{sw j,d q}} \to 0$, the behavior of the reduced model (5.113) is governed by the internal subsystem

\[
\frac{de_z}{dt} = Ae_z + A\bar{z} + \vartheta_g'' + \vartheta_w'' \equiv f_{\text{zero}}
\]  

(5.114)

where $\vartheta_g'' = \vartheta_g'$ and $\vartheta_w'' = \vartheta_w'$. We call (5.114) the zero dynamics of the reduced model (5.113).

In the reduced model (5.113), we remark that the dynamics of the external variables are controlled by $k_{1,d_j}$ and $k_{2,d_j}$ while $k_{d_i}$ have a great effect on the dynamics of the internal variables (or the dynamics of the DC grid). It can be summarized that the control gains have different impacts on the system performance.

**Lemma 5.3.2.** Consider the reduced model (5.113). Fix positive control gains $k_{1,2d_j}$ and $k_{1,2q_j}, \forall j \in \mathcal{M}$. Select the droop gains $k_{d_i}$ that satisfy the following conditions:

- $\forall i \in \mathcal{N}, k_{d_i}$ is chosen such that

\[
k_{d_i} \geq k_{d_{i,\text{min}}}
\]

(5.115)

where

\[
P_{q_i}^o + \frac{3}{2}v_{sg,d}k_{d_{i,\text{min}}}u_{cg}^o = 0
\]

- There exists at least one SAC terminal whose droop gain satisfies

\[
k_{d_q} > k_{d_{q,\text{min}}}
\]

(5.116)

where $q \in \mathcal{N}$. 
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\[ \text{Then, the origin of the reduced model (5.113) is locally asymptotically stable.} \]

**Proof.** A similar approach used in the proof of Lemma 4.1.3 is applied here. For the system described by (5.113), if the zero dynamics (5.114) is locally asymptotically stable, then the origin of the system (5.113) is locally asymptotically stable. Therefore, to establish the claim, we first study the stability of the zero dynamics (5.114). This is done by linearizing the zero dynamics (5.114) around the origin. The Jacobian matrix \( \frac{\partial f_{\text{zero}}}{\partial e_z} \bigg|_{e_z=0} \) is expressed by

\[ \Phi \triangleq \left[ \begin{array}{cc} D & C^{-1}H \\ -L^{-1}H^T & -L^{-1}R \end{array} \right] \]  

(5.117)

where \( D = \text{diag}(d_k), k = 1, \cdots, N + M + P, \) is a diagonal matrix given by

\[
\begin{aligned}
&d_i = -
\frac{P_{g_i} + \frac{3}{2}v_{sg_i} d_i u_{g_i}^o}{C_{g_i} u_{g_i}^2}, 
&i \in \mathcal{N} \\
d_{(j+N)} = -
\frac{P_{w_j} u_{w_j}^2}{C_{w_j} u_{w_j}^2}, 
&j \in \mathcal{M} \\
d_{(h+N+M)} = 0, 
&h \in \mathcal{P}
\end{aligned}
\]

Let us assume that there exists a particular eigenvalue of \( \Phi \) denoted by \( \lambda = \alpha + j\beta \in \mathbb{C} \), whose real part is non-negative, i.e. \( \alpha \geq 0 \). Then, \( \lambda \) satisfies

\[ \det(\lambda I - \Phi) = 0 \]

Alternatively, it can be expressed as

\[ \det\left( \begin{array}{cc}
\lambda I - D & -C^{-1}H \\
L^{-1}H^T & \lambda I + L^{-1}R
\end{array} \right) = 0 \]  

(5.118)

We define \( \Phi_1 \triangleq \lambda I + L^{-1}R = \Lambda_1 + j\Lambda_2 \) where \( \Lambda_{1,2} \) are expressed by

\[
\begin{aligned}
\Lambda_1 &= \text{diag}(\alpha + \frac{R_{c_1}}{L_{c_1}}, \cdots, \alpha + \frac{R_{c_L}}{L_{c_L}}) \in \mathbb{R}^{L \times L} \\
\Lambda_2 &= \text{diag}(\beta, \cdots, \beta) \in \mathbb{R}^{L \times L}
\end{aligned}
\]

Since the Hermitian part of \( \Phi_1 \) is equal to \( \mathcal{H}(\Phi_1) = \Lambda_1 \), which is positive definite, the complex matrix \( \Phi_1 \) is also positive definite (Lemma 4.1.6). Consequently, \( \Phi_1 \) must be invertible (Lemma 4.1.9) and then, Eq. (5.118) becomes

\[
\begin{aligned}
det\left( \begin{array}{cc}
\lambda I - D & -C^{-1}H \\
L^{-1}H^T & \lambda I + L^{-1}R
\end{array} \right)
&= \det(\lambda I - D + C^{-1}H\Phi_1^{-1}L^{-1}H^T)\det(\Phi_1) \\
&= \det(\lambda C - CD + H(\lambda L + R)^{-1}H^T)\det(\Phi_1)\det(C^{-1})
\end{aligned}
\]
Again, we define

\[ \Phi_2 := \Phi_3 + j(\Lambda_4 + H \Lambda_5 H^T) \]

\[ \Phi_3 := \Lambda_3^q + \Lambda_3^{q'} + H_f H_f^T \]

with the notations

\[
\Lambda_3 = \alpha C - CD \triangleq \text{diag}(\sigma_1, \ldots, \sigma_{N+M+p})
\]

\[
\sigma_i = C_{g_i}(\alpha + \frac{P^o_{g_i} + \frac{3}{2} v_{s_{g_i}} k_{d_{g_i}} u_{g_i}^o}{C_{g_i} u_{g_i}^2}), \quad i \in N
\]

\[
\sigma_{(j+N)} = C_{w_j}(\alpha + \frac{P^o_{w_j}}{C_{w_j} u_{w_j}^2}), \quad j \in M
\]

\[
\sigma_{(h+N+M)} = C_{p_h} \alpha, \quad h \in P
\]

\[ \Lambda_4 = \beta C \]

\[ \Lambda_5 = \text{diag}(\frac{\alpha L_{c_k} + R_{c_k}}{(\alpha L_{c_k} + R_{c_k})^2 + (\beta L_{c_k})^2}), \quad \in R^{L \times L} \]

\[ \Lambda_6 = \text{diag}(\frac{-\beta L_{c_k}}{(\alpha L_{c_k} + R_{c_k})^2 + (\beta L_{c_k})^2}), \quad \in R^{L \times L} \]

Due to (5.116), we assume that \( k_{d_q} > k_{d_q,\text{min}}, q \in N \), where

\[ P^o_{g_q} + \frac{3}{2} v_{s_{g_q}} k_{d_q,\text{min}} u_{g_q}^o = 0 \]  

(5.121)

Now, \( \Phi_2 \) can be rewritten as

\[ \Phi_2 = \Phi_3 + \Lambda_3^q + \Lambda_3^{q'} + H_f H_f^T \]

(5.122)

where \( \Lambda_3^q \) is a diagonal matrix whose \( q^{th} \) element on the main diagonal is \( \sigma_q \) and other elements are zero. \( \Lambda_3^{q'} \) and \( H_f \) are given by \( \Lambda_3^{q'} = \Lambda_3 - \Lambda_3^q \) and \( H_f = H \Lambda_5^\frac{1}{2} \).

Let us define \( \Phi_4 \triangleq \Lambda_3^q + H_f H_f^T \) and then the determinant of \( \Phi_4 \) can be calculated as

\[ \det(\Phi_4) = \sigma_q \det(R(H_f)_q R(H_f)_q^T) + \det(H_f H_f^T) \]

Since \( \Lambda_3^\frac{1}{2} \) is a full rank matrix, i.e. \( \text{rank}(\Lambda_3^\frac{1}{2}) = L \), then \( \text{rank}(H_f H_f^T) = \text{rank}(H_f) = N + M + P - 1 \) and as a result, \( \det(H_f H_f^T) = 0 \). Similar to Lemma 3.4.2, by removing any one row from \( H_f \), such as \( H_f(j,:) \), \( j \in T \), the rank of the reduced matrix \( R(H_f)_j \) is \( N + M + P - 1 \). Consequently, \( R(H_f)_q R(H_f)_q^T \) is invertible and positive definite. Since \( k_{d_q} \) satisfies (5.121), we get \( \sigma_q > 0 \) and then, \( \det(\Phi_4) = \sigma_q \det(R(H_f)_q R(H_f)_q^T) > 0 \). On the other hand, \( \Phi_4 \) and \( \Lambda_3^q \) are semi-positive definite because of (5.115) and (5.116) and hence, \( \Phi_3 \) is positive definite. Recalling that \( \Phi_3 = \Phi_3 + \Lambda_3^{q'} \), it turns out that, \( \Phi_3 \) is also positive definite. As presented in (5.122), we know that \( \mathcal{H}(\Phi_2) = \Phi_3 \) and then, according to Lemma 4.1.6
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and Lemma 4.1.9, \( \Phi_2 \) is positive definite and invertible. Therefore, the following result is obtained:

\[
\text{det}(\lambda I - \Phi) = \text{det}(\Phi_2) \text{det}(\Phi_1) \text{det}(C^{-1}) \neq 0
\]

for \( \alpha \geq 0 \). This leads to a contradiction to (5.118). Thus, all eigenvalues of the Jacobian matrix \( \Phi \) must have negative real part, i.e. \( \alpha < 0 \). Hence, \( \Phi \) is a Hurwitz matrix. As a result, the origin of the zero dynamics (5.114) is locally asymptotically stable. Thus, the reduced model (5.113) is also locally asymptotically stable. The proof is completed. \( \square \)

Now, we can introduce another result of this section.

**Theorem 5.3.3.** Consider the MTDC system modeled by (3.20), (3.28), (3.29) and (3.36) with the control strategy (5.90), (5.94), (5.96) and (5.97). Select the droop gains that satisfy the conditions (5.115) and (5.116) in Lemma 5.3.2. Then, there exist the control gains \( k_{1g_d}, k_{2g_q}, k_{1w_d}, k_{2w_q}, k_{12d_j}, \) and \( k_{12q_j} \) such that the equilibrium \( \bar{S} \) of the closed-loop system (5.98) is locally asymptotically stable. Thereby, the proposed control strategy can stabilize the MTDC system.

**Proof.** As previously mentioned, to study the stability of the origin of the error system (5.110) is equivalent to investigating the stability of the equilibrium \( \bar{S} \) of the closed-loop system (5.98). So we still focus on the stability property of the error system (5.110).

We rewrite the last equation in (5.110) in the following special form

\[
\frac{d\epsilon_z}{dt} = f_{\epsilon_0} + \vartheta_{g_1} + \vartheta_{w_2} + \vartheta_{w_3} + \vartheta_{w_4}
\]

(5.123)

According to Taylor’s theorem, \( f_{\epsilon_0} \) can be expressed by

\[
f_{\epsilon_0} = \Phi \cdot \epsilon + \tilde{f}_{\epsilon_0} \cdot \epsilon
\]

where \( \tilde{f}_{\epsilon_0} \) satisfies

\[
\lim_{||\epsilon|| \to 0} ||\tilde{f}_{\epsilon_0}|| = 0
\]

It means that, for any given \( \alpha_0 \), there exists a region \( \mathbb{B}_{\epsilon_z} \) such that

\[
||\tilde{f}_{\epsilon_0}|| \leq \alpha_0
\]

(5.124)

for all \( \epsilon_z \in \mathbb{B}_{\epsilon_z} \). In addition, since \( \Phi \) is a Hurwitz matrix, for any positive definite matrix \( G_{\epsilon_z} \), there exists a positive definite matrix \( F_{\epsilon_z} \) such that

\[
F_{\epsilon_z} \Phi + \Phi^T F_{\epsilon_z} = -G_{\epsilon_z}
\]

(5.125)
To simplify the notations, we introduce the following variables

\[ e_{i,g,dq} \triangleq \begin{bmatrix} e_{ig_1,dq} & e_{ig_2,dq} & \cdots & e_{ig_N,dq} \\ \end{bmatrix}^T \]

\[ e_{i,w,dq} \triangleq \begin{bmatrix} e_{iw_1,dq} & e_{iw_2,dq} & \cdots & e_{iw_M,dq} \end{bmatrix}^T \]

\[ e_{v,w,dq} \triangleq \begin{bmatrix} e_{vw_1,dq} & e_{vw_2,dq} & \cdots & e_{vw_M,dq} \end{bmatrix}^T \]

Consider a Lyapunov function \( W = dW_1 + (1-d)W_2 \) where \( d \in (0,1) \). \( W_1 \) and \( W_2 \) are designed as

\[ W_1 = \frac{1}{2}(e_{i,g,dq}^TF_{i,g,dq}e_{i,g,dq} + e_{i,g,dq}^TF_{i,q,q}e_{i,q,q} \]

\[ + e_{i,w,dq}^TF_{i,w,dq}e_{i,w,dq} + e_{i,w,dq}^TF_{i,w,q}e_{i,w,q}) \]

and

\[ W_2 = \frac{1}{2}(e_{v,w,dq}^TF_{v,w,dq}e_{v,w,dq} + e_{v,w,dq}^TF_{v,w,q}e_{v,w,q} + e_{z}F_{e,z}e_{z} \]

where

\[ F_{i,g,dq} = \text{diag}(F_{i,g,dq}) ; F_{i,g,dq} = \begin{bmatrix} 1 & 0 \\ 0 & k_{2g, dq} \end{bmatrix} \]

\[ F_{i,w,dq} = \text{diag}(F_{i,w,dq}) ; F_{i,w,dq} = \begin{bmatrix} 1 & 0 \\ 0 & k_{2w, dq} \end{bmatrix} \]

\[ F_{i,v,dq} = \text{diag}(F_{i,v,dq}) \]

\[ F_{i,v,dq} = \begin{bmatrix} 1 + \frac{1}{k_{1,dq}} & 1 \\ 1 & k_{1,dq} + k_{2,dq} + \frac{k_{2,dq}}{k_{1,dq}} \end{bmatrix} \]

It is clear that \( F_{i,g,dq} \), \( F_{i,w,dq} \) and \( F_{i,v,dq} \) are positive definite. Then, the derivative of \( W \) along the trajectories (5.110) can be calculated by \( \frac{dW}{dt} = D_1 + D_2 \) where

\[ D_1 = \Gamma_1 + \Gamma_2 \]

\[ D_2 = e_{i,g,dq}^TF_{i,g,dq} \frac{d\eta_{g,dq}}{dt} + e_{i,g,dq}^TF_{i,q,q} \frac{d\eta_{g,q}}{dt} + e_{i,w,dq}^TF_{i,w,dq} \frac{d\eta_{w,dq}}{dt} \]

\[ + e_{i,w,dq}^TF_{i,q,q} \frac{d\eta_{w,q}}{dt} + e_{i,w,dq}^TF_{i,w,dq} \frac{d\eta_{w,dq}}{dt} \]

\[ + e_{i,w,dq}^TF_{i,w,dq} \frac{d\eta_{w,dq}}{dt} + e_{i,w,dq}^TF_{i,w,dq} \frac{d\eta_{w,dq}}{dt} \]

\[ + e_{i,w,dq}^TF_{i,w,dq} \frac{d\eta_{w,dq}}{dt} \]

with

\[ \eta_{g,dq} \triangleq \begin{bmatrix} e_{ig_1,dq} & e_{ig_2,dq} & \cdots & e_{ig_N,dq} \\ \end{bmatrix}^T \]

\[ \eta_{w,dq} \triangleq \begin{bmatrix} e_{iw_1,dq} & e_{iw_2,dq} & \cdots & e_{iw_M,dq} \end{bmatrix}^T \]

\[ \eta_{v,dq} \triangleq \begin{bmatrix} e_{iw_1,dq} & e_{iw_2,dq} & \cdots & e_{iw_M,dq} \end{bmatrix}^T \]
and the other expressions are given by

\[
\Gamma_1 = - \sum_{j=1}^{M} (k_{1d_j} e_{i_{vdq}}^2 + k_{2d_j} e_{i_{vdq}}^2 + k_{1q_j} e_{i_{vdq}}^2)
+ k_{2q_j} e_{i_{vdq}}^2 - e_z^T G e_z
\]
\[
\Gamma_2 = - \sum_{j=1}^{N} (k_{1d_j} e_{i_{vdq}}^2 + k_{1q_j} e_{i_{vdq}}^2)
- \sum_{j=1}^{M} (k_{1w_j} e_{i_{vdq}}^2 + k_{1wq_j} e_{i_{vdq}}^2)
\]
\[
G_{i_{vdq}} = \text{diag}(G_{i_{vdq}}), G_{i_{vdq}}^j = \begin{bmatrix} k_{1g_dq} & 0 \\
0 & 0 \end{bmatrix}
\]
\[
G_{i_{vdq}} = \text{diag}(G_{i_{vdq}}), G_{i_{vdq}}^j = \begin{bmatrix} k_{1w_dq} & 0 \\
0 & 0 \end{bmatrix}
\]
\[
G_{i_{vdq}} = \text{diag}(G_{i_{vdq}}), G_{i_{vdq}}^j = \begin{bmatrix} k_{1d_j} & 0 \\
0 & k_{2d_j} \end{bmatrix}
\]

Since the \(dq\) current reference trajectories only depend on the state variables with slow dynamics, we then have

\[
\begin{align*}
\frac{d\eta_{vdq}}{dt} &= \frac{d\eta_{vdq}}{dt} \frac{de_z}{dt}, \quad \frac{d\eta_{vdq}}{dt} = \frac{d\eta_{vdq}}{dt} \frac{de_z}{dt} \\
\frac{d\eta_{vdq}}{dt} &= \frac{d\eta_{vdq}}{dt} \frac{de_{vwd}}{dt} + \frac{d\eta_{vdq}}{dt} \frac{de_{vwd}}{dt} + \frac{d\eta_{vdq}}{dt} \frac{de_{vwd}}{dt} \\
\frac{d\eta_{vdq}}{dt} &= \frac{d\eta_{vdq}}{dt} \frac{de_{vwd}}{dt} + \frac{d\eta_{vdq}}{dt} \frac{de_{vwd}}{dt} + \frac{d\eta_{vdq}}{dt} \frac{de_{vwd}}{dt} \\
\end{align*}
\]

(5.126)

From the aforementioned sections, we know that

\[
||\vartheta_{gdq}|| \to 0 \text{ as } ||e_{igd}|| \to 0 \text{ and } ||e_{iqd}|| \to 0
\]
\[
||\vartheta_{wvdq}|| \to 0 \text{ as } ||e_{ivvdq}|| \to 0 \text{ and } ||e_{ivwdq}|| \to 0
\]
\[
||\vartheta_{vdq}|| \to 0, \quad ||\vartheta_{vdq}|| \to 0 \text{ as } ||e_{ivvdq}|| \to 0 \text{ and } ||e_{ivwdq}|| \to 0
\]

and then there exist positive \(\beta_k, k = 1, \cdots, 8\) and convex regions \(\mathbb{B}_{e_{igd},dq}, \mathbb{B}_{e_{ivvdq}}\), \(\mathbb{B}_{e_{ivvdq}}\) such that

\[
\begin{align*}
||\vartheta_{gdq}|| &\leq \beta_1 ||e_{igd}|| + \beta_2 ||e_{iqd}|| \\
||\vartheta_{wvdq}|| &\leq \beta_3 ||e_{ivvdq}|| + \beta_4 ||e_{ivwdq}|| \\
||\vartheta_{vdq}|| &\leq \beta_5 ||e_{ivvdq}|| + \beta_6 ||e_{ivwdq}|| \\
||\vartheta_{vdq}|| &\leq \beta_7 ||e_{ivvdq}|| + \beta_8 ||e_{ivwdq}||
\end{align*}
\]

for all \(e_{igd} \in \mathbb{B}_{e_{igd},dq}, e_{iwvdq} \in \mathbb{B}_{e_{ivvdq}}\) and \(e_{ivvdq} \in \mathbb{B}_{e_{ivvdq}}\). Note that, in general, a larger size of \(\mathbb{B}_{(\cdot)}\) leads to larger values of \(\beta_k\).

Applying the above inequalities and (5.124) to (5.123), we then get that

\[
||\frac{de_z}{dt}|| \leq ||\Phi|| \cdot ||e_z|| + \alpha_0 ||e_z|| + \beta_1 ||e_{igd}|| + \beta_2 ||e_{iqd}||
+ \beta_3 ||e_{ivvdq}|| + \beta_4 ||e_{ivwdq}|| + \beta_5 ||e_{ivvdq}|| + \beta_6 ||e_{ivwdq}||
+ \beta_7 ||e_{ivwdq}|| + \beta_8 ||e_{ivwdq}||
\]

(5.127)
holds for all $e_z \in \mathbb{B}_{e_z}$, $e_{i,g,dq} \in \mathbb{B}_{e_{i,g,dq}}$, $e_{i,w,dq} \in \mathbb{B}_{e_{i,w,dq}}$ and $e_{v,w,dq} \in \mathbb{B}_{e_{v,w,dq}}$.

Taking (5.112), (5.126) and (5.127) into account, it can be verified that there exist positive parameters $b_k^i$, for $k = 1, \cdots, L + 3$, $i \in \mathcal{N}$, and $c_l^j$, for $l = 1, \cdots, 8$, $j \in \mathcal{M}$ such that $D_2$ satisfies the inequality

$$D_2 \leq \sum_{i=1}^{N} \left[ b_{i,g,dq}^j \left| e_{i,g,dq}^j \right| + b_{i,w,dq}^j \left| e_{i,w,dq}^j \right| + b_{i,vw,dq}^j \left| e_{i,vw,dq}^j \right| \right] + \sum_{j=1}^{M} \left[ c_{j,w,dq}^l \left| e_{j,w,dq}^l \right| + c_{j,vw,dq}^l \left| e_{j,vw,dq}^l \right| \right]$$

(5.128)

for all $e_z \in \mathbb{B}_{e_z} \subset \mathbb{B}_{e_z}$, $e_{i,g,dq} \in \mathbb{B}_{e_{i,g,dq}} \subset \mathbb{B}_{e_{i,g,dq}}$, $e_{i,w,dq} \in \mathbb{B}_{e_{i,w,dq}} \subset \mathbb{B}_{e_{i,w,dq}}$ and $e_{v,w,dq} \in \mathbb{B}_{e_{v,w,dq}} \subset \mathbb{B}_{e_{v,w,dq}}$. These positive coefficients ($b_k^i$ and $c_l^j$) are determined by the size of the domains $\mathcal{B}_{(\cdot)}$, the droop gains $k_d$, $k_{1,2,d}$, $k_{1,2,q}$, the system parameters and the prescribed setpoints while they are independent of $k_{1,1,1,1,q}$, $k_{2,1,2,1,1,1,1,1}$ and $k_{2,1,2,2,1,1,1,1}$. Using Young’s inequality

$$||x|| \cdot ||y|| \leq \frac{1}{2\mu} ||x||^2 + \frac{\mu}{2} ||y||^2$$

for the cross terms in (5.128) where $\mu$ is a positive constant which can be chosen arbitrarily, we obtain

$$D_2 \leq \Gamma_3 + \Gamma_4$$

(5.129)

with

$$\Gamma_3 = \sum_{i=1}^{N} \left[ \frac{b_{i,g,dq}^j}{2} \left| e_{i,g,dq}^j \right|^2 + \frac{b_{i,w,dq}^j}{2} \left| e_{i,w,dq}^j \right|^2 \right]$$

(5.130)

and

$$\Gamma_4 = \sum_{i=1}^{N} \left[ \frac{b_{i,vw,dq}^j}{2\nu^3} \left| e_{vw,dq}^j \right|^2 + \sum_{t=1}^{L} \frac{b_{t+3,dq}^j}{2\nu^t} \left| e_{tv,dq}^j \right|^2 \right]$$

$$+ \sum_{j=1}^{M} \left[ \frac{d_{j,w,dq}^l}{2\kappa^3} \left| e_{j,w,dq}^l \right|^2 + \frac{d_{j,vw,dq}^l}{2\kappa^4} \left| e_{j,vw,dq}^l \right|^2 \right]$$

(5.131)

where $\nu(\cdot)$ and $\kappa(\cdot)$ have the same role as $\mu$, and can be chosen arbitrarily.

In order to make the derivative of $W$ negative except at the origin, we first determine the values of droop gains $k_d$, $k_{1,2,d}$, $k_{1,2,q}$, and the size of region of attraction

$$\mathcal{R}_{\text{att}} = \mathbb{B}_{e_{i,g,dq}} \times \mathbb{B}_{e_{i,w,dq}} \times \mathbb{B}_{e_{v,w,dq}} \times \mathbb{B}_{e_z}$$
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Then, the values of $b^i_k$ and $c^j_l$ can be estimated. Subsequently, we choose large $\nu(\cdot)$ and $\kappa(\cdot)$ such that $\Gamma_1 + \Gamma_4 < 0$. Once $k_{d,i}$, $k_{1,2d,j}$, $k_{1,2q,j}$, the size of region of attraction $\mathcal{R}_{\text{att}}$, $\nu(\cdot)$ and $\kappa(\cdot)$ are determined, no matter what values of $\nu^i_1$, $\nu^i_2$, $\nu^j_1$, $\nu^j_2$, $\kappa^i_1$, $\kappa^j_1$, $\kappa^i_2$, $\kappa^j_2$ are, we can always find $\nu^i_1 < k_{1g,i}$, $\nu^j_1 < k_{1g,q}$, $\kappa^i_2 < k_{1w,i}$ and $\kappa^j_2 < k_{1w,q}$ and hence, $\Gamma_2 + \Gamma_3 < 0$. Consequently, there exist $k_{1g,d}$, $k_{2g,q}$, $k_{1w,d}$, $k_{2w,q}$, $k_{1,2d,j}$ and $k_{1,2q,j}$ such that the derivative of $W$ is non-negative. In addition, $\dot{W} = 0$ contains no trajectory of the system except the trivial trajectory. All solutions starting from $\mathcal{R}_{\text{att}}$ will converge to the origin. According to LaSalle theorem, the origin of the error system described by (5.110) is locally asymptotically stable. Thereby, the equilibrium $\bar{S}$ of the original closed-loop system (5.102) is also locally asymptotically stable. Finally, we can say that the control strategy can ensure the asymptotic stability of the MTDC system.

There is a trade-off between the size of $\mathcal{R}_{\text{att}}$ and the performance of system. If we want to get a large region of attraction, then we will have large values of $k_{1g,dq}$ and $k_{1w,dq}$. As seen in (5.90), large $k_{1g,dq}$ and $k_{1w,dq}$ may lead to large peak values of the control variables.

5.3.4 Simulation studies

In this section, the MTDC system as depicted in Fig. 5.13 consisting of two WAC and two SAC connected VSC terminals is simulated.

![Figure 5.13](image-url)  

Figure 5.13: An MTDC system with two WAC and two SAC terminals.

The values of the parameters are listed in Table 5.7 and Table 5.8.

The AC line-line voltage of both SAC terminals is 415 V. The base quantities of the per-unit system applied to the simulations are presented in Table 5.9. The base quantities of the AC and DC currents are calculated as $I_{\text{ac,base}} = S_{\text{ac,base}} / V_{\text{ac,base}}$ and $I_{\text{dc,base}} = S_{\text{dc,base}} / V_{\text{dc,base}}$. 


Table 5.7: Parameters of the DC network.

<table>
<thead>
<tr>
<th>( l )</th>
<th>Resistance ( R_c )</th>
<th>Inductance ( L_c )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.01 ( \Omega )</td>
<td>6 mH</td>
</tr>
<tr>
<td>2</td>
<td>0.02 ( \Omega )</td>
<td>12 mH</td>
</tr>
<tr>
<td>3</td>
<td>0.15 ( \Omega )</td>
<td>9 mH</td>
</tr>
<tr>
<td>4</td>
<td>0.14 ( \Omega )</td>
<td>8.4 mH</td>
</tr>
<tr>
<td>5</td>
<td>0.16 ( \Omega )</td>
<td>9.6 mH</td>
</tr>
<tr>
<td>6</td>
<td>0.18 ( \Omega )</td>
<td>10.8 mH</td>
</tr>
<tr>
<td>7</td>
<td>0.19 ( \Omega )</td>
<td>11.4 mH</td>
</tr>
</tbody>
</table>

Table 5.8: Parameters of the VSC terminal.

<table>
<thead>
<tr>
<th>( R_g (R_w) )</th>
<th>( L_g (L_w) )</th>
<th>( C_g (C_w) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>SAC 1</td>
<td>9.9 m( \Omega )</td>
<td>6 mH</td>
</tr>
<tr>
<td>SAC 2</td>
<td>9.4 m( \Omega )</td>
<td>12 mH</td>
</tr>
<tr>
<td>WAC 1</td>
<td>8.4 m( \Omega )</td>
<td>9 mH</td>
</tr>
<tr>
<td>WAC 2</td>
<td>8.9 m( \Omega )</td>
<td>8.4 mH</td>
</tr>
</tbody>
</table>

As described in the previous section, the wind farm is modeled as a controlled current source and hence, \( I_{w1, dq} \) and \( I_{w2, dq} \) represent the power productions of the wind farms. The setpoints and the initial values of \( I_{w1,2, d} \) are given by Table 5.10. \( I_{w1, g} \) and \( I_{w2, g} \) are set to zero. Furthermore, some system variables’ initial values are provided by Table 5.11. For all the simulations in this section, the integral parts of the fast control gains are set to zero, i.e. \( k_{2g, dq} = k_{2w, dq} = 0 \). Three different sets of control gains as presented in Table 5.12 are chosen to verify the theoretical analysis.

5.3.4.1 Verification of two-time-scale behavior

The control gains in Set 1 are considered for the converters in this part. The simulation results are displayed in Figs. 5.14-5.15. The trajectory of \( i_{g1, d} \) in Fig. 5.14(a) clearly exhibits a two-time-scale behavior. It starts with a fast transient during the initial interval as shown in Fig. 5.14(b). After the decay of this fast dynamic, \( i_{g1, d} \) is on or close to its manifold \( i_{g1, d}^* \) in all future time. Figure 5.14(c) illustrates the error between \( i_{g1, d} \) and \( i_{g1, d}^* \). At the initial instant, \( |i_{g1, d} - i_{g1, d}^*| \) is nearly 0.29 p.u.. After \( t = 0.06 \) s, the discrepancy between the two trajectories is less than 0.015 p.u.. It turns out that during the initial interval \([0, 0.06]\) s, the trajectory of \( i_{g1, d} \) approaches that of \( i_{g1, d}^* \). It is seen that the exponential decay

Table 5.9: Base quantities used in the per-unit system.

| \( S_{ac, base} = 4.5 \text{ kVA} \) | \( V_{ac, base} = 415\sqrt{2/3} \text{ V} \) |
| \( S_{dc, base} = 3 \text{ kVA} \) | \( V_{dc, base} = 700 \text{ V} \) |
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Table 5.10: Setpoints and initial values of the current source.

<table>
<thead>
<tr>
<th>Source</th>
<th>Setpoint</th>
<th>Value</th>
<th>Initial Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>SA 1</td>
<td>$P_{q1}^o$</td>
<td>$-0.4S_{ac,base}$</td>
<td>$V_{dc,base}$</td>
</tr>
<tr>
<td>SAC 2</td>
<td>$Q_{q1}^o$</td>
<td>0</td>
<td>$V_{dc,base}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Switch</th>
<th>Voltage</th>
<th>Current</th>
</tr>
</thead>
<tbody>
<tr>
<td>WAC 1</td>
<td>$V_{ac,base}$</td>
<td>0</td>
</tr>
<tr>
<td>WAC 2</td>
<td>$V_{ac,base}$</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 5.11: Initial states of the MTDC system.

<table>
<thead>
<tr>
<th>State</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$i_{g1d}$</td>
<td>-0.2 p.u.</td>
</tr>
<tr>
<td>$i_{g2d}$</td>
<td>-0.1 p.u.</td>
</tr>
<tr>
<td>$i_{w1d}$</td>
<td>0.3 p.u.</td>
</tr>
<tr>
<td>$i_{w2d}$</td>
<td>0.3 p.u.</td>
</tr>
<tr>
<td>$v_{sw1d}$</td>
<td>0.7 p.u.</td>
</tr>
<tr>
<td>$v_{sw1q}$</td>
<td>0.01 p.u.</td>
</tr>
<tr>
<td>$v_{sw2d}$</td>
<td>0.7 p.u.</td>
</tr>
<tr>
<td>$v_{sw2q}$</td>
<td>0.01 p.u.</td>
</tr>
<tr>
<td>$u_{cg1}$</td>
<td>1.043 p.u.</td>
</tr>
<tr>
<td>$u_{cg2}$</td>
<td>1.043 p.u.</td>
</tr>
<tr>
<td>$u_{cw1}$</td>
<td>1.043 p.u.</td>
</tr>
<tr>
<td>$u_{cw2}$</td>
<td>1.043 p.u.</td>
</tr>
</tbody>
</table>

Table 5.12: Control gains applied to the MTDC system.

<table>
<thead>
<tr>
<th>Set</th>
<th>$k_{d1}$</th>
<th>$k_{d2}$</th>
<th>$k_{1g,dq}$ ($k_{1w,dq}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$10\cdot k_{d1\min}$</td>
<td>$10\cdot k_{d2\min}$</td>
<td>1000</td>
</tr>
<tr>
<td>2</td>
<td>$10\cdot k_{d1\min}$</td>
<td>$10\cdot k_{d2\min}$</td>
<td>300</td>
</tr>
<tr>
<td>3</td>
<td>$1\cdot k_{d1\min}$</td>
<td>$2\cdot k_{d2\min}$</td>
<td>1000</td>
</tr>
</tbody>
</table>
of the fast transient during the initial interval corresponds to the solution of the boundary-layer model. However, such two-time-scale behavior is not significant in the DC voltage and the AC voltage, which are considered to have slow dynamics. As depicted in Figs. 5.15(a)-5.15(c), there is no apparent fast transient that can be found between the trajectories of $u_{cg1}$ and $u_{cg1}^{re}$ ($v_{sw1d}$ and $v_{sw1d}^{re}$). It can be observed that $u_{cg1}$ and $v_{sw1d}$ are well approximated by the solution of the reduced model, i.e. $v_{cg1}^{re}$ and $v_{sw1d}^{re}$. Moreover, $v_{sw1d}$ asymptotically converges to its setpoint $v_{sw1d}^{re}$ together with $v_{sw1d}^{re}$.

Figure 5.14: Simulation results with the control gains in Set 1 (1).
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Figure 5.15: Simulation results with the control gains in Set 1 (2).
5.3.4.2 Evaluation of the system performance in case of disturbance

At $t = 2$ s, $I_{w1d}$ is changed to 0.6 p.u. because of the increase in the active power generated by the wind farms. Consequently, both SAC connected VSC terminals should share the duty of eliminating the power unbalance caused by this increase of the power production. The simulation results are presented in Figs. 5.16-5.17. Since more power needs to be transmitted via the DC grid, in order to make the MTDC system operate normally, the two SAC terminals should absorb more power from the DC grid. As shown in Figs. 5.16(a) and 5.16(b), $i_{g1d}$ attains a new steady value around $-0.5$ p.u. from $-0.4$ p.u. and $i_{g2d}$ is also changed from $-0.5$ p.u. to $-0.6$ p.u. According to (5.101), if more power is absorbed by the SAC terminals, this forces the DC voltages to rise and reach new steady levels. This phenomenon is clearly presented in Figs. 5.17(a) - 5.17(c). The new DC voltage transmission level is now about 1.05 p.u. which deviates from the setpoints $v_{dc_{1,2}}^d = 1.0$ p.u. As seen in Fig. 5.16(c), $i_{w1d}$ arrives around 0.6 p.u. to response to the change of $I_{w1d}$.

On the other hand, $v_{sw1d}$ is always well controlled around its setpoint $v_{sw1d}^d = 1.0$ p.u. irrespective of the variation in $I_{w1d}$ after a short transient as depicted in Fig. 5.17(d).

By contrast to the increase in $I_{w1d}$, at $t = 4$ s, $I_{w2d}$ drops from 0.5 p.u. to 0.3 p.u. The simulation results are summarized in Fig. 5.18. Since the generated power from the wind farm 2 decreases, $i_{w2d}$ starts to decrease and then converges to a new steady state of about 0.3 p.u. as shown in Fig. 5.18(c). From Figs. 5.18(a) - 5.18(b), $i_{g1d}$ is changed from $-0.5$ p.u. to $-0.4$ p.u. and $i_{g2d}$ varies from $-0.6$ p.u. to $-0.5$ p.u. This means less power is received by the two SAC terminals because power is injected into the DC grid. Additionally, in order to comply with the droop law (5.95), the DC voltages also drop and then get to a new steady state ($\sim 1.0$ p.u.) as displayed in Figs. 5.18(d) - 5.18(f).

To evaluate the capability in terms of AC voltage regulation, at $t = 6$ s, a new setpoint $v_{sw1d}^d = 0.9$ p.u. is sent to the 1st WAC terminal. Now $v_{sw1d}$ is required to be stabilized around this new reference point. The transient response of $v_{sw1d}$ is illustrated in Fig. 5.19(a). It is found that $v_{sw1d}$ and $v_{sw1d}^{re}$ quickly converge to the new setpoint with an acceptable undershoot. Since $I_{w1d}$ is unchanged during the interval [6, 7] s as depicted in Fig. 5.19(b), the change of $v_{sw1d}^d$ has no effect on the steady state of $i_{w1d}$. According to (3.31), less power flows through the 1st WAC terminal due to the decrease of the AC voltage at the PCC, which implies that the total transmitted power reduces. Therefore, both SAC terminals get less power than before and then, $i_{g1d}$ and $i_{g2d}$ start to decrease until converging to new steady states as seen in Figs. 5.19(c) and 5.19(d). Similar to the results in Figs. 5.18(d) - 5.18(f), the DC voltages start to drop and remain around 0.985 p.u. as shown in Figs. 5.19(e) and 5.19(f).

The responses of each terminal’s active power at the PCC are plotted in Fig. 5.20. It is clear that the two SAC terminals participate in balancing the active power of the DC grid. When the power injection grows, both SAC terminals share the incremental power and then absorb more power from the grid. Conversely, if
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Figure 5.16: Simulation results with the variation in $I_{w1d}$. 

(a) Responses of $i_{g1d}$ and $i^*_{g1d}$.

(b) Responses of $i_{g2d}$ and $i^*_{g2d}$.

(c) Responses of $i_{w1d}$ and $i^*_{w1d}$.

(d) Zoom of $i_{w1d}$ and $i^*_{w1d}$. 

Figure 5.16: Simulation results with the variation in $I_{w1d}$. 

Figure 5.17: Simulation results with the variation in $I_{aw1d}$. 
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Figure 5.18: Simulation results with the variation in $I_{w2d}$. 
Figure 5.19: Simulation results with AC voltage regulation.
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the power injection reduces, both SAC terminals decrease their power absorption accordingly.

![Graph](image)

Figure 5.20: Responses of active power during the interval [0, 8] s.

5.3.4.3 Dynamics regulation

As stated in Section 5.3.3, we indicate that the control gains play different roles in regulating the system dynamics. This will be verified by the comparisons between different sets of the control gains.

We point out that the fast transient of the \(dq\) currents corresponds to the solution of the boundary-layer model and then the fast dynamics can be regulated by the fast control gains. To clarify this issue, the comparison between Set 1 and Set 2 is carried out where \(k_{1g_d}\) and \(k_{1w_d}\) in Set 1 are larger than in Set 2. The simulation results are displayed in Fig. 5.21. During the initial interval, the two trajectories in Fig. 5.21(a) start from the same initial point around 0.285 p.u. It is evident that the blue one has a faster rate of decay than the red one because of larger \(k_{1g_d}\) in Set 1 than in Set 2. As seen in Fig. 5.21(b), the blue curve enters the error band \([-0.005, 0.005]\) p.u. at around \(t = 0.25\) s and then remains in this band in the future time, but in contrast, the red curve reaches this error band only after \(t = 0.41\) s. A similar phenomenon can be observed in the response of the error between \(i_{w_d}\) and \(i^*_{w_d}\) as plotted in Figs. 5.21(c) and 5.21(d). Both curves in Fig. 5.21(c) have the same initial value of 0.385 p.u.. Since \(k_{1w_d}\) in Set 1 is larger than in Set 2, the response of the error represented by the blue curve drops faster than that described by the red one. Additionally, as seen in Fig. 5.21(d), after \(t = 0.2\) s, the blue curve stays in the error band \([-0.005, 0.005]\) p.u.. The red one needs 0.41 s to get into this error band and then remains in it. The simulation results clearly show that the fast control gains play a critical role in the regulation of the fast transient of the \(dq\)
As expressed in (5.113), the behavior of the reduced model is regulated by the droop gains $k_{d_1}$, $k_{1,dq}$, and $k_{2,dq}$. Furthermore, the dynamics of $v_{sw_1,dq}$ in (5.113) heavily depend on $k_{1,dq}$ and $k_{2,dq}$, while the zero dynamics (or the dynamics of the DC network) strongly rely on the choice of the droop gains $k_{d_1}$. To demonstrate the above points, two sets of control gains, i.e. Set 1 and Set 3, are chosen for comparison. The only difference between them is that $k_{d_1}$ in Set 1 is larger than in Set 3.

The simulation results in Figs. 5.22-5.23 show the effect of the droop gains on the
5.4. Conclusions

Vector current control has been widely applied in the context of VSC control, whose principle is based on the assumption (or empirical practice) of time-scale separation between the system state variables. However, this hypothesis (or experience) has been rarely theoretically studied. This chapter has bridged the gap between the theory and the practice.

First, in Section 5.1, a general control design problem was studied where a time-scale separation based control structure consisting of two loops, the fast inner and the slow outer loop, was established for a class of nonlinear systems. Further theoretical studies have been carried out, showing that the proposed control algorithm can divide the dynamics of the system’s state variables into different time scales and the original closed-loop system can be divided into two models, the boundary-layer and the reduced model. Interestingly, by analyzing the two models, we find that the control gains in both control loops have different effects on the system behavior. The state variables with fast dynamics exhibit a significant two time-scale dynamical behavior by presenting a fast and a slow transient. Moreover, the fast transient exactly corresponds to the solution of the boundary-layer model, whose dynamics are dominated by the control gains of the fast inner loop.

Then, we have applied the theoretical results to the control of MTDC system where two mostly used control configurations, master-slave and droop control configuration, have been investigated in this chapter. According to the different VSC operations of the two control configurations, two different time-scale separation based controllers are presented. As stated in Lemma 5.2.2 of Section 5.2, we point out that in master-slave control configuration, the developed controller can make the system exhibit different time-scale dynamics when the system’s physical structure and the prescribed (or scheduled) references satisfy certain conditions. In addition,
Figure 5.22: Comparison between Set 1 and Set 3 (1).
Figure 5.23: Comparison between Set 1 and Set 3 (2).
we find that in this control configuration, with the proposed controller, there exist some uncontrolled internal dynamics (for example, the state variables of the DC grid) whose behavior strongly depends on the system inherent characteristics.

Subsequently, we have applied the theoretical results of control induced time-scale separation to droop control configuration. As stated in Lemma 5.3.3 of Section 5.3.3.3, the proposed time-scale separation controller has no specific requirements on the system parameters, topology or those prescribed references. Unlike master-slave control configuration, the dynamics of the DC grid are determined by the droop gains and hence, there is no uncontrolled internal dynamics. The theoretical studies carried out in this chapter have been verified with simulation results where various simulated scenarios have been considered.
Chapter 6

Frequency control using MTDC systems
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As presented in the previous sections, the developed controllers are used to guarantee the operation of the system states around their prescribed references which are given by a higher control level. In this chapter, we will propose a possible method based on frequency control for computing the active power references. The main idea of this approach is to make the non-synchronous systems interconnected via an MTDC system share their primary reserves by modifying their scheduled power references. A DC-voltage-based control scheme, only needing local information, is introduced to regulate the AC frequency, for which a sufficient condition on tuning the control gains are derived to ensure the system stability.

6.1 Introduction and motivation

In an AC system, the frequency, as an indication of power balance, is common everywhere on the time scale of a few milliseconds. With this common frequency, all generating units within the system can sense a power imbalance and adjust their power output to counter this disturbance. This mechanism of restoring power balance is commonly called primary frequency control, and the region of variation of generators' output is referred to as primary reserve. With the current practice of
transferring a scheduled power among the AC areas through HVDC links, the frequencies of the areas are independent of each other, and thus generators in one area are not sensible to other areas’ power imbalances. The advantage of this practice is that a disturbance in one area does not affect another, and thus the HVDC link can play the role of a firewall to prevent cascading failure. However, in the case of a severe power imbalance, the generating units within the affected area may not be strong enough to restore the power balance in time, and the resulting frequency excursion may be so large that invasive and expensive corrective measures (e.g. load shedding) have to be triggered. Such undesirable scenarios may be avoided if the HVDC system can be controlled in real time in such a way that the interconnected AC areas can share their primary reserves.

References [Hamzei-nejad 1986, Dai 2010] proposed frequency controllers that modify the active power transferred by an HVDC link. These proposed controllers require other AC areas’ frequency measurements. Due to the time-delay of information communication, the controllers may destabilize the overall system. To become independent of remote information, [Rashed 2008] proposes a controller, named the DC-voltage-based controller, which takes actions only based on local information, requiring no communication among the AC areas. The theoretical stability proof in [Rashed 2008] is only valid for the special case of identical parameters of the AC areas, which is unrealistic in practice. In addition, the choice of the control gain in [Rashed 2008] was also rather empirical, and no proper approach to tuning the control gain was given.

In this work, we study a more general case without any restrictions on AC area parameters. A rigorous stability analysis is given to ensure safety and reliability. Moreover, we investigate the feasible region for the control gains based on Lyapunov theory and LMI techniques [Boyd 1994].

6.2 Modeling

The work in this chapter is based on the following consideration:

- We do not distinguish the difference between the SAC and WAC connected VSC terminals. Every converter station is considered to be a black box. Since the control of the VSC terminal has dynamics in the ms range (see the simulation results in the previous sections), much faster than the problem of frequency control, the dynamics of the converter stations are neglected. We assume that any active power references generated by the frequency control can be perfectly tracked by the converter stations.

- The dynamics of the DC grid is neglected where each DC circuit branch is simply represented by an aggregated resistance.

As depicted in Fig. 6.1, we consider a simplified MTDC system consisting of a DC grid, \( N \) AC areas, and \( N \) VSC converters where \( P_{i}^{dc} \) represent active power injections to the HVDC grid. By convention, if \( P_{i}^{dc} \) is negative, AC area \( i \) absorbs
power from the HVDC grid as a consumer. Otherwise, AC area \( i \) provides power as a supplier.

![Figure 6.1: Diagram of an MTDC system with \( N \) AC areas.](image)

### 6.2.1 DC grid

Each DC voltage is denoted as \( V_i \). Thanks to VSC converter and PWM technology, all converters can independently control their \( V_i \). The power injected to the DC grid from AC area \( i \), \( P_{dc}^i \), satisfies Ohm’s law

\[
P_{dc}^i = \sum_{k=1}^{N} \frac{V_i(V_i - V_k)}{R_{ik}}
\]  

(6.1)

where the aggregated resistance \( R_{ik} \) represents the transmission line between AC areas \( i \) and \( k \). Obviously \( R_{ik} = R_{ki} \). If AC areas \( i \) and \( k \) are not connected directly, \( R_{ik} \) is infinity.

### 6.2.2 AC areas

Each AC area is modeled as an aggregated generator and a load. The equation of motion of the generator is

\[
2\pi J_i \frac{df_i}{dt} = \frac{P_{m_i} - P_i - P_{dc}^i}{2\pi f_{nom,i}} - 2\pi D_g (f_i - f_{nom,i})
\]

(6.2)

where \( P_{m_i}, J_i \), and \( D_g \) are the mechanical power input, the moment of inertia and the damping factor of the aggregated generator of area \( i \), respectively. \( f_i \) is the frequency of AC area \( i \) and \( f_{nom,i} \) is its nominal value. \( P_i \) is the power consumed by area \( i \)'s load. In addition, \( J_i, D_g \), and \( f_{nom,i} \) are considered as known parameters.
The primary frequency control is realized by the speed governor of the generator, which modifies \( P_m \) in response to a deviation of \( f_i \) from \( f_{nom,i} \). This dynamics is modeled as

\[
T_{sm,i} \frac{dP_m}{dt} = P_s^{m,i} - P_m - \frac{P_{nom,i} f - f_{nom,i}}{\sigma_i f_{nom,i}} \tag{6.3}
\]

where \( T_{sm,i} \) is the time constant of the servomotor, \( P_s^{m,i} \) is the scheduled value for \( P_m \), \( P_{nom,i} \) is the nominal power of the generator and \( \sigma_i \) is the generator droop.

By combining (6.2) and (6.3), the whole system is represented as

\[
2\pi J_i \frac{df_i}{dt} = \frac{P_{m,i} - P_l - P_{dc,i}}{2\pi f_{nom,i}} - 2\pi D_g (f_i - f_{nom,i})
\]

\[
T_{sm,i} \frac{dP_m}{dt} = P_s^{m,i} - P_m - \frac{P_{nom,i} f_i - f_{nom,i}}{\sigma_i f_{nom,i}} \tag{6.4}
\]

for \( i = 1, \cdots, N \). \( f_i \) and \( P_m \) are the state variables. By substituting (6.1) into (6.4), \( V_i \) explicitly appear in the system model, and they are considered as the control inputs.

### 6.2.3 Reference operating point

The reference operating point defined here corresponds to the steady state of the system, which is qualified by specific values of input parameters \( P_l, P_{m,i} \) and the variables \( f_i, P_m, P_{dc,i}, \) \( V_i \). We here use the same notation \((\cdot)^o\) as in the previous section to denote the reference values of the system variables.

We usually expect that the system would operate in nominal condition and hence, the reference values of \( f_i^o \) and \( P_{m,i}^o \) are naturally set to their nominal values, i.e.

\[
f_i^o = f_{nom,i}
\]

\[
P_{m,i}^o = P_{m,i}
\]

Since the reference operating point is a steady state, we have

\[
0 = \frac{P_{m,i}^o - P_{l,i} - P_{dc,i}^o}{2\pi f_{nom,i}} - 2\pi D_g (f_i^o - f_{nom,i})
\]

\[
0 = P_{m,i}^o - P_{m,i} - \frac{P_{nom,i} f_i^o - f_{nom,i}}{\sigma_i f_{nom,i}}
\]

\[
P_{dc,i}^o = \sum_{k=1}^{N} \frac{V_k^o (V_i^o - V_k^o)}{R_{ik}}
\]

\( V_i^o \) can be obtained by solving (6.5). Since the above algebraic equations are in quadratic formula, finding the proper solution for \( V_i^o \) can be turned into an optimization problem. Here, we will not focus on this issue.

### 6.3 Control strategy

Consider that the MTDC system initially operates at the reference operating point. Then, one of its AC areas is subjected to a disturbance that takes form of a step load
6.3. Control strategy

change, i.e. \( P_i \neq P_{i_0} \). It is true that this load change can be satisfied by the primary frequency control of its own area \((P_m)\). However, in case of a large disturbance, if we rely only on \( P_m \), the resulting frequency deviation may be so large that it endangers the correct operation of the system. Thus, our objective is to improve the transient frequency profile by calling for other area’s primary reserves so that the frequency excursions in area \( i \) are less pronounced.

6.3.1 Control law

The control objective is to regulate each converter’s DC voltage \( V_i \) only based on local measurements \( f_i \), i.e. \( V_i \) is a function of \( f_i \) only. Therefore, a DC voltage based controller is designed as

\[
V_i = V_i^o + \alpha_i (f_i - f_i^o)
\]  

(6.6)

with positive gain \( \alpha_i > 0 \).

Under this controller, due to the physical coupling of the HVDC grid (6.1), the resulting power injected to DC grid \( P_{dc} \) can be regulated by controlling \( V_i \). This method leads our whole system to achieve the objective of sharing every area’s primary reserve. However, we are not sure whether \( f_i \) and \( P_m \) are ultimately bounded around the reference operating point under the control law (6.6) with an arbitrary positive control gain \( \alpha_i \).

6.3.2 Choice of control gains

In this part, we give a detailed analysis for choosing the control gain \( \alpha_i \) to guarantee ultimate boundedness of \( f_i \) and \( P_m \) under (6.6).

To simplify our problem, at first, we shift the reference values to the origin by introducing the following new variables

\[
\tilde{p}_{dc} = p_{dc} - p_{dc,o} \\
\tilde{p}_i = p_i - p_i^o \\
\tilde{p}_{mi} = p_{mi} - p_{mi}^o \\
\tilde{V}_i = V_i - V_i^o
\]

(6.7)

Recalling (6.1), \( \tilde{p}_{dc} \) can be expressed in these new variables as

\[
\hat{p}_{dc} = \sum_{k \neq i}^{N} \left( \tilde{V}_i^2 + 2 \tilde{V}_i V_k^o - \tilde{V}_i \tilde{V}_k - \tilde{V}_f V_k^o - \tilde{V}_k V_i^o \right) R_{ik}^{-1}
\]  

(6.8)

An error system of the original system (6.4) is generated in terms of the new variables by applying (6.5) and (6.8)

\[
\dot{\tilde{f}}_i = -a_{11} \tilde{f}_i + a_{21} \tilde{p}_{mi} - a_{21} \tilde{p}_i - a_{21} \\
\left( \sum_{k \neq i}^{N} \left( \tilde{V}_i^2 + 2 \tilde{V}_i V_k^o - \tilde{V}_i \tilde{V}_k - \tilde{V}_f V_k^o - \tilde{V}_k V_i^o \right) R_{ik}^{-1} \right)
\]

\[
\dot{\tilde{p}}_{mi} = -a_{41} \tilde{f}_i - a_{51} \tilde{p}_{mi}
\]

(6.9)
where \( a_{1i} = \frac{D_{gi}}{J_i}, a_{2i} = \frac{1}{4\pi^2 J_i f_{nom,i}}, a_{4i} = \frac{P_{nom,i}}{T_{sm,i} \sigma_{f,nom,i}}, a_{5i} = \frac{1}{T_{sm,i}} \). It is worthwhile to note that \( a_{1i}, a_{2i}, a_{4i}, a_{5i} \) are strictly positive, and it can be seen that the control input \( \tilde{V}_i \) explicitly appears in the system \((6.9)\).

As seen in \((6.9)\), \( \tilde{P}_l \) is viewed as a nonvanishing perturbation which is uniformly bounded if a load demand imbalance exists, i.e. \( P_l - P_0 \neq 0 \). As a result, the system \((6.9)\) can be considered as a perturbation of the nominal system

\[
\dot{\tilde{f}}_i = -a_{1i} \tilde{f}_i + a_{2i} \tilde{P}_{mi} - a_{2i} \cdot \left( \sum_{k \neq i} \frac{\tilde{V}^2_i + 2 \tilde{V}_i \tilde{V}_k - \tilde{V}_i \tilde{V}_k \tilde{V}_i - \tilde{V}_k \tilde{V}_i^o}{R_{ik}} \right)
\]

\[
\dot{\tilde{P}}_{mi} = -a_{4i} \tilde{f}_i - a_{5i} \tilde{P}_{mi}
\]

(6.10)

If the origin of the nominal system \((6.10)\) is asymptotically stable under the control law, then the perturbed system \((6.9)\) is ultimately bounded around the origin \cite{Khalil1996}. Thus, the problem becomes to investigate a feasible region for \( \alpha_i \) such that the origin of the nominal system \((6.10)\) is asymptotically stable under \((6.6)\).

In the following part, two methods are devised to search a feasible region for \( \alpha_i \) by means of analyzing the stability of the nonlinear system \((6.10)\).

6.3.2.1 First approach - linearization of injected DC power flow

The first approach consists in analyzing the stability of the nonlinear system via linearization. Let us linearize \((6.8)\) around the reference operating point resulting in

\[
\tilde{P}_{dc}^i = \sum_{k \neq i}^N \frac{2V_i^o - V_k^o}{R_{ik}} \tilde{V}_i - \sum_{k \neq i}^N \frac{V_k^o}{R_{ik}} \tilde{V}_k
\]

\[
= \sum_{k \neq i}^N \frac{V_i^o - V_k^o}{R_{ik}} \tilde{V}_i + \sum_{k \neq i}^N \frac{V_i^o}{R_{ik}} \tilde{V}_k - \sum_{k \neq i}^N \frac{V_k^o}{R_{ik}} \tilde{V}_k
\]

(6.11)

To simplify the notation, we define

\[
\tilde{\mathbf{f}} = \begin{bmatrix} \tilde{f}_1 & \cdots & \tilde{f}_N \end{bmatrix}^T
\]

\[
\tilde{\mathbf{P}}_m = \begin{bmatrix} \tilde{P}_{m1} & \cdots & \tilde{P}_{mN} \end{bmatrix}^T
\]

\[
\tilde{\mathbf{P}}_{dc} = \begin{bmatrix} \tilde{P}_{dc1}^i & \cdots & \tilde{P}_{dcN}^i \end{bmatrix}^T
\]

\[
\tilde{\mathbf{V}} = \begin{bmatrix} \tilde{V}_1 & \cdots & \tilde{V}_N \end{bmatrix}^T
\]

(6.12)

and then write \((6.11)\) compactly in vector form as

\[
\tilde{\mathbf{P}}_{dc} = \text{diag}(V_i^o) L \tilde{\mathbf{V}} + \text{diag}(V_i^o) \text{diag} \left( \sum_{k \neq i}^N \frac{1}{R_{ik}} \right) \tilde{\mathbf{V}} - \text{diag}(\sum_{k \neq i}^N \frac{V_k^o}{R_{ik}}) \tilde{\mathbf{V}}
\]

(6.13)
where \( L \in \mathbb{R}^{N \times N} \) is the weighted Laplacian matrix describing the topology of HVDC grid, defined as

\[
[L]_{ik} = \begin{cases} 
-\frac{1}{R_{jk}}, & k \neq i \\
\sum_{j \neq i}^{N} \frac{1}{R_{ik}}, & k = i 
\end{cases}
\]

With the new notations

\[
V = \text{diag}(V_0^i); \quad R = \text{diag}(\sum_{k \neq i}^{N} \frac{1}{R_{ik}}); \quad V_R = \text{diag}(\sum_{k \neq i}^{N} \frac{V_0^i}{R_{ik}})
\]

the nominal system (6.10) can be expressed in matrix form as

\[
\begin{bmatrix} \dot{\tilde{f}} \\ \dot{\tilde{P}}_m \end{bmatrix} = \begin{bmatrix} -A_1 & A_2 \\ -A_4 & -A_5 \end{bmatrix} \begin{bmatrix} \tilde{f} \\ \tilde{P}_m \end{bmatrix} - \begin{bmatrix} A_2(VL + VR - V_R) \\ 0 \end{bmatrix} \tilde{V} \tag{6.14}
\]

where \( A_1 = \text{diag}(a_{1i}) \), \( A_2 = \text{diag}(a_{2i}) \), \( A_4 = \text{diag}(a_{4i}) \), \( A_5 = \text{diag}(a_{5i}) \), \( A_\alpha = \text{diag}(\alpha_i) \). In addition, according to the control algorithm given by (6.6), \( \tilde{V} \) in (6.14) can be expressed as

\[
\tilde{V} = [A_\alpha \ 0] \begin{bmatrix} \tilde{f} \\ \tilde{P}_m \end{bmatrix} \tag{6.15}
\]

Substituting the control law (6.15) into (6.14) leads to the following closed-loop system

\[
\begin{bmatrix} \dot{\tilde{f}} \\ \dot{\tilde{P}}_m \end{bmatrix} = A \begin{bmatrix} \tilde{f} \\ \tilde{P}_m \end{bmatrix} \tag{6.16}
\]

where \( A \) is given by

\[
A = \begin{bmatrix} -A_1 - A_2(VL + VR - V_R)A_\alpha & A_2 \\
-A_4 & -A_5 \end{bmatrix}
\]

A Lyapunov-based method is used to find a feasible region for \( A_\alpha \). Taking

\[
W = \tilde{f}^T A_4 \tilde{f} + \tilde{P}_m^T A_2 \tilde{P}_m \tag{6.17}
\]

as a Lyapunov function candidate, the derivative of \( W \) along the trajectories of (6.16) is

\[
\dot{W} = - \tilde{f}^T F_\alpha \tilde{f} - 2 \tilde{P}_m^T A_5 A_2 \tilde{P}_m \tag{6.18}
\]

where \( F_\alpha \) is a symmetric matrix, expressed as

\[
F_\alpha = 2A_1A_4 + A_\alpha(LV + RV - V_R)A_2A_4 + A_4A_2(VL + VR - V_R)A_\alpha
\]

If there is a region for \( A_\alpha \) such that \( F_\alpha \) is positive definite, the origin of the closed-loop system (6.16) is then asymptotically stable. Thus, our problem becomes to find
a feasible region for $\alpha$ such that $F_\alpha > 0$. This leads to a linear matrix inequality (LMI) problem. The objective is now to find a diagonal $A_\alpha$ such that the following inequalities

$$2A_1A_4 + A_\alpha(LV + RV - V_R)A_2A_4 + A_4A_2(VL + VR - V_R)A_\alpha > 0$$

(6.19)

hold. The above LMI problem can be solved for typical values. As seen in (6.19), it is shown that the feasible region for $A_\alpha$ is determined by all the AC areas parameters and the reference operating values of the system variables.

**6.3.2.2 Second approach - nonlinear approach**

It is well known that the approximation of the nonlinear system (6.10) by its linearized system (6.14) is valid only in a neighbourhood of the origin. Thus, to study the global behaviour of the system under the control law, another approach based on Lyapunov theory is devised to study the stability of the nonlinear system (6.10).

We rewrite $\tilde{P}_{dc}^i$ (6.8) in a vector form as

$$\tilde{P}_{dc}^i = \text{diag}(\tilde{V}_i)L\tilde{V} + \text{diag}(\tilde{V}_i)LV^\alpha + \text{diag}(V_i^\alpha)L\tilde{V} \quad (6.20)$$

where

$$V^\alpha = \begin{bmatrix} V_1^\alpha & \cdots & V_N^\alpha \end{bmatrix}^T$$

The matrix form of the system (6.10) is given by

$$\begin{bmatrix} \dot{\tilde{f}} \\ \dot{P}_m \end{bmatrix} = \begin{bmatrix} -A_1 & A_2 \\ -A_4 & -A_5 \end{bmatrix} \begin{bmatrix} \tilde{f} \\ \tilde{P}_m \end{bmatrix} - \begin{bmatrix} A_2 \\ 0 \end{bmatrix} \cdot (\text{diag}(\tilde{V}_i)L\tilde{V} + \text{diag}(\tilde{V}_i)LV^\alpha + \text{diag}(V_i^\alpha)L\tilde{V})$$

(6.21)

Substituting $\tilde{V}_i = \alpha_i\tilde{f}_i$ and $\text{diag}(\tilde{V}_i) = A_\alpha \text{diag}(\tilde{f}_i)$ into the above expression, then the closed-loop system is obtained as

$$\begin{bmatrix} \dot{\tilde{f}} \\ \dot{\tilde{P}}_m \end{bmatrix} = \begin{bmatrix} -A_1 & A_2 \\ -A_4 & -A_5 \end{bmatrix} \begin{bmatrix} \tilde{f} \\ \tilde{P}_m \end{bmatrix} - \begin{bmatrix} H_1(\tilde{f}) \\ 0 \end{bmatrix} - \begin{bmatrix} H_2(\tilde{f}) \\ 0 \end{bmatrix}$$

(6.22)

where $H_1(\tilde{f})$ and $H_2(\tilde{f})$ take the form

$$H_1(\tilde{f}) = A_2A_\alpha \text{diag}(\tilde{f}_i)L\alpha + A_2 \text{diag}(V_i^\alpha)L\alpha$$

$$H_2(\tilde{f}) = A_2A_\alpha \text{diag}(\tilde{f}_i)LV^\alpha$$

To investigate the stability of the closed-loop system (6.22), the same Lyapunov function candidate

$$W = \sum_{i=1}^N a_{4i}\tilde{f}_i^2 + \sum_{i=1}^N a_{2i}\tilde{P}_{mi}^2 \quad (6.23)$$
is chosen as in Section 6.3.2.1. Then, the derivative of Lyapunov function is
\[
\dot{W} = -2\bar{f}^T A_1 A_1 \bar{f} - \bar{f}^T A_1 H_1 \bar{f} - \bar{f}^T H_1^T A_4 \bar{f} - \bar{f}^T A_4 H_2 - H_2^T A_4 \bar{f} - 2\bar{P}_m^T A_5 A_2 \bar{P}_m
\]
where
\[
\bar{f}^T A_1 H_1 \bar{f} = \sum_{i=1}^N a_{4i} a_{2i} (\alpha_i \bar{f}_i^2 + V_1^o \bar{f}_i) \left( \sum_{k \neq i}^N \frac{\alpha_i \bar{f}_i - \alpha_k \bar{f}_k}{R_{ik}} \right)
\]
\[
\dot{f}^T A_4 H_2 = \sum_{i=1}^N a_{4i} a_{2i} \alpha_i \bar{f}_i^2 \left( \sum_{k \neq i}^N \frac{V_1^o - V_1^o}{R_{ik}} \right)
\]
To facilitate our analysis, we rewrite \(\dot{W}\) as
\[
\dot{W} = -M_1 - M_2 - 2\bar{P}_m^T A_5 A_2 \bar{P}_m
\]
where \(M_1\) and \(M_2\) are given by
\[
M_1 = \bar{f}^T A_1 A_4 \bar{f} + \bar{f}^T A_4 H_1 \bar{f} + \bar{f}^T H_1^T A_4 \bar{f}
M_2 = \bar{f}^T A_1 A_4 \bar{f} + \bar{f}^T A_4 H_2 + H_2^T A_4 \bar{f}
\]
It is possible to rewrite \(M_1\) and \(M_2\) in a total sum square form as
\[
M_1 = \sum_{i=1}^N a_{4i} \left( 2a_{1i} \bar{f}_i^2 + 2a_{2i} (\alpha_i \bar{f}_i^2 + V_1^o \bar{f}_i) \cdot \left( \sum_{k \neq i}^N \frac{\alpha_i \bar{f}_i - \alpha_k \bar{f}_k}{R_{ik}} \right) \right)
M_2 = \sum_{i=1}^N a_{4i} \bar{f}_i^2 \left( 2a_{2i} + 2a_{2i} \alpha_i \left( \sum_{k \neq i}^N \frac{V_1^o - V_1^o}{R_{ik}} \right) \right)
\]
As a consequence, we get
\[
M_1 + M_2 = \sum_{i=1}^N a_{4i} \left( 2a_{1i} \bar{f}_i^2 + 2a_{2i} \left( \sum_{k \neq i}^N \frac{V_1^o - V_1^o}{R_{ik}} \right) \alpha_i \bar{f}_i^2 \right)
+ 2a_{2i} \left( \sum_{k \neq i}^N \frac{1}{R_{ik}} \right) \alpha_i \bar{f}_i^3 - 2a_{2i} \alpha_i \left( \sum_{k \neq i}^N \frac{\alpha_k \bar{f}_k}{R_{ik}} \right) \bar{f}_i^2
+ 2a_{2i} \left( \sum_{k \neq i}^N \frac{1}{R_{ik}} \right) V_1^o \alpha_i \bar{f}_i^2 - \sum_{i=1}^N 2a_{4i} a_{2i} V_1^o \left( \sum_{k \neq i}^N \frac{\alpha_k \bar{f}_k}{R_{ik}} \right)
\]
Applying arithmetic geometric mean inequality
\[
\left| \frac{\alpha_k \bar{f}_k \bar{f}_i}{R_{ik}} \right| \leq \frac{1}{2} \left( \frac{\alpha_k \bar{f}_k^2}{R_{ik}} + \frac{\alpha_k \bar{f}_k^2}{R_{ik}} \right)
\]
to \(M_1 + M_2\) in (6.25) yields
\[
M_1 + M_2 \geq \sum_{i=1}^N a_{4i} \left( 2a_{1i} \bar{f}_i^2 + 2a_{2i} \left( \sum_{k \neq i}^N \frac{V_1^o - V_1^o}{R_{ik}} \right) \alpha_i \bar{f}_i^2 \right)
+ 2a_{2i} \left( \sum_{k \neq i}^N \frac{1}{R_{ik}} \right) \alpha_i \bar{f}_i^3 - 2a_{2i} \alpha_i \left( \sum_{k \neq i}^N \frac{\alpha_k \bar{f}_k}{R_{ik}} \right) \bar{f}_i^2
+ 2a_{2i} \left( \sum_{k \neq i}^N \frac{1}{R_{ik}} \right) V_1^o \alpha_i \bar{f}_i^2 - \sum_{i=1}^N a_{4i} a_{2i} V_1^o \left( \sum_{k \neq i}^N \frac{\alpha_k \bar{f}_k}{R_{ik}} + \frac{\alpha_k \bar{f}_k^2}{R_{ik}} \right)
\]
Therefore, for any \( y \)

Finally, a feasible region for \( \alpha \) is found, denoted by

\[
\Omega_{\alpha_i} = \left\{ \alpha_i \in \mathbb{R} \mid 2a_{1i} + 2a_{2i} \left( \sum_{k \neq i} \frac{V_i^o - V_k^o}{R_{ik}} \right) \alpha_i + 2a_{2i} \sum_{k \neq i} \frac{1}{R_{ik}} \alpha_i^2 \tilde{f}_i - 2a_{2i} \alpha_i \left( \sum_{k \neq i} \frac{\alpha_k \tilde{f}_k}{R_{ik}} \right) + 2a_{2i} \sum_{k \neq i} \frac{1}{R_{ik}} \tilde{V}_{i}^o \alpha_i - a_2 V_i^o \alpha_i - a_{4k} a_{2k} \frac{V_k^o}{a_{4i} R_{ki}} \geq 0 \right\}
\]  

(6.30)

Therefore, for any \( \alpha_i \in \Omega_{\alpha_i} \), we have \( \dot{W} < 0, \forall \left[ \tilde{f}, \tilde{P}_m \right] \neq 0 \) and as a conclusion, the origin of the nonlinear system (6.10) is asymptotically stable. In a way, once \( \alpha_i \) are determined, we can get an estimation of the region of attraction \( \Omega_c \) for the state variables

\[
\Omega_c = \left\{ \left[ \tilde{f}, \tilde{P}_m \right] \in \mathbb{R}^{2N} \mid \sum_{k \neq i} \frac{-a_i \tilde{f}_i + \alpha_k \tilde{f}_k}{R_{ik}} \leq \frac{a_{1i}}{a_i a_{2i}} \sum_{k \neq i} \frac{V_i^o - V_k^o}{R_{ik}} \right. \\
- \sum_{k \neq i} \frac{V_i^o}{R_{ik}} \left. - V_i^o \right| \frac{\alpha_k}{2a_{4i} a_{2i}} \left( \sum_{k \neq i} \frac{a_4 a_{2k} V_k^o}{a_{4i} R_{ki}} \right), \ i = 1, \cdots N. \right\}
\]  

(6.31)

6.3.3 Algorithm for the definition and verification of control gains and the associated region of attraction

It is not easy to use (6.30) and (6.31) directly to get a feasible region due to their complicated expressions. Though a feasible region can be easily found by the linear method (6.19), we can only approximate the nonlinear system (6.10) by its linearization in a small neighbourhood of the origin, of which we do not know the size. Thus,
6.4 Simulation studies

When determining the gains $\alpha_i$, we need to combine these two methods together. In general, the feasible region obtained by linear method is larger than the nonlinear method. At first, we use linear method to get a feasible value for $\alpha_i$, then we put it into the nonlinear result (6.30) and (6.31) to check if this value satisfies the nonlinear method's condition such that the system is stable when the state variables are in their domain of interest. For example, the domain of interest of $\tilde{f}_i$ is defined by $\tilde{f}_i \in [-1, 1]$. If this is not the case, we choose a smaller value for $\alpha_i$ and verify (6.30) and (6.31) again. We repeat this procedure until a proper $\alpha_i^*$ is obtained.

The feasible region of the control gain $\alpha$ given by this thesis is determined by the choice of Lyapunov function. The one used here has two advantages. First, as seen in (6.18), there is no cross term $(\tilde{f}_i^T \tilde{P}_m)$, which greatly simplifies the calculation. Second, the feasible region thus obtained is not so small. However, the feasible region of the control gain is only a sufficient condition, which guarantees ultimate boundedness of the closed-loop system. Thus, with an $\alpha$ outside this feasible region, the system does not necessarily become unbounded.

### Table 6.1: Parameter values of each AC area (\(\cdot\)'means dimensionless).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Area</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_{nom}$</td>
<td>1</td>
<td>50 Hz</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>50 Hz</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>50 Hz</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>50 Hz</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>50 Hz</td>
</tr>
<tr>
<td>$P_{nom}$</td>
<td>1</td>
<td>50 MW</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>80 MW</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>50 MW</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>30 MW</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>80 MW</td>
</tr>
<tr>
<td>$J$</td>
<td>1</td>
<td>2026 kg m^2</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>6485 kg m^2</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>6078 kg m^2</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>2432 kg m^2</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>4863 kg m^2</td>
</tr>
<tr>
<td>$D_g$</td>
<td>1</td>
<td>48.4 W·s^2</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>146.3 W·s^2</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>140.0 W·s^2</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>54.9 W·s^2</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>95.1 W·s^2</td>
</tr>
<tr>
<td>$\delta$</td>
<td>1</td>
<td>0.02 -</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.04 -</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.06 -</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.04 -</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.03 -</td>
</tr>
<tr>
<td>$T_{sm}$</td>
<td>1</td>
<td>1.5 s</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2.0 s</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>2.5 s</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>2.0 s</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1.8 s</td>
</tr>
<tr>
<td>$P_l$</td>
<td>1</td>
<td>100 MW</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>60 MW</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>40 MW</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>50 MW</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>40 MW</td>
</tr>
</tbody>
</table>

The controller studied in the previous section is tested by computer simulations. The simulated example concerns an MTDC grid of 5 AC areas, whose parameter values are presented in Table 6.1. The system is supposed to initially operate at the reference operating point. Then at time $t = 2$ s, the load demand of AC area 2 has a step increase by 30%.

Figs. 6.2 and 6.3 illustrate the frequency and the mechanical power response without any controller, i.e. $\alpha_i = 0$. In Fig. 6.2, the minimum value of $f_2$ is less than 49 Hz, which is beyond frequency safety range 50±1 Hz, and the final value is 49.5615 Hz. The peak value of $P_{m2}$ is nearly 106 MW and the final value is nearly 97.6 MW.
Figure 6.2: Frequencies of 5 AC areas without any controller.

Figure 6.3: Mechanical power inputs of 5 AC areas without any controller.
Figure 6.4: Active power injections $P_{dc i}$ of 5 AC areas without any controller.

Figure 6.5: DC voltage $V_{dc i}$ of 5 AC areas without any controller.
Figure 6.6: Frequencies of 5 AC areas with controller.

Figure 6.7: Mechanical power inputs of 5 AC areas with controller.
Figs. 6.6 and 6.7 illustrate the frequency and the mechanical power response.
when the controller is implanted. Table 6.2 shows the values for $\alpha_i$ calculated by LMI techniques. The proposed $\alpha_i$ are in their feasible region that can make sure that the system is stable. Note that, the minimum value of $f_2$ is between 49.4515 Hz and 49.452 Hz which is in the safety range and the final value $f_2$ is 49.7299 Hz. $P_{m2}$ has a peak value of nearly 92.5 MW, and is stabilized at 91 MW. The above results show that our controller makes a significant improvement for $f_2$ not only in the transient performance but also in the steady-state performance compared to the case without sharing the primary reserves (see Fig. 6.2).

Comparing the trajectories of $P_{dc}^i$ in Figs. 6.4 and 6.8, when the frequency control is applied to counteract the sudden load change of AC area 2, the power injection of every AC area gives a corresponding response, which is sent to their respective converter stations.

### 6.5 Conclusions

In this chapter, we addressed the problem of developing a frequency controller that provides the active power reference values to the VSC and shares primary reserves between the AC areas connected by an MTDC system. In the case of a power imbalance, the controller reduces the burden of the affected AC area by making the other AC areas collectively react to that disturbance. In addition, the proposed control law is only based on local measurements without needing remote communication, thus avoiding the disadvantages caused by time-delay.
7.1 Conclusions

In the last decades, the development of VSC HVDC systems becomes a very important topic in scientific researches. Due to their flexibility, controllability and efficiency, VSC HVDC systems have been greatly promoted in today’s electrical networks. In particular, there is a growing need to integrate large-scale offshore renewable energy sources via MTDC systems, whose generation outputs are usually intermittent. Nevertheless, the MTDC technology is not yet mature enough for wide commercial applications. There are still many issues that need to be solved. This dissertation is dedicated to the challenges in the control of MTDC systems.

This thesis started by giving a brief introduction to HVDC technology where the limits of the classical AC transmission technology are shown and the rationale of HVDC systems is discussed. Besides, the comparisons between AC and DC as well as LCC and VSC are also listed. Then, we introduced several existing control structures of VSC HVDC systems according to their research groups in the literature review. Interestingly, we found that most of the control methods only focus on the operating results but neglect related theoretical analysis. As a consequence, extra time-consuming processes are usually needed to accompany these control approaches to achieve good performance. At the end of Chapter 1, we defined the objectives of this thesis: 1) developing new control methods for MTDC systems to improve the overall performance; 2) providing theoretical explanations for the system dynamic behaviors to give new insights into how and why the existing
conventional (or empirical) control structures work; 3) fully developing the potential of MTDC systems for AC frequency regulation; 4) Developing a new control theory named Control Induced Time-Scale Separation. This general control theory was created aiming at the MTDC system, but indeed applies to a very broad class of nonlinear systems, and allows plug-and-play capabilities. In addition, it fits well in a Systems of Systems framework.

In Chapter 2, we first gave an overview of the VSC technology to get a good understanding of the classic operation of VSC HVDC systems. Then, we introduced two different types of AC networks which are distinguished by their Short Circuit Ratio. In line with the control objectives and the type of the connected AC network, possible control modes of a single VSC terminal were discussed, which offer a basic knowledge for the control design of MTDC systems.

In the modeling, the time-averaged modeling method which is the most generally used modeling approach in the context of power systems was chosen and presented in Chapter 3. This modeling approach is much simpler and tractable than the detailed modeling one. In this thesis, the proposed MTDC system consists of \( N \) strong AC networks, \( M \) weak AC networks and a DC grid. One of the main contributions of this thesis is that a generic topology is considered for the structure of the DC grid, which can be mapped to a weakly connected directed graph. Thus, our research is not only suitable for the radial topology but also for the meshed topology. In addition, all connected AC networks are considered in balanced three-phase condition and hence, Park’s transformation is applied to project all three-phase quantities onto a rotating two-axis reference frame. The overall modeling work is divided into three parts: 1) modeling of the strong AC network connected VSC terminals; 2) modeling of the weak AC network connected VSC terminals; 3) modeling of the DC grid. At the end of Chapter 3, an averaged state-space model of high order for the proposed MTDC system was established.

In Chapter 4, two of the most widely used conventional control methods for VSC HVDC systems, namely direct and vector control methods, were discussed. Both advantages and disadvantages of the aforementioned control methods were analyzed. Based on the existing problems of the two control approaches, new improved control strategies were proposed in this dissertation.

In Chapter 5, new control structures by means of different nonlinear control design tools for VSC HVDC systems were developed. We started by applying feedback linearization technique to the development of a nonlinear controller, which can partly transform the nonlinear MTDC model to a linear one. A theoretical analysis of the nonlinear feedback linearization controller was carried out, which indicates that the stability of the equilibrium of the zero dynamics determines the stability of the overall system. Furthermore, a sufficient condition on the system parameters was derived to ensure the stability of the zero dynamics. The performance comparisons between this nonlinear controller and the conventional vector controller were given, which show that the nonlinear control provides much better decoupling characteristics of the DC voltage and the AC \( q \)-axis current control or the AC voltages \( v_{swy,d} \) and \( v_{swy,q} \) control than the PI controller. Besides, during the simulation process, we
found that when a new operating point of the MTDC systems is to be achieved, it is usually needed to recalculate the proper PI control gains for the conventional vector controller to obtain an optimal performance. However, this is time-consuming and usually requires extra efforts. For the nonlinear feedback controller, we usually have no need to deduce new control gains for different operating conditions. In order to make the system more robust, a sliding mode control technique was applied to develop a novel controller where the uncertainties of the system parameters and other possible exogenous inputs were taken into account. During the design procedure of the feedback linearization controller, we naturally chose the controlled variables as the output. However, the theoretical analysis clearly shows that the MTDC system is not always minimum phase. There exists a restriction on the choice of the prescribed references and the system parameters (see Lemma 4.1.2). To overcome this problem, a passive output was deduced by means of passivity theory so that the MTDC system with the passive output is always minimum phase. Then, a new control strategy based on the input-output feedback linearization and the passivity theory was devised. Simulation studies were also carried out to evaluate the performance of the passivity-based state feedback controller.

In Chapter 6, the dynamic behaviors of the proposed MTDC system were analyzed. It is interesting to remark that these dynamics have never been extensively rigorously studied in the literature. The research done on this issue is one of the main contributions of this dissertation summarized as follow:

- **Control induced time-scale separation design for a class of nonlinear systems**

  A control induced time-scale separation method was developed for a class of nonlinear systems, which enables the system to exhibit a multi-time-scale behavior characterized by the presence of fast and slow transients. Based on singular perturbation theory, a detailed theoretical analysis was performed, which shows that the time-scale decomposition of the system dynamics is qualified by the control gains of the driving subsystem. Besides, with the help of the proposed controller, the original system can be divided into two low-order subsystems and then, the behaviors of the system states can be approximated by the solutions of the two simpler subsystems. Furthermore, we gave an analytical expression to illustrate the trade-off between the system performance and the region of attraction.

- **Analysis of the conventional control structures and the dynamics of the MTDC system**

  For an MTDC system, the concept of the conventional vector control method is mainly based on the assertion that the dynamics of the system state variables can be divided into different time scales and hence, the two control loops can be designed independently. However, very few research has ever verified and explained this assertion. In this dissertation, we applied the theoretical results obtained from the study on the time-scale separation controller to
bridge the gap between the practice and the theory where the master-slave and
the droop control configurations were studied. From the theoretical analysis
of the two control configurations, we identified several points: 1) how and
why the system exhibits a multi-time-scale behavior; 2) the rules of tuning
the control gains such that parts of those gains regulate the fast transient and
the remaining determines the behavior of the slow transient; 3) the existence
of uncontrollable state variables when the master-slave control configuration
is used. Moreover, we pointed out that the master-slave control configuration
based on vector control method is not always applicable for the MTDC system.
The stability of the MTDC system with the master-slave control configuration
can be ensured only when the system parameters and the scheduled references
satisfy certain conditions while for the droop control configuration, there is no
special limitation on them.

In Chapter 7, a potential application of MTDC systems was introduced where an
AC frequency support strategy via the MTDC system was proposed. This strategy
enables the asynchronous AC systems to share their primary reserves via an MTDC
system. The control method used in this application, namely the DC-voltage-based
controller, is based on local measurements without needing any remote communication,
and avoids possible problems caused by time-delay. Simulation studies showed
that the proposed control strategy achieves the control objective with satisfactory
performances.

7.2 Perspectives for future work

This thesis have met some challenges in the area of MTDC systems. However, there
still exist many issues to be investigated.

7.2.1 Further research on the droop control configuration

In Section 5.3, we discussed the dynamic behavior of the MTDC system under the
droop control configuration. We found that the choice of the droop gains has great
impacts on: 1) the steady-state values of the system variables; 2) the distribution of
power sharing between the interconnected AC networks in case of power imbalance;
3) the dynamics of the DC grid. In this thesis, the droop gains are considered
constant. It would be interesting to consider the droop gains not as constants but as
variables, which could vary according to different operating conditions. For example,
each converter terminal has a different capability against the power imbalance. The
droop gain of each converter terminal could vary depending on its existing available
headroom of the capacity.
7.2. Perspectives for future work

7.2.2 Further research on the connection of other types of weak AC systems

One of the most important applications of VSC HVDC systems is to connect island systems. It would be interesting to consider that the MTDC system has one or more converter terminals connected to islands. Moreover, various components related to the island, such as the synchronous generators, the passive loads, can be taken into account. It is worthwhile to note that the passive loads are usually unknown and hence, during the control design for the island connected converter terminal, adaptive control technique could be applied to improve the system performance.

7.2.3 Further research on the operation of MTDC systems

In Section 4.1.4.1, we presented that the MTDC system has plug-and-play capabilities. This ability is very important for the extension of the existing MTDC systems. In this thesis, we provided a qualitative approach to determine whether an AC system could be added or removed. One of possible further work is that a quantitative approach need to be developed from a security point of view.

7.2.4 Further research on system modeling

In this thesis, the ideal three-phase AC source was used for every strong AC network and the controlled three-phase current source was used for every weak AC network. Therefore, we can take the dynamics of the generator and the wind turbine into consideration when modeling an MTDC system. This would help us study the system behaviors and the interactions between AC and DC.

7.2.5 Implementation on a real MTDC system

In this thesis, the developed nonlinear controllers were tested by using SimPowerSystems toolbox of MATLAB/Simulink. From the simulation results, both advantages and disadvantages of each control method are clearly presented. However, due to the limit of the condition, these control methods are not yet implemented on a real MTDC system. It will be interesting to test these proposed controllers on a real MTDC system.

7.2.6 Control induced time-scale separation for the MMC

Compared to the VSC with PMW technology, multilevel modular converter (MMC) has attracted a lot of attention due to its less generated harmonics and losses of the semiconductor devices. Since the MMC has a more complicated structure than the VSC with two (or three) voltage levels, in future work it is possible to apply the obtained theoretical results on the control induced time-scale to analyze the dynamic behavior of MMC in an easy way.
Appendix A

A.1 Notations

For a matrix $A \in \mathbb{R}^{n \times m}$, $A_{ij}$ is the element of $A$ in the $i$th row and the $j$th column. $A(:, i)$ and $A(j, :)$ denote the $i$th column and the $j$th row of $A$, respectively. A diagonal matrix $A \in \mathbb{R}^{n \times n}$ is represented by $A = \text{diag}(a_i)$, $i = 1, \cdots, n$. $A(l : s, k : h)$ is a submatrix of $A$ where $A(l : s, k : h)_{ij} = A_{(l+i-1)(k+j-1)}$. Given a set of matrix $A_k \in \mathbb{R}^{m_k \times m_k}$, $k = 1, \cdots, n$ and $N = \sum_{k=1}^{n} m_k$, the notation $A = \text{diag}(A_k)$ represents $A \in \mathbb{R}^{N \times N}$ where we have $A(1 : m_1, 1 : m_1) = A_1$ and $A(\sum_{j=1}^{k-1} m_j + 1 : \sum_{j=1}^{k} m_j, \sum_{j=1}^{k-1} m_j + 1 : \sum_{j=1}^{k} m_j) = A_k$, for $k = 2, \cdots, n$, and the other elements of $A$ are zero. The transpose of $A$ is denoted by $A^T$. The inverse of $A$ is denoted by $A^{-1}$. The notation $\text{rank}(A)$ means the rank of $A$. $0_{n \times m} \in \mathbb{R}^{n \times m}$ represents a zero matrix, with all its elements equal zero. $I_{n \times n} \in \mathbb{R}^{n \times n}$ represents the identity matrix. $0_n \in \mathbb{R}^n$ represents a zero vector, with all its elements equal zero. For $x = [x_1 \cdots x_n]^T \in \mathbb{R}^n$, $\|x\| = \sqrt{x_1^2 + \cdots + x_n^2}$. For a complex number $x \in \mathbb{C}$, the real part of $x$ is denoted as $\text{Re}(x)$ while its imaginary part is denoted as $\text{Im}(x)$. For $A \in \mathbb{R}^{n \times n}$, $\|A\| = \sqrt{\lambda_{\text{max}}(A^H A)}$ where $A^H$ is the conjugate transpose of $A$ and $\lambda_{\text{max}}(\cdot)$ represents the maximum eigenvalue of matrix $(\cdot)$. The notation $\mathbb{D}_x \subset \mathbb{R}^n$ denotes the safe operating domain of variable $x \in \mathbb{R}^n$, which is convex. The notation $\hat{x}$ represents the value of $x$ in steady-state condition and the initial value of $x$ is denoted by $x(t_0)$. $x^0$ is the prescribed (or reference value) of the variable $x$. $x^*$ means the reference trajectory of the variable $x$. $\hat{x}$ is the estimate of $x$. Any complex matrix $A$ can be expressed as $A = \mathcal{H}(A) + \mathcal{S}(A)$ where $\mathcal{H}(A) = 1/2(A + A^H)$ is a hermitian matrix and $\mathcal{S}(A) = 1/2(A - A^H)$ is an anti-hermitian matrix. For any matrix $A$, $\mathcal{R}(A)_l$ is a reduced matrix by deleting the $l$th row of $A$. The maximum and the minimum values of a set of variables $(a_1, \cdots, a_m)$ are denoted as $\min(a_1, \cdots, a_m)$ and $\max(a_1, \cdots, a_m)$. 

Appendix
B.1 Proof of Lemma 4.1.6

Proof. For any vector \( x \in \mathbb{C}^n, x \neq 0 \), we have
\[
(x^H \mathcal{H}(\Psi)x)^H = x^H \mathcal{H}(\Psi)^H x = x^H \mathcal{H}(\Psi)x
\]
Hence, \( x^H \mathcal{H}(\Psi)x \) is a real number. Similarly, we can obtain
\[
(x^H \mathcal{S}(\Psi)x)^H = x^H \mathcal{S}(\Psi)^H x = -x^H \mathcal{S}(\Psi)x
\]
Thus, \( x^H \mathcal{S}(\Psi)x \) is an imaginary number. So we get \( \text{Re}(x^H \Psi x) = x^H \mathcal{H}(\Psi)x \). As a result, \( \text{Re}(x^H \Psi x) \) is positive if and only if \( x^H \mathcal{H}(\Psi)x \) is positive.

B.2 Proof of Lemma 4.1.9

Proof. Since \( \Psi \) is positive definite, \( \mathcal{H}(\Psi) \) is also positive definite and hence there exists an invertible matrix \( Q \) such that
\[
Q^H \mathcal{H}(\Psi)Q = I_{n \times n}
\]
In addition, \( Q^H \mathcal{S}(\Psi)Q \) is also an anti-hermitian matrix. Hence, there exists a unitary matrix \( U \) such that
\[
U^H Q^H \mathcal{S}(\Psi)QU\mathcal{H}(\Psi)Q = I_{n \times n}
\]
where \( j = \sqrt{-1}, b_i \neq 0 \) (\( i = 1, \cdots, k \)) are real numbers and \( k = \text{rank}(\mathcal{S}(\Psi)) \).
Moreover, we have
\[
U^H Q^H \mathcal{H}(\Psi)QU = I_{n \times n}
\]
Let us denote \( P = QU \) and as a consequence, \( P \) is invertible. We then have
\[
P^H \Psi P = P^H \mathcal{H}(\Psi)P + P^H \mathcal{S}(\Psi)P = \text{diag}(jb_1 + 1, jb_2 + 1, \cdots, jb_k + 1, 1, \cdots, 1) \triangleq T
\]
Since matrices \( T \) and \( P \) are invertible and we also have
\[
\Psi = (P^H)^{-1}TP^{-1}
\]
\( \Psi \) is invertible. Moreover, because \( \mathcal{H}(T) \) is positive definite, according to Lemma 4.1.6, \( T \) is also positive definite. Finally, we get the result that \( \Psi^{-1} \) is also positive definite.
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