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Introduction

Although magnetism is a relatively old topic in condensed matter physics, studies of nanomagnetism have attracted large attention for its potential applications such as the use of magnetic units down to nanoscale for high density magnetic recording [1, 2] or nonvolatile magnetoresistive random access memory (MRAM). Magnetic anisotropy is a general phenomenon that is characterized by the change of physical properties of a magnetic system with respect to the orientation of the magnetization. In particular, magnetic anisotropy energy (MAE), which is defined as the change of total energy associated to a change of the orientation of the spin moment (Fig. 1, left) is an extremely important quantity that is crucial for the stability of nano-scale magnetic grains. Such small nanoclusters are of great importance in view of future miniaturization of data storage devices since they have well-defined structure as well as an ability to assemble into well-ordered arrays on the substrate. However, the magnetic stability of a nanocrystal decreases proportionally to its size, therefore, one of the most challenging problems towards ultimate magnetic density storage is evidently to be able to synthesize well-ordered arrays of magnetic nanocrystals with as large magnetization and MAE as possible. That would prevent the magnetization flips due to thermal (or any other) fluctuations and increase the blocking temperature as it is sketched on Fig. 1 (left panel).

There are two physical sources for MAE, both of them are due to relativistic effects: the shape anisotropy and the magneto-crystalline anisotropy (MCA). The shape anisotropy is mediated by magnetic dipole-dipole interactions and originates from the quantum-field relativistic corrections to electron-electron interaction [4]. This long range interaction depends on the shape of the crystal and basically favors magnetization along the most elongated direction of the crystal. The physical origin of MCA is the spin-orbit coupling (SOC) which can be derived theoretically from the Dirac equation [5]. Unlike shape anisotropy, the MCA is a short range effect localized around atomic cores. SOC stands at the origin of many other intriguing features in low-dimensional magnetic materials, such as rashba effect, magneto-optic Kerr effect (MOKE), tunnelling/ballistic anisotropic magnetoresistance (AMR) [6–8], the chiral magnetic order [9] and quantum anomalous Hall effect (QAHE) [10], to list a few. Understanding the role of the SOC in these phenomena is crucial for
Figure 1: Left: Néel relaxation time $\tau_N$ – a mean time between two flips of the magnetic moment – with respect to the magnetic anisotropy energy MAE (over temperature), where $k_B$ is the Boltzmann constant, $T$ is the temperature and $\tau_0$ is the attempt time (typical values of which are between $10^{-9}$ and $10^{-10}$ seconds). Right: 3D representation of scanning tunneling microscopy (STM) topography of truncated pyramid-shaped Fe nanocrystals of nanometer-size grown on SrTiO$_3$(001) substrate [3].

both fundamental interests and practical applications.

A large MCA is expected in the systems with large spin moments and SOC. Large spin moments are usually found in magnetic 3d metals while the SOC is rather weak there. Heavy 4d or 5d materials, on the contrary, have larger SOC but are normally nonmagnetic. Therefore, in order to get both large magnetization and MCA, one is particularly interested in the nanostructured “cheap” 3d transition metal systems or in bimetallic systems consisting of 3d elements deposited on 5d heavy element substrate. In 3d transition-metal bulk, the value of MCA per atom is extremely small (some $\mu$eV/atom) in cubic systems such as Fe, Cr and Ni due to the high symmetry reason while it is larger ($\sim 65$ $\mu$eV/atom) in noncubic systems such as hexagonal close packed (hcp) Co. The MCA can get much larger in nanostructures (some meV/atom) such as adatoms, ultrathin films or nanoclusters compared to their bulk values because of both reduced dimensionality and lower coordination number. More recently, scientists have shown for the first time that one can reach the maximum theoretical limit of the energy required to control the magnetization of a 3d single atom. The magnetic anisotropy limit was found $\sim 60$ meV [11]. Due to the smallness of the energy differences in play, the determination of MCA still remains numerically delicate.

From a theoretical point of view, to deal with SOC in a density functional theory (DFT) scheme necessitates a full-relativistic formalism (at least for the determination of pseudopotentials). Technically, several approaches have been developed for the determination of the MCA. The brute force method consists in performing self-consistent field (SCF) calculations including SOC for various orientations of the magnetization [12]. This approach, although straightforward, is the most computationally demanding and hard to converge. One should use penalization techniques to obtain the total energy for any spin configura-
tion. Rather early it was recognized that small changes of the total energy could be related to the changes of the eigenvalues of the Hamiltonian. This is the so-called force theorem [13, 14] that the MCA is given by band energy difference instead of total energy difference obtained after a one-step diagonalization of the full Hamiltonian including SOC, starting from the SCF scalar relativistic density/potential. Besides its computational efficiency, it is also very stable numerically, but it cannot be applied to systems with large SOC. Several works are also based on a perturbative treatment that consists in writing to second order the energy correction due to the spin-orbit Hamiltonian treated as a perturbation [15, 16]. Bruno [17] has also derived an interesting relation between the orbital moment and the MCA in a ferromagnet based on the second-order perturbation theory by ignoring the spin-flip excitations. It is often used for the analyses of the results obtained in model and first-principles calculations [18–21]. An extension of the Bruno’s formula considering also contribution from the spin-flip process in an approximated way has been proposed [22]. In addition, for systems with uniaxial symmetry, the MCA can be evaluated through the expectation value of the angular derivative of the SOC Hamiltonian (torque) at an angle of $\theta = 45^\circ$, where $\theta$ is the angle between the magnetization and the normal axis, leading to so-called torque method [23]. Moreover, the case of large-scale systems is generally treated with empirical Neel-like model [24].

Recent experiments showed that it is possible to grow Fe [3] and Co [25] nanocrystals by epitaxy on SrTiO$_3$ substrate with a remarkable control of size, shape and structure, as shown in Fig. 1 (right panel). More precisely, the nanocrystals are in shape of truncated-pyramids of nanometer size with well-defined length to height ratio and containing 2 different facets only. The nanocrystals adopt a truncated-pyramid shape on a reconstructed SrTiO$_3$(001) substrate but can however adopt, a different bulk structure : body-centered cubic (bcc) for Fe and face-centered cubic (fcc) for Co. The structure and shape of nanocrystals govern their magnetic properties at the nanometer size. This PhD thesis is devoted to the study of the electronic and magnetic properties of these particular Fe and Co nanocrystals on SrTiO$_3$ using both semi-empirical tight-binding model and first-principles calculations, with a particular emphasis on the MCA. An important part of this study was dedicated to the determination of a proper local decomposition of MCA that we have applied to different magnetic nanostructures. It is based on a careful implementation of the force theorem within the grand-canonical formulation in the tight binding model [18, 26, 27] as well as in QUANTUM ESPRESSO package [28].

This manuscript is organized in five chapters. In chapter 1, a short introduction to spin DFT will be given, followed by a description of our tight-binding model used in this work. Chapter 2 is devoted to the practical implementation details of the force theorem within the grand-canonical formulation by tight-binding and DFT. In chapter 3, the MCA of two-dimensional Fe and Co free-standing slabs with different crystallographic orientations is investigated with a particular emphasis on the local analysis of MCA. Chapter 4 is devoted to the MCA of free Fe and Co nanocrystals (containing up to several hundred atoms) in shape of truncated pyramids. In chapter 5, the MCA at Fe(Co)/SrTiO$_3$ interfaces and of small Fe and Co clusters deposited on SrTiO$_3$ is studied. Finally, we give conclusions and perspectives of this work.
In this chapter, we describe two basic electronic structure methods used in this PhD study. In the first part, I will briefly discuss the spin density functional theory with a particular emphasis on non-collinear magnetism. In the second part, a semi-empirical magnetic tight-binding model will be presented.

1.1 Spin Density Functional Theory

1.1.1 The many-body Hamiltonian

To discuss the electronic structure of a many-body (interacting) system, it is natural to start with non-relativistic Schrödinger equation:

\[
H_{\text{total}} \psi_{\text{total}} = E_{\text{total}} \psi_{\text{total}},
\]  

(1.1)

where the Hamiltonian for a system of \( M \) nuclei and \( N \) electrons can be written as follows:

\[
H = -\sum_{A=1}^{M} \frac{\hbar^2}{2M_A} \nabla_A^2 - \frac{\hbar^2}{2m} \sum_{i=1}^{N} \nabla_i^2 - e^2 \sum_{i=1}^{N} \sum_{A=1}^{M} \frac{Z_A}{r_{iA}} + \frac{1}{2} \sum_{i \neq j}^{N} \frac{e^2}{r_{ij}} + \frac{e^2}{2} \sum_{A \neq B}^{M} \frac{Z_A Z_B}{R_{AB}}.
\]  

(1.2)

The first two terms describe the kinetic energy of the nuclei and electrons while the other three terms represent the nuclei-electron, electron-electron and nuclei-nuclei interactions, respectively.

The Born-Oppenheimer approximation is usually introduced which is the assumption that the nuclei are nearly fixed with respect to electron motion due to the mass of nuclei
being much larger than the electron mass. Then the total wavefunction can be factorized in a product of nuclei and electronic components $\Psi_{\text{total}} = \Psi_{\text{elec}} \times \Psi_{\text{nuclei}}$. The electronic many-body Schrödinger equation is written as follows:

$$H \Psi = E \Psi,$$

(1.3)

(we suppress from now on the index elec) with electronic Hamiltonian

$$H = -\frac{\hbar^2}{2m} \sum_{i=1}^{N} \nabla_i^2 - e^2 \sum_{i=1}^{N} \sum_{A=1}^{M} \frac{Z_A}{r_{iA}} + \frac{1}{2} \sum_{i \neq j}^{N} \frac{e^2}{r_{ij}} = T + V + U.$$  

(1.4)

containing kinetic $T$, single-body $V$ (due to, for example, electron-nuclei interactions) and electron-electron $U$ contributions as defined explicitly in the last line. The solution of Eqs. 1.3, 1.4 gives the electronic wavefunction $\Psi$ and the electronic energy $E$. The total energy is then the sum of $E$ and the constant contribution from nuclei-nuclei potential if the latters are treated classically.

We will focus solely on the electron part, which is itself a formidable problem. Although the nuclei-electron interaction is by no means simple, it can be treated, whereas the electron-electron interaction is just impossible to accomplish without some approximations.

### 1.1.2 The Kohn-Sham equation

The Density Functional Theory (DFT) is the most successful approach in terms of parameter-free ab initio description for computing electronic structure of matter. The theoretical footing of DFT is based on two theorems provided by Hohenberg and Kohn in 1964 [29, 30].

The first Hohenberg-Kohn theorem states that there are one-to-one mapping between external potential $V(r)$, the ground state electron wave function $\Psi(r_1, r_2, ..., r_N)$ and, further, the ground state density $n(r)$ as it is represented below:

$$V(r) \leftrightarrow \Psi(r_1, r_2, ..., r_N) \leftrightarrow n(r).$$  

(1.5)

Therefore, all the observables in the ground state are unique functionals of the electron density $n(r)$ which is much simpler than the wave function since it depends on only one variable $r$.

The second Hohenberg-Kohn theorem states that the exact ground state density $n(r)$ corresponding to the external potential $V(r)$ minimizes the energy functional:

$$\frac{\delta E_V[n(r)]}{\delta [n(r)]} = 0,$$

(1.6)

with

$$E_V[n] = \langle \Psi[n] | T + U | \Psi[n] \rangle + \int V(r)n(r)dr,$$

(1.7)
where $\Psi[n]$ is the inverse of the last map in Eq. 1.5.

In 1965, Kohn and Sham [31] proposed an efficient way to solve for $n(r)$ mapping a “real” interacting electrons problem to the one of non-interacting electrons. They suggested to rewrite the variational functional $E_V[n]$ in the following way:

$$E_V[n] = T_s[n] + \int V(r)n(r) dr + \frac{e^2}{2} \int \int \frac{n(r)n(r')}{|r-r'|} drdr' + E_{xc}[n].$$

(1.8)

Here $T_s[n]$ is the kinetic energy of non-interacting electrons, $T_s[n] = \langle \Psi_s[n] | T | \Psi_s[n] \rangle$, where $\Psi_s[n]$ is the inverse of the last map in Eq. 1.5 for non-interacting electrons. All remaining corrections are collected in the exchange-correlation functional, $E_{xc}[n]$, which is unknown and needs to be approximated, in general.

The variational problem for so written functional is then equivalent to solution of single-particle effective equations:

$$\left[ -\frac{\hbar^2}{2m} \nabla^2 + V_{\text{eff}}(r) \right] \phi_i(r) = \epsilon_i \phi_i(r),$$

(1.9)

$$V_{\text{eff}}(r) = V(r) + e^2 \int \frac{n(r')}{|r-r'|} dr' + V_{xc}(r),$$

(1.10)

where $\phi_i$ are the so-called Kohn-Sham (K-S) orbitals of the non-interacting system and $V_{xc}(r) = \delta E_{xc}[n(r)]/\delta n(r)$ is the exchange-correlation potential. The electron density is then given by:

$$n(r) = \sum_{i}^{\text{occ}} |\phi_i(r)|^2$$

(1.11)

so that the K-S equations have to be solved self-consistently. It is very important to realize that the K-S scheme would produce exact ground state density $n(r)$ and, as a consequence, the total energy if one knew the exact exchange-correlation functionals.

### 1.1.3 Non-collinear magnetism

#### Spin-polarized Kohn-Sham equation

If electron system is moreover coupled to external magnetic field $B(r)$, the first Hohenberg-Kohn theorem can be generalized and one-to-one mappings can be now established:

$$\{V(r), B(r)\} \leftrightarrow \Psi(r_{1\sigma_1}, r_{2\sigma_2}, ..., r_{N\sigma_N}) \leftrightarrow \{n(r), m(r)\},$$

(1.12)

where now, in addition to position $r_i$, also spin index $\sigma_i$ is introduced for $i$-th electron. All the observables in the ground state are now unique functionals of $n(r)$ and the spin magnetization $m(r)$.
Kohn-Sham scheme is established by introducing the total energy variational functional $E_{V,B}[n,m]$ in the following way:

$$E_{V,B}[n,m] = T_s[n,m] + \int V(r)n(r)dr - \int B(r)m(r)dr + \frac{e^2}{2} \int \frac{n(r)n(r')}{|r-r'|}drdr' + E_{xc}[n,m],$$

where exchange-correlation energy $E_{xc}$ is the functional of both electron and magnetization densities. Kohn-Sham equations for two-component spinor wavefunctions state:

$$\left[ -\frac{\hbar^2}{2m} \nabla^2 + V_{\text{eff}}(r) - \mu_B \mathbf{\sigma} B_{\text{eff}}(r) \right] \left( \begin{array}{c} \phi_i^1 \\ \phi_i^2 \end{array} \right) = \epsilon_i \left( \begin{array}{c} \phi_i^1 \\ \phi_i^2 \end{array} \right),$$

$$V_{\text{eff}}(r) = V(r) + e^2 \int \frac{n(r')}{|r-r'|}dr' + V_{xc}(r),$$

$$B_{\text{eff}}(r) = B(r) - B_{xc}(r),$$

where $\mathbf{\sigma}$ is the vector made of Pauli matrices:

$$\sigma_x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix},$$

and $V_{xc}(r) = \delta E_{xc}[n(r),m(r)]/\delta n(r)$ and $B_{xc}(r) = \delta E_{xc}[n(r),m(r)]/\delta m(r)$ are exchange-correlation potential and magnetic field, respectively. The electron density and spin magnetizations are given by:

$$n(r) = \sum_{i}^{\text{occ}} |\phi_i^1(r)|^2 + |\phi_i^2(r)|^2,$$

$$m(r) = \sum_{i}^{\text{occ}} \phi_i^\alpha(r) \sigma_{\alpha\beta} \phi_i^\beta(r),$$

where magnetic moment is expressed in units of magneton Bohr, $\mu_B = e\hbar/2mc$ ($e$ is the electron charge).

Equivalently, the theory can be formulated in terms of spin density matrix:

$$\tilde{n}(r) = \begin{pmatrix} n^{\uparrow\uparrow}(r) & n^{\uparrow\downarrow}(r) \\ n^{\downarrow\uparrow}(r) & n^{\downarrow\downarrow}(r) \end{pmatrix},$$

which in terms of Kohn-Sham orbitals is given by:

$$n^{\alpha\beta}(r) = \sum_{i}^{\text{occ}} \phi_i^{\alpha*}(r) \phi_i^{\beta}(r).$$

The relation to the charge and spin magnetizations are provided by:

$$n(r) = \text{Tr}[\tilde{n}(r)]; \quad m(r) = \text{Tr}[\tilde{n}(r) \cdot \mathbf{\sigma}]$$
and vice versa:
\[
\tilde{n}(\mathbf{r}) = \frac{1}{2}(n(\mathbf{r})\mathbf{I} + \boldsymbol{\sigma} \cdot \mathbf{m}(\mathbf{r})) = \frac{1}{2}\begin{pmatrix} n(\mathbf{r}) + m_z(\mathbf{r}) & m_x(\mathbf{r}) - im_y(\mathbf{r}) \\ m_x(\mathbf{r}) + im_y(\mathbf{r}) & n(\mathbf{r}) - m_z(\mathbf{r}) \end{pmatrix},
\]
(1.23)

If the exchange-correlation energy is expressed in terms of the spin density matrix, \(E_{xc}[\tilde{n}(\mathbf{r})]\), the \(2 \times 2\) matrix of exchange-correlation potential, \(\tilde{V}_{xc}(\mathbf{r}) = \frac{\delta E_{xc}[\tilde{n}(\mathbf{r})]}{\delta \tilde{n}(\mathbf{r})}\), of the following form:
\[
\tilde{V}_{xc}(\mathbf{r}) = V_{xc}(\mathbf{r})\mathbf{I} + \mu_B \boldsymbol{\sigma} \cdot \mathbf{B}_{xc}(\mathbf{r}).
\]
(1.24)
will enter into K-S equations. Here, \(\mathbf{I}\) is the unity \(2 \times 2\) matrix.

**Collinear magnetism**

In the case of collinear magnetism, the spin density is assumed to adopt the same direction at each point in space as well as the (possible) external magnetic field. This direction is usually taken as \(z\). The potential matrices in Eq. 1.14 are therefore diagonal and the spin K-S equations are decoupled for purely spin up or spin down wavefunctions:
\[
\left[ -\frac{\hbar^2}{2m} \nabla^2 + e^2 \int \frac{n(\mathbf{r}')}{|\mathbf{r} - \mathbf{r}'|} d\mathbf{r}' + V(\mathbf{r}) - \mu_B \sigma B_z(\mathbf{r}) + V_{xc}^\sigma(\mathbf{r}) \right] \phi_i^\sigma(\mathbf{r}) = \epsilon_i \phi_i^\sigma(\mathbf{r}).
\]
(1.25)
where \(\sigma\) at the magnetic field term takes \(+(-)\) for up (down) equation and \(V_{xc}^\sigma(\mathbf{r})\) corresponds to the functional derivative of exchange-correlation energy with respect to the \(\sigma\) part of the diagonal density matrix. All magnetic materials with a collinear magnetic order (i.e. ferromagnetic, antiferromagnetic or ferrimagnetic) can be described by Eq. 1.25.

**Exchange-correlation functionals**

Since the \(E_{xc}\) is defined as the difference between the exact energy and other contributions that may be evaluated numerically, the exact \(E_{xc}\) functional is complicated and unknown. We start by introducing the simplest and probably the most important parameterization of exchange correlation energy \(\epsilon_{xc}\) in the local spin density approximation (LSDA) which is based on the homogeneous electron gas:
\[
E_{xc}^{LSDA}(\mathbf{r}) = \int n(\mathbf{r})\epsilon_{xc}[n(\mathbf{r}), |\mathbf{m}|] d\mathbf{r}.
\]
(1.26)

In the framework of LSDA, \(\epsilon_{xc}\) depends on the electron density and on the magnitude of magnetization. Therefore, in the collinear case it is quite straightforward since the density matrix is \(\tilde{n}(\mathbf{r})\) is diagonal. In the homogeneous gas, the analytic expression is known for exchange-energy density but not for correlation-energy density except for the high- and low-density limits. One of the most popular parameterizations is proposed by Perdew and Zunger [32], it consists in interpolating the accurate intermediate values obtained from the quantum Monte Carlo data of Ceperley and Alder [33].
In the case of non-collinear magnetism, we need to diagonalize the \( \tilde{n}(r) \) in a local spin axis using the spin one-half rotation matrix (see Eq. 1.27). We introduce the global \( xyz \) and local \( x'y'z'' \) spin axis, for which the exchange-correlation field \( B(r) \) always along the \( z'' \). The local spin axis can be achieved from the global one by two steps: i) a new frame \( x'y'z' \) is obtained from the global axis by a rotation of \( \phi \) on the \( z \) axis, ii) a second rotation of an angle \( \theta \) on the \( y' \) axis gives the local spin axis. Therefore, the change of axis from the global to the local can be defined by the spin one-half rotation matrix:

\[
\tilde{U}(\theta, \phi) = \begin{pmatrix}
  e^{-i\frac{\phi}{2}} \cos \frac{\theta}{2} & -e^{-i\frac{\phi}{2}} \sin \frac{\theta}{2} \\
  e^{i\frac{\phi}{2}} \sin \frac{\theta}{2} & e^{i\frac{\phi}{2}} \cos \frac{\theta}{2}
\end{pmatrix}.
\]

(1.27)

So the up and down spin densities \( n''_\uparrow, n''_\downarrow \) in the local axis at each point are defined by diagonalizing a non-collinear electron density as follows:

\[
\begin{pmatrix}
  n''_\uparrow & 0 \\
  0 & n''_\downarrow
\end{pmatrix} = \tilde{U}^\dagger \begin{pmatrix}
  n_{\uparrow\uparrow} & n_{\uparrow\downarrow} \\
  n_{\downarrow\uparrow} & n_{\downarrow\downarrow}
\end{pmatrix} \tilde{U}.
\]

(1.28)

Once the non-collinear density matrix is diagonalized, the diagonal up and down densities are used to evaluate the exchange-correlation potential.

In contrast, in the generalized gradient approximation (GGA) the gradients of \( n(r) \) and \( m(r) \) have to be considered. Hence, in principle it is can not be applicable to a non-collinear system. However, since the contribution of \( n(r) \) and \( \nabla n(r) \) is more important than \( \nabla m(r) \), the GGA can be extended in non-collinear case in an approximated way. There are two different parameterizations widely used in terms of gradient of \( m(r) \): i) the gradient of the magnitude of the magnetization \( \nabla |m| \), or ii) the gradient of \( m_z \) in global axis is projected onto the local direction of magnetization. Note that the most significant difference between these two parameterizations can be expected from regions where the magnetization density changes its sign, more details in Ref. [34]. Here, we introduce the latter one as follow,

\[
E_{xc}^{\text{GGA}}(r) = \int n(r) \epsilon_{xc}[n(r), |m|, \nabla n(r), \nabla m_z(r)]dr.
\]

(1.29)

where \( \nabla m_z(r) \) can be obtained by using spin one-half rotation matrix in Eq. 1.27 in the case of non-collinear magnetism.

\[
\nabla m_z(r) \leftarrow \text{Tr} \left\{ \tilde{\sigma}_z \tilde{U}^\dagger \tilde{n}(r) \tilde{U} \right\}.
\]

(1.30)

Typically (but not always) the GGA is more accurate than LSDA, i.e. the GGA greatly reduce the bond dissociation energy error, and generally improves transition-state barriers. PW91 [35] and PBE [36] are the most widely used parameterizations of GGA which can be reliably used over a very wide range of materials.
1.1.4 Relativistic corrections and magnetic anisotropy

In relativistic quantum mechanics the free electron, as all particles of spin 1/2, is described by Lorentz invariant Dirac equation [5]:

\[ i\hbar \gamma^\mu \frac{\partial \phi}{\partial x^\mu} = mc\phi, \]  

(1.31)

where \( x^\mu = (ct, x, y, z) \) is the 4-vector of time-space coordinates, \( c \) is the light velocity and \( m \) is the rest mass of electron. The electron wave function \( \phi \) has four-components (Dirac bi-spinor) and \( \gamma^\mu \) are special \( 4 \times 4 \) matrices. In the standard representation they are given by:

\[ \gamma^0 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \gamma = \begin{pmatrix} 0 & \sigma \\ -\sigma & 0 \end{pmatrix}, \phi(r, t) = \begin{pmatrix} \psi_1(r, t) \\ \psi_2(r, t) \\ \chi_1(r, t) \\ \chi_2(r, t) \end{pmatrix}. \]  

(1.32)

with a bi-spinor \( \phi \) composed of (so-called) large and small 2-component spinors, \( \psi \) and \( \chi \), respectively.

The Dirac equation can be re-written in the form explicitly resolved in time derivative:

\[ i\hbar \frac{\partial \phi(r, t)}{\partial t} = H\phi(r, t). \]  

(1.33)

where \( H \) is the Hamiltonian operator:

\[ H = c\alpha \cdot p + \beta mc^2 \]  

(1.34)

and \( p = -i\hbar \nabla \) are momentum operators. The \( 4 \times 4 \) matrices \( \alpha \) and \( \beta \) are given by:

\[ \beta = \gamma^0 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \alpha = \gamma^0\gamma = \begin{pmatrix} 0 & \sigma \\ \sigma & 0 \end{pmatrix}. \]  

(1.35)

Consider now an electron moving in external electromagnetic field, created, for example, by nuclei of a crystalline lattice and described in general by a 4-component potential \( A^\mu = (\Phi, A) \) (\( \Phi \) is the scalar potential and \( A \) is the vector-potential). The Dirac equation will be altered in the simple Lorentz invariant way:

\[ \gamma^\mu \left[ i\hbar \frac{\partial}{\partial x^\mu} - \frac{e}{c} A^\mu \right] \phi = mc\phi, \]  

(1.36)

where \( e \) is the (negative) electron charge. The Hamiltonian is modified accordingly:

\[ H = c\alpha \left[ p - \frac{e}{c} A \right] + \beta mc^2 + e\Phi \]  

(1.37)

The great advantage of using the standard representation (Eq. 1.32) is that the small spinor \( \chi \ll \psi \) in the non-relativistic limit (at small particle velocities, \( v \ll c \)), turning
exactly to zero for a particle at rest \((v \to 0)\). This allows to write the Dirac equation for a large 2-component spinor \(\psi\) only, expanding formally \(\chi\) over small parameter \(1/c\).

Thus, the fully relativistic Hamiltonian can be written as the sum:

\[
H = H^{NR} + \delta H^{(1)} + \delta H^{(2)} + ... 
\]  
(1.38)

of non-relativistic Hamiltonian

\[
H^{NR} = \frac{1}{2m} \left( p - \frac{e}{c} A \right)^2 + e\Phi. 
\]  
(1.39)

and relativistic corrections of different orders of magnitude with respect to \(1/c\).

The first-order correction is the well-known Zeeman term which describes the interaction of particle spin moment with external magnetic field \(B = \text{curl} \, A\):

\[
\delta H^{(1)} = H^{\text{Zeeman}} = -\mu_B \sigma \cdot B. 
\]  
(1.40)

where \(\mu_B = e\hbar/2mc\) is the magneton Bohr. From here it appears that the electron has intrinsic magnetic (spin) moment \(\mu_B \sigma\), not related to its orbital motion, interacting with magnetic field.

The second-order terms are the mass-velocity correction, the Darwin shift and the spin-orbit coupling (SOC) term:

\[
\delta H^{(2)} = H^{\text{Mass-velocity}} + H^{\text{Darwin}} + H^{\text{SOC}} = -\frac{p^4}{8m^3c^2} + \frac{e\hbar^2}{8m^2c^2} \Delta\Phi + \frac{e\hbar}{4m^2c^2} (\nabla \Phi \times p) \cdot \sigma. 
\]  
(1.41)

The first two terms are diagonal in spin index and are therefore called scalar-relativistic corrections while the SOC term is non-diagonal. It couples the electron spin and orbital degrees of freedom and stands at the origin of magneto-crystalline anisotropy (MCA).

Another source for magnetic anisotropy arises from the interaction between electrons themselves. From quantum electrodynamics it follows [4] that the interaction Hamiltonian between two electrons \(i\) and \(j\) has a well-known Coulomb non-relativistic part:

\[
U_{ij}^{NR} = \frac{e^2}{|r_i - r_j|}. 
\]  
(1.42)

and relativistic corrections of the second-order over \(1/c\). Among the latters is the magnetic dipole-dipole interaction:

\[
\delta U^{(2)} = U^{\text{dipole}} = \mu_B^2 \left[ \frac{\sigma_i \cdot \sigma_j}{r_{ij}^3} - \frac{(\sigma_i \cdot r_{ij})(\sigma_j \cdot r_{ij})}{r_{ij}^5} \right]. 
\]  
(1.43)

where \(r_{ij} = r_j - r_i\). This term is of importance for us since it causes the shape anisotropy favoring the in-plane alignment of electron magnetic moments on the volume surface. Note that this dipole-dipole interaction is long-range unlike the SOC term localized around atomic cores where electric fields are especially large.
1.1.5 Spin-orbit coupling for a spherically-symmetric field

The spin-orbit coupling (SOC), introduced in the previous section, can be seen as an interaction of the spin moment with the magnetic field experienced by the moving electron. The SOC usually splits states (typically of the order of few to few hundred meV) that are degenerate in a non-relativistic description. In the case of spherically-symmetric potential $\Phi(\mathbf{r})$, as in atom, SOC term can be written as follows:

$$H^{\text{SOC}} = \frac{e\hbar}{4m^2c^2} (\nabla \Phi(\mathbf{r}) \times \mathbf{p}) \cdot \mathbf{\sigma} = \frac{\hbar}{4m^2c^2} \frac{1}{r} \frac{dV}{dr} (\mathbf{r} \times \mathbf{p}) \cdot \mathbf{\sigma} = \xi(r) \mathbf{L} \cdot \mathbf{S},$$

(1.44)

where $V = e\Phi$ is the electron potential energy, $\mathbf{L} = (\mathbf{r} \times \mathbf{p})/\hbar$ and $\mathbf{S} = \mathbf{\sigma}/2$ are the orbital and spin momentum operators, respectively, and

$$\xi(r) = \frac{\hbar^2}{2m^2c^2} \frac{1}{r} \frac{dV}{dr}. \quad (1.45)$$

is the so-called SOC strength constant growing with atomic number of chemical element.

The SOC induces physical phenomena, such as magneto-crystalline anisotropy, the Rashba effect, and it also plays an important role in topological insulators, which have attracted a lot of attention due to their intriguing physics as well as their potential applications in spintronics [37]. If the SOC is included, the total energy of the system depends on the direction of spin moment with respect to the crystallographic axis. Physically, this difference arises due to the crystal field that favors the orbital motion of the electron along preferred direction.

1.1.6 QUANTUM ESPRESSO package

Up to now, the many-body Hamiltonian has been mapped onto a problem of a self-consistent single particle K-S equations within the framework of the Born-Oppenheimer approximation and density functional theory. From the point of view of the numerical scheme, we used the Quantum ESPRESSO (QE) [28] package which is based on DFT, using a plane waves basis (which are orthonormal and energy-independent) to expand the single-particle eigenstates of the K-S equations and pseudopotentials (PPs) [38] to represent electron–ion interactions within the frozen-core approximation. The SOC, crucial for magnetocrystalline anisotropy, is taken into account via fully-relativistic pseudo-potentials (FR-PPs) [39] which are generated by solving the atomic Dirac equation for the larger 2-component spinor $\psi$ (as outlined in Section 1.1.4) for each atomic type.

By introducing pseudopotentials (PPs) we are able to remove core electrons from the calculation and replace the real valence wavefunctions by the so-called pseudo wavefunctions which match exactly the true real wavefunctions outside the core radius but are nodeless inside. Norm-conserving [40] and ultrasoft [41] are the two most common forms of pseudopotentials used in ab initio calculations. In this PhD thesis, we have used the latter one which allows to reduce substantially the plane wave cutoff energy in the calculations.
The PPs can be split into a local part $V^{\text{loc}}(r)$ and a non-local part $V^{\text{NL}}$. In the case without spin-orbit coupling, the non-local part of the PP can be written by introducing projectors on the well defined orbital angular momentum $l$ at each atomic site $i$:

$$V^{\text{NL}} = \sum_i \sum_{l,m} D^i_{l,m} |\beta^i_l Y^i_{l,m}| \langle \beta^i_l Y^i_{l,m} |,$$

where $\beta^i_l$, $Y^i_{l,m}$, $D^i_{l,m}$ are radial components of projector functions, spherical harmonics and pseudopotential coefficients, respectively. This spin-independent pseudopotential can be constructed at the scalar relativistic level but does not include the spin-orbit coupling.

If the SOC is included, the well defined quantum number is the total angular momentum, $j$. The spin-angle functions are introduced to project into states of $j$ about each atom so that:

$$V^{\text{NL, SOC}} = \sum_i \sum_{l,j,m} D^i_{l,j,m} |\beta^i_{l,j} \tilde{Y}^i_{l,j,m}| \langle \beta^i_{l,j} \tilde{Y}^i_{l,j,m} |,$$

where $\beta^i_{l,j}$ (as above) are radial functions and $\tilde{Y}^i_{l,j,m}$ are spin-angle functions, corresponding to $(l,j,m)$ quantum numbers. This PP is a $2 \times 2$ matrix of operators acting on two-component spinor wavefunctions and includes both scalar relativistic and SOC effects. The spin-angle functions $\tilde{Y}^i_{l,j,m}$ are

$$\tilde{Y}^i_{l,j,m} = \begin{pmatrix} \frac{1}{2} & \frac{1}{2} \\ \frac{1}{2} \frac{1}{2} \end{pmatrix} Y^i_{l,m}, \quad \tilde{Y}^i_{l,j,m} = \begin{pmatrix} \frac{1}{2} & \frac{1}{2} \\ \frac{-1}{2} \frac{1}{2} \end{pmatrix} Y^i_{l,m}^{-1},$$

for $j = l + 1/2$ where $m = m_j - 1/2$ and $j = l - 1/2$ where $m = m_j + 1/2$, respectively.

Next, one can rewrite Eq. 1.47 by making use of Clebsch-Gordan coefficients, for more details see Ref. [39]. This way one finally arrives at:

$$V^{\text{NL, SOC}} = \sum_i \sum_{l,j,m,m'} D^i_{l,j,m,m'} |\beta^i_{l,j} Y^i_{l,m}| \langle \beta^i_{l,j} Y^i_{l,m} |,$$

where both $-l < m < l$ and $-l < m' < l$. Now the projectors are written in terms of usual spherical harmonics as in the scalar relativistic case but with PP coefficients which are now spin-dependent.

### 1.2 Magnetic Tight-Binding model

Although DFT is very successful to describe the electronic structure, one of the problem is the required computational time, which remains a challenge for large systems, i.e. some of thousands of atoms per supercell. Using semi-empirical tight binding method, the more realistic systems can be feasible with the parameters obtained by ab initio calculations. Here, we describe the main ingredients of our magnetic TB model, more details can be found in our previous work [18, 26, 27].
1.2. MAGNETIC TIGHT-BINDING MODEL

1.2.1 Tight-Binding Hamiltonian

As in DFT, we are lead to solve one-electron Schrödinger equation:

$$H |\Psi\rangle = E |\Psi\rangle. \quad (1.50)$$

In the tight-binding (TB) model of electronic structure, the wavefunction can be expanded in a non-orthogonal atomic basis set,

$$|\Psi\rangle = \sum_{i\lambda} C_{i\lambda} |i\lambda\rangle. \quad (1.51)$$

where \(\lambda\) represent the \(s\), \(p\) and \(d\) atomic orbitals centered at each site \(i\), in general, we consider only the valence eletrons which mainly contribute to the chemical bonding.

If we write the Schrödinger equation with a wavefunction given by Eq. 1.51, it leads to a matrix equation of the form:

$$\tilde{H} C = \epsilon \tilde{S} C. \quad (1.52)$$

where \(\tilde{H}\) and \(\tilde{S}\) are the Hamiltonian and overlap matrices while \(C\) is the vector built from the coefficients \(C_{i\lambda}\). The eigenvalue \(\epsilon\) form the so-called band-structure of the crystal.

Let us now write down the matrix elements of the Hamiltonian,

$$H_{i\lambda j\mu} = \langle i\lambda | H | j\mu \rangle = \langle i\lambda | T + \sum_{i} V^{\text{at}}_{i} | j\mu \rangle. \quad (1.53)$$

Here the effective potential is approximated by the sum of isolated neutral atomic-like potentials.

The diagonal matrix elements \((i=j)\) can be written as:

$$H_{i\lambda i\mu} = \langle i\lambda | H | j\mu \rangle = \langle i\lambda | T + \sum_{i} V^{\text{at}}_{i} | i\mu \rangle. \quad (1.54)$$

The first term corresponds to the on-site orbital levels and the second one is the so-called crystal filed integral which is often ignored in practice.

The off-diagonal matrix elements \((i \neq j)\) are given by,

$$H_{i\lambda j\mu} = \langle i\lambda | H | j\mu \rangle = \langle i\lambda | T + \sum_{i} V^{\text{at}}_{i} | j\mu \rangle + \langle i\lambda | \sum_{k \neq i,j} V^{\text{at}}_{k} | j\mu \rangle. \quad (1.55)$$

The first two terms describe the two-center integrals and we neglect the three-center integrals (the last term) since their contribution is much smaller than the two-center ones. The two-center integrals are the so-called hopping integrals \(\beta_{i\lambda j\mu}\) which measure the ability electrons to hope from one site to another. Due to the spherical symmetry of the atomic potentials, the hopping elements of the Hamiltonian can be described with 10 types of Slater-Koster parameters and we introduce the cutoff since the hopping integrals decrease exponentially with respect to distance between atoms.

The TB Hamiltonian expands the eigenstates of a systems in terms of an non-orthogonal orbitals basis and contains three types of parameters : on-site patameters, hopping parameters and the overlap patameters. The Mehl and Papaconstantopoulos’s parameterization
procedure [42] is used by fitting the total energies and band structure of non-magnetic systems to reproduce ab initio calculations (or experimental results) over a wide range of intraatomic distances and various crystallographic structures.

1.2.2 Local charge neutrality

Since the parameterized TB Hamiltonian is given by a non-self-consistent scheme, this could lead to a large charge transfer in inhomogeneous systems (i.e. vacancy, slab or cluster etc). A constraint technique is used to maintain the same charge for every site by adding a penalization term to the total energy.

\[ E_{\text{tot}} = E_{\text{tot},0} + E_{\text{LCN}} = E_{\text{tot},0} + \sum_i \frac{U_{\text{LCN}}}{2} (N_i - N_{i0})^2. \] (1.56)

where \( U_{\text{LCN}} \), \( N_i \) and \( N_{i0} \) are the local charge neutrality constant, the Mulliken charge and the charge that we want to impose on site \( i \), respectively. The value of \( U_{\text{LCN}} \) should be large enough to ensure \( N_i \approx N_{i0} \), in practice, we take \( U_{\text{LCN}} = 20 \) eV.

In the case of orthogonal basis set, if we minimize the total energy with this penalization term, it leads to a similar eigenvalue equation where the constraint for the charge neutrality modifies the on-site energies,

\[ H_{i\alpha \lambda j \mu} = H_{i\alpha \lambda j \mu}^0 + U_{\text{LCN}}^i (N_i - N_{i0}) \delta_{i\alpha \lambda j \mu}. \] (1.57)

For a non-orthogonal basis set the charge is replaced by Mulliken charge and the Eq. 1.57 can be generalized as follows :

\[ H_{i\alpha \lambda j \mu} = H_{i\alpha \lambda j \mu}^0 + \left[ \frac{U_{\text{LCN}}^i}{2} (N_i - N_{i0}) + \frac{U_{\text{LCN}}^j}{2} (N_j - N_{j0}) \right] S_{\alpha \lambda j \mu}. \] (1.58)

Since the local charge neutrality term in the Hamiltonian now depends on the local charge and the charges themselves are calculated from the eigenstates of the Hamiltonian, this equation must be solved self-consistently. And finally, if we compare the band energy obtained by diagonalization of Hamiltonian including the local charge neutrality with Eq. 1.56, there is a double counting term which should be considered.

\[ E_{\text{tot}} = E_{\text{band}} - E_{\text{dc}} = \sum_\alpha f_\alpha \epsilon_\alpha - \sum_i \frac{U_{\text{LCN}}^i}{2} [N_i^2 - (N_{i0})^2]. \] (1.59)

where \( f_\alpha \) is the Fermi-Dirac occupation of state \( \alpha \) and \( \epsilon_\alpha \) is the eigenstate of the “corrected” Hamiltonian.

1.2.3 Stoner model

Until now, the parameterized TB Hamiltonian is spin independant, here we introduce a simple model proposed by Stoner [43, 44] to remove the spin degeneracy. In the Stoner
model, an extra term which describes the electron-electron interaction is added to the total energy of the non-magnetic system $E^{\text{tot},0}$.

$$E^{\text{tot}} = E^{\text{tot},0} - \sum_i I_{i\lambda} M_{i,d}^2.$$  (1.60)

The minimization of $E^{\text{tot}}$ leads to a modified Hamiltonian. The modification of electronic levels for spin up and down is described by the exchange splitting that depends on the spin moment on site $i$, $m_i$ and the Stoner parameter for $i\lambda$ orbital, $I_{i\lambda}$,

$$\epsilon_{i\lambda\sigma} = \epsilon_{i\lambda}^{0} - \frac{1}{2} I_{i\lambda} M_{i,d}\delta_{\sigma\sigma'}. $$ (1.61)

where $\sigma = 1$ for spin up while $\sigma = -1$ for spin down. Since the exchange splitting of $s$ and $p$ orbitals is much smaller than $d$ orbital, the $s$ and $p$ components of Stoner parameter are taken as $I_s = I_p = I_d/10$ [18]. Note that the spin moment is originated mainly from $3d$ orbitals in the transition metals (i.e. Fe, Co and Ni etc). We can derive easily the Stoner criterion by minimizing the total energy, $I \cdot D(E_F) > 1$, where $D(E_F)$ is the density of states (DOS) at the Fermi energy.

Let us write the Stoner potential $V_{i\lambda j\mu}^{\text{Stoner}}$,

$$V_{i\lambda\sigma,j\mu\sigma'}^{\text{Stoner}} = -\frac{\sigma}{2} (I_{i\lambda} M_{i,d}) \delta_{ij} \delta_{\lambda\mu} \delta_{\sigma\sigma'}. $$ (1.62)

where $I_{i\lambda}$ is the Stoner parameter on the site $i$ and orbital $\lambda$, and $M_i$ is the $i$th the site magnetic moment.

In the case of collinear magnetism, the Stoner potential matrix is diagonal in its local spin frame, therefore, it modifies exclusively the on-site energies of system.

$$\tilde{V}_{i\lambda j\mu}^{\text{Stoner-loc}} = -\frac{1}{2} I_{i\lambda} (M_{i,d}\sigma_z) \delta_{ij} \delta_{\lambda\mu}. $$ (1.63)

where $\hat{\sigma}_z$ is the $z$ component of Pauli matrix.

As we described in the Sec. 1.1.3, it is straightforward to obtain the Stoner potential in the global frame in the non-collinear case,

$$\tilde{V}_{i\lambda j\mu}^{\text{Stoner-glo}} = -\frac{1}{2} I_{i\lambda} (M_{i,d}\cdot\sigma) \delta_{ij} \delta_{\lambda\mu}. $$ (1.64)

As in the case of the local charge neutrality, the total energy should be corrected by so-called double counting term arising from Stoner term.

$$E^{\text{tot}} = E^{\text{band}} - E^{\text{dc}} = \sum_\alpha f_\alpha \epsilon_\alpha + \sum_i I_{i\lambda} M_{i,d}^2. $$ (1.65)

The value of the Stoner parameter $I_d$ is determined by reproducing ab initio data of the spin magnetization of bulk systems with respect to the lattice constant. We set $I_s = I_p = I_d/10$ since the magnetization is dominated by $d$ orbitals in the transition metals. The optimal values of $I_d$ are 0.88 and 1.10 eV for Fe and Co, respectively.
1.2.4 Spin-orbit coupling

The SOC is of relativistic nature and couples the electron spin with its own orbital motion, it is given for a spherical potential,

\[ V^{\text{SOC}} = \xi(r) \cdot \mathbf{L} \cdot \mathbf{S}. \quad (1.66) \]

with \( \mathbf{L} = (\mathbf{r} \times \mathbf{p})/\hbar \) the angular momentum, \( \mathbf{S} = \sigma/2 \) the spin operator and the radical-dependant function \( \xi(r) \) is given by,

\[ \xi(r) = \frac{\hbar^2}{2m^2c^2} \frac{1}{r} \frac{dV}{dr}. \quad (1.67) \]

Using \( \langle r|i\lambda \rangle = R_{i\lambda}(r) \cdot Y_{i\lambda}(\theta, \phi) \) where \( R_{i\lambda}(r) \) and \( Y_{i\lambda}(\theta, \phi) \) are the radical and spherical harmonic functions, respectively, we can write the matrix elements of SOC potential as follows,

\[ V_{i\lambda\sigma,j\mu\sigma'}^{\text{SOC}} = \xi_{i\lambda\mu} \langle \bar{\lambda}\sigma|\mathbf{L}|\bar{\mu}\sigma' \rangle \delta_{ij} = \xi_{i\lambda\mu} \langle \bar{\lambda}|\mathbf{L}|\bar{\mu} \rangle \langle \sigma|\mathbf{S}|\sigma' \rangle \delta_{ij}. \quad (1.68) \]

where \( \bar{\lambda} \) and \( \bar{\mu} \) are the angular parts of the atomic orbital. Due to the fact that \( \xi_i(r) \) is localized near \( r = 0 \) and \( \langle \bar{\lambda}|\mathbf{L}|\bar{\mu} \rangle \) is block-diagonal for \( s \) (it is zero), \( p \) and \( d \) orbitals, the spin-orbit constant \( \xi_{i\lambda} \) is determined by only two parameters :

\[ \xi_{i\lambda} = \int_{0}^{\infty} R_{i\lambda}^2(r) \xi_i(r) r^2 dr, \quad \lambda = p \text{ or } d. \quad (1.69) \]

The spin-orbit constant for \( d \) orbital is determined by comparison with \textit{ab initio} band structure with SOC and we found that 60 and 80 meV are very good estimates for Fe and Co, respectively. In practice, we ignore the \( p \) component of SOC constant since the effect is negligible on most physical phenomena.
In this chapter, we first introduce the different approaches widely used in the literature to calculate the magnetic anisotropy, in particular, we emphasise on the so-called force theorem which is used in this PhD study. Next we will give the implementation details of the force theorem in the tight binding code as well as in the plane-wave DFT package QUANTUM ESPRESSO. We will show that, the so-called grand canonical force theorem is the most suited to describe the local quantities of MCA.

Magnetic anisotropy is one of the most important properties of magnetic materials with their tremendous technological applications for spintronics devices [37]. In last decades, higher storage densities were achieved by reducing the magnetic grains down to nanoscale. However, the magnetic stability of a nano-object decreases proportionally to its size and the ultimate limit is reached when thermal fluctuations overcome the energy barrier to switch the global magnetization of the system. For example the thermal stability of small nanocrystals with respect to magnetization reversal is controled by the height of the energy barrier to overcome during the switching process of the magnetization. The most crucial issue in exploring ultimate density data storage, i.e. high-density magnetic recording [1, 2], is magnetic anisotropy energy (MAE), which is characterized by the dependance of the energy of a magnetic system on the orientation of its magnetization. The orientation corresponding to the minimum of energy (so-called easy axis) determines the magnetization direction at low temperature. With the recent developement of nanotechnology fabrication techniques, the search for materials with large uniaxial anisotropy and high structure stability has been very intensive for spintronics applications.

The origin of MAE contains two different parts, both of them are due to relativistic effects : i) The first part is so-called shape anisotropy related to the macroscopic shape and
it is originated from the Breit interaction\cite{4} but usually ascribed to the classical long-range magnetic dipole-dipole interactions, ii) The second one is referred to as magnetocrystalline anisotropy (MCA) determined by the crystal structure and composition and originates from the spin-orbit coupling (SOC).

2.1 Shape anisotropy

Suppose $\mathbf{m}_i$ and $\mathbf{m}_j$ are two magnetic moments separated by a distance of $r_{ij}$ in space, the dipolar energy comes from the magnetic dipole-dipole interaction and can be written as follow :

$$E_{\text{dip}} = \frac{\mu_0}{8\pi} \sum_{i \neq j} \frac{1}{r_{ij}^3} \left[ \mathbf{M}_i \cdot \mathbf{M}_j - 3 \left( \frac{\mathbf{r}_{ij} \cdot \mathbf{M}_i}{r_{ij}^2} \right) \left( \frac{\mathbf{r}_{ij} \cdot \mathbf{M}_j}{r_{ij}^2} \right) \right].$$

(2.1)

where $\mu_0$ is the magnetic constant and the magnetic moment is the magnetic moment in units of the Bohr magneton ($\mu_B$). The second term in the dipolar interaction shows clearly that the dipole energy depends on the orientation of the magnetic moments $\mathbf{M}_i, \mathbf{M}_j$ with respect to $\mathbf{r}_{ij}$.

In the case of all magnetic moments are parallel, $E_{\text{dis}}$ may be rewritten as,

$$E_{\text{dip}} = \frac{\mu_0}{8\pi} \sum_{i \neq j} \frac{M_i M_j}{r_{ij}^3} (1 - 3 \cos^2 \theta_{ij}).$$

(2.2)

where $\theta_{ij}$ is the angle between the direction of the magnetic moment and vector connecting atoms $i$ and $j$. Therefore, if the magnetization points parallel to $r_{ij}$, the $E_{\text{dip}}$ is lowest. And it costs energy to rotate the two dipole moments perpendicular to the $r_{ij}$-axis.

The shape anisotropy essentially depends on the global shape of the sample and it usually favors magnetization along elongated directions of the sample, i.e., it favors in-plane anisotropy in films. Since the shape anisotropy is of a classical origin, it needs not to be included in electronic calculation and can be added \textit{a posteriori} by summing all pairs of magnetic dipole-dipole interaction energies.

2.2 Magneto-crystalline anisotropy

As stated before, the origin of the MCA is the SOC, it is a quantum effect of relativistic nature that breaks the rotational invariance with respect to the spin quantization axis. Therefore, if the SOC is included, the energy of the system depends on the orientation of the spin with respect to the crystallographic axes. There are several different methods to calculate the MCA in the literature : i) self-consistent scheme\cite{12}, ii) force theorem\cite{13, 14, 21}, iii) perturbation treatment\cite{15, 16}, iv) Bruno formula\cite{17} and v) other methods such as empirical Neel-like model\cite{24} for large-scale systems and torque method\cite{23} for systems with uniaxial symmetry. There are evidences of achieving similar results for most of the 3$d$ transition metals.
2.2. MAGNETO-CRYSTALLINE ANISOTROPY

2.2.1 Self-consistent scheme

The calculation of MCA through the self-consistent scheme is based on the direct calculation of the total energy difference of the two different magnetization directions with spin-orbit coupling, which is included in the K-S equation in the presence of the self-consistent full-relativistic potential. It has the following form

\[
MCA = E^{\text{tot}}[\hat{m}_1] - E^{\text{tot}}[\hat{m}_2].
\]  

(2.3)

where \( \hat{m}_1 \) and \( \hat{m}_2 \) are the two different orientations of magnetization. In principle, this approach is “exact” and straightforward. However, it is the most computationally demanding since it usually necessitates a long self-consistent filed (SCF) loop that implies the diagonalization of large matrices including SOC, so it is called as “brute force method”. On the other hand, the SCF with SOC is hard to converge since it requires a well-converged charge density or potential. One should use penalization techniques to obtain \( E^{\text{tot}}[\hat{m}] \) for any spin configuration. Therefore, assessing the MCA for systems containing hundreds of atoms by this approach is especially challenging.

2.2.2 Force theorem

As we mentioned above the MCA is defined as the fully relativistic total energy difference between two different magnetization directions. However, if the modification of the potential induced SOC is small as in the case of the Fe- and Co-based systems, the so-called force theorem (FT) [13, 14, 21] is applied. The MCA is taken as the band energy difference (instead of the total energy difference) obtained after a one-step diagonalization of the full Hamiltonian including SOC, starting from the well converged self-consistent scalar relativistic (without SOC) density/potential. The band energy difference between two spin orientations \( \hat{m}_1 \) and \( \hat{m}_2 \) can be written as follow,

\[
MCA^{\text{FT}} = E^{\text{band}}[\hat{m}_1] - E^{\text{band}}[\hat{m}_2] = \int_{E_1^F}^{E_2^F} E n_1(E) dE - \int_{E_1^F}^{E_2^F} E n_2(E) dE.
\]  

(2.4)

here \( n_1(E) \) and \( n_2(E) \) are the density of states and \( E^F_1 \) and \( E^F_2 \) are the Fermi level of the configurations \( \hat{m}_1 \) and \( \hat{m}_2 \), respectively. The Fermi levels are determined by the condition on the total numbers of electrons \( N \) in the system :

\[
N = \int_{E_1^F}^{E_2^F} n_1(E) dE = \int_{E_1^F}^{E_2^F} n_2(E) dE.
\]  

(2.5)

It should be noted that the FT leads to not only a considerable saving of the computational cost but is also numerically very stable since the self-consistent effect including SOC is ignored. Therefore, only one iteration is needed for the perturbed systems, which is also kown as “one-shot-calculation”.

It is important to note that the band energy is a summation of the eigenvalues over the occupied states (at fixed number of electrons). Therefore a small variation of Fermi energy is expected with respect to the non perturbed system as follows:

\[ E_F^1 = E_F + \delta_1 \quad \text{and} \quad E_F^2 = E_F + \delta_2 \]  

(2.6)

where \( E_F \) is the Fermi level of the non-perturbed system. At linear order the variation of band energy can be written

\[ \text{MCA}^{\text{FT}}_{\text{gc}} = \int_{E_F}^{E_F} E \Delta n(E) dE + E_F (\delta_1 n_1(E_F) - \delta_2 n_2(E_F)) \]  

(2.7)

Using the conservation of the total number of electrons it comes that

\[ \text{MCA}^{\text{FT}} \approx \text{MCA}^{\text{FT}}_{\text{gc}} = \int_{E_F}^{E_F} (E - E_F) \Delta n(E) dE \]  

(2.8)

The \( \text{FT}_{\text{gc}} \) formulation seems very similar to the standard FT formulation, but it leads to very different “space” partition of the energy. The underlying reason is to be found in the type of statistical ensemble: canonical for FT and grand-canonical for \( \text{FT}_{\text{gc}} \). The grand-canonical ensemble for which the “good” variable is the Fermi energy (and not the total number of electrons) is better suited for a spatial partition of the energy \[45\]. For example the Gibbs construction \[46\] to define properly surface quantities is based on a grand-canonical ensemble. Within this approach the suitable potential is the so-called grand-potential \( \Omega = E_b - E_F N \). This formalism can be generalized at finite temperature \[45, 47\]. Since the first-order variation of the Helmholtz Free Energy \( F = E_{\text{band}} - TS_e \) at constant electron-number is equal to the first order variation of the grand-potential at constant chemical potential the FT and \( \text{FT}_{\text{gc}} \) formulation are equivalent in terms of variation of total energy. However the spatial repartition of energy could be very different within these two approaches, this point will be explained in the next section.

### 2.2.3 Perturbation treatment

When the SOC is small (as in the 3d transition metals) the relation between the electron occupation and MCA can be written in the framework of second order perturbation theory \[15, 16\] :

\[ \text{MCA} = E_z - E_x \approx \xi^2 \sum_{u, o, \sigma, \sigma'} \left[ \left| \langle u^\sigma | L_z | o^{\sigma'} \rangle \right|^2 - \left| \langle u^\sigma | L_x | o^{\sigma'} \rangle \right|^2 \right] / (\epsilon_u^{\sigma} - \epsilon_o^{\sigma'}). \]  

(2.9)

Here \( \xi \) is the SOC constant, \( \epsilon_u^{\sigma} \) and \( \epsilon_o^{\sigma} \) are the energy levels of the unoccupied states with spin \( \sigma \) \((|u^\sigma\rangle)\) and occupied states with spin \( \sigma' \) \((|o^{\sigma'}\rangle)\), respectively. One should note that due to time-reversal symmetry of the non-perturbed states, the diagonal elements of SOC matrix is zero, therefore the energy shift of all states is identically zero in the first order of perturbation.
2.3. FORCE THEOREM : PRACTICAL IMPLEMENTATIONS

Since the MCA is inversely proportional to the energy difference between unoccupied and occupied states, the most important contributions to the MCA can be expected in the case of one state is placed just below and another one just above the Fermi level.

2.2.4 Bruno formula

The orbital moment is a quantity essentially related to the SOC and to the MCA in magnetic systems. It is well known that the easy axis always corresponds to the direction where the orbital moment is the largest. Bruno formula \[17\] is based on a perturbative treatment with an additional approximation: neglecting spin-flip terms (applicable when exchange splitting is substantial). And it leads to the fact that the orbital moment anisotropy is proportional to the MCA. This model works well for strong magnets such as Co due to the lack of unoccupied spin-up $d$ states.

\[
\text{MCA}_i \approx -\frac{\xi_i}{4} [\langle L^1_i \rangle - \langle L^2_i \rangle].
\]  
(2.10)

where $\langle L^1_i \rangle$ and $\langle L^2_i \rangle$ are the orbital moments of site $i$ along the spin magnetization direction of 1 and 2, respectively.

However, in the case of the spin-flip contributions become important, such as in the case of large SOC, then a simple correspondence between MCA and orbital moment is not valid anymore \[20\], we have to consider also contributions from the spin-flip processes and a more exact expression could be found in Ref. \[22\].

2.3 Force Theorem : practical implementations

In this section we will illustrate the implementation details about the MCA calculations by force theorem in our magnetic tight-binding code \[18, 26, 27\] as well as in the plane-wave DFT electronic structure package QUANTUM ESPRESSO \[28\].

2.3.1 Tight-binding model

Let us now consider the effect of a perturbative external potential $\delta V^{\text{ext}}$ which in our case is the SOC. This external potential will induce a total potential variation $\delta V = \delta V^{\text{ext}} + \delta V^{\text{ind}}$ where $\delta V^{\text{ind}}$ is the potential variation provoked by the modification of on site levels in the perturbed system due to self-consistent effects. Within our model $\delta V^{\text{ind}}$ is simply related to the variation $\delta N_i$ and $\delta M_i$ of the charge and magnetic moment thus,

\[
\delta V^{\text{ind}} = \sum_{i,\lambda,\sigma} |i, \lambda, \sigma\rangle \left[U_i^{\text{LCN}} \delta N_i - \frac{I_i\lambda}{2} \delta M_i \sigma\right] \langle i, \lambda, \sigma|,
\]  
(2.11)
The variation of the band energy due to $\delta V^{\text{ind}}$ can be straightforwardly calculated from the first order perturbation expansion:

$$
\sum_\alpha f_\alpha \langle \alpha | \delta V^{\text{ind}} | \alpha \rangle = \sum_i U_i^\text{LCN} N_i \delta N_i - \sum_i \frac{I_{1\lambda}}{2} M_i \delta M_i,
$$

(2.12)

This variation is exactly compensated (to linear order) by its corresponding double double counting term and therefore the change of the total energy is equal to the change of band energy induced by the external potential only, leading to the so-called force theorem:

$$
\Delta E^{\text{tot}} \approx \Delta E^{\text{FT}}_{\text{band}} = \Delta \left[ \sum_\alpha f_\alpha \epsilon_\alpha \right].
$$

(2.13)

where $\Delta E^{\text{FT}}_{\text{band}}$ is calculated by ignoring the self-consistent corrections. This means that the eigenvalues of the perturbed system are obtained by one-step diagonalization of $H^{\text{TB}} + \delta V^{\text{ext}}$. The force theorem leads to a considerable saving in the computational cost, and it is also often more precise than the full self-consistent calculations with SOC. In systems containing “light” atoms like Fe or Co for which the spin-orbit coupling constant $\xi_d$ is modest ($\approx 60$ meV) it is expected that the force theorem should work very well.

Indeed, within the force theorem the total energy difference is approximated as the difference of the single particle energies, this type of the calculation is performed in three steps: i) a first collinear self-consistent field calculation without SOC for which the density matrix is diagonal in spin space, ii) a global rotation of the density matrix to “prepare” it in the right spin direction, and iii) a one step noncollinear non-self-consistent calculation including SOC.

In order to check the validity of the force theorem, we have performed a series of calculations for ultrathin bcc-Fe(001) of various thicknesses ranging from one to twenty atomic layers, within the full SCF with SOC and FT approaches. The lattice parameter of bcc-Fe(001) $a_0 = 2.85$ Å found from \textit{ab initio} calculations (which is close to the experimental value of $a_0 = 2.86$ Å) and no atomic relaxations were performed. Note that the MCA is obtained as band energy difference for spin magnetization which is perpendicular or parallel to the atomic slabs. Explicitly, $\text{MCA} = E^{\text{band}}_\perp - E^{\text{band}}_\parallel$. A mesh of 50 $\times$ 50 in-plane $k$-points has been used for SCF calculations without SOC within a Marzari-Vanderbilt smearing parameter of 50 meV. In the non-SCF calculations with SOC the mesh was increased to $140 \times 140$ and the smearing parameter was reduced to 10 meV in order to provide a precision below $10^{-2}$ meV. The MCA obtained by these two methods differ by less than $10^{-2}$ meV proving the validity of FT approach (two curves almost superpose), which will be used systematically in the rest of the calculations.

So far we have only considered variations of total energies but it is also very instructive to investigate the local density of energy. Let us write the MCA as a sum of atomic-like contribution within FT and FT$_{\text{gc}}$ approaches:

$$
\text{MCA}^{\text{FT}} = \sum_i \left[ \int_{E^i_\perp}^{E^i_\parallel} E n_i^\perp(E) dE - \int_{E^i_\parallel}^{E^i_\perp} E n_i^\parallel(E) dE \right].
$$

(2.14)
Figure 2.1: a) Variation of the charge difference $\Delta N_i = (N_i^\perp - N_i^\parallel)$ between out-of-plane and in-plane magnetic configurations (obtained after one diagonalization) on successive atomic layers of a Fe(001) slab containing $N = 100$ layers. b) Layer resolved MCA of the Fe(001) slab calculated with two different methods: canonical FT (black lines) and grand canonical FT$_{gc}$ (red lines). The zoom over the first 15 layers is shown in the inset. Positive (negative) MCA values mean in-plane (out-of-plane) easy-axis direction.
\[ MCA^{FT_{gc}} = \sum_i \left[ \int_{E_F}^{E_F} (E - E_F) \Delta n_i(E) dE \right] \] (2.15)

where \( n_i^\perp(E) \) and \( n_i^\parallel(E) \) are the density of states on atom \( i \) for perpendicular or in-plane magnetization direction, respectively, and \( \Delta n_i(E) = n_i^\perp(E) - n_i^\parallel(E) \). \( E_F^\perp \) and \( E_F^\parallel \) are the corresponding Fermi energies and \( E_F \) is the Fermi level of the collinear self-consistent calculation without SOC.

In order to check the difference between FT and FT\(_{gc}\) formulations in terms of local decomposition the layer-resolved MCA per Fe atom for bcc-Fe(001) slab of 100 layers is plotted in Fig. 2.1 (b). The most striking result is the very large oscillating behaviour which persists very deeply into the bulk for the FT method. In addition, the local MCA obviously does not converge toward the expected bulk value which in this case should be exactly zero (since the three cubic axis are equivalent). In contrast, the layer resolved MCA obtained from the FT\(_{gc}\) method corresponds to the behaviour expected from a proper local quantity, namely a dominant variation in the vicinity of the surface that attenuates rapidly when penetrating in the bulk. This is indeed the case since only the surface atomic layer is strongly perturbed. In fact there are slight oscillations over the five first outer layers and an almost perfect convergence towards the bulk value for deeper layers. It is then clear that FT\(_{gc}\) is the appropriate method to define a layer resolved MCA. Note, however, that the total MCA are almost strictly identical for FT and FT\(_{gc}\). Finally, it is very interesting to point out a striking analogy that exists with the simple one-dimensional free-electron model discussed in the ANNEXE A.

It is also useful to note the relation between Eq. 2.14 and Eq. 2.15 in order to understand the difference between the two methods :

\[ MCA_i^{FT_{gc}} = MCA_i^{FT} - E_F(N_i^\perp - N_i^\parallel) \] (2.16)

where \( N_i^\perp \) and \( N_i^\parallel \) are the Muliken charges on atom \( i \) for perpendicular or in-plane magnetization, respectively.

When summed over all the atoms of the system the additional term, \( E_F(N_i^\perp - N_i^\parallel) \), disappears since the total number of electrons is preserved and we recover the equivalence between FT and FT\(_{gc}\) for total energy differences. This formula is quite instructive since it shows that the difference between FT and FT\(_{gc}\) is related to the slight charge redistribution between the two magnetic configurations. At the first sight it seems that FT and FT\(_{gc}\) should lead to very similar decomposition of the energy since the local charge neutrality term is supposed to avoid charge transfers and therefore \( \Delta N_i = N_i^\perp - N_i^\parallel \approx 0 \), but one should bear in mind that the force theorem applies only if self-consistency effects are ignored and therefore larger charge redistributions may appear. They produce irrelevant (to magnetic anisotropy) contributions \( E_F \Delta N_i \) to the local anisotropy energy which should be substracted as it is accomplished in the FT\(_{gc}\) approach. In Fig. 2.1 (a) we show \( \Delta N_i \) which indeed looks very similar in shape to the FT layer resolved MCA and, when substracted, leads thus to well behaved FT\(_{gc}\) layer resolved MCA curve.
These arguments show that the local variation of band energy should be the same after a self-consistent calculation provided that the local charge neutrality is achieved. To check this point we plot in Fig. 2.2 the layer-resolved MCA for a Fe(001) slab of 20 layers with full SCF calculation with SOC (blue circles) and FT\textsubscript{gc} method (red squares). Note that in the case of the full SCF approach one should consider the variation of the total energy which includes band energy as well as double counting terms. In our TB scheme the double counting terms can easily be decomposed as a sum of atomic contributions and will participate to the local MCA. The layer-resolved MCA obtained from the two methods are presented and an excellent agreement between them is indeed found.

To gain better understanding of MCA beyond bare numbers, investigating related quantities is helpful. The orbital moment is a quantity essentially related to the SOC and to the MCA in magnetic systems. It is well known that the easy axis always corresponds to the direction where the orbital moment is the largest. These arguments can be made more quantitative. As previously mentioned, Patrick Bruno [17] has derived an interesting relation (see Eq. 2.10) using second order perturbation theory (since first order term vanishes) with respect to the SOC parameter. Provided that the exchange splitting is large enough compared to the $d$-electron bandwidth, the MCA can be made proportional to the variation of the orbital moments.

This formula is based on a perturbative expansion (and an additional approximation concerning spin-flip transitions) for which the reference system and also the Fermi level
are those of the unperturbed system without SOC. It can be shown that this approach is compatible with a grand canonical ensemble description. (See Ref. [47] for a detailed discussion about statistical ensemble and second-order corrections in the context of magnetic anisotropy.) This relation can be generalized to systems with several atoms per unit cells [48] and also be used to extract a layer-resolved MCA [49].

In Fig. 2.2 the layer resolved MCA calculated by Bruno formula (green triangle ups) and by the force theorem (red squares) are plotted, we found that only the surface layers have a significant contribution, while contribution from the inner layers rapidly converges to the bulk (zero) value within the two approaches. However, note that Bruno’s model results in quite different total MCA compared to the FT approximation in the vicinity of the surface. One can say that there is a rather good qualitative agreement between the two approaches, however, Bruno’s formula can significantly (and quantitatively) differ from the FT results. This discrepancy can probably be attributed to the main approximation of Bruno’s formula (besides the second-order expansion), which consists in neglecting spin-flip excitations when the majority spin $d$ bands are fully occupied, which is not the case for Fe.

2.3.2 DFT calculations

In *ab initio* DFT calculations, the spin-orbit coupling is included explicitly in the relativistic K-S equations for 2-component electronic spinor wave functions with a self-consistently calculated potential. The SOC induced energy can be written as follows:

$$
\delta E^{\text{ind}} = E^{\text{SR+SOC}}[n, m] - E^{\text{SR}}[n_0, m_0].
$$

Here $n_0(\mathbf{r})$ and $m_0(\mathbf{r})$ are the charge and spin densities from the scalar-relativistic (SR) self-consistent calculation while $n(\mathbf{r})$ and $m(\mathbf{r})$ are those obtained with fully relativistic (SR+SOC) self-consistent calculation. This induced energy $\delta E^{\text{ind}}$ can be trivially split onto two contributions [13, 14]:

$$
\delta E^{\text{ind}} = \delta E^{\text{ind scf}} + \delta E^{\text{ind band}},
$$

where

$$
\delta E^{\text{ind scf}} = E^{\text{SR+SOC}}[n, m] - E^{\text{SR+SOC}}[n_0, m_0],
$$

$$
\delta E^{\text{ind band}} = E^{\text{SR+SOC}}[n_0, m_0] - E^{\text{SR}}[n_0, m_0] = \sum \epsilon_i(\hat{m}) - \sum \epsilon_i(\hat{m}),
$$

The first term is due to change in self-consistent charge and spin densities while the second one comes purely from the change in band energies with and without SOC calculated at the same self-consistent (SR) $\{n_0, m_0\}$ with the magnetic moment rotated to the direction $\hat{m}$.

It has been demostrated by X. Wang *et al.* [13] that for “light” element systems with a small spin-orbit interaction (such as Fe, Co and Ni), the $E^{\text{ind scf}} \propto \xi^4$ while $\delta E^{\text{ind band}} \propto \xi^2$ with respect to the SOC constant $\xi$ so that the band energy change is the dominant
contribution. Therefore, the MCA can be simply calculated as the band energy change between two magnetic orientation $\hat{m}_1$ and $\hat{m}_2$:

$$
MCA = \sum_{i}^{\text{occ}} \epsilon_i(\hat{m}_1) - \sum_{i}^{\text{occ}} \epsilon_i(\hat{m}_2) = \int ED^1(E)dE - \int ED^2(E)dE,
$$

both calculated in the SR self-consistent potential with globally rotated magnetic moments in $\hat{m}_1$ and $\hat{m}_2$ directions which proves the Force Theorem in the present context. The last part of the equation rewrites the band energies in terms of densities of states $D^{1,2}(E)$ and Fermi energies $E_F^{1,2}$ of two magnetic configurations.

Our \textit{ab initio} calculations are performed using the QUANTUM ESPRESSO (QE) [28] DFT package. QE performs an iterative solution of the K-S equations using a plane waves basis set and pseudopotentials (PPs) [38] to represent electron-ion interactions. The SOC can be considered as a localized interaction since it is large in the neighbourhood of the nucleus and is treated in QE via fully-relativistic pseudopotentials (FR-PPs). The non-diagonal elements in spin of the Hamiltonian come from the SOC but also from the exchange-correlation potential since the calculations are necessary to be done with an option of non-collinear magnetism [50, 51].

We have implemented the Force Theorem in QE in the same two-step way as described above for TB model: i) a SCF calculation with scalar-relativistic PPs (without SOC) is performed to obtain the charge density and the spin moment distributions in real space, and ii) the spin moment is globally rotated to a certain direction followed by a non-SCF calculation with FR-PPs (with SOC). The change in band energy between two spin moment directions gives, as discussed above, the total MCA.

The total MCA is decomposed over different atoms $I$ in the slightly different way in comparison with TB approach:

$$
MCA_I = \int (E - E_F^I)D_I^1(E)dE - \int (E - E_F^I)D_I^2(E)dE,
$$

where the atomic density of states $D_I(E)$ is calculated by projecting electronic wave functions onto all atomic orbitals $\Psi_\alpha$ of $I$-th atom, $D_I(E) = \sum_\alpha |\langle \Psi_\alpha | \phi_i \rangle|^2 \delta(E - \epsilon_i)$. It is important to note that the Fermi level of one of magnetic configurations (we have chosen here the second one), $E_F^I$, is substracted under integrals and exact Fermi levels for two configurations are used as the limits of integration. This way we avoid the reference to electronic levels of a system without SOC, since the PPs with and without SOC are not generally correlated and can produce an arbitrary shift of levels. Due to total charge conservation in this “canonical” approach, the sum of $MCA_I$ over all atoms gives exactly the total MCA while for the ”grand canonical” scheme, Eq. 2.15, it was, in principle, only approximate. The discrepancy between “grand canonical” and “canonical” formulations within TB approach is, however, very tiny since the effect of SOC on the Fermi level is negligible in the case of “light” elements like Fe or Co.
Since QE gives an access to real space wave-functions it is natural to define also the real-space resolved MCA as:

$$MCA(r) = \int_{E_1^1}^{E_2^1} (E - E_2^1) D^1(r, E) dE - \int_{E_1^2}^{E_2^2} (E - E_2^2) D^2(r, E) dE.$$ (2.23)

where the local density of states is computed via electron wave-functions in the usual way, $D(r, E) = \sum_i |\phi_i(r)|^2 \delta(E - \epsilon_i)$. Once again, the integral of $MCA(r)$ over all the space will give exactly the total MCA. This decomposition is very helpful in elucidating the electronic origin of the MCA.

In order to check the accuracy of the Force Theorem which we have implemented in QE package, we have performed the calculations for bcc-Fe(001) with a various thickness ranging from 1 to 12 layers, with the full relativistic self-consistent calculations and FT approaches. The spin-orbit coupling is included via fully-relativistic ultrasoft pseudopotentials. The generalized gradient approximation (GGA) for exchange-correlation potential in the Perdew, Burke, and Ernzerhof parametrization [36] was employed. To describe thin films we have used the so-called super-cell geometry separating the adjacent slabs by about 10 Å in the z direction (orthogonal to the surface) in order to avoid their unphysical interactions. Since the MCA is usually a tiny quantity, ranging from $\mu$eV to meV, it requires a very precise determination of total energy, and the total energy difference among various spin directions is very sensitive to the convergence of computational parameters. We found

Figure 2.3: MCA of bcc-Fe(001) slab (per unit planar cell) as a function of its thickness $N$. TB calculations (blue circles) are compared with ab initio DFT-GGA results (red squares), both of them calculated within the force theorem approximation.
that $40 \times 40$ $k$-points mesh in the two-dimensional Brillouin zone was sufficient to obtain the MCA accuracy below $10^{-2}$ meV. A Marzari-Vanderbilt broadening scheme with 0.001 Ry broadening width was used with plane-wave kinetic energy cut-offs of 30 Ry and 300 Ry for the wave functions and for the charge density, respectively. The MCA obtained by these two different methods differs by less than $10^{-2}$ meV, providing a validity of FT in first-principles calculations.

Next, we compare in Fig. 2.3 the total MCA for the same Fe slabs calculated within Force Theorem by DFT and TB approaches. A good agreement between two calculations is found which proves, in particular, the efficiency and quality of our TB model. Note, however, the larger discrepancy between TB and DFT-GGA for thin slabs, which indicates the limits of the TB model, which are probably less accurate for low coordinated systems.
In this chapter, we will analyse the MCA of two-dimensional Fe and Co free-standing slabs with different crystallographic orientations. A particular emphasis is made on the local analysis of MCA: decomposition of MCA over different atoms as well as atomic orbitals. Finally, our rather general orbital-resolved analysis applies also to other systems and allows, for example, predicting the MCA behavior of magnetic thin films upon covering by various organic materials such as graphene or \( C_{60} \) molecule.

As mentioned before, the MCA originates from the relativistic manifestation of the coupling the electron spin with its own orbital motion. It is well known that the MCA in bulk cubic 3d systems is extremely small (typically some \( \mu \)eV/atom) since the orbital moment is nearly quenched. However, the much larger anisotropy can be expected in low-dimensional systems such as ultrafilms (typically some meV/atom) due to reduced dimensionality (reduction of coordination) or symmetry. Moreover, since the SOC is a very localized effect, the modification of electronic structure at surfaces and interfaces can give rise to striking magnetic behaviour in ultrathin magnetic films, such as perpendicular magnetic anisotropy (PMA) which was first shown experimentally by Gradmann and Müller [52] in epitaxial Ni\(_{48}\)Fe\(_{52}\)(111) thin films. Hence, in the past, the MCA in many ferromagnetic multilayers and ultrathin films has become of particular interest due to their potential technological applications such as perpendicular recording media [53, 54].

The investigation of the MCA for magnetic nanostructures remains a challenge to both theory and experiment. From the experimental point of view, the MCA is routinely measured by magnetic hysteresis loops [55]. Recently two different techniques are employed to
study the magnetic properties of magnetic thin films. The first one is the X-ray magnetic circular dichroism (XMCD) [56] which relies on the fact that light absorption in magnetic material depends on the light polarization, it allows to determine the spin and orbital moments as well as the MCA of single atoms. Another key technique is magneto-optic Kerr effect (MOKE) [57] based on the fact that the polarization state of light is modified when reflected at a magnetic material. From theoretical point of view, the treatment of MCA is always numerically delicate due to its tiny value. Technically, several approaches have been developed for determination of the surface MCA. One brute method involves \textit{ab initio} self-consistent calculations including SOC and determination of total energies for different spin orientations [58–61]. This approach, although straightforward, is also the most computationally demanding. The other method uses the fact that the SOC in 3d transition metals is rather small (≈60 meV) which makes a perturbative treatment of SOC possible. Using a perturbative treatment of SOC in tight-binding, some important features of the MCA for monolayer and multilayer have been cleared up with respect to the orbital moment, \(d\)-band filling and crystal field effects [17, 62, 63]. Concomitantly, the \textit{ab initio} calculations using so-called force theorem is well suited to calculation of MCA for several layered ferromagnetic systems [21, 64–68]. Besides its computational efficiency, it is also very stable numerically.

There exists a vast body of research on the MCA of Fe and Co 2D geometries deposited on different substrate both experimentally ([69–74] for Fe and [75–79] for Co) and theoretically ([16, 80–84] for Fe and [85–88] for Co), and a review is available in Ref. [89]. In this chapter, we will present a systematic studies of MCA for Fe and Co freestanding slabs by tight-binding as well as first-principles calculation in the framework of DFT, with a particular emphasis on the atomic site/\(d\)-orbitals decomposition of MCA. This study could be useful to explain the existing experiments or prepare future experiments.

### 3.1 Total MCA of Fe and Co slabs

#### 3.1.1 Methodology and structures

The Fe and Co slabs were constructed from bcc-Fe and fcc-Co with the lattice parameters of \(a_0^\text{Fe} = 2.85\ \text{Å}\) and \(a_0^\text{Co} = 3.53\ \text{Å}\) found from \textit{ab initio} calculations (which is close to the experimental values of \(a_0^\text{Fe} = 2.87\ \text{Å}\) and \(a_0^\text{Co} = 3.54\ \text{Å}\)) and no atomic relaxations were considered. The MCA has been calculated using the force theorem (see 2.2.2) which was checked to work very well due to small spin-orbit coupling in Fe and Co. Hence the MCA is defined as the band energy difference for \(\mathbf{M}\) perpendicular or parallel to the atomic slabs. Explicitly, MCA = \(E^\text{band}_\perp - E^\text{band}_\parallel\).

In the TB model, a mesh of \(50 \times 50\) in-plane \(k\) points has been used for SCF calculations without SOC whereas the mesh was increased to \(140 \times 140\) in non-SCF calculations with SOC in order to provide a precision below \(10^{-5}\) eV. A Marzari-Vanderbilt broadening scheme with smearing parameter of 10 meV has been used.

\textit{Ab initio} DFT calculations were carried out with QUANTUM ESPRESSO package [28]
using generalized gradient approximation (GGA) for exchange-correlation potential in the Perdew, Burke, and Ernzerhof parametrization [36]. The scalar relativistic self-consistent calculations were performed first followed by one-step full relativistic calculations including SOC (relativistic ultrasoft pseudopotentials). The cut-off energies were set to 30 and 300 Ry for wave-functions and charge density, respectively. We used 10 Å of vacuum space in the z direction in order to avoid the unphysical interactions between two adjacent slabs. The mesh of $40 \times 40$ $k$ points for both scalar relativistic and full relativistic calculation was used and the same smearing parameter and technique were employed.

### 3.1.2 Results and discussions

Fig. 3.1 shows thickness dependence of the total MCA of N-atom bcc-Fe and fcc-Co bulk slabs of different crystallographic orientations, (001)/(110) for Fe and (001)/(111) for Co, respectively. In the case of Co slabs, the results of both TB (blue) as well as *ab initio* (red) calculations are presented. Note that positive (negative) value of MCA means in-plane (out-of-plane) easy axis.

The quite large oscillating behaviors have been found for all slabs, such oscillations remain even for thick slabs, particularly pronounced for Fe(001) and Co(001). This kind of long-range oscillating behavior has been recently reported by experiments in thin ferromagnetic films of Fe and Co [74, 90, 91], and was interpreted in terms of spin-polarized quantum well states (QWS). The QWS are formed in ferromagnetic films from occupied and unoccupied states close to the Fermi level that contribute significantly to the MCA.
Figure 3.2: TB results: (a) Schematic presentation of $N$-atom slabs with surface and subsurface contribution. The surface contribution is obtained by summing the MCA over the five outer layers of the unit cell on each side of the slab. Surface (blue), subsurface (red) and total MCA (green) per unit cell of $N$-atom for (b) bcc-Fe(001) and (c) bcc-Fe(110) slabs as a function of the number of atomic layers $N$ in the slab. Positive (negative) MCA values mean in-plane (out-of-plane) easy-axis direction. The two different slabs orientations have MCA of opposite sign.
Although the amplitude of the quantum oscillations is comparable with the total MCA even for the thickest slabs, it is clear that the MCA converges with respect to the slab thickness for every orientations.

Interestingly, we find the opposite behavior for Fe and Co slabs: while the total MCA is out-of-plane/in-plane for Fe(001)/Fe(110) slabs it is, on the contrary, in-plane/out-of-plane for Co(001)/Co(111) ones. We notice that the converged total MCA for Fe(001) and Co(001) clearly favors out-of-plane and in-plane magnetization, with anisotropy energy around -1 meV/cell and 0.6 meV/cell, respectively. A much smaller amplitude of MCA has been found for both Fe(110) and Co(111), about 0.2 meV/cell for Fe(001) and -0.05 meV/cell for Co(111).

We find a relatively good overall agreement between TB and DFT calculations for Co(001). We further note that in the case of Co(111), the MCA oscillates around zero in the TB model, while the DFT calculations predict rather small out-of-plane magnetic anisotropy. Our results for Co slabs compare rather well with DFT calculations in Ref. [92] done with LDA approximation for exchange-correlation functional.

We also calculated the shape anisotropy of Fe and Co slabs and an almost linear dependence with respect to the thickness has been found for all slabs, please see the ANNEXE C.1 for the detailed analysis.

3.2 Surface and sub-surface contributions

To understand the origin of oscillatory behavior of MCA, we decomposed the total MCA as the surface and sub-surface contributions. We plot in Fig. 3.2 the evolution of the surface (blue), sub-surface (red) and total MCA (green) for both Fe(001) and Fe(110) slabs with respect to the total number of layers $N$ (from 15 to 100). It is natural to define surface MCA as a sum of contributions from five outer layers (from both sides of the slabs) as shown in Fig. 3.2 (a).

The contributions from other layers sum up to what we call a sub-surface MCA. Note that the true surface MCA should be obtained by dividing the surface contribution presented in Fig. 3.2 by two since the slabs contain two surfaces. Our calculations show that Fe(001) and Fe(110) surfaces have very different qualitative behaviour, the total MCA is negative for Fe(001) indicating an out-of-plane easy axis while it is in-plane for Fe(110) since its MCA is positive. More interestingly, in the case of Fe(110), additional calculations have shown that the magnitude of the in-plane anisotropy is almost as large as the one obtained between in-plane and out-of-plane orientations. It is also important to mention that the amplitude of the oscillations, though do not change the sign of the MCA, can however be as large as 0.2 meV for Fe(001) and 0.1 meV for Fe(110) at least up to $N \sim 40$. In addition, the total MCA is essentially dominated by the surface contribution. However, the oscillatory behaviour at large thicknesses, particularly pronounced for Fe(001), clearly originates from the sub-surface. Therefore the QWS interpretation seems valid.
3.3 Layer-resolved MCA

We further study the local decomposition of MCA of Co(001) and Co(111) slabs made of 20 atomic layers as shown in Fig. 3.3. Here, the TB and DFT results have been compared in terms of local analysis. A qualitatively good agreement between TB and DFT calculations is again found for both slabs with the main discrepancy appearing for the surface layers, which indicates that the TB model is presumably less accurate for low coordinated atoms. Interestingly, for both Co(001) and Co(111) slabs these surface layers possess in-plane anisotropy. The local MCA site decomposition then shows damped oscillations converging towards a tiny bulk value. However, while the MCA of the Co(001) slab is strongly dominated by the outermost surfaces layer, this is not the case for the Co(111) slab where sub-surface layers cancel (and even overcome in the DFT case) the surface contribution. This leads to the large in-plane and rather small out-of-plane overall MCA for the Co(001) and Co(111) slabs, respectively, as it is reported in Fig. 3.1.

![Figure 3.3](image)

**Figure 3.3:** Layer-resolved MCA of Co slabs with 20 atomic layers calculated by (a) tight-binding and (b) DFT-GGA within the force theorem approximation. Blue squares and red triangle downs are for Co(001) and Co(111) slabs, respectively.

3.4 $d$-orbitals-resolved MCA

For free-standing Fe and Co slabs, the density of states (DOS) around the Fermi energy arises mainly from the minority-spin $d$-orbitals since the majority-spin bands are almost fully occupied and well below $E_F$. In order to get even more insight into the local decomposition of MCA, we show in Fig. 3.4 the decomposition of the total MCA over different atoms and atomic $d$-orbitals using local density of states (see Eq. 2.22) for Fe and Co slabs.
$N = 10$ with different crystallographic orientations. First of all, the structural relaxation was performed by fixing the first seven first layers and relaxing the other three layers (numbered as 7-10 in Fig. 3.4) until atomic forces become smaller than 0.001 eV/Å for determining the most stable geometries. The MCA, taken as the band energy difference between out-of-plane and in-plane magnetic configurations, $E_{\perp}^{\text{band}} - E_{\parallel}^{\text{band}}$, is obtained non-self-consistently (force theorem is applied). And $E_{\parallel}^{\text{band}}$ was chosen as the one with spin direction having azimuthal angle of $\phi = 45^\circ$. This will make the local decomposition of MCA with almost equal contributions for each pair of ($d_{zx}$, $d_{zy}$) and of ($d_{x^2-y^2}$, $d_{xy}$) due to symmetry of $d$-orbitals extensions. Additionally, since the MCA in the surface plane was found to be extremely small, the choice of this reference in-plane configuration is otherwise irrelevant.

Interestingly, we found that different atomic $d$-orbitals lead to different magnetic anisotropy. All the curves are almost symmetric which indicate the relaxation effect is negligible. Note that a positive (negative) value of MCA means an in-plane (out-of-plane) magnetization easy axis.

For bcc-Fe(001), the ($d_{x^2-y^2}$, $d_{xy}$) orbitals spatial extension is essentially in the surface plane, show strong out-of-plane anisotropy of about -0.16 meV/atom at the surface and converge to very small in-plane anisotropy of about 0.02 meV/atom when penetrating into the sub-surface. On the other hand, the $d_{z^2}$ orbital, particularly perpendicular to the slab, favors in-plane magnetization by about 0.08 meV/atom at the surface and it is almost zero anisotropy in the sub-surface. The other ($d_{zx}$, $d_{zy}$) orbitals show relatively small out-of-plane of about -0.03 meV/atom at the surface and it oscillates even in the deep sub-surface. The QWS are essentially related to these orbitals.

In the case of bcc-Fe(110), we found that the surface anisotropy is about -0.06 meV/atom ($d_{x^2-y^2}$, $d_{xy}$), -0.04 meV/atom ($d_{z^2}$) and 0.00 meV/atom ($d_{zx}$, $d_{zy}$) while the sub-surface anisotropy is about -0.06 meV/atom ($d_{x^2-y^2}$, $d_{xy}$), 0.04 meV/atom ($d_{z^2}$) and 0.04 meV/atom ($d_{zx}$, $d_{zy}$), respectively.

For Co slabs, a very similar feature has been found for fcc-Co(001), fcc-Co(111) and hcp-Co(0001) slabs, showing strong out-of-plane anisotropy for ($d_{x^2-y^2}$, $d_{xy}$) while it is strong in-plane magnetization for $d_{z^2}$ orbital for both surface and sub-surface atomic sites. The other ($d_{zx}$, $d_{zy}$) orbitals favor in-plane magnetization with relatively small magnitude of MCA. Note that in the case of fcc-Co(001), the magnitude of MCA is much larger than it is in other two Co slabs.

Recently, it has been shown that the MCA of free magnetic surfaces can be significantly modified by depositing organic materials such as graphene and C$_{60}$ molecule. For insistance, due to hybridization between graphene and Co electron orbitals, the magnetic anisotropy is significantly larger for graphene/Co interface than for the free Co surface [93, 94]. In addition, more recently in C$_{60}/$hcp-Co(0001) interface, the group of V. Repain observed using MOKE and XMCD techniques a C$_{60}$ overlayer enhances the perpendicular magnetic anisotropy of a Co thin film, inducing an inverse spin reorientation transition from in plane to out of plane [95]. State-of-art first-principles calculations were performed by our group to explain this spin reorientation. We found that the MCA and spin moment of
Co atoms close to the molecule get suppressed due to hybridization between carbon $\pi$ orbitals and $d$-orbitals of the Co surface. The strongest hybridization occurs with the out-of-plane oriented $d_{z^2}$ orbital and the smallest for the in-plane oriented $(d_{x^2-y^2}, d_{xy})$. As a consequence, the overall MCA for the Co atoms appears to enhance strongly favoring to the out-of-plane orientation [95]. For the same reason, if we deposit C$_{60}$ molecule on bcc-Fe(110), the out-of-plane magnetization of $(d_{z^2}, d_{zx}, d_{zy})$ orbitals get suppressed due to hybridization at the interface, we observe a spin reorientation transition from out-of-plane to in-plane. We believe that our rather general orbital-resolved analysis applies also to other systems that show similar hybridizations and allows, for example, predicting the MCA behavior of magnetic thin films upon covering by various organic materials.
3.4. D-ORBITALS-RESOLVED MCA

Figure 3.4: DFT results: $d$-orbitals decomposition of MCA for Fe and Co slabs made of 10 atomic layers: (a) bcc-Fe(001), (b) bcc-Fe(110), (c) fcc-Co(001), (d) fcc-Co(111) and (e) hcp-Co(0001). Due to symmetry, contributions from different orbitals in $\langle d_{zx}, d_{zy} \rangle$ and $\langle d_{x^2-y^2}, d_{xy} \rangle$ pairs are very similar so that their averaged values are presented for simplicity.
In this chapter, we report the calculation of the magnetic anisotropy energy (MAE) of free bcc-Fe and fcc-Co nanocrystals using tight-binding as well as first-principles calculations. We first present the STM observations of epitaxially grown Fe and Co nanocrystals in the form of truncated square pyramids. Our calculations show that, for both elements, the total MAE of free nanocrystals is largely dominated by (001) facets resulting in out-of-plane or in-plane easy axis for Fe or Co, respectively. As a consequence, in Co nanocrystals the spin moment is allowed to rotate almost freely (with a very low in-plane anisotropy barrier) in the easy basal plane while Fe nanocrystals have a high uniaxial anisotropy which makes them much better potential candidates for magnetic storage devices.

Magnetic nanocrystals are of considerable interest because of their potential applications such as high density magnetic recording and memory devices. The electronic and magnetic properties of the nanocrystals vary dramatically from their bulk counterparts due to reduced coordination, which offer various opportunities of applications. For nanoclusters of 3d-transition metal, the magnetic moment per atom are typically enhanced [96, 97] as compared to their bulk metals, whereas 4d elements such as Pd and Rh, which are not magnetic in bulk, can exhibit a magnetic moment in nanoclusters [98, 99]. A key property of any magnetic nanocrystal is its magnetic anisotropy energy (MAE), which is quantified by the energy barrier for flipping the total magnetization between two metastable states. One of the challenge in exploring the ultimate density limit of magnetic information storage is evidently to be able to synthetize well ordered arrays of magnetic nanocrystals of similar sizes and shapes with as large magnetization and magnetic anisotropy as possible. The MAE of 3d transition metal nanocrystals (e.g., Fe, Co and Ni) is indeed a subject of intense study both experimentally [24, 100–102] and theoretically [21, 25, 85, 103–107]
but the ability to grow well defined magnetic crystalline nanostructures is also a major issue [3, 108–113]. This is especially the case for Fe and Co nanostructures, that can adopt various crystalline bulk structures. For instance, the Fe natural bulk structure is body-centered cubic (bcc) but it can also be stabilised in a face-centered cubic structure (fcc) structure if it is grown in thin films [114, 115]. In the case of Co, the hexagonal close packed (hcp) structure is the stable bulk but it can be obtained in thin-film growth of metastable bcc [116], fcc [116–118] or face-centered-tetragonal [119] structures.

In particular, F. Silly and co-workers [3, 25] showed that it is possible to grow Fe and Co nanocrystals by epitaxy on a SrTiO$_3$(001) support with a remarkable control of their size, shape and structure. The bcc and fcc structures have been found for Fe and Co nanocrystals, respectively. The nanocrystals obtained are in a shape of truncated square pyramids containing two different facets, namely (001)/(110) facets for Fe and (001)/(111) facets for Co. The close-packed and lowest-energy facet for bcc structure is the (110) facet, whereas it is (111) facet for fcc structure [120]. This is the reason for the (110) facets appearing in bcc nanocrystals [in fact, for Fe the surface energies of (001) and (110) orientations are almost the same] and the (111) facets appearing in fcc nanocrystals.

Due to the sensitive interrelation between the magnetism and the atomic structure of these magnetic blocks, any induced modification of the nanostructure will lead to different magnetic properties, particularly important for MAE. In this context, a fundamental problem for the magnetic nanocrystals is to understand how the magnetic anisotropy is determined by the size, shape, facet structure as well as the underlying substrate.

### 4.1 Self-assembled Fe and Co nanocrystals growth

#### 4.1.1 STM observations

The SrTiO$_3$(001) surface exhibits different reconstructions [121] depending on sample preparation, which can be used for supported nanocrystal growth. The ground state of SrTiO$_3$ is a perovskite cubic structure with a 3.905 Å lattice parameter. The indirect band gap of pure SrTiO$_3$ is 3.2 eV (while direct band gap energy is 3.75 eV), which makes it unsuitable for imaging in the scanning tunneling microscope (STM). To overcome this problem, one has to use SrTiO$_3$(001) crystals doped with 0.5% (weight) Nb.

Fig. 4.1 (a) and (b) show the topography of Fe and Co nanocrystals which have been grown on SrTiO$_3$(001)-c(4×2) surface. The nanocrystals have self-assembled into similarly sized nanocrystals. Interestingly, both bcc-Fe and fcc-Co nanocrystals have a truncated-pyramid shape with a (001) top facet and a (001) interface. However, the bcc nanocrystal has the (110) side facets while the fcc nanocrystals has the (111) side ones. As a guide to the eye we have shown in Fig. 4.1 (a) and (b) a schematic illustration of a truncated pyramid. In addition, the measured angle between the side facets and the substrate is $\sim$45° and $\sim$54.7° for Fe and Co, respectively. The facet angle is therefore a sufficient condition to distinguish the bcc from fcc structure. The interplanar periodicity along the (001) direction is one-half of the unit-cell dimension for both lattices (1.44 Å for bcc, 1.77 Å for fcc). The interface is
Figure 4.1: STM topography of truncated pyramid-shaped Fe [3] (a) and Co [25] (b) nanocrystals on SrTiO$_3$(001)-c(4×2) substrate. The schematic models of bcc-Fe and fcc-Co are also shown. The length to height ratio of both nanocrystals is constant with respect to its volume and approximately equal to 1.20 and 1.48 for Fe (c) and Co (d), respectively.
therefore a (001) plane and the interface crystallography is (001)\(_{\text{Fe}}\) || (001)\(_{\text{SrTiO}_3}\), [100]\(_{\text{Fe}}\) || [110]\(_{\text{SrTiO}_3}\), (001)\(_{\text{Co}}\) || (001)\(_{\text{SrTiO}_3}\), [100]\(_{\text{Co}}\) || [100]\(_{\text{SrTiO}_3}\). Therefore, the Fe nanocrystals are rotated by \(\sim 45^\circ\) with respect to the SrTiO\(_3\) in order to get a better match with the lattice parameter of substrate. The ratio of the length (\(\ell\)) of the top square to the height (\(h\)) of the Fe and Co truncated pyramids as a function of volume is shown in Fig. 4.1 (c) and (d). The constant ratio of \(\ell/h=1.20\pm0.12\) (Fe) and \(\ell/h=1.48\pm0.13\) (Co) suggests that these pyramidal nanocrystals have reached their equilibrium shape. Note that the error in the ratio denotes the standard deviation of the measurements.

\[ \gamma_i = \text{constant} \]  

\(\gamma_{\text{int}}\) between the deposited material and the substrate as well as the surface energy of the

\textbf{Figure 4.2:} Wulff (left) and Wulff-Kaichev (right) construction to determine the equilibrium shape of a free or supported crystal.

\subsection{4.1.2 Wulff construction}

The equilibrium shape of a crystal can be obtained from the Wulff construction [122]. It is based on a variational principle where the total energy of a system is minimized at constant volume. The principle ingredient of the construction is the so-called \(\gamma\)-plot which is a polar representation of the surface energy \(\gamma(\mathbf{n})\) for any direction \(\mathbf{n}\) of the crystal. The \(\gamma\)-plot usually presents sharp cusps (corresponding to surface energy minima) in high-symmetry directions which define the facets that will appear on the polyhedron shape of the crystal. The size of a facet is basically inversely proportional to its corresponding surface energy. More precisely the following relation holds

\[ \frac{\gamma_i}{h_i} = \text{constant} \]  

where \(\gamma_i\) is the surface energy per surface area of facet \(i\) and \(h_i\) is the distance of this facet to the center of the crystal. When the nanocrystal is grown on a substrate the Wulff construction is extended into a Wulff-Kaichev construction where the interface energy \(\gamma_{\text{int}}\)
substrate $\gamma_S$ are taken into account. The equilibrium shape is now a truncated Wulff-polyhedron and the truncation height $h_{\text{int}}$ is given by the relation (see Fig. 4.2):

$$\gamma_i = -\frac{\gamma^*}{h_{\text{int}}} = \text{constant.} \quad (4.2)$$

where $h_{\text{int}}$ is the distance between the center of the cluster and the interface and $\gamma^*$ is defined as the difference between the interface energy and the substrate surface energy $\gamma_{\text{int}} - \gamma_S$. When $\gamma^*$ is negative $h_{\text{int}}$ is positive and the Wulff polyhedron is truncated above its median plane (which is the case shown on Fig. 4.2).

In the case of Fe nanocrystals (001) and (110) are the only facets present. Moreover the equilibrium shape of the deposited nanocrystal is a truncated pyramid and the lateral cubic facets are absent meaning that the truncation height $h_{\text{int}}$ is larger than $l/2$ (where $l$ is the length of the side of the square facet: see Fig. 4.1). From Eq. 4.2 we have $h = h_{(001)}(1 + \gamma^*/\gamma_{(001)})$ and then expressing $h_{(001)}$ as a function of $l$ (making use of Eq. 4.1) it comes out that the following relation holds:

$$\gamma^* = \frac{2h}{l}(\sqrt{2}\gamma_{110} - \gamma_{001}) - \gamma_{001}, \quad (4.3)$$

The calculated surface energies are found to be $\gamma_{001} \approx 2.19 \text{ J/m}^2$ and $\gamma_{110} \approx 2.18 \text{ J/m}^2$ which is in agreement with Ref. [123]. By using the length to height ratio ($l/h \approx 1.21$) from the experimental measurement and the surface energies from the calculations, then $\gamma^* \approx -0.76 \text{ J/m}^2$. The strength of the hybridization between the nanocrystal and the substrate can be characterized by its adhesion energy, $\gamma_{\text{adh}}$ that can be obtained from Dupre’s formula

$$\gamma_{\text{adh}} = \gamma_{001} + \gamma_{\text{STO}} - \gamma^*. \quad (4.4)$$

This results in $\gamma_{\text{adh}} \approx 3.05 \text{ J/m}^2$.

In the case of Co nanocrystals, only (001) and (111) are seen on the nanocrystal and the $l/h \approx 1.41$, the adhesion energy is found to be about 3.74 J/m².

### 4.2 Tight-binding model

#### 4.2.1 Geometry of nanocrystals

As has been discussed above, bcc-Fe nanocrystals [3] as well as fcc-Co nanocrystals [25] (Fig. 4.1) can be epitaxially grown on a SrTiO$_3$ substrate with a remarkable control of size, shape and structure. These nanocrystals can contain up to several hundreds atoms and have the form of truncated pyramids, as shown in Fig. 4.3, with a rather constant length-to-height ratio, $l/h$. The nanocrystals are made of two (001)/(001) top and base facets and four (110)/(111) side facets for Fe/Co nanocrystals. They, however, adopt different bulk structure, i.e., the nanocrystal facets will therefore be different because the close-packed and lowest-energy facet for bcc structure is the (110) facet, whereas it is the (111) facet for the fcc structure. It is expected that the MAE of such pyramids will be dominated by the
surface composed of (001) and (110) or (001) and (111) facets for Fe and Co nanocrystals, respectively. The magnetic properties of nanocrystals will therefore not only depend on the bulk structure but also on the facets orientation and their area.

Figure 4.3: Examples of truncated-pyramid shaped Fe and Co nanocrystals studied in the present work. The crystals are made of bcc-Fe and fcc-Co with two types of facets: (001) and (110) for Fe and (001) and (111) for Co, respectively. Their possible size and shape is controlled by length-to-height ratio, \( l/h \), kept to \( \sim 1.0 \) (Fe) and 1.41 (Co) which are close to experimental values, \( \sim 1.20 \) (Fe) \cite{3} and \( \sim 1.48 \) (Co) \cite{25}. The \( z \) axis was chosen to be normal to the pyramid base and the spin moment is rotated in the \( xz \) plane forming the angle \( \theta \) with the \( z \) axis.

4.2.2 Total MCA of truncated pyramid of different sizes

There exists a vast body of research on the theoretical investigation of combined structural and magnetic properties of unsupported transition metal clusters but relatively fewer are devoted to the determination of their magnetic anisotropy. Moreover, most of them deal with small nanoclusters containing few atoms \cite{85, 103, 124}, and the case of large clusters is generally treated with empirical Neel-like models of anisotropy \cite{24}. In the following, we will present TB calculation of particular nanocrystals containing only two different facets of orientations (001)/(110) and (001)/(111) for Fe and Co, respectively.

The length-to-height ratio of different size of bcc-Fe and fcc-Co nanocrystals can be written \( l/h = \frac{2(n_1 - 1)}{n_2 - n_1} \) and \( l/h = \sqrt{2(n_1 - 1)/(n_2 - n_1)} \), where \( n_2 \times n_2 \) and \( n_1 \times n_1 \) are the number of atoms in the first (bottom) and last (up) layers of the truncated pyramids. We then selected different sizes of bcc-Fe and fcc-Co nanocrystals with the length-to-height ratio of \( \sim 1.0 \) (more precisely, \( l/h = 1.0 \) for \( N = 29, 135 ; 1.20 \) for \( N = 271 ; 1.14 \) for \( N = 620 \)) and 1.41 (\( N = 50, 126, 255, 451, 728 \)) close to the experimental value of 1.20\( \pm \)0.12 \cite{3} and 1.48\( \pm \)0.13, respectively (more details, see ANNEXE B). Since the MCA in the \( xy \) plane was found to be extremely small, we kept the magnetization always in the \( xz \) plane making the angle \( \theta \) with the \( z \) axis. The MCA is defined as the change in the band energy between magnetic solutions with magnetization along the \( z \) and
In terms of computational details, the lattice parameters of $a_0^{Fe} = 2.85$ Å and $a_0^{Co} = 3.53$ Å were used and no atomic relaxations were considered. In addition, the smearing parameter of 1 meV was employed which allows one to achieve an accuracy of $\sim$0.1 meV for the total MCA. In Fig. 4.4, we plot the total MCA of Fe and Co nanocrystals of growing size calculated with TB approach. Interestingly, the total MCA is of the same order of magnitude for both Fe and Co nanocrystals, but opposite in sign, more precisely it is out-of-plane and in-plane easy axis for Fe and Co, respectively. We have also checked the total MCA in the $xy$ plane but have found it extremely small, of amplitude about 3 meV and 0.8 meV for Fe ($N = 620$) and Co ($N = 728$) nanocrystals, respectively. This means that while the spin moment of Fe nanocrystals is fixed along the easy out-of-plane axis and needs to overcome the high MCA barrier to reverse from positive to negative direction, the magnetic moment of Co nanocrystals is allowed to rotate almost freely (with a very low in-plane magnetic anisotropy barrier) in the easy basal plane. As mentioned in Sec. 2.1, another important contribution to magnetic anisotropy is the so-called shape anistropy energy. It originates from the magnetic dipole-dipole interactions and can be calculated directly from atomic spin moment from self-consistent without spin-orbit coupling. we have calculated it for different size of the Fe and Co nanocrystals and have found much smaller value compared to its corresponding MCA (see ANNEXE C.2). Note that for both nanocrystals, the shape anisotropy energy favors in-plane magnetization. One can thus conclude that the Fe nanocrystals are predicted to be more stable magnetically.

**Figure 4.4:** Total MCA of Co (blue circles) and Fe (red squares) nanocrystals .vs. the number of atoms. The size of nanocrystals was chosen so to keep a constant length-to-height ratio, 1.41 (Co) and $\sim$1.0 (Fe).
and are thus good potential candidates for magnetic storage devices.

### 4.2.3 Local analysis of MCA

In order to better explain the origin of MCA for nanocrystals, we performed a local analysis of MCA for the largest Fe nanocrystals made of 620 atoms, with $12 \times 12$ atoms on the lower base and $5 \times 5$ atoms on the upper face and containing eight atomic layers. Its length-to-height ratio of 1.14 is close to the experimental value of $1.20 \pm 0.12$ [3].

In Fig. 4.5 we present the variation of the grand-canonical band energy with respect to the Euler polar angle $\theta$ between the magnetization direction and the $z$ axis chosen to be perpendicular to its “roof” and base of (001) orientation (see inset). The azimuthal angle $\phi$ is kept zero so that the magnetization remains in the $xz$ plane. The easy axis is evidently along the $z$ and the total MCA is of the order of $\sim 100$ meV. We also checked the azimuthal anisotropy but found an extremely flat energy landscape in the $xy$ plane with an amplitude of $\sim 3$ meV, the hard axis being along the diagonal of the base. To get more insight on the origin of the MCA we have decomposed the band energy per atomic site and analyzed the different contributions: total (solid black line), surface atoms (dashed black line), (001) facets (blue line) and perimeter of the base (red line) etc. By summing the local MCA over atomic sites in the outer shell of the nanocrystal (dashed black line), we almost recover the total MCA proving that only the outer shell (so called surface atoms) is participating to the anisotropy. A more detailed analysis showed only two significative contributions: i) low-coordinated perimeter atoms of the base (red line) and ii) two (001) facets, excluding perimeter atoms (blue line). Interestingly, the perimeter atoms of the base have the strongest anisotropy, while on the contrary, the contribution from the (110) side facets is almost negligible (and, moreover, cancel each other because of their opposite orientations). By counting the number of “implied” atoms [100 atoms of (001) surface and 44 atoms of perimeter of base], it is possible to extract an average anisotropy per (001) surface atom and per perimeter of base atom. One finds 0.55 meV/atom and 0.85 meV/atom for (001) and perimeter atoms, respectively. This corresponds quite well to the expected anisotropy found for the Fe(001) free-standing slabs as presented in Sec. 3.1.

<table>
<thead>
<tr>
<th></th>
<th>Fe (N = 620)</th>
<th></th>
<th>Co (N = 728)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MCA (meV)</td>
<td>MCA/atom (meV)</td>
<td>N</td>
<td>MCA (meV)</td>
</tr>
<tr>
<td>upper perimeter</td>
<td>-4.8</td>
<td>-0.30</td>
<td>16</td>
<td>9.5</td>
</tr>
<tr>
<td>upper (001)</td>
<td>-3.7</td>
<td>-0.41</td>
<td>9</td>
<td>9.0</td>
</tr>
<tr>
<td>lower perimeter</td>
<td>-37.5</td>
<td>-0.85</td>
<td>44</td>
<td>40.1</td>
</tr>
<tr>
<td>lower (001)</td>
<td>-56.1</td>
<td>-0.56</td>
<td>100</td>
<td>40.1</td>
</tr>
<tr>
<td>side surfaces</td>
<td>-15.6</td>
<td>-0.08</td>
<td>180</td>
<td>1.1</td>
</tr>
<tr>
<td>total</td>
<td>-114.2</td>
<td>-0.18</td>
<td>620</td>
<td>99.0</td>
</tr>
</tbody>
</table>

Table 4.1: Local analysis of MCA for the biggest Fe (N = 620) and Co (N = 728) nanocrystals. Note that negative (positive) sign means out-of-plane (in-plane) magnetization.
Figure 4.5: Magneto-crystalline anisotropy of a Fe truncated pyramid with \( N = 620 \) atoms, as a function of the angle \( \theta \) between the \( z \) axis and the spin direction. Contributions from atoms of the two (001) facets and of perimeter of the base are shown in blue and red lines, respectively. The total MCA and the contribution from atoms of the outer shell (surface) are represented in solid and dashed black lines which are almost superposed. \( E(\theta = 0) \) is taken as the zero of energy. Note that in all calculations the azimuthal angle \( \phi \) is equal to zero.
In Tab. 5.2.1 we summarize the different contributions to the total MCA for the biggest Fe (N = 620) and Co (N = 728) pyramids. One can see that the total MCA mainly originates from the lower (001) facet and its perimeter composed of least coordinated atoms. Therefore, in agreement with the previous analysis of Fe(001) and Co(001) slabs, this would favor the out-of-plane and in-plane MCA for Fe and Co nanocrystals, respectively. We notice, moreover, that since nanocrystals of Co are much flatter then those of Fe (as Fig. 4.3 illustrates), which is a consequence of a larger length-to-height ratio for Co, the upper (001) facet, containing more atoms, gives noticeable contribution to the overall MCA in the case of Co nanocrystals. In addition, the contribution of side facets are negligible for both elements.

### 4.2.4 MCA of truncated bipyramid

We then considered another type of nanocluster: a Fe truncated bipyramid (lower inset in Fig. 4.6) made of 1096 atoms and obtained by attaching symmetrically to the previous truncated pyramid another one (with removed base plane) from below. In Fig. 4.6 we have compared the total MCA of the two nanoclusters.

![Figure 4.6: Total MCA as a function of angle $\theta$ for a Fe truncated pyramid (N = 620) and a Fe truncated bipyramid (N = 1020). For the latter one the MCA is strongly reduced because of the much smaller area of (001) facets.](image)

Although the truncated bipyramid contains more atoms, its MCA of about 15 meV is much lower than in the previous case. The explanation is quite straightforward from the previous analysis: the surface of the (001) facets has been strongly reduced and, moreo-
4.2. TIGHT-BINDING MODEL

Figure 4.7: Atom-resolved MCA for Co nanocrystal made of 126 atoms: (a) trajectory for numbering the base layer atoms starting from the corner and going along the spiral to the center. The atoms of other layers are numbered in the similar way. (b) MCA per atom in meV within TB approach. (c) MCA per atom in meV from DFT-GGA calculations.
ver, the perimeter atoms of the base now have more neighbors and no longer contribute so strongly to the total MCA. The latter comes from two small (001) facets only. This argument works rather well: indeed, the number of atoms in (001) facets is now 18 atoms, which gives an anisotropy of $18 \times 0.56 \approx 10 \text{ meV}$, a value slightly smaller than the overall MCA of about $15 \text{ meV}$, with the missing contribution coming from perimeter atoms which were not taken into account.

### 4.3 First-principles calculations

#### 4.3.1 TB vs. DFT

We have also performed a more detailed local analysis of MCA for a smaller Co nanocrystal made of 126 atoms (shown on the right panel of Fig. 4.3). For such a relatively small nanocrystal, ab initio DFT calculations within FT approach can be also carried out and compared with TB results. Fig. 4.8 reports the atom-resolved MCA for such pyramid. The atoms of each atomic layer are numbered starting from the corner and going anticlockwise along the spiral to the centre of the plane, as shown in Fig. 4.7 (a) for the base layer. The other layers are numbered in the same way. A qualitatively good agreement has been found between TB and DFT calculations. Interestingly, we found a sign change of MCA between atomic layers: the MCA favors in-plane magnetization for the first and forth layers and out-of-plane magnetization for the middle layers of the pyramid. The MCA achieves its highest values in the middle of two first layer edges aligned with the $x$ axis, namely for 7-13 and 19-1 segments, and drops down to zero for two other edges. This asymmetry is due to chosen definition of $\text{MCA} = E_z - E_x$, since for the first pair of edges we compare the energies between orthogonal and parallel to the edge directions while for the second pair – between two perpendicular directions. Clearly, in the first case the energy difference will be much larger. Of course, if one chooses another definition of MCA, e.g., as the energy difference between the states with spin moment along the $z$ axis and along the diagonal of the base plane, one would have more symmetric contributions from all four base edges.

#### 4.3.2 Real-space distribution of MCA

To get more insight into the local decomposition of MCA, we have looked at its distribution in the real space as defined in Eq. 2.23 using local density of states. Such a real space representation of MCA for the previously studied 126 atoms Co pyramid is shown in Fig. 4.8. Interestingly, there are regions of both positive as well as negative MCA around each atom, in relative proportion which changes from layer to layer. Note that red (blue) colors correspond to in-plane (out-of-plane) magnetization. This leads, on average, to the change of sign for atomic MCA with respect to the layer observed in Fig. 4.7. We notice moreover that positive and negative regions of MCA have different spatial localization: while the first one extends out of atomic planes (along the $z$ axis) the second one is mostly localized in the $xy$ plane. This is in agreement with the previous $d$-orbitals-resolved MCA
of the fcc-Co(001) slab, showing in-plane MCA for $d_{z^2}$ which extends along $z$ axis while the orbitals extending in-plane ($d_{x^2-y^2}, d_{xy}$) lead to out-of-plane MCA (see Fig. 3.4). This observations can be important when studying the MCA modification due to deposition of pyramids on various substrates (SrTiO$_3$, Cu, Au, etc).
In this chapter, we present a detailed theoretical investigation of the electronic and magnetic properties of ferromagnetic slabs and clusters deposited on SrTiO$_3$ via first-principles, with a particular emphasis on the magneto-crystalline anisotropy (MCA). We found that in the case of Fe films deposited on SrTiO$_3$ the effect of the interface is to quench the MCA whereas for Cobalt we observe a change of sign of the MCA from in-plane to out-of-plane as compared to the free surface. We also find a strong enhancement of MCA for small clusters upon deposition on a SrTiO$_3$ substrate. The hybridization between the substrate and the d-orbitals of the cluster extending in-plane for Fe and out-of-plane for Co is at the origin of this enhancement of MCA. As a consequence, we predict that the Fe nanocrystals (even rather small) should be magnetically stable and are thus good potential candidates for magnetic storage devices.

The fine-tuning of the interfacial magneto-crystalline anisotropy (MCA) in ferromagnet-oxide insulator systems represents a key issue for several technological applications such as perpendicular magnetic tunnel junctions (p-MTJs) [125–127] and tunneling anisotropic magnetoresistive (TAMR) systems [8, 128]. It is well known that the physical origin of the MCA is the spin-orbit coupling (SOC). For the 3d transition-metals the SOC being of the order of a few tens of meV, the MCA per atom is extremely small ($10^{-3}$ meV) in the bulk phase of cubic materials but can get larger ($\sim 10^{-1}$ meV) at surfaces/interfaces due to reduced symmetry. In order to obtain even larger MCA, traditionally, the MCA of nanostructures of 3d elements is enhanced by introducing 4d or 5d heavy elements with large SOC as a substrate such as Co/Pt [129] and Co/Pd [130] multilayers as well as in
small 3d clusters on heavy elements substrate [131]. However, despite the weak SOC at the interface, a strong MCA has been observed in Co and Fe thin films on metallic oxides such as AlO$_x$ and MgO [132, 133]. The origin of this large MCA is attributed to electronic hybridization between the metal 3d and O-2p orbitals [83]. More recently, Ran et al. have shown that it was possible to reach the magnetic anisotropy limit (∼ 60 meV) of 3d metal atom by coordinating a single Co atom to the O site of an MgO surface [11].

In the previous chapter, we demonstrated that for both Fe and Co nanocrystals, the MCA of free nanocrystals is mainly dominated by the (001) facets resulting in an opposite behavior: out-of-plane and in-plane magnetization direction favored in Fe and Co nanocrystals, respectively. Therefore, the study of magnetic properties of nanocrystals deposited on a SrTiO$_3$ is essential, since depending on the bonding between the substrate and (001) facets this can influence greatly the overall behaviour of the nanocrystal. In this chapter, we report first-principles investigations of the MCA bcc-Fe(001) and fcc-Co(001) deposited on a SrTiO$_3$ substrate, namely Fe(Co)|SrTiO$_3$ interface. Next, we also investigated the MCA of very small (five atoms) Fe and Co clusters on SrTiO$_3$.

5.1 Fe(Co)|SrTiO$_3$ interfaces

5.1.1 Atomic structures and computational details

We carried out the first-principles calculations by using the plane wave electronic structure package QUANTUM ESPRESSO [28]. Generalized gradient approximation in Perdew, Burke and Ernzerhof parametrization [36] was used for electronic exchange-correlation functionals and a plane wave basis set with the cutoffs of 30 Ry and 300 Ry were employed for the wavefunctions and for the charge density, respectively. The Fe(Co)|SrTiO$_3$ interface was simulated by 10 layers of bcc-Fe(001)|fcc-Co(001) slab deposited on a SrTiO$_3$(001) with 5 layers. The SrO and TiO$_2$ planes in the pervoskite cubic SrTiO$_3$ alternate in the (001) direction, here SrTiO$_3$(001) surface was chosen to be TiO$_2$-terminated since it is energetically more favorable than SrO-terminated one [134]. The lattice constants of bulk bcc-Fe, fcc-Co and SrTiO$_3$ are 2.85, 3.531 and 3.93 Å, as compared to the experimental values of 2.87, 3.54 and 3.91 Å. When deposited on SrTiO$_3$ the in-plane lattice parameter of Fe(Co) slab is imposed by the one of bulk SrTiO$_3$ since it has been shown that the Co layer can nicely be grown on this substrate [135, 136]. In order to obtain a better match, the Fe and Co slabs are rotated by 45° with respect to the substrate, and each layer of the ferromagnetic slab is made of 2 atoms per supercell. The TiO$_2$ layer at the interface in Fe(Co)|SrTiO$_3$ is denoted as S (see Fig. 5.1). Layers toward the SrTiO$_3$ bulk are labeled as S-1, S-2, etc., while Fe(Co) layers towards the surface are labeled as S+1, S+2, S+3, etc.

In the ionic relaxation, the Brillouin-zone has been discretized by using 10 × 10 in-plane $k$-points mesh and a smearing parameter of 0.01 Ry. Two bottom layers of SrTiO$_3$ were fixed while other three layers of substrate and ferromagnetic slabs were relaxed until the atomic forces are less than 10$^{-3}$ eV/Å. We found that the most stable configuration is, in
all cases, where the Fe(Co) sites in layer S+1 are on top of the O sites in layer S with the distance of 1.961(1.968) Å. This is in agreement with previous study in Ref. [137]. We used 12 Å of vacuum space in the z direction in order to avoid the unphysical interactions between two adjacent elementary unit cells. The mismatch with SrTiO₃ was found to be about -2.5 and 10.1 % for Fe and Co, respectively. The Fe and Co slabs have been strained and relaxed to accomodate the lattice structure of the SrTiO₃ substrate, respectively. As a result, one finds that the distances beween S and S+1 of about 1.501 Å and 1.378 Å which should be compared with the bulk values of 1.425 Å and 1.765 Å for Fe and Co, respectively.

To obtain reliable values of MCA, the convergency of calculations has been carefully checked. The MCA was calculated from the band energy difference using force theorem, a mesh of 20 × 20 in-plane k-points has been used for SCF calculation with scalar-relativistic PPs with a smaller smearing parameter of 0.005 Ry. In non-SCF calculation with full-relativistic PPs including SOC the mesh was increased to 60 × 60 and smearing parameter was reduced to 0.001 Ry which provides an accuracy of MCA below 10⁻² meV.

### 5.1.2 Magnetic spin moment

We plot in Fig. 5.2 the local spin moments of free Fe(Co) slab (blue circles) but the ionic positions are the one obtained after relaxation in presence of SrTiO₃(001). In this way we can evaluate the role of the relaxation on the free surface as well as at the interface. The local spin moments of the full system Fe(Co)|SrTiO₃(001) are shown in red squares. For free slabs, the magnetic moment of S+1 layer are enhanced up to 3.07 and 1.97 µB with respect
5.1.3 Electronic properties

In order to explain the origin of the induced magnetic moments at the interface, we investigated the electronic structure (PDOS) of the free Fe(Co) slab as well as the Fe(Co)|SrTiO$_3$ interface compared to the corresponding PDOS in bulk phase of bcc-Fe (fcc-Co) and SrTiO$_3$.

As shown in Fig. 5.3 (a), the DOS of the interfacial Fe(Co) 3$d$ ($S$+1) for free slab differs from the DOS of the bulk Fe(Co) 3$d$ ($S$+5) (the shaded plot) as a result of the reduced coordination. A significant minority spin states at $\sim 0.1$ and 0.7 eV (-0.4 and 0.2 eV) with respect to the Fermi level has been found for the surface. These states are the origin of the increase of spin moment for the surface atom.

Fig. 5.3 (b) - (d) show the PDOS of Fe(Co) 3$d$ ($S$+1), Ti 3$d$ ($S$) and O 2$p$ ($S$) orbitals at Fe(Co)|SrTiO$_3$ interface, indicating the presence of hybridizations between the orbitals. It is well known that the degree of hybridization at the interface depends on the strength of the orbital overlap and inversely on the energy separation between them. Although there is
Figure 5.3: (a) Free Fe slab: Scalar-relativistic projected density of states (PDOS) of the surface Fe 3d orbitals in layer $S+1$; Fe|$SrTiO_3$(001): PDOS of (b) Fe 3d orbitals in layer $S+1$, (c) Ti 3d and (d) O 2$p$ orbitals in layer $S$. The shaded plots are the DOS of atoms in the central monolayer of Fe slab (a, b) or (c, d) TiO$_2$ in layer $S-2$. Positive and negative PDOS are for spin up and spin down channels, respectively. The vertical dashed lines indicate the Fermi level ($E_F$). It is the same for Co as presented in the right panels.
a direct atomic bonding between the interfacial Fe(Co) and O atoms, the induced magnetic moment on the O atom was found to be relatively small (∼0.05 µB). This is due to the fact that O 2p (S) orbitals lie well below the Fermi level and, therefore, have a small overlap with the Fe(Co) 3d states. However, the Ti 3d orbitals that are centered at about 2 eV above the Fermi level [the shaded plot in Fig. 5.3 (c)] have a strong hybridization with the minority-spin Fe(Co) 3d orbitals which have a significant weight at these energies [the shaded plot in Fig. 5.3 (b)]. The most important consequence of this hybridization is the formation of the hybridized states in the interval of energies [-0.5, +0.5] eV and [-1, +1] eV for Fe and Co, respectively.

As shown in Fig. 5.3 (c), the DOS of the Ti 3d S layer at the Fe(Co)|SrTiO$_3$ interface, the minority-spin states which originates from the d$_{zx}$ and d$_{zy}$ orbitals at ∼-0.5 eV (the two peaks at -1 eV and -0.5 eV) are occupied, whereas the corresponding majority-spin states are found at ∼+1.5 eV (the two peaks at +0.5 eV and +1 eV) are inoccupied. This leads to an induced magnetic moment of -0.27 and -0.29 µB on the Ti (S) for Fe and Co based interfaces, respectively.

### 5.1.4 Local analysis of MCA

We now investigate the MCA of the Fe(Co)|SrTiO$_3$ interface. The MCA is calculated as band energy difference between the spin quantization axes perpendicular and parallel to the slab surface, explicitly, MCA = $E^{\text{band}}_\perp - E^{\text{band}}_\parallel$, and for the sake of simplicity we have chosen the most symmetric in plane orientation. By definition a positive (negative) sign in MCA means in-plane (out-of-plane) magnetization axis. It should be noted that, the full relativistic Hamiltonian including spin-orbit coupling is given in a basis of total angular momentum eigenstates $|j, m_j\rangle$ with $j = l \pm \frac{1}{2}$. Although the $(l, m_l, m_s)$ is not a well defined quantum number for the full relativistic calculations, the MCA can still be projected into different orbital and spin by using local density of states. Since the spin-orbit coupling in 3d-electron systems is relatively small, this approximate decomposition introduces a negligible numerical inaccuracy.

As shown in Fig. 5.4 (a) and (b), we have calculated the atom-resolved MCA of the Fe(Co)|SrTiO$_3$ system (red squares) and compared it with the free Fe(Co) slab (blue circles) containing 10 atomic layers (but relaxed in presence of the substrate). For free Fe(Co) slab, the total MCA reaches ∼-0.49 (1.60) meV per unit-cell favouring an out-of-plane (in-plane) axis of magnetization. If the Fe(Co) slab is in contact with SrTiO$_3$ substrate, the axis of magnetization is preserved but the total MCA is reduced to ∼-0.38 (1.02) meV.

From the atom-resolved MCA, one finds that the MCA curves for free slabs are not symmetrical, particularly pronounced for Co, due to (asymmetrical) relaxation effect. The main contribution to MCA is located in the vicinity of the interface, from S layer to S+3 layer, marked as vertical dotted line in Fig. 5.4 (a) and (b), and it converges to the expected bulk value in the center of the slab (S+5 layer). Interestingly, at the interface, in comparison with free Fe(Co) slab it appears that the contact with SrTiO$_3$ strongly favors in-plane and out-of-plane for Fe and Co, respectively.

For Fe(S+1), upon adsorption on SrTiO$_3$, the MCA decreases from ∼-0.15 to ∼-0.06 meV/atom and the out-of-plane magnetization remains. However, in the case of Co(S+1),
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![Graphs showing atom-resolved MCA at Fe|SrTiO$_3$ (a) and Co|SrTiO$_3$ (b) interfaces.]

**Figure 5.4:** Atom-resolved MCA at Fe|SrTiO$_3$ (a) and Co|SrTiO$_3$ (b) interfaces, blue circles and red squares correspond to free slab and slab on a SrTiO$_3$ substrate. $d$-orbitals-resolved MCA for Fe (c) and Co (d) slabs on SrTiO$_3$, we plot only the part of ferromagnetic slabs. Due to symmetry, contributions from different orbitals in ($d_{zx}, d_{zy}$) and ($d_{x^2-y^2}, d_{xy}$) pairs are very similar so that their averaged values are presented for simplicity. Note that positive and negative MCA represent in-plane and out-of-plane magnetization, respectively.
the MCA abruptly changes from $\sim 0.22$ to $\sim -0.25$ meV/atom exhibiting magnetization reversal from in-plane to out-of-plane at the same time. For $S+2$ layer, we find a sign change of MCA between free slab and slab on SrTiO$_3$ for both elements, with the MCA difference of $\sim 0.04$ meV/atom and $\sim 0.15$ meV/atom for Fe and Co, respectively. For $S+3$ layer, the MCA enhances slightly ($\sim 0.05$ meV/atom) in-plane MCA when depositing slabs on SrTiO$_3$ for both elements. Furthermore, the Ti atom in $S$ layer [indicated by arrows in Fig. 5.4 (a) and (b)] presents a strong in-plane MCA of $\sim 0.1$ meV/atom and a much smaller in-plane MCA of $\sim 0.03$ meV/atom for Fe and Co-based interfaces, respectively. As a result, for free slabs, the MCA values from $S+1$ layer to $S+3$ layer sum up to the total value of $\sim -0.22$ meV (out-of-plane) and 0.45 meV (in-plane) for Fe and Co. However, when the slabs are supported on SrTiO$_3$, the overall out-of-plane MCA in the vicinity of the surface (here, the $S$ layer is also taken into account) is almost quenched for Fe by $\sim 0$ meV, and in the case of Co, a spin transition from in-plane to out-of-plane magnetization has been found with a MCA value of $\sim -0.10$ meV.

In order to understand the origin of this difference in MCA between free Fe(Co) slab and Fe(Co)|SrTiO$_3$ system, we investigated the $d$-orbitals-resolved MCA of the Fe(Co) atom as shown in Fig. 5.4 (c) and (d). Here, due to symmetry, the contributions to MCA from $(d_{xz}, d_{zy})$ and $(d_{x^2-y^2}, d_{xy})$ pairs are almost equal, therefore, their averaged values are presented for simplicity. As shown before in Fig. 5.3, close to the Fermi level, the shape of the electron density for O and Ti suggest the $p_z$ character and $d_{xz}$ ($d_{zy}$) character, respectively. In the case of Fe, we notice that from free Fe slab to Fe|SrTiO$_3$ system, the MCA from $d_{z^2}$ (in-plane magnetization) and $(d_{x^2-y^2}, d_{xy})$ (out-of-plane magnetization) orbitals decreases in magnitude, while the MCA of $(d_{xz}, d_{zy})$ orbitals are almost not affected. In addition, quantitatively, the reduction of MCA is much larger in $(d_{x^2-y^2}, d_{xy})$ than in $d_{z^2}$ due to stronger hybridization between (Fe-$d_{x^2-y^2}$, $xy$), Ti-$d_{xz, zy}$ orbitals than between (Fe-$d_{z^2}$, O-$p_z$) orbitals. Moreover, the strong in-plane MCA in Ti ($S$) layer originates from the Ti-$d_{xz, zy}$ orbitals since there is a significant weight close to Fermi level for minority-spin (Ti-$d_{xz, zy}$) orbitals [see Fig. 5.3 (c) left panel]. As a result, the MCA at the interface appears to almost quench the out-of-plane magnetization when the Fe slab is deposited on SrTiO$_3$. Moreover, if we sum over the contribution of the first three layers of Fe slab at the interface, we found that $d_{xz}, d_{zy}$ orbitals tend to maintain the out-of-plane MCA while $d_{x^2-y^2}, d_{xy}$ orbitals tend to favor the in-plane MCA. A similar result has also been reported in Ref. [138] in Fe|MgO magnetic tunnel junctions.

In the case of Co, we find that the hybridization between $p_z$ orbitals of O and $d_{z^2}$ (and, to a slightly lesser extent with $d_{xz, zy}$) of Co plays a crucial role to decrease in-plane MCA of the free Co slab. On the other hand, the MCA from in-plane $(d_{x^2-y^2}, xy)$ orbitals of Co is less affected due to rather small minority-spin states of (Ti-$d_{xz, zy}$) close to the Fermi level [see Fig. 5.3 (c) right panel]. This leads to induce an inverse spin orientation transition from in-plane to out-of-plane in Co|SrTiO$_3$ system. A similar result has also been reported in Ref. [95] at C$_{60}$|Co interface.
5.2 Fe and Co clusters on SrTiO$_3$

5.2.1 Atomic structures and computational details

The first-principles calculations were performed again using plane-wave-basis-set QUANTUM ESPRESSO within the generalized gradient approximation (GGA) for exchange-correlation functionals in Perdew, Burke and Ernzerhof parametrization [36]. Energy cut-offs of 30 Ry and 300 Ry were employed for the wavefunctions and the charge density, respectively. The interface was simulated by a $(4 \times 4)$ in-plane TiO$_2$-terminated SrTiO$_3$(001) substrate with 5 atomic layers containing one Fe(Co) cluster made of 5 atoms. Two bottom layers were fixed while other three layers of substrate and Fe(Co) cluster were relaxed until atomic forces are less than $10^{-3}$ eV/Å. For both scalar and full relativistic calculations, a $(8 \times 8 \times 1)$ $k$-points mesh and a smearing parameter of $10^{-3}$ Ry was used. In addition, the effect of unphysical interaction in the direction $z$ by taking a vacuum space of about 15 Å.

![Top view](image1.png)

![Side view](image2.png)

**Figure 5.5:** Top (upper panels) and side (lower panels) views of the optimized geometries of Fe and Co cluster absorbed on TiO$_2$-terminated SrTiO$_3$(001). Two different adsorption configurations are presented in (a) and (b), the latter one is the most stable configuration for both Fe and Co clusters. The bond length $d_1$ between base atoms and the vertical distance $d_2$ between base and top atoms are indicated.

As shown in Fig. 5.5, two geometries are examined, namely top (a) and hollow (b) adsorption sites. The base atoms of Fe(Co) clusters are always on top of O atom for both geometries however the apex atom is either on top of a Ti atom (top geometry) or of an
underneath Sr atom (hollow geometry). We found that a hollow adsorption site is more energetically stable for both elements, with an energy difference of \( \sim 0.65 \text{ eV} \) and \( \sim 0.88 \text{ eV} \) for Fe and Co, respectively. In the following, we concentrate on the lowest energy configuration.

The strength of the cluster-SrTiO\(_3\) interaction can be quantified by calculating the binding energy via the energy difference:

\[
E_b = E[\text{cluster}] + E[\text{SrTiO}_3] - E[\text{cluster}|\text{SrTiO}_3]
\]

(5.1)

where \( E[\text{cluster}] \), \( E[\text{SrTiO}_3] \) and \( E[\text{cluster}|\text{SrTiO}_3] \) are the total energy of the free cluster, the free SrTiO\(_3\) substrate and the cluster-SrTiO\(_3\) system, respectively. The calculated binding energy was found to be \( \sim 4.23 \) (4.58) eV for Fe(Co) cluster on SrTiO\(_3\) substrate, showing strong chemisorption mechanism (see Tab. 5.1).

<table>
<thead>
<tr>
<th></th>
<th>Fe</th>
<th>Co</th>
</tr>
</thead>
<tbody>
<tr>
<td>( E_b ) (eV)</td>
<td>— 4.23</td>
<td>— 4.58</td>
</tr>
<tr>
<td>( d_1 ) (\AA)</td>
<td>2.31 2.55</td>
<td>2.17 2.20</td>
</tr>
<tr>
<td>( d_2 ) (\AA)</td>
<td>1.73 1.45</td>
<td>1.80 1.74</td>
</tr>
<tr>
<td>( M_{s}^{\text{tot}} ) (( \mu_B ))</td>
<td>18.00 16.63</td>
<td>13.00 7.67</td>
</tr>
<tr>
<td>(</td>
<td>M_{s}^{\text{tot}}</td>
<td>) (( \mu_B ))</td>
</tr>
<tr>
<td>( M_{s}^{\text{base}} ) (( \mu_B ))</td>
<td>3.62 3.33</td>
<td>2.54 1.75</td>
</tr>
<tr>
<td>( M_{s}^{\text{top}} ) (( \mu_B ))</td>
<td>3.58 3.32</td>
<td>2.84 1.57</td>
</tr>
</tbody>
</table>

Table 5.1: Binding energies \( (E_b) \), atomic bonds, total/total absolute spin moments \( (M_{s}^{\text{tot}}/|M_{s}^{\text{tot}}|) \), spin moment of base \( (M_{s}^{\text{base}}) \) and top \( (M_{s}^{\text{top}}) \) atoms of the free clusters and clusters deposited on SrTiO\(_3\) for the lowest energy configuration.

Compared to free Fe cluster, the Fe-Fe distance in basal plane \( (d_1) \) is elongated from 2.31 \AA{} to 2.55 \AA{} while the Fe-Fe distance in vertical distance from apex to basal plane \( (d_2) \) is compressed from 1.73 \AA{} to 1.45 \AA{} (see Tab. 5.1). However, in the case of Co, the geometry optimization of Co\(_5\)|SrTiO\(_3\) results in a rather small (negligible) distortion compared to its free Co\(_5\) cluster. In addition, the atomic bond between Fe(Co) and O is length of \( \sim 2 \) \AA{}.

### 5.2.2 Magnetic spin moment

We next investigated the local magnetic spin moment. In Tab. 5.1, the local spin moments for both free clusters and the clusters on SrTiO\(_3\). The binding between Fe(Co) and O atoms reduces the total spin moment from 18.00 \( \mu_B \) (free Fe\(_5\)) to 16.63 \( \mu_B \) and from 13.00 \( \mu_B \) (free Co\(_5\)) to 7.67 \( \mu_B \) for the deposited clusters. We also calculated the absolute
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<table>
<thead>
<tr>
<th>$M_s^\text{tot}$</th>
<th>$M_s^\text{tot}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.4 $\mu_B$</td>
<td></td>
</tr>
</tbody>
</table>

Interestingly, a substantial difference of $\sim 3.4 \, \mu_B$ has been found between $|M_s^\text{tot}|$ and $M_s^\text{tot}$ for Co$_5$|SrTiO$_3$. In order to understand the origin of this difference, we plot in Fig. 5.6 the real-space distribution of magnetic spin moment of Co cluster on SrTiO$_3$. Note that the red (blue) corresponds to positive (negative) spin moment. We can see clearly the negative magnetic moment is mainly localized on Ti atoms at the interface and around the Co top atom of cluster. However, for Fe cluster, the positive spin moment is very localized on the Fe atoms and the negative part is negligible.

![Figure 5.6: Real-space distribution of magnetic spin moment of Fe (left) and Co (right) cluster on SrTiO$_3$. Note that red (blue) corresponds to positive (negative) spin moment. The nonnegligible negative part of spin moment has been found around the Ti atoms at the interface and the Co top atom of cluster.](image)

5.2.3 Electronic structure properties

To gain more insight into the electronic structure of Fe$_5$|SrTiO$_3$ and Co$_5$|SrTiO$_3$, we plot the scalar-relativistic projected density of states (PDOS) on $d$ orbitals of Fe(Co) base atom and top atom of the cluster in Fig. 5.7 (a) and (b).

For base atom of both clusters, the density of majority states is almost completely occupied and negligibly small around the Fermi level, while the density of minority states is partially occupied. Around the Fermi level, there is a higher density of $(d_{x^2-y^2}, d_{xy}, d_{zy})$ states for Fe while the most dominant states are the out-of-plane $d$ orbitals for Co, namely $(d_{z^2}, d_{zx}, d_{zy})$ orbitals. For top atom, in the interval of energies [-0.25, +0.25] eV, the density of states for both majority and minority spins is negligibly small for both clusters.

Although the PDOS analysis is very instructive no experiment can provide a direct information on this quantity. Nevertheless, the spin-polarized scanning tunneling spectroscopy (SP-STS) can probes the evanescent local density of states (LDOS) in the vacuum. It can simulated by using Tersoff and Hamann approach generalized to spin-polarized STM.
Figure 5.7: Scalar-relativistic $d$-orbitals projected density of states (PDOS) for Fe(Co) base atom (a) and top atom (b) of the cluster absorbed on SrTiO$_3$, (c) spin-resolved vacuum local density of states (LDOS) at 5 Å above the cluster (see inset). Positive and negative PDOS are for spin up and spin down channels, respectively. The vertical dashed lines mark the Fermi level ($E_F$).
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The SP-STS is then simply related to spin-resolved LDOS of the sample and tip.  

\[ G = \frac{dI}{dV}(R_T, V) \propto \sum_{\sigma} n_{\sigma T}^\sigma n_{\sigma S}^\sigma(R_T, E_F + eV) \]  

(5.2)

where \( n_{\sigma T}^\sigma \) and \( n_{\sigma S}^\sigma \) are spin-dependent tip DOS (assumed to be constant in energy) and vacuum LDOS of the sample (cluster deposited on surface) calculated at the tip position \( R_T \) above the cluster and at the energy corresponding to applied voltage \( V \), respectively. In practice the vacuum LDOS presented in Fig. 5.7 (c) is calculated by integrating \( n_{\sigma S}^\sigma(R_T, E) \) inside a small cubic box of size 0.4 Å at 5 Å above top atom of the cluster for both spin up and down.

Interestingly we noticed that for both clusters a sharp peak corresponds to the \( d_{z^2} \)-like minority spin states of top atom has been found at about 0.3 eV with respect to the Fermi level. Since these states are rather close to the Fermi level the largest magnetic contrast could be probed by SP-STS experiments at a bias voltage of 0.3 eV.

5.2.4 Local analysis of MCA

The MCA is calculated by the formula \( \text{MCA} = E_{z}^{\text{band}} - E_{x'}^{\text{band}} \) using as usual the magnetic force theorem. The MCA in the \( xy \) plane is found to be extremely small. We have chosen the most symmetric in-plane direction \( x' \) (see Fig. 5.8) which has an azimuthal angle of \( \phi = 45^\circ \) with respect to \( x \). Due to symmetry, this definition gives us almost similar contribution for each pair of \( (d_{xx}, d_{zy}) \) and \( (d_{x^2-y^2}, d_{xy}) \) Fe(Co) orbitals, therefore, their averaged values are presented for the sake of simplicity.

In Fig. 5.8 (a) and (b) the local decomposition of MCA with different atomic sites as well as with different \( d \)-orbitals is presented for \( \text{Fe}_5|\text{SrTiO}_3 \) and \( \text{Co}_5|\text{SrTiO}_3 \), respectively. Note that only the contributions of clusters is shown. Interestingly, we find the opposite behavior of MCA for Fe and Co clusters deposited on SrTiO₃. The easy axis of magnetization is directed along out-of-plane Fe cluster with a total MCA of \( \sim -5.08 \) meV, on the contrary it is in-plane for Co with a total MCA of \( \sim 4.72 \) meV. For both elements, the atomically resolved MCA (black lines) reveals that the MCA is mainly dominated by the base atoms (numbered as 1 \sim 4) and a relatively much smaller contribution from the top atom (numbered as 5). The value of MCA per atom is as large as \( \sim -1.22 \) (1.08) meV/atom for base atom and \( \sim -0.18 \) (0.38) meV/atom for the top atom of Fe(Co) cluster.

It is also interesting to note that the MCA mainly originates from the \( d \)-orbitals of the cluster extending in-plane for Fe, namely \( (d_{x^2-y^2}, d_{xy}) \) orbitals, and out-of-plane for Co, namely, \( (d_{z^2}, d_{xx}, d_{zy}) \). From the perturbation treatment of MCA as mentioned in Sec. 2.2.3, the dominant contribution to the MCA comes from the coupling between occupied and unoccupied eigenstates near the Fermi level through the spin-orbit coupling [16, 17, 140]. The sign of the MCA can probably be explained by taking into account the most important transition (occupied-unoccupied) through a second order perturbation expansion but such analysis remains very qualitative.

Finally in Fig. 5.8 (c) and (d), we present the real-space distribution of MCA for \( \text{Fe}_5|\text{SrTiO}_3 \) and \( \text{Co}_5|\text{SrTiO}_3 \). The red colors represent in-plane magnetization direction,
Due to symmetry, contributions from different orbitals in \(d_{zx}, d_{zy}\) and \(d_{x^2-y^2}, d_{xy}\) pairs are very similar so that their averaged values are presented for simplicity. Clear out-of-plane and in-plane MCA have been found for Fe and Co clusters, respectively. Real-space distribution of MCA for Fe (c) and Co (d) clusters. Note that red (blue) colors represent the regions favoring in-plane (out-of-plane) magnetization orientation. The MCA mainly from the base atoms for both clusters, and for Fe (Co) the MCA originates from \(d\)-orbitals of the cluster extending in-plane (out-of-plane).
whereas the blue colors are out-of-plane easy axis. We can see clearly, the MCA mainly from the base atoms for both clusters, and for Fe(Co) the MCA originates from $d$-orbitals of the cluster extending in-plane (out-of-plane). In addition, due to hybridization between the states of TiO$_2$ surface and $d$-orbitals of the cluster, the Ti and O atoms close to the cluster gives a rather small contribution to MCA. For Fe, Ti atom slightly favors to in-plane easy axis and the easy axis of O atom is out-of-plane. In the case of Co, both Ti and O atoms around the cluster favor to in-plane magnetization direction.

As a consequence, we predict that the Fe$_5$ nanocrystals should be magnetically stable and are thus good potential candidates for magnetic storage devices.
Conclusion

We investigated the MCA of Fe and Co nanocrystals, which can be grown experimentally by epitaxy on SrTiO$_3$ substrate, using tight-binding and first-principles calculations calculations in the density functional theory (DFT) framework. The former approach allows handling very big clusters, up to several thousands of atoms. In order to define a proper local decomposition of MCA, we implemented the force theorem approach within the grand-canonical formulation in our magnetic tight-binding model and QUANTUM ESPRESSO. A relatively good agreement has been found between the MCA obtained from tight-binding and first-principles calculations. In addition, the MCA is calculated using the force theorem which was checked to work very well due to small SOC in Fe and Co-based systems.

We first studied the MCA of bcc-Fe and fcc-Co bulk slabs of different crystallographic orientations which form the facets of the nanocrystals. Interestingly, we find the opposite behavior for Fe and Co slabs: while the total MCA is out-of-plane/in-plane for Fe(001)/Fe(110) slabs it is, on the contrary, in-plane/out-of-plane for Co(001)/Co(111) ones. The local analysis reveals that the MCA is mainly dominated by outer planes, a small contribution from the sub-surface layers gives rise, however, to an oscillatory behavior for large thicknesses originates from the sub-surface contributions. This kind of oscillatory dependence of MCA on the film thickness can be explained in terms of quantum well states and has also been observed experimentally in thin ferromagnetic films [74, 90, 91].

Next, we investigated free Fe and Co nanocrystals having the shape of truncated pyramids. From the local analysis it was found that the MCA of free nanocrystals is largely dominated by (001) facets resulting in the opposite behavior: out-of-plane and in-plane magnetization direction is favored in Fe and Co nanocrystals, respectively. Moreover, the largest contribution is coming from the perimeter atoms of the base facet of the pyramid. In agreement with the previous analysis of the slabs this favors the out-of-plane/in-plane anisotropy for Fe/Co nanoclusters, respectively.

In order to understand the substrate effect on Fe(001) and Co(001) surfaces which give the dominant contribution for the free nanocrystals, we investigated Fe(Co)||SrTiO$_3$ interfaces. At the interface, we found that the SrTiO$_3$ favors in-plane MCA for Fe and
out-of-plane MCA for Co. In particular, in the first layer of Co slab at the interface, the
spin-orientation from in-plane to out-of-plane has been found.

We also find a strong enhancement of out-of-plane and in-plane MCA for small Fe and
Co clusters (containing only several atoms) upon deposition on a SrTiO$_3$ substrate. The
hybridization between the substrate and the $d$-orbitals of the cluster extending in-plane for
Fe and out-of-plane for Co is at the origin of this enhancement of MCA. As a consequence,
we predict that the Fe nanocrystals (even rather small) should be magnetically stable and
are thus good potential candidates for magnetic storage applications.

As a perspective, it has been shown that the shape of surface anisotropy could have
consequences on the magnetization reversal in nanoparticles [141]. Therefore it is very likely
that a detailed investigation of the spin dynamics of nanocrystals could reveal such surface
effects in the anisotropy. So far, the nanocrystals were not well arranged, highly ordered long
range arrays of nano-magnets can be obtained by using tunable supramolecular networks
to host the shape-selected magnetic nanocrystals. The hybridization between nanocrystals
and hosting molecules could result in the change of the magnetism. Thus it is interesting
to study the MCA for such hybrid organo-ferromagnetic nanoarchitectures. Finally, our
implementation of the force theorem is rather general and can be applied to many other
systems. In particular, the local analysis of MCA has recently allowed us to interpret and
predict the MCA behavior of ferromagnetic surfaces and its modification upon covering by
organic overlayers, such as C$_{60}$ molecules [95].
The 1D quantum well

To illustrate the difference between FT and FT$_{gc}$ let us consider one of the simplest models, a one-dimensional free-electron gas bounded within a length $L$ by infinite barriers. The normalized wave functions and the corresponding discretized eigenvalues are (atomic units in which $\hbar^2 = 2m = e^2/2 = 1$ are used):

$$\psi_k(z) = \sqrt{2/L} \sin kz \quad \epsilon_k = k^2 \quad \text{with} \quad k = p\pi L$$  \hspace{1cm} (A.1)

where $p$ takes only positive integer values. For the unbounded electron-gas with periodic Born-Von Karman (BVK) boundary conditions:

$$\psi_{BVK}^k(z) = \sqrt{1/L} e^{ikz} \quad \epsilon_k = k^2 \quad \text{with} \quad k = 2n\pi L$$  \hspace{1cm} (A.2)

In that case $n$ take any positive or negative integer values including 0. In the continuum limit the excess energy due to the creation of two surfaces is given by:

$$\Delta E = 2 \times \frac{L}{\pi} \left[ \int_{0}^{k_F + \delta k_F} \epsilon_k dk - \int_{0}^{k_F} \epsilon_k dk \right]$$  \hspace{1cm} (A.3)

where the factor 2 is due to the spin degeneracy and $k_F = \frac{\pi N}{2L}$ ($N$ is the total number of electrons in the box of the length $L$) is the Fermi wave vector of the unbounded homogeneous gas. Since an electron at $k = 0$ is not allowed in the case of quantum well, it should be instead placed on the next free level, which leads to $\delta k_F = \frac{\pi}{2L}$ and thus $\Delta E = k_F^2 = E_F$. Local decomposition of $\Delta E$ is naturally achieved by weighting each energy eigenvalue in Eq. A.3 by the squared modulus of the corresponding wave function which results in:

$$\Delta E(z) = -\frac{2}{\pi} \int_{0}^{k_F} k^2 \cos(2kz) dk + \frac{2k_F^2}{L} \sin^2(k_F z)$$  \hspace{1cm} (A.4)
Figure A.1: Graphical representation of the functions $\Delta E(z)$, $\Delta E_{gc}(z)$, and $\Delta \rho(z)$ for a one-dimensional electron gas confined by infinite barriers in the box of the length $L$. The discretized calculations were done with the parameters $N = 70$ (total number of electrons) and $L = 100$. 
Equivalently, a grand-canonical formulation gives:

$$\Delta E_{gc}(z) = -\frac{2}{\pi} \int_0^{k_F} (k^2 - k_F^2) \cos(2kz) dk$$

(A.5)

Simple integration leads to exact expressions for $\Delta E(z)$ and $\Delta E_{gc}(z)$:

$$\Delta E_{gc}(z) = \frac{1}{\pi} \left( \frac{\sin(2k_F z)}{2(k_F z)^3} - \frac{\cos(2k_F z)}{(k_F z)^2} \right) E_F k_F$$

(A.6)

$$\Delta E(z) = \Delta E_{gc}(z) - \frac{\sin(2k_F z)}{\pi z} E_F + \frac{2\sin^2(k_F z)}{L} E_F$$

(A.7)

These expressions, illustrated in Fig. A.1, are quite instructive. Within the FT$_{gc}$ formulation the density of surface energy behaves like $1/z^2$ for large $z$. The case of the FT formulation is more tricky: it contains, in addition, a term slowly decaying as $1/z$ and a term which does not decay (for a given $L$) but tends to zero as $L$ goes to infinity. In fact, these two last terms are simply proportional to the surface excess electronic density:

$$\Delta \rho(z) = -\frac{\sin(2k_F z)}{\pi z} + \frac{2\sin^2(k_F z)}{L}$$

(A.9)

so that $\Delta E(z) = \Delta E_{gc}(z) + E_F \Delta \rho(z)$. Therefore, we conclude that the long-range Friedel oscillations in $\Delta \rho(z)$ are at the origin of the slow convergence with $z$ observed for the FT $\Delta E(z)$ which is perfectly in line with our previous analysis of layer-resolved magnetic anisotropies as illustrated by the striking similarities between Fig. 2.1 and Fig. A.1.
The experimentalists showed that the self-assembled Fe and Co nanocrystals by epitaxy have the shape of truncated pyramids with a well defined ratio of length ($l$) of the top square to the height ($h$) for different sizes of the nanocrystals (see the inset of Fig. B.1). The length to height ratio is found to be $\sim 1.20$ and $\sim 1.48$ for Fe and Co nanocrystals, respectively.

In the case of bcc-Fe nanocrystals, the inter-atomic distance in the same layer is $a^\text{Fe}_0$ while the interlayer distance is $a^\text{Fe}_0/2$, where $a^\text{Fe}_0$ is the lattice parameter of bcc-Fe bulk. The length to height ratio can be written as follows:

$$\frac{l}{h}^\text{Fe} = \frac{2(n_1 - 1)}{n_2 - n_1}, \quad (B.1)$$

where $n_2 \times n_2$ and $n_1 \times n_1$ are the number of atoms in the first (bottom) and last (up) layers of the truncated pyramids.

In the fcc structure the atoms can pack closer together than they can in the bcc structure. The inter-atomic distance and interlayer distance in fcc-Co nanocrystals are $a^\text{Co}_0/\sqrt{2}$ and $a^\text{Co}_0/2$, respectively. Note that $a^\text{Co}_0$ is the lattice parameter of fcc-Co bulk. The length to height ratio can be written as follows:

$$\frac{l}{h}^\text{Co} = \frac{\sqrt{2}(n_1 - 1)}{n_2 - n_1}, \quad (B.2)$$

In Fig. B.1 we plot the $l/h$ of Fe (left) and Co (right) nanocrystals with respect to $n_2$ for a given $n_1$. We then selected different sizes of nanocrystals (up to several hundreds of atoms) by using experimental value (plotted as the dotted lines) of $l/h$. For Fe nanocrystals, the $l/h$ is found to be $\sim 1.0$ which is close to the experimental value of 1.20 [3], more precisely $l/h = 1.0$ for $N = 29, 135$; 1.20 for $N = 271$; 1.14 for $N = 620$, where $N$ is the total number of the nanocrystal. The $l/h$ for different sizes of Co nanocrystals is equal to 1.41 close to experimental value of 1.48. The biggest Fe and Co nanocrystals which we have
calculated containing 620 and 728 atoms with 8 and 7 atomic layers, respectively. From the value of $l/h$ we can see that the Co nanocrystals are flatter than those of Fe.

Figure B.1: The ratio of the length ($l$) of the top square to the height ($h$) of the Fe (left) and Co (right) truncated pyramids with respect to $n_2$ as a given $n_1$. Note that $n_2 \times n_2$ and $n_1 \times n_1$ are the number of atoms in the first (bottom) and last (up) layers of the truncated pyramids. The experimental value of $l/h$ is also indicated as a black dotted line.
ANNEXE C

Shape anisotropy

As explained in Sec. 2.1, an important contribution to magnetic anisotropy energy (MAE) is the shape anisotropy. The shape anisotropy is calculated numerically by using the magnetic dipole-dipole interaction energy:

\[ E_{\text{dip}} = \frac{\mu_0}{2}\sum_{i\neq j} \frac{1}{r_{ij}^3} \left[ M_i \cdot M_j - \frac{3 \left( r_{ij} \cdot M_i \right) \left( r_{ij} \cdot M_j \right)}{r_{ij}^2} \right]. \]  

(C.1)

with \( M_i \) the atomic spin moment at site \( i \) (obtained in practice by a tight binding or DFT calculation) and \( r_{ij} \) the distance between atoms \( i \) and \( j \). The summation runs in principle over all atoms in systems, but in practice we have introduced a cut-off radius. Since we are not dealing with really large systems we did not use any computational trick to speed up our calculations and the summation is performed in a straightforward manner.

C.1 Fe and Co free-standing slabs

The shape anisotropy essentially depends upon the shape of the sample and it becomes important in elongated system such as thin films for which it systematically favors in-plane alignment of the magnetization. Here, the shape anisotropy, \( \Delta E_{\text{dip}} \), is defined as the energy difference between magnetic dipolar interaction energy for \( M \) perpendicular and parallel to the atomic slabs. Explicitly, \( \Delta E_{\text{dip}} = E_{\perp}^{\text{dip}} - E_{\parallel}^{\text{dip}} \).

Since the shape anisotropy is a long range interaction of \( 1/r_{ij}^3 \), first of all we checked carefully the convergence of the shape anisotropy with respect to the cutoff radius, \( r_{ij}^{\text{max}} \), above which the interaction between two dipoles is neglected. In Fig. C.1, we plot the shape anisotropy with respect to the cutoff radius for fcc-Co(001) containing 5 atomic layers. We found that the shape anisotropy increases with respect to the cutoff radius and it converges to 0.43 meV for cutoff radius above 150 Å. This value is in good agreement with Ref. [95].
In the following, we use $r_{ij}^{\text{max}} = 150$ Å and the magnetic moments are obtained from TB calculations.

Fig. C.2 shows thickness dependence of the shape anisotropy for N-layer bcc-Fe and fcc-Co slabs of different crystallographic orientations, (001)/(110) for Fe and (001)/(111) for Co, respectively. For both Fe and Co slabs, the shape anisotropy favors in-plane magnetization. In the case of Co, the shape anisotropy energy has almost the same linear dependence with respect to the thickness for both (001) and (111) orientations, this result compares rather well with Ref. [92]. The shape anisotropy of Fe slabs is slightly larger compared to Co slabs due to their larger magnetic spin moment. Interestingly for Fe slabs one can note a larger value of the shape anisotropy for the (001) slab orientation which can be attributed to an enhancement of the surface magnetization for this more open surface (typically $2.85 \mu_B$ and $2.59 \mu_B$ for (001) and (110) respectively).

C.2 Free Fe and Co nanocrystals

In Fig. C.3, we plot the shape anisotropy energy of Fe and Co nanocrystals of growing size. The size of nanocrystals was chosen so to keep a constant length-to-height ratio, more precisely it is $\sim 1.0$ and 1.41 for Fe and Co, respectively. For both nanocrystals, the shape anisotropy energy favors in-plane magnetization and has an almost linear dependence with respect to the the number of atoms. Moreover the shape anisotropy of Fe nanocrystals is larger compared to Co ones due to their larger magnetic spin moment.

We define MCA to $\Delta E_{\text{dip}}$ ration as $\beta$ and checked the evaluation of $\beta$ with respect to the number of atoms. Interestingly, the value of $\beta$ decreses when the size of the nanocrystal
Figure C.2: Shape anisotropy energy of bcc-Fe (left) and fcc-Co (right) N-layer slabs with two different orientations. Note that the spin moments are taken from a tight binding calculation.

Figure C.3: Shape anisotropy energy of Co (blue circles) and Fe (red squares) nanocrystals with respect to the number of atoms. The size of nanocrystals was chosen so to keep a constant length-to-height ratio, 1.41 (Co) and \( \sim 1.0 \) (Fe).
grows, for example in the case of Fe (Co) nanocrystals $\beta = 14$ (24) for $N = 29$ (50) and $\beta = 6$ (10) for $N = 620$ (728). However the amplitude of shape anisotropy energy is much smaller than its corresponding MCA so it dose not change the magnetic stability of the nanocrystals.
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Magneto-crystalline anisotropy of metallic nanostructures : Tight-binding and first-principles studies

The crucial issue in exploring ultimate density data storage is magneto-crystalline anisotropy (MCA) which originates from spin-orbit coupling. Using both tight-binding and first-principles methods, we report the MCA of Fe and Co nanocrystals that can be grown epitaxially on SrTiO$_3$ with a remarkable control of their size, shape and structure. In order to define the proper local decomposition of MCA, we implemented the “Force Theorem” within the grand-canonical formulation in QUANTUM ESPRESSO as well as in our tight-binding model. Interestingly, for both elements, the total MCA of free nanocrystals is largely dominated by (001) facets resulting in the opposite behavior : out-of-plane and in-plane magnetization direction is favored in Fe and Co nanocrystals (containing up to several hundred atoms), respectively. We also find a strong enhancement of MCA for small clusters (containing only several atoms) upon their deposition on a SrTiO$_3$ substrate. As a consequence, we predict that the Fe nanocrystals (even rather small) should be magnetically stable and are thus good potential candidates for magnetic storage devices. Finally, our rather general orbital-resolved analysis of MCA applies also to other systems and allows, for example, predicting the MCA behavior of magnetic thin films upon covering by various organic materials such as graphene or C$_{60}$ molecule.

Anisotropie magnéto-cristalline de nanostructures métalliques : étude par méthode des liaisons fortes et calculs premiers principes

La question cruciale dans l’exploration du stockage ultime à haute densité est l’anisotropie magnéto-cristalline (MCA) qui provient du couplage spin-orbite. Utilisant à la fois la méthode des liaisons fortes et les calculs “premiers principes”, nous calculons la MCA de nanocristaux de fer et de cobalt qui peuvent être obtenus par croissance épitaxiale sur un substrat de SrTiO$_3$ avec un contrôle remarquable de leur taille, forme et structure. Afin de définir une décomposition locale appropriée de la MCA, nous avons implémenté le “Théorème de Force” à l’aide d’une formulation grand-canonicque dans le code QUANTUM ESPRESSO ainsi que dans notre modèle de liaisons fortes. Il est intéressant de noter que pour les deux éléments, la MCA totale de nanocristaux isolés est largement dominée par les facettes (001) dont il résulte un comportement opposé : une anisotropie “hors-plan” pour les nanocristaux (contenant plusieurs centaines d’atomes) de fer et “dans le plan” pour ceux de cobalt. Nous avons également mis en évidence un fort renforcement de la MCA pour les petits clusters (contenant quelques atomes seulement) déposés sur un substrat SrTiO$_3$. En conséquence, nous prévoyons que les nanocristaux de fer (même de très petite taille) devraient être magnétiquement plus stables et sont donc de bons candidats potentiels pour le stockage magnétique. Enfin, notre analyse MCA résolu en orbitales s’applique également à d’autres système et permet, par exemple, de prédir le comportement de la MCA de films minces magnétiques après déposition de matériaux organiques comme le graphène ou de molécules tel C$_{60}$. 