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Abstract

Various molecular pharmacokinetic-pharmacodynamic models have been proposed in the
last decades to represent and predict drug effects in anticancer therapies. Most of these
models are cell population based models since clearly measurable effects of drugs can be
seen on populations of (healthy and tumour) cells much more easily than in individual cells.
The actual targets of drugs are, however, cells themselves. The drugs in use either disrupt
genome integrity by causing DNA strand breaks and consequently initiate programmed cell
death or block cell proliferation mainly by inhibiting proteins (cdks) that enable cells to
proceed from one cell cycle phase to another. DNA damage caused by cytotoxic drugs or
~-irradiation activates, among others, the p53 protein-modulated signalling pathways that
directly or indirectly force the cell to make a decision between survival and death.

The thesis aims to explore closely intracellular pathways involving p53, “the guardian of
the genome”, initiated by DNA damage and thus to provide oncologists with a rationale to
predict and optimise the effects of anticancer drugs in the clinic. It describes p53 activation
and regulation in single cells following their exposure to DNA damaging agents. We show
that dynamical patterns that have been observed in individual cells can be reconstructed
and predicted by compartmentalisation of cellular events occurring either in the nucleus or
in the cytoplasm, and by describing protein interactions, using both ordinary and partial
differential equations, among several key antagonists including ATM, p53, Mdm2 and Wipl,
in each compartment and in between them. Recently observed positive role of Mdm?2 in
the synthesis of p53 is explored and a novel mechanism triggering oscillations is proposed.
For example, new model can explain experimental observations that previous (not only our)
models could not, e.g., excitability of p53.

Using mathematical methods we look closely on how a stimulus (e.g., 7-radiation or drugs
used in chemotherapy) is converted to a specific (spatio-temporal) pattern of p53 whereas
such specific p53 dynamics as a transmitter of cellular information can modulate cellular
outcomes, e.g., cell cycle arrest or apoptosis. Mathematical ODE and reaction-diffusion PDE
models are thus used to see how the (spatio-temporal) behaviour of p53 is shaped and what
possible applications in cancer treatment this behaviour might have.

Protein-protein interactions are considered as enzyme reactions. We present some math-
ematical results for enzyme reactions, among them the large-time behaviour of the reaction-
diffusion system for the reversible enzyme reaction treated by an entropy approach. To our
best knowledge this is published for the first time.

iii






Résumé

Plusieurs modeles pharmacocinétiques-pharmacodynamiques moléculaires ont été proposés
au cours des dernieres décennies afin de représenter et de prédire les effets d’'un médicament
dans les chimiothérapies anticancéreuses. La plupart de ces modeles ont été développés au
niveau de la population de cellules, puisque des effets mesurables peuvent y étre observés
beaucoup plus facilement que dans les cellules individuelles.

Cependant, les véritables cibles moléculaires des médicaments se trouvent au niveau de la
cellule isolée. Les médicaments utilisés soit perturbent l'intégrité du génome en provoquant
des ruptures de brins de ’ADN et par conséquent initialisent la mort cellulaire programmée
(apoptose), soit bloquent la prolifération cellulaire, par inhibition des protéines (cdks) qui
permettent aux cellules de procéder d’'une phase du cycle cellulaire & la suivante en passant
par des points de controle (principalement en G1/S et Go/M). Les dommages & 'ADN
causés par les médicaments cytotoxiques ou la y-irradiation activent, entre autres, les voies
de signalisation controlées par la protéine p53 qui forcent directement ou indirectement la
cellule a choisir entre la survie et la mort.

Cette these vise a explorer en détail les voies intracellulaires impliquant la protéine p53,
“le gardien du génome”, qui sont initiées par des lésions de ’ADN, et donc de fournir un ra-
tionnel aux cancérologues pour prédire et optimiser les effets des médicaments anticancéreux
en clinique. Elle décrit 'activation et la régulation de la protéine p53 dans les cellules in-
dividuelles apres leur exposition a des agents causant des dommages a ’ADN. On montre
que les comportements dynamiques qui ont été observés dans les cellules individuelles peu-
vent étre reconstruits et prédits par fragmentation des événements cellulaires survenant apres
lésion de I’ADN, soit dans le noyau, soit dans le cytoplasme. Ceci est mis en ccuvre par la
description du réseau des protéines & l'aide d’équations différentielles ordinaires (EDO) et
particlles (EDP) impliquant plusicurs agents dont les protéines ATM, p53, Mdm?2 et Wipl,
dans le noyau aussi bien que dans le cytoplasme, et entre les deux compartiments. Un role
positif de Mdm?2 dans la synthese de p53, qui a été récemment observé, est exploré et un
nouveau mécanisme provoquant les oscillations de p53 est proposé. On pourra noter en par-
ticulier que le nouveau modele rend compte d’observations expérimentales qui n’ont pas pu
étre entierement expliquées par les modeles précédents, par exemple, I'excitabilité de p53.

En utilisant des méthodes mathématiques, on observe de prés la fagon dont un stimulus
(par exemple, une y-irradiation ou des médicaments utilisés en chimiothérapic) est converti
en un comportement dynamique spécifiques (spatio-temporel) de p53, en particulier que ces
dynamiques spécifiques de p53, comme messager de I'information cellulaire, peuvent moduler
le cycle de division cellulaire, par exemple provoquant ’arrét du cycle ou ’apoptose. Des
modeles mathématiques EDO et EDP de réaction-diffusion sont utilisés pour examiner com-
ment le comportement (spatio-temporel) de p53 émerge, et nous discutons des conséquences
de ce comportement sur les réseaux moléculaires, avec des applications possibles dans le
traitement du cancer.

Les interactions protéine—protéine sont considérées comme des réactions enzymatiques.
On présente quelques résultats mathématiques pour les réactions enzymatiques, en particulier
on étudie le comportement en temps grand du systéme de réaction-diffusion pour la réaction
enzymatique réversible a ’aide d’une approche entropique. A notre connaissance, c’est la
premicre fois qu’une telle étude est publiée sur ce sujet.
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Introduction

“Beauty is the first test. There is no permanent place
in the world for ugly mathematics.”
— G. H. Hardy (1877-1947)

Shortly after disruption of the integrity of the genome of a cell by various pharmacological
agents or ionising radiation, the cell responds dynamically by activating a variety of recog-
nition and repair proteins recruited to DNA damage sites, by initiating various signalling
pathways leading either to cell cycle arrest and parallel DNA repair, permanent cell cycle
arrest or cell death. Among these pathways, the most important ones involve the tumour
suppressor protein p53, the so-called guardian of the genome, that initiates expression of
those genes that ultimately govern cell cycle arrest, DNA damage repair and apoptosis, Fig-
ure 1, involving the production of proteins of concentrations proportionally related to the
concentrations of p53. At the cell population level (i.e., tissues, organs, whole human body)
pharmacokinetics—pharmacodynamics (PK—PD) modelling has been broadly used to fully de-
scribe absorption, distribution, metabolism, excretion and toxicity of anticancer drugs. Much
less, however, has been done at the single cell (molecular) level to describe drug effects, con-
sidering that individual cells are the actual targets of drug administration [29]. Some drugs
(e.g., radiomimetic drugs including doxorubicin, bleomycin or etoposide, alkylating agents
or oxaliplatin) directly cause DNA double strand breaks (DSB), others target essential cell
cycle enzymes (such as topoisomerases or thymidylate synthase), leading to the production
of abnormal DNA and forcing the cell to start the process of apoptosis, at least when DNA
cannot be repaired [30].

Thus, to reproduce more realistically drug effects in cancer treatments, as described by
PK-PD models with DNA damage as output, it may be helpful to include in existing models
processes that appear in individual cells after DNA insult, beginning with a proper under-
standing of p53 activation and activity in single cells, with the perspective of subsequent
integration of such activity into a cell fate decision process, Figure 2. Bearing in mind that
p53 is inactive due to its gene mutations in around 50% of tumour cells, with the rate varying
from 10-12% in leukaemia, 38-70% in lung cancers to 43-60% in colon cancers, etc. [111],
the approaches involving processes occurring in individual cells with the dominant role of p53
can contribute to establishing new cancer therapies that could either restore p53’s lost func-
tionality or substitute for it in the activation of subsequent proteins in various p53-initiated
pathways.

In this modelling enterprise, the main object of interest at the single cell level is thus the
protein p53, its activation and its activity on proarrest and proapoptotic genes that enable
the cell to make a decision between cell cycle arrest and DNA repair, permanent arrest of
cell growth (so-called senescence) and cell death (apoptosis), Figure 1. Interestingly, the first
p53-transcription independent wave of cells committing apoptosis in response to y-irradiation
is observed 30 minutes after DNA damage by rapid accumulation of p53 in the mitochondria.
The second wave comes after a longer time phase and the decision of the cell to undergo
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Figure 1. p53, the guardian of the genome: p53 responds to a variety of stress stimuli
initiating cell cycle arrest, DNA damage repair, apoptosis or senescence [79, 147, 149].
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Figure 2. Action of chemotherapeutic agents is exploited in individual cells. Whilst there
exist several PK—PD models for effects of a chemotherapy at the cell population level, much
less is known about how specific drugs act in single cells.

apoptosis in this wave is determined by the concentrations of both proapoptotic and proarrest
proteins, the expression of which is modulated by p53 [73, 111]. However, different sorts of
such apoptotic proteins are produced, in a cell-stress, cell-type and tissue-type dependent
manner. Various post-translational modifications, interactions of p53 with over 100 cellular
cofactors and p53 cellular location have effects on determining what kind of proteins and
when these proteins are produced [111].

The signalling of p53 in response to a variety of stimuli is complex, involving hundreds of



Figure 3. The ATM-p53-Mdm2-Wipl dynamics: sensors of the DNA damage, phosphory-
lated ATM-P molecules target p53 for phosphorylation which prevents its interaction with
Mdm2 and thus leads to inhibition of the ubiquitin dependent degradation of p53. Stabilised
pb3 acts as a transcription factor for a variety of genes, the Mdm2 and Wipl genes among
them. Wipl dephosphorylates both ATM-P and p53, and thus allows Mdm2 to bind p53 and
promote its ubiquitination.

elements and processes with some aspects not yet resolved or even explored. We are therefore
forced to restrict ourself to signalling pathways involved in the response to a specific stimulus,
where the gained knowledge creates a framework generally accepted among biologists. A solid
basis in this direction comes from the experiments studying p53 dynamics across various
(cancer) cell lines in response to y-radiation or drugs causing DNA DSB.

Attention should be, however, paid to interpretation of experimental data. For instance,
dynamical responses of individual cells can be very different even when they are exposed to
the same stimulus. This can consequently lead to misinterpretations of the measurements of
the dynamical behaviour over a population of cells. In some cases the observed dynamical
behaviour obtained from cell populations can differ significantly from the patterns observed
in individual cells [124]. This is also the case of p53 dynamics! which was originally described
as damped oscillations when measured by immunoblots [86], later it was revealed that these
oscillations are actually sustained with fixed amplitude and duration [77, 56]. Even if we
realise that the specific dynamical behaviour can be assigned to a specific cellular outcome
[124], this gives another argument for exploring dynamics of proteins at the single cell level
and thus possibly give more accurate descriptions of the reality. Indeed, recent observations
suggest that transient cell cycle arrest is accompanied with the oscillating p53 protein while
cells expressing sustained p53 signalling frequently undergo senescence [108, 123].

In a simplified framework, the regulation of p53 in cells exposed to ~-IR or drugs is mainly
achieved through its interactions with the Mdm2 ligase, which is itself a transcription target
for p53. Mdm?2 regulates p53 through (multiple-)ubiquitination process, followed by nuclear
export and subsequent degradation of tagged p53 molecules. Phosphorylation of p53 serine
15 (Serl5) residue, which is located very close to the p53 kinase domain, the target of Mdm?2,
can mask it from Mdm2 ubiquitination and hence stabilise it at its highest concentrations

'The dynamics of a molecule is understood as the function describing how the concentration, activity,
modification state, or localisation of the molecule changes over time. The dynamics encodes information in
the frequency, amplitude, duration, or other features of the temporal signal, [124].



[42, 43, 147]. In response to DSB, p53 can be phosphorylated on Serl5 in three independent
ways, one of which is phosphorylation by the ATM kinase [147]. The Wipl phosphatase is
another p53 target which acts in the pathway as a regulator; particularly, it dephosphorylates
both ATM and p53, rendering them inactive, whence Wipl closes negative feedback loops
between these proteins as it is schematically shown on Figure 3. Recently, these four proteins
have been shown to represent sufficient and necessary elements in the p53 (minimal) network
which can produce p53 oscillations following DNA damage [15].

The ligase Mdm2 primarily acts as a negative regulator of p53 establishing homeostasis
in DNA damage response (DDR). Recently published studies show that following ATM-
dependent phosphorylation of Mdm2, the phosphorylated Mdm2 was observed not to target
p53 for degradation but rather, and somehow surprisingly, to enhance p53 synthesis. Thus
it can function as a positive regulator by undergoing certain post-translational modifications
[54, 96].

The simplified p53 network relying on the p53-Mdm2 and ATM-p53-Wipl negative feed-
backs became basis for three articles where we continuously embedded a physiological and
compartmental ODE model from [47] into a spatio-temporal PDE model [46, 45]2. Both
ODE and PDE models were aimed to reproduce basic biological observations as described in
more details below. The third article [45] serves as an introduction into modelling protein
(namely, p53 and FRQ) networks by reaction-diffusion equations which are largely over-
looked by mathematicians and system biologists. In the reaction-diffusion PDE models,
reaction terms describe protein-protein interactions and gene regulatory networks and diffu-
sions naturally stand for migration of the species across and in between the two main cellular
compartments: nucleus and cytoplasm.

[45] J. Elias and J. Clairambault. Reaction-diffusion systems for spatio-temporal
intracellular protein networks: A beginners quide with two examples. Computational
and Structural Biotechnology Journal, 10(16):12-22, 2014.

[46] J. Elias, L. Dimitrio, J. Clairambault, and R. Natalini. The dynamics of
p53 in single cells: physiologically based ODE and reaction—diffusion PDE models.
Physical Biology, 11(4):045001, 2014.

[47] J. Elias, L. Dimitrio, J. Clairambault, and R. Natalini. The p53 protein and
its molecular network: Modelling a missing link between DNA damage and cell fate.
Biochimica et Biophysica Acta (BBA) - Proteins and Proteomics, 1844(1, Part
B):232-247, 201.

Aims of the thesis

With the perspective of future (biological and pharmacological) applications, we consider in
silico the p53 protein and its signalling in response to DNA damage, particularly to DSB
caused by agents such as y-radiation or drugs, at the single cell level. The principal aim of
the thesis lies in a study of spatio-temporal dynamics of p53 in an individual cell and close
examination of its dynamical patterns depending on a physical structure of the cell as well
as other factors such as DNA damage dose.

2The articles are ordered from the most recent to the earliest.



Several aims are followed in the thesis. Among them,

e first and foremost, we aim to model p53 response to DNA damage more plausibly with
respect to the relevant biological observations (discussed in the biological overview)
including

— a DNA damage-transmitting-signal (i.e., ATM) which is able to sense the presence
of DSB and transmit the signal to p53, and regulators of p53 enabling to maintain
homeostasis in the DDR (i.e., Mdm2 and Wipl), in their dynamical states rather
than being constant substrates,

— spatial representation of cells and thus differentiation of processes in the p53 path-
way taking place either in the nucleus or in the cytoplasm; this gives a rise to
physiologically more relevant cellular framework for the modelling; then

e we aim to provide an analysis of the models with respect to the extent of DNA damage
and examine thus p53 dynamical responses to different doses of stimulus,

e we aim to provide an analysis of the models with respect to spatial variables and examine
thus roles of the spatial structure of a cell in maintaining specific patterns in the p53
response,

since once we are successful in achieving of these goals, the model simulating realistic be-
haviour of p53 could become attractive for biologists (which is another “hidden” aim of this
work).

We try to answer several other questions that can further contribute to a more detailed
understanding of the complex p53 dynamics in cancer cells, which are exposed to damaging
agents. Some of these questions are:

e What is the role of the sole p53-Mdm?2 negative feedback in the p53 response? Can it
be the only “force” triggering oscillations?

e Can a positive role of Mdm2 towards synthesis of p53 provide an independent mecha-
nism for the oscillatory behaviour of p537

e Based on the models, could we propose a molecular mechanism (which is unknown so
far) underlying phenomena of the excitability of p53 in response to DSB?

e By assuming biological hypotheses giving into relation p53 patterns with a specific
(irreversible) fate outcome, can the models be used to predict molecular targets in
cancer treatment which, after being hit by a known or hypothetical pharmacological
agent, could establish the phenotype in question? This brings us to:

e Could the proposed models be used to exploit dynamics of pharmacological agents
(currently used in clinical trials) or possibly to direct biochemists in the investigation
for new chemicals; to extend current PK-PD models with a molecular module which
would describe the action of these agents more properly?

Except for all these mathbio aspects which rely on modelling, we consider some math-
ematical problems related to ODE and PDE systems for enzyme reactions. Although the
enzyme reactions represent fundamental basis for our modelling, the particular results stay
independent of the mathbio part.
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Organisation of the thesis

The thesis consists of two autonomous parts: the first and most extensive part is devoted to
the modelling p53 network, its activation and regulation in response to DNA damage. This
part spreads over the first seven chapters which describe a “genealogy” of our mathematical
modelling starting with biological and mathematical foundations, passing through a compart-
mental ODE model, two reaction-diffusion PDE models for p53 and finishing with general
conclusions about p53 dynamics and its applications to cell fate decisions. Both PDE models
exploit different mechanisms for triggering p53 oscillations. The second part consisting of one
chapter only is dedicated to some issues related to enzyme reactions. Rather than being a
compact text, this chapter is a collection of two independent results: one for an ODE system
modelling irreversible enzyme reaction, the other one for a reaction-diffusion PDE system for
the reversible enzyme reaction. What follows are short descriptions of the chapters.

Part 1.

e Chapter 1 highlights general biological knowledge about the p53 protein and
other proteins regulating response of p53 to DNA damage including ATM, Mdm?2
and Wipl. Dynamics of the proteins in cancers cells following genotoxic insult
as well as p53-Mdm2 auto-regulatory feedback and observations from single cell
experiments are briefly overviewed.

e Chapter 2 introduces basic mathematical concepts used in modelling. The focus
is on the Law of Mass Action applied to enzyme reaction as a prototypic reaction
representing protein-protein interactions. Simple gene regulatory networks for
Mdm2 and Wipl proteins as well as induction and degradation of ATM and p53
are discussed. Further, transmission of the species throughout the membranes and
issues around intracellular movement of the species are studied. The chapter is
concluded with a review of other existing models simulating p53 dynamics.

e Chapter 3 presents a physiological and compartmental ODE model for p53 dy-
namics following DNA damage. The model is based on the p53-Mdm2 negative
feedback complemented with another negative feedback between ATM and Wipl.
Analysis with respect to the DNA damage signal is provided.

e Chapter 4 gives a general introduction into modelling protein networks by spatio-
temporal reaction-diffusion equations. As an example, the dynamics of the Fre-
quency (FRQ) protein from the well known Leloup—Goldbeter circadian clock ODE
model is examined in new spatial settings.

e Chapter 5 focuses on a reaction-diffusion model for the p53 protein and its sig-
nalling in an individual cell after DNA damage. This physiologically more plau-
sible model considers the two negative feedback loops from the ODE model. The
reaction-diffusion PDE model is examined with respect to several biological obser-
vations. Its analysis with respect to the DNA damage signal and spatial parameters
is given.

e Chapter 6 presents a novel mechanism for p53 oscillations relying on a positive
role of Mdm?2 towards p53. It is shown that this dual (positive vs. negative) func-
tion of Mdm2 depending on Mdm2’s phosphorylation status can create a molecular
framework generating p53 oscillations as well as it can explain the excitability of
p53 in response to DSB.



e Chapter 7 summarises all the work done in the previous chapters. It attempts
to relate the developed models with the possible applications in cell fate decisions
as well as PK—PD models.

Part II.

e Chapter 8 considers two autonomous problems related to the enzyme reaction.
In particular, the validity of the quasi-steady state approximation is given and
the large time behaviour of a reaction-diffusion system for the reversible enzyme
reaction is studied.






Part 1

Modelling p53 network






Biological background

Our main object, the tumour suppressor p53, is found at low levels in normal cells
under normal conditions. In response to a stimulus, it is activated and acts pri-
marily as a transcription factor for many other gemes which, if possible, silence
Sfluctuations caused by the stimulus, if not possible, initiate processes forcing cells
to trigger an irreversible state such as apoptosis or senescence to prevent the de-
velopment of cancer. The biological knowledge about the p53 protein has became
very broad since its discovery, thus in the following sections we give a summary of
the basic properties of p53, its functional activity towards upstream and downstream
substrates, its activation in response to genotoxic stress and other biological features
which we think are important to mention. Other key players in the p53 network, in
particular, ATM, Mdm2 and Wipl are also reviewed in this chapter.

Dynamics of the p58 protein in cancers cells is of special interest for us with respect
to possible future applications of our models. In this chapter we thus depict several
observations of the dynamics of p53 and other proteins following DNA damage (such
as DSB) caused by irradiation or drugs.

Organisation of the chapter is as follows: Sections 1.1-1.6 present short descriptions
of the main antagonists, namely, p53, ATM, Mdm2 and Wipl. The p53-Mdm2
auto-regulatory feedback is described in Section 1.5. The dynamics of the proteins
including single cells experiments are reviewed in Section 1.7.

1.1 The protein p53 in general

The protein p53 as a tumour suppressor controls transitions from G1 to S and from G2
to mitosis cell cycle phases during a tissue development and subsequent tissue regeneration
relying on the divisions of cells at mitosis [27]. The p53 protein can respond to abnormal
developmental pathways triggered by oncogene or tumour suppressor gene mutations, thus
preventing the cell from turning it into a malignant cell [88]. It is also activated whenever
the DNA is exposed to various stress conditions such as ionising ~-radiation, UV or various
drugs in chemotherapies causing DNA damage and also by agents which do not cause DNA
damage, for example, hypoxia, starvation, heat and cold, see e.g. [79, 147, 149] and Figure 1.
In the response to these stresses, pb3 transcriptionally activates a bench of proarrest and
proapoptotic proteins leading cither to cell cycle arrest (and thus it enables repair processes
to fix the DNA damage), senescence or apoptosis [111], apparently, with no ability of p53 to
preferentially activate proarrest target genes rather than proapoptotic genes and vice-versa
due to the (higher/lower) affinity of p53 for these genes [73].

11



12 1. Biological background

Although mutations of the p53 gene primarily do not cause cancer, inactivation of its tran-
scriptional activity, mostly due to missense mutations located in the DNA-binding domain,
can lead to failures in the prevention of unnatural growth whenever some other mutations of
genes causing uncontrolled growth occur [66]. p53 mutations are common in human cancers
(they occur in about 50% of mammalian cancer cells) and are frequently associated with
aggressive disease courses and drug resistance, for example, patients with AML at diagnosis
(with mutations in the p53 gene of 10%-15% initially) [162]. Patients with rare p53 gene
germ line mutations known as Li-Fraumeni syndrome have an approximately 90% lifetime
risk of developing cancer (50% before the age of 40 years) [90]. Interestingly, even when tran-
scriptionally inactivated by a point mutation at the DNA-binding domain, about 70-80% of
human carcinomas express such p53 mutants at high levels [154, 80]. Accumulation of high
level mutant p53 expression during tumour development thus suggests that it may positively
affect proliferation of cancer cells, [118] and citations therein.

In many other human tumours with wild-type and thus transcriptionally active p53, p53
activity is suppressed by its regulators Mdm2 and Wipl which are over-expressed in these
cancer cell lines. The p53 gene remains in its wild-type configuration, likely because the over-
expression of the negative regulators decreases the selective pressure for direct mutational
inactivation of the p53 gene, [92, 106] and citations therein.

The p53 protein is extensively studied protein and there can be found thousands of articles
describing p53 signalling or reviewing it and its functions in more details (for reviews see, for
instance, Vogelstein, Lane & Levine [147], Murray-Zmijewski, Slee & Lu [111] and Vousden
& Lane [149]). In the following sections we point out only the most important facts that are
further recalled in the modelling.

1.2 p53, a transcription factor

The p53 gene product functions as a transcription factor. The wild-type p53 protein can bind
to specific nucleotide sequences, also called p53-responsive elements. When these elements
are close to a promoter they stimulate expression in a p53-dependent manner both in vivo
and in vitro. Mutations in the p53 gene can still produce p53 proteins that however fail to
bind to DNA and fail to transcriptionally activate p53-responsive genes, [154] and citation
therein.

Functional activity of p53 follows its nuclear stabilisation which means that for a certain
amount of time p53 is able to retain its structural conformation preventing it from degrada-
tion or aggregation and to retain its activity when it is exposed to manipulations [147, 42].
The structural conformation relies on a series of post-translational modification (e.g., phos-
phorylation at Ser15) as discussed in Section 1.2.2 and formation of higher order homodimers
as described firstly in Section 1.2.1.

1.2.1 p53 forms tetramers for effective gene transcription

The p53 protein forms tetramers and the tetramer formation is essential for its function [53,
66]. Indeced, tetrameric p53 cooperatively binds to DNA [152] and tetramerisation mediated
by the tetramerisation domain regulates the DNA binding activity of p53 [139]. However, at
low levels or when p53 moves across the nucleus, p53 is likely in the dimeric form [64, 152].

Using three-dimensional structural analysis it was found that the residues containing
the putative nuclear export signal (NES) are suitable substrates for the export receptors
whenever p53 is in the monomeric or dimeric state. Tetrameric p53 cannot be exported from
the nucleus since the NES lies within the tetramerisation domain and is thus hidden from the
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export receptors [139]. Notably, the domain of p53, which is required for oligomerisation, is
also crucial for Mdm2 binding and Mdm2-dependent ubiquitination of p53 [106].

Thus, the tetramerisation of p53 molecules contributes to the nuclear accumulation and
stabilisation of p53.

1.2.2 pb53 activation and regulation following genotoxic stress

The tumour suppressor protein p53 can be activated in at least three independent ways: DNA
damage caused, for example, by ionising radiation or electromagnetic y-radiation, with initial
activation of ATM and Chk2 proteins; aberrant growth signals; and various chemotherapeutic
drugs, UV radiation and protein—kinase inhibitors. All three ways inhibit p53 degradation,
lead to p53 accumulation and stabilisation in the nucleus, and thus enable the protein to
accomplish its main transcriptional function [147].

The concentration of p53 in cells is believed to be determined mainly through its degra-
dation [147]. In normal cells, p53 is kept at a low level mainly through Mdm2-dependent
degradation (p53 is very short-lived with the half-life 20 — 30 min [116]). Therefore, in order
for p53 to accumulate in the nucleus and become active in response to stress, the p53-Mdm2
complexes must be interrupted so that p53 can escape from the degradation-promoting effects
of Mdm?2 [106, 135]. An accepted model for this disruption involves the kinase ATM (with
possible action of Chkl, Chk2 and DNA-dependent protein kinases) which phosphorylates
pb3 on Serl5 localised at the amino-terminal site (in vitro and in vivo) very close to the
binding site of its main regulator Mdm2. Phosphorylation of Serl5 masks p53 from Mdm2
(it blocks binding Mdm2 to p53); it stabilises p53 at high concentrations and thus it initiates
p53 transcriptional activity [74, 147, 54, 43]. However, phosphorylation of Serl5 may not be
exclusive for inability of p53 and Mdm?2 to form complexes. There is evidence that the point
mutation of another phosphorylation sites 22/23 resulted in the inability of p53 to interact
with Mdm2 [74].

The phosphatase Wipl, a transcription target of p53, is then observed to act in the
reverse way, compared with the action of ATM. It dephosphorylates both ATM and p53,
making them inactive and unable to phosphorylate their substrates; in particular, inactive
ATM cannot phosphorylate p53 on Serl5 and dephosphorylated p53 is then detectable by
Mdmz2, as represented on Figure 3, [15, 136, 137].

The E3 ligase Mdm2 is another transcription target for p53. Its p53-inhibiting activity
consists either in single ubiquitination of p53 followed by the nuclear export of such labeled
p53 or Mdm2 promotes multiple ubiquitination with the subsequent p53 degradation by the
protein-degradation machinery [147]. Other proteins such as HAUSP can contribute to p53
stability by deubiquitination of p53, i.e. by opposing Mdm2 [111]. More details about the
Mdm2 protein and its activity towards p53 are left to Section 1.4.

Among other things, full p53 transcriptional activation and stabilisation in highly spe-
cific situations require other post-translational modifications (phosphorylation, acetylation,
methylation, sumoylation, ubiquitination, etc.) of one or more p53 residues. The situa-
tion become even more complicated considering that different modifications of the same p53
residue, e.g. methylation and ubiquitination of Lys370, result in different p53 effects [111].

1This means that the level of p53 expression and the actual concentration of p53 mRNA do not change
significantly during the p53 signalling. These assumptions are also used in our model. Recent observations in
[54, 96], however, suggest that the synthesis of p53 can be also regulated through a positive action of Mdm2.
Further details are left to Chapter 6.
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1.2.3 pb53 transcriptional activity towards proarrest and proapoptotic pro-
teins

The protein p53 as a transcription factor can activate hundreds of genes in response to
a variety of stress signals, thus transforming such signals into various cellular responses.
In addition, the p53 transcriptional activity is heterogeneous, depending not only on the
incoming signal (its type and amplitude) but also on many other factors — the environment
of the cell, type of cells, tissues, presence and abundance of cellular cofactors and enzymes
causing modifications of over thirty residues of p53. All this can induce alterations in p53
stability, expression of substrate genes and cellular location [111].

Experiments on p53 activity on its substrates initially suggested that p53 activates genes
likely with respect to its affinity for a specific promoter. Such conception assumed, for exam-
ple, that low concentrations of p53 predominantly lead to the activation of genes of high bind-
ing affinity, mostly the genes coding for proarrest proteins. When the concentration of p53 is
high, then it activates also genes of low binding affinity (i.e. proapoptotic genes). However,
this model has been partially disproved by observations evidencing that post-translational
modifications contribute to the activation of both proarrest and proapoptotic proteins with-
out any preference being due to p53 affinity towards promoters [111]. Recent experiments
in [73] support these ideas and contradict models based on a differential p53 affinity by
showing that even low levels of p53 can activate both proarrest and proapoptotic genes, and
that concentrations and durations of expression of p53 substrates are determined only by
concentration and duration of expression of p53 itself.

Importantly, a stressed cell evaluates the presence of both proarrest and proapoptotic
proteins produced in a p53-dependent manner at any time during its response to DNA dam-
age. The cell determines a so-called “apoptotic ratio” with respect to protein concentrations,
duration of their expression and other factors. Irreversible apoptosis is initiated whenever
this ratio crosses a certain threshold [73]. Expression of those apoptosis-launching proteins
is a rather complex process that depends on many factors (post-translational modifications,
interactions with other cellular substrates, location), but from an intracellular PK-PD mod-
elling point of view, the most interesting part, i.e. apoptotic response to therapeutic drugs,
must certainly involve p53, [47].

1.3 Ataxia Telangiectasia Mutated protein, ATM

Although p53 activation by ATM in response to DNA damage is well documented, the precise
molecular mechanisms of this activation are less well known and up to these days there are
still unresolved differences between in vivo and in vitro observations. Roughly speaking,
the kinase ATM mediates phosphorylation, directly or indirectly through Chk2, on several
p53’s residues [135]. It is generally accepted that these phosphorylation events suppress
Mdm2-dependent inhibition of p53 activity via the prevention of p53-Mdm2 protein-protein
interaction [147, 135].

In the following sections we review briefly how ATM is activated and regulated in response
to DNA DSB.

1.3.1 ATM, a sensor of DSB

In unstressed human cells ATM exists in inactive form as a compound formed (dominantly)
from two ATM molecules, which makes it stable in cells, retaining it in a constant concentra-
tion, and inaccessible to cellular substrates 7, 67]. In this oligomeric form, the kinase domain
of ATM is bound to a region surrounding the residue Ser1981, Figure 1.1.
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Figure 1.1. ATM molecules form dimers in an unstressed cell (above) which dissociate into
active monomers through autophosphorylation of Ser1981 after DNA damage (below).

A cell exposure to stress agents (causing DSB such as 7-radiation or cytotoxic drugs?)
induces rapid autophosphorylation of ATM on Ser1981 and this phosphorylation results in
dimer dissociation and initiation of cellular ATM kinase activity in vivo. In ATM dissociation
and activation, the active site of one ATM kinase (one out of two bound in the dimer)
catalyses the phosphorylation reaction within which a phosphate group, commonly coming
from ATP, is added to Ser1981 of the another ATM kinase (resulting in the so-called trans-
autophosphorylation) [7], Figure 1.1.

Occasional DSB arising, for instance, from DNA replication are normally promptly cor-
rected by the DNA repair machinery, with either no need to activate ATM or such activation
being only moderate and temporary [13]. After DNA damage caused by other agents (at even
as low doses as 0.1 Gy of ionising radiation), ATM activation occurs very promptly likely
through sensing the changes in heterochromatin [7, 70]. ATM forms clearly detectable foci
adjacent to DNA DSB, and even relatively low levels of nuclear ATM may be sufficient to
elicit proper responses to DNA damage [159].

Experiments in vitro reveal a different mechanism for the ATM dimer dissociation and
kinase activation. In particular, a complex of three proteins Mrell-Rad50-Nbsl localises
at the sites of DNA DSB [82, 117] and attracts ATM dimers to the unwinding DNA break
ends [50] where it is further modified (mostly phosphorylated) by the members of the complex.
This results in ATM dissociation followed by ATM activation and release of a fraction of the
activated ATM from the DNA sites to the nucleus where it phosphorylates its substrates [82,
117].

1.3.2 Activity and regulation of ATM

In vivo, ATM activation following ionising radiation occurs very rapidly at distance from
DNA DSB by means of Ser1981 autophosphorylation. When measured by immunoblots, the
dynamics of p53 (measured through phosphorylation on Serl5) corresponds to the dynamics
of ATM activation. Indeed, phosphorylation of p53 is similarly maximal at doses of 1-3 Gy

2In addition to exposure of cells to ionising radiation, cytotoxic drugs and restriction enzymes causing DNA
DSB, phosphorylation of Ser1981 and ATM activation is also detectable by introducing chromatin-modifying
treatments such as chloroquine or histone deacetylase inhibitors, which do not induce DSB [7].
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of y-radiation with little or no further increase up to doses of 30 Gy in fifteen minutes [7, 70].
In contrast, phosphorylation of other ATM substrates, e.g., Nbsl (on Ser343) and H2AX3
(on Ser139) occurs at the sites of DNA DSB and increases continuously in a dose-dependent
manner up to 30 Gy [7, 70].

Similarly to the complex mechanisms of post-translational modifications of p53, ATM
contains residues undergoing various modifications, e.g. phosphorylation of the ATM sites
Ser367, Serl1893, Ser2996 and Thrl1885, that influence various ATM roles in the ATM sig-
nalling pathway, mainly at the intra-S phase checkpoint [72, 71]. Acetylation of some residues
has been observed in parallel to Ser1981 phosphorylation as a crucial event in ATM kinase
activation and monomerisation [145]. Inactive ATM due to, e.g., a point mutation of the
phosphorylation sites, fails to bind to DNA DSB in vivo [18].

Unlike for p53, the stability of the 370 kDa large ATM protein is not determined through
its degradation, but rather by reverse association of monomers to dimers (or multimers), i.e.
dephosphorylation of active ATM monomers by some phosphatases and backward dimeri-
sation (multimerisation) of such dephosphorylated monomers. Phosphatase Wipl is likely
the dominant player able to dephosphorylate ATM Ser1981 [136, 92]. It has been shown
that inefficient Wipl results in ATM kinase malfunction, and over-expression of Wipl sig-
nificantly reduces protein activation in the ATM-dependent signalling cascade after DNA
damage. The ATM Ser1981 site is the main target of Wipl in vivo and in vitro, however,
Wipl can dephosphorylate ATM on other sites [137].

1.4 Mouse double minute 2 protein, Mdm2

The Mdm?2 gene was originally identified as a gene amplified in a spontaneously transformed
BALB/c 3T3 (3T3DM) cell line [49], and the Mdm?2 protein was subsequently shown to bind
to p53 in rat cells transfected with p53 genes [109]. Levine and his colleagues [109, 154]
characterised, purified, and identified a cellular phosphoprotein with a molecular mass of
90 kDa that formed a complex with both mutant and wt p53 protein. The human Mdm2
gene (Hdm2 was cloned in human sarcomas in [114] (hereafter Hmd?2 is always referred to
as Mdm2). With an apparent 90 kDa molecular weight of the full-length Mdm2, there arc
identified other isoforms (p85, p76, p74, p58-p57) which may arise from different spliced
mRNA forms of the Mdm2 gene or post-translational modifications of the Mdm2 protein.
The full-length Mdm2 and p58 are able to form complexes with p53 only, [116].

Mdm?2 regulates p53 levels negatively through a post-transcriptional mechanism [74], later
on specified as a ubiquitin dependent degradation of p53 [61]. Thus the principal function of
Mdm?2, as an E3 ubiquitin ligase, together with the p300 transcriptional co-activator protein
(in its capacity as an E4 ligase), is to mediate the ubiquitination and proteasome-dependent
degradation of p53 (but also other growth regulatory proteins). Mdm2 mediates multiple
mono-ubiquitin attachment to multiple p53 residues while p300 mediates subsequent polyu-
biquitination, [61, 106]. Notably, Mdm2 does not reduce p53 mRNA which levels remained
fairly unchanged during protein signalling in some cancer cell lines with or without DNA
damage [74, 61].

Overproduction of Mdm?2 is therefore thought to suppress normal p53 levels and prevents
the p53 response to cellular stress, [103] and citations therein. Note that Mdm2 was amplified
in over 30% (in a third of 47 considered sarcomas) of human sarcomas, [114]. At least 5—
10% of all human tumours possess Mdm2 over-expression, due to either gene amplification or
transcriptional and post-transcriptional mechanisms. As expected, in many of those cases the

3Histone H2AX, one of the first targets of ATM, associates with irradiation-induced DNA DSB with a
detectable loci signalising the presence of the DSB [7, 159].
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P53 gene remains in its wild-type configuration, presumably because Mdm2 over-expression
decreases the selective pressure for direct mutational inactivation of the p53 gene, [106] and
citations therein. Thus Mdm?2 is an oncogene, which may, however, help to activate apoptosis
under conditions of genotoxic stress (doxorubicin) [54].

1.4.1 Activity and regulation of Mdm?2

Mdm2 is a phosphoprotein that contains several conserved functional regions which can be
phosphorylated in response to different cellular context including the residues Ser166 and
Ser186 phosphorylated by Akt [100, 163, 113] and Ser395 targeted by ATM [98].

Phosphorylation of Mdm2 by ATM at Ser395 in response to y-radiation and drugs results
in increased autoubiquitination and degradation of Mdm?2 at the beginning of DDR [139].
Recently, the ATM-dependent phosphorylation of Ser395 was observed to reverse the action
of Mdm2 from being a negative regulator of p53 to a positive by stimulating p53 expression
[54] (details are left to Chapter 6).

Akt (or protein kinase B) is a kinasc appearing in the prosurvival PIK3 pathway. Follow-
ing Akt activation by PIP3, Akt phosphorylates Mdm2 which is a necessary step for Mdm2
to be translocated from the cytoplasm to the nucleus. Another p53’s downstream protein
and tumour suppressor PTEN acts as a positive regulator for p53 through hydrolysation of
PIP3 to PIP2 which is then unable to activate Akt, with the outcome of Mdm2 sequestered
in the cytoplasm, [99, 101]. The p53-PTEN-PIP3-Akt positive feedback is often used in
mathematical models, see BOX-1 and an overview of models in Section 2.5.

Mdm2 can be also regulated through its interaction with other proteins, e.g., ARF and
p300 [103]. Following its binding to Mdm2, ARF significantly stimulates sumoylation of
Mdm?2, a post-translational modification, which results in less sufficient p53 ubiquitination
[103]. ARF, at least when present in high amounts, can sequester Mdm?2 in the cell nu-
cleolus [106]. On the other site, phosphorylation of Mdm2 on Ser166,/186 by Akt inhibits
its interaction with ARF [100, 113]. Another substrate 14-3-3¢0 can also bind Mdm2 which
leads to destabilisation of Mdm2 through enhancing Mdm2 autoubiquitination and acceler-
ating turnover rate, 14-3-30 can also affect translocation of Mdm2 from the nucleus to the
cytoplasm [156].

BOX-1: PI3K/Akt pathway and Mdm2 nuclear translocation

PIP3 recruits several protein kinases including Akt and its upstream activa-
tors PDK1 and PDK2 to the cellular membrane. Phosphorylation of Akt at
Ser308/473 is followed by its release from the membrane whereupon it can in-
teract with and phosphorylate a range of substrates including proarrest protein
p21 (which is then unable to function in favour of the cell cycle arrest) and
Mdm?2. Thus Akt promotes cell survival [101]. According to scveral works,
Mdm?2 is phosphorylated by Akt at the serine residue 166 and 186 [100, 163, 113]
although phosphorylation of the latter site was not observed in [5, 58]. These
phosphorylation events then stimulate nuclear entry of Mdm2 from the cyto-
plasm [100, 163].

While two reports [100, 163] show a clear cytoplasmic localisation of Mdm2 when
not phosphorylated by Akt, other groups have shown that Mdm?2 is localised in
the nucleus irrespective of the Akt-dependent phosphorylation [5, 113]—a sur-
prising discrepancy given that similar cell lines and procedures were performed
in these experiments.
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p53-Mdm?2 feedback

(uem2)

Figure 1.2. p53 regulates levels of Mdm2 through its transcription whilst Mdm2 negatively
regulates levels of p53 through the ubiquitin-dependent degradation. Thus p53 and Mdm2
form a negative feedback (shortly written as p53 — Mdm2 - p53).

Mdm?2 can also drive effectively its own ubiquitination [26]. Mdm?2 is typically a very
short-lived protein with the half-life ¢; 5 = 30 min, [116, 80, 118].

1.5 The p53-Mdm2 auto-regulatory feedback loop

The Mdm2 gene has two promoters, an internal promoter (Mdm2-P2), which responds
strongly to wt p53* activation in several cell lines [11, 10, 154], and an upstream consti-
tutive promoter (Mdm2-P1), which is not directly affected by p53 [10]5. Activation of the
Mdm2-P2 promoter follows either the introduction of over-expressed wild-type p53 into cells
or the induction of endogenous wt p53 by ~-radiation. The Mdm2-P1 promoter is only mildly
affected by excess of wt p53, [10].

The p53 protein regulates the Mdm2 gene at the level of transcription and thus stimulates
increased steady-state levels of Mdm2 mRNA. On the other hand, the Mdm2 protein regulates
the p53 protein at the level of its transcriptional activity by the p53-Mdm2 complex formation,
BOX-2. Mdm2 interacts with the amino-terminus of p53 in a region that is important for p53
transcriptional activity and thus inhibits its ability to bind DNA, [109, 115, 154]. Mdm2 also
promotes either p53 monoubiquitination with a subsequent nuclear export of such labelled p53
to the cytoplasm or p53 polyubiquitination and degradation by the 26S proteasomal pathway
[89, 106, 54] (see also Section 1.4). Thus Mdm?2 can further regulate p53 by removing it from
its site of action.

This creates an auto-regulatory feedback loop, Figure 1.2 and BOX-2, that regulates both
the level and activity of the p53 protein and the expression of the Mdm2 gene [154]. This
negative feedback loop results in a low level of p53 expression in normal cells under normal
conditions. In response to diverse stress stimuli, post-translational modifications increase the
steady-state levels of p53, and alter its subcellular localisation with the outcome of cell cycle
arrest and inducing pro-senescence/proapoptotic genes [147]. Thus, factors that disturb this
loop and act to increase Mdm2 levels (either via amplification of this gene or increased Mdm2
activity, c.g. PI3K/Akt pathway) will promote cell proliferation, whereas factors that alter
the ability of p53 protein to stimulate Mdm?2 or inactivate Mdm?2 activity (e.g., ARF) should
lead to growth arrest [154]

“In p53-deficient MEFs, the Mdm2-P2 promoter was also regulated by the Ras-driven Raf/MEK/MAP
kinase pathway, in a p53-independent manner [128].

°Tt has been however recently shown an indirect negative regulation of the Mdm2-P1 promoter by p53
through its upstream protein PTEN. Indeed, in Pten-null cell lines and prostate cancer tissues, Mdm2-P1
promoter activity is up-regulated, resulting in increased Mdm2 expression and enhanced production of the
full-length (p90)Mdm?2 isoform. PTEN controls Mdm2-P1 promoter activity through its lipid phosphatase
activity and independently of p53 binding to the promoter [25]. This represents another mechanism for PTEN
in controlling Mdm?2 oncoprotein functions [25], see BOX-1.
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Note that except for Mdm2-mediated degradation of p53, p53 may be targeted for degra-
dation by other E3 ligases as well as by non-proteasomal mechanisms. However, Mdm2 is
believed to be the major physiological antagonist of p53 [106]. In addition, no molar excess
of Mdm2 over p53 is necessary for efficient p53 degradation: one molecule of Mdm2 may pro-
mote degradation of several p53 molecules [61]. Interestingly, whilst Mdm2 binding to p53
represents one inhibitory mechanism of p53 activity, stable p53-Mdm2 complexes were barely
detectable in several cell lines including DA-1 murine lymphoma, ML-1 myeloid leukaemia
and BALB/c-3T3 fibroblasts [61].

In addition to the p53-Mdm2 negative feedback, there are several other players which can
(positively or negatively) contribute to the p53-Mdm2 loop. Currently there exist at least 7
negative feedbacks regulating p53, most of them between p53 and Mdm?2 (and other proteins)
and several positive feedbacks (between p53 and PTEN, p14/19 ARF, Rb, Dapkl, c-Ha-Ras,
DDR1, Rora), [60, 69].

BOX-2: p53-Mdm2 auto-regulatory loop

Auto-regulatory feedback loop between p53 and Mdm2 consists in regulation:

e of Mdm2 by p53 at the transcriptional level (p53 is a transcription factor
for Mdm2 gene),

e of p53 by Mdm2 through either

— p53-Mdm2 complex formation and inhibition of p53 activity,
— promoting mono-ubiquitination and nuclear export of p53, or

— promoting poly-ubiquitination and degradation of p53 by the 26S
proteasomal pathway.

1.6 Wild-type p53-induced phosphatase 1, Wipl

The Wipl gene was identified as a novel transcript whose expression was induced in response
to v-IR in a p53-dependent manner in the Burkitt lymphoma (BL) cells. The BL cells carry
a wt p53 gene, they can arrest a cell in the G1 checkpoint and induce apoptosis following IR,
[52] and citations therein.

The Wipl protein with the apparent molecular mass of 61 kDa is a member of the ser-
ine/threonine protein phosphatase 2C (PP2C) family and was found exclusively in the nuclei
of BL cells®. The levels of nuclear Wipl increased with an apparent peak of its mRNA at
2 hr in a p53-dependent manner [52].

The Wipl gene is amplified in several human cancers such as breast cancer, neuroblas-
toma, and ovarian carcinomas, predominantly those that still retain wt p53 [92, 95]. Patients
with cancers which over-express Wipl exhibited poorer prognosis than their counterparts
with normal Wipl [92]. This indicates that Wipl can function as an oncogene in these (and
other) tumours. Inactivation of Wipl resulted in the activation of p53 and/or ATM path-
ways with a clear suppression of tumorigenesis in several murine models, [155] and citations
therein.

The protein Wipl targets pb53 as well as other proteins including ATM, Mdm2, Chkl,
Nbsl and HA2X for dephosphorylation, [136, 137, 155]. Thus it is considered as a major

SWipl is even found to be tightly bound to chromatin throughout the cell cycle and it was shown to interact
with H2AX (a marker of DSB) following ~-IR [95].
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homeostatic regulator of the DDR, mainly because of dephosphorylating proteins that are
substrates ATM [92].

1.7 Dynamics of the proteins in cancer cells following DNA
damage

1.7.1 p53 dynamics measured over populations of cells

The levels of p53 in normal cells are regulated by the rapid turnover of the protein. Activation
of the p53 pathway following DNA damage results in increased level of p53 mainly through
the disruption of p53-Mdm?2 interactions”.

Several cancer cell lines tolerate wt p53 (which would be normally growth-suppressive) if
they over-express the Mdm2 (and/or Wipl) gene [27, 92]. For instance, the osteosarcoma cell
line (OsA-CL) and the myeloid leukaemia cells (ML-1) both have wt p53 gene and amplified
Mdm?2 gene. Exposure of these cells to v-irradiation was associated with high levels of p53,
which was active as a transcription factor for Mdm2. Figure 1.3 shows a time course of
changes of p53 and Mdm2 in ML-1 cells after exposure to 2 Gy of y-irradiation. After DNA
damage, p53 increases rapidly and peaks at about 3 hrs post-irradiation. Then the p53 levels
decrease by 5 hrs after damage. In contrast, Mdm2 protein levels are not detectably changed
at 1 hr post-irradiation (suggesting that Mdm2 induction is transcriptionally dependent on
p53), noticeably increase at the 3 hrs time point, peaks at 5 hrs, and is decreasing by 9 hrs
post-irradiation. Notably, the level of Mdm2 peaks about 2 hours later than the level of p53
following -IR, [27].
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Figure 1.3. Induction of p53 and Mdm2 in ML-1 cells in response to IR of 2Gy. (A)
Immunoblot for p53 and Mdm2 proteins in ML-1 cells (expressing wt p53). Topoisomerase I
(Topo I) protein levels are shown as a control. (B) Densitometric quantitation of the relative
changes in the levels of p53 and Mdm2 proteins in ML-1 cells at various times after IR. For
optimal display of changes over time, the levels were normalised so that the peaks of p53 and
Mdm2 expression were equal to 1. Relative changes of Mdm2 protein levels in HL-60 cells
(which do not have p53 gene) at various times after IR are also shown. The figure taken from
[27], copyright by the National Academy of Sciences.

"Nuclear accumulation of p53 may be partly achieved through its increased half-life. p53 is a short-lived
protein with ¢,/ = 20 — 30min [116]; the half-life of wt p53 in human Saos-2 cells without any Mdm2 was
determined to 7.3 hours whilst the half-life of wt p53 in these cells with exogenous Mdm2 to 2.5 hours [74].
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Another and similar time course of p53 and Mdm?2 levels from the murine lymphoma cells
(DA-1), ML-1 cells, and BALB/c-3T3 fibroblasts when exposed to the dose of 2 Gy of 7-IR
was observed in [61]. In case of DA-1 cells, p53 peaked at the 1 Ar and Mdm2 at 1.5 — 2 hrs
time point post-irradiation. In ML-1, p53 peaked at 1 hr at remained at the peak for 2 hours
than it started to decay; Mdm2 peaked at 3 — 4 hrs in ML-1, Figure 1.4. Similarly to the
previous case, maximal Mdm?2 induction coincided with rapid p53 loss during recovery from
DNA damage. The levels of p53 mRNA remained fairly unchanged [61].
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Figure 1.4. Immunoblots for p53 and Mdm?2 induction in DA-1 (left panel) and ML-1 (right
panel) cells in response to IR of 2Gy. a-tubulin levels are shown as a control. The figures
taken from [61]. Reprinted by permission from Macmillan Publishers Ltd: Letters to Nature
[61], copyright 1997.

1.7.2 p53 oscillations in single cells

Experiments in individual living breast cancer cells showed that population-averaged analy-
sis could lead to misinterpretation of actual dynamical responses of proteins. Indeed, using
measurements across a population of cells (in immunoblots) it was observed that p53 ex-
hibits a series of damped oscillations following DNA damage [86], Figure 1.5. New methods
allowing high-resolution time-lapse imaging in individual living cells improved the previously
observed p53 dynamics from damped to sustained oscillations of fixed amplitude and periods
of oscillations [77, 56], Figurc 1.6. Previously it was also observed that the levels of the
phosphorylated ATM (ATM-P), when measured at high frequency during the first hour of
DDR, increase rapidly and reach maximal level within 5—15 min after damage, then followed
by a slow decrease [7]. However, when phosphorylated ATM was measured every hour for a
certain period of time, a series of oscillations were identified after DNA damage, [15, 124].
The concentrations of p53 (and also Mdm2, Wipl, ATM) exhibit sustained oscillations
with the fixed amplitude and period (duration) of p53 pulses® which may persist for several
days. In the case of p53, periods of oscillations range from 4—7 hrs in different cells. A number
of pulses can be also different from cell to cell and it depends on the dose of y-irradiation or
drugs (e.g., NCS), meaning that the number of pulses increases with the increasing damage
dose, [56]. On the other side, the amplitude and duration of p53 pulses in DDR (initiated by

81n fact, due to a stochasticity in the protein signalling, the amplitudes of oscillations vary widely from
peak to peak whilst the variation in periods is less significant [56], however, in average, oscillations are of fixed
amplitude and duration [77].
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Figure 1.5. Protein levels of p53 and Mdm2 measured by western blot analysis giving
oscillations after IR. (A) Mouse fibroblasts NIH 3T3 cells expressing wt p53 and wt Mdm2
were irradiated with 5 Gy of IR. (B) Human breast cancer epithelial MCF-7 cells, expressing
wt p53 and wt Mdm2 were irradiated with 5 Gy of IR. Vinculin levels are shown as a control.
The figure taken from [86], copyright by the National Academy of Sciences.

DSB) are independent of the damage dose [77, 56]°. Originally observed damped oscillations
are likely the consequence of the loss of synchronisation of p53 signalling in the cells and thus
cancelling of pulses over a population of these cells, [124]. Note also that not all cells show
oscillations of proteins after DNA damage; however, the fraction of oscillating cells increases
with the irradiation dose [56].

Further single-cell experiments on the p53 and Mdm2 dynamics revealed that the p53-
Mdm2 feedback loop itself is not sufficient to produce sustained oscillations [15]. Instead, the
p53 pulses depend on oscillations of the proteins that sense and transmit the damage signal to
p53, particularly ATM and Chk2 (Chk2 itself is a target for ATM), and on the sccond negative
feedback loop between pb3 and the phosphatase Wipl, which is schematically illustrated in
Figure 3. Even the initial activation of p53 by ATM (and Chk2) is not sufficient to generate
multiple p53 pulses and sustained p53 pulses are detectable in parallel to sustained ATM and
Chk2 oscillations only; whenever ATM activity is inhibited, oscillatory behaviour of p53 also
vanishes [15].

Hence, although Mdm?2 is important for the regulation of p53, Mdm?2 signalling without
ATM and Wipl does not lead to p53 oscillations in the experiments.

1.7.3 Imtracellular localisation and compartmentalisation

Functional information may be encoded in the structural components of a cell (e.g., DNA
or enzyme structures) but information in cells can be also transmitted through the spatio-
temporal dynamics of signalling molecules [124].

°In contrast, p53 response to UV shows one sustained p53 pulse with the dose-dependent amplitude and
duration [14], c.f., Figure 6.9.
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Figure 1.6. Oscillations of p53 and Mdm2 in a single cell: time-lapse imaging of the p53
and Mdm?2 proteins fused with CFP (in green) and YFP (in red), respectively, in a single
cell following DNA damage caused DSB. The levels of the proteins are normalised. Credits
to the Uri Alon Lab [2].

The wt p53 protein, as a transcription factor, is largely nuclear when it is in the acti-
vated mode, but a certain fraction of p53 plays a part outside the nucleus [106], notably
as a transcription-independent factor involved in the induction of apoptosis [59, 111]. The
cytoplasmic clearance of p53 may lead to autophagy [59]. There are three nuclear localisation
signals (NLS) at p53 and a couple of nuclear export signals (NES) and thus p53 is in principle
able to shuttle between nucleus and cytoplasm through direct interaction with the nuclear
import and nuclear export machineries [138]. Nonetheless, Mdm2 seems to be a dominant
regulator of subcellular localisation of p53, likely because of the rapid clearance of p53 from
the DNA sites [106, 42]. In addition, localisation of p53 is dependent on its oligomeric status
[139] and except for Mdm2 there are other cellular substrates which can affect p53 location,
see [111].

ATM is also predominantly concentrated in the nucleus with only 10-20% of its molecules
found in the cytoplasm, particularly bound to peroxysomes and endosomes [81]. Fluorescent
microscopy techniques have confirmed this spatial distribution of ATM between the nucleus
and the cytoplasm. However, only the nuclear fraction of ATM is autophosphorylated in
response to DNA damage induced by ionising radiation, and activated ATM proteins form
detectable foci that are colocalised with the foci of v-H2AX, a marker of DNA DSB. Cyto-
plasmic ATM can neither autophosphorylate itself nor phosphorylate its substrates [159].

The transcription and translation of the Mdm2 and Wipl genes are localised to the
nucleus and cytoplasm, respectively, [146]. Both their protein products Mdm2 and Wipl
arc also observed to accumulate mainly in the nucleus in the DDR initiated by ionising
radiation [5, 52, 116].
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2

Conceptual and Mathematical
Foundations

Bearing biological aspects in mind, we can proceed with modelling p53 protein net-
work in a single cell. Motivated by the experiments, a model for p53 activation in
response to DNA DSB should involve information-transmitting signal, ATM, which
is able to sense the presence of DSB and deliver it to p53, and homeostatic requla-
tors of the DNA damage response, Wipl and Mdm?2. The protein p53 is naturally
imvolved in the modelling. This chapter presents basic concepts for modelling p53
protein network; mathematical principles and main hypotheses used in modelling are
stated.

Organisation of the chapter is as follows: Section 2.1 introduces enzyme reactions
although these reactions are studied more deeply in Chapter 8. FExpression and requ-
lation of Wip1 and Mdm2 through rather simple gene requlatory networks (GRN) as
well as induction and regulation of ATM and pb3 is discussed in Section 2.2. Sec-
tions 2.8 and 2.4 then focus on the intracellular movement of species in the nuclear
and cytoplasmic compartments and their translocation between the compartments
through the nuclear membrane. Obviously, these two section apply mainly to PDE
models due to the spatial representation of the problem. A review of the existing
mathematical models is given at the end of this chapter in Section 2.5.

2.1 Protein-protein interactions; post-translational modifica-
tions

Cellular responses are controlled either by one particular functionally active protein or by
several proteins whose activation and activity towards other proteins in highly specific situ-
ations depend on other factors and conditions to which cells are exposed. On the molecular
basis, roles of proteins in specific networks are influenced by protein-protein interactions
cither through post-translational modifications (by attaching a phosphate or acetyl group,
ubiquitin to a protein, etc.) or by various compounds formation. For example, stabilisa-
tion of p53 through escape from proteasome degradation, which is the major mechanism for
regulating p53 protein level, is achieved mainly via post-translational mechanism.

Post-translational modifications (ec.g., protein-protein interactions) can be advantageously
represented as enzyme reactions (EnR). The prototypic enzyme reaction is schematically

25
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written as N
k
S+Ek£0ﬂ>E+P,

where the enzyme E converts the substrate S into the product P through a two-step process

with the intermediate complex C. Using the Law of Mass Action (LMA) and the quasi-steady

state approximation (QSSA), see [68, 133] or Section 8.1, we can write an equation for the

concentration of substrate S. In particular,
d[s] _

s : k_ + kpy
dt = —k/‘p+ Om with K]\[ = T
where k. is the kinetic (turnover) rate of the reaction and K is the affinity (Michaelis)
constant. In the equation above, Ej is the initial concentration of the enzyme E and the
equation is thought to represent the total loss of the substrate .S in the reaction and thus,
by using conservation of mass, the total gain of the product P (d[P]/dt = —d[S]/dt). In
practical simulations, Ejy is often replaced by the actual concentration [E] at the time ¢ > 0.
The square brackets [-] denote concentration.

Thus, for instance, phosphorylation of p53 by ATM-P yielding p53-P can be written by

k+ kphl
P53+ ATM-P = C =" ATM-P + p53-P,

which in turn gives terms for the loss of p53 and the gain p53-P, i.e.

d[p53] _  d[p53-P] [p53]
- — kg |[ATM-P]— 220
dt dt oo ]Kphl + [p53]

Similarly, ubiquitination of p53 by Mdm?2, written as

k
P53 + Mdm2 = C F% Mdm2 + p53,,

which results to
dp53] _  d[p53uw] _

dt dt

—kyp[Mdm?2] %,

and so on.

Enzyme reactions used for post-translational modifications offer some benefits for fur-
ther modelling since using advanced techniques (e.g., Ping-Pong method or Lineweaver-Burk
plots), kinetic parameter k, and Kj; can be estimated under specific experimental condi-
tions. Thus for at least some reactions we can find these rates in the literature. In particular,
rates for the Mdm2-dependent ubiquitination of p53 in [78], Wipl-dependent dephosphoryla-
tion of ATM-P and p53-P in [136, 137] and Wipl-dependent dephosphorylation of Mdm2-P
in [155].

Further discussion on enzyme reactions is left to Chapter 8 where we show firstly validity
for the QSSA in the ODE setting and then, after placing enzyme reactions to a spatio-
temporal framework, we give some results on the large-time behaviour of a reaction-diffusion
system corresponding to the reversible EnR.

2.2 GRN for Wipl and Mdm?2; production and degradation
of ATM and p53

A gene regulatory network (GRN) for a specific gene may consist of two main subsequent
events: transcription of the gene into the mRNA and its translation into gene’s protein
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product. From a modelling point of view, we can write two equations for the mRNA and the
protein P,

dmRNA] =1 —dmprna[mRNA],
" (2.1)
% — k[mRNA] — 6p[P].

where d,,rnva and 0p are degradation rates for mRNA and P, respectively; k is a translation
rate; and I is a source term for the mRNA production, which usually depends on the specific
properties of the protein network.

For example, in Goodwin’s “protcin-mRNA” model [57], the expression of a single gene
is controlled by its protein product P (thus, closing the negative feedback loop). In this case

ai

.
Aq —|—k1[P]7

where a1, A1 and k1 are some constants.
Another example of the source I, which is also applied here for the transcription of Mdm2
and Wipl genes, involves Hill’s kinetics (i.e. Hill function of coefficient n). In particular,
[TF"

I= hg——1 k
SKn 4 [TF] i g

TF-dependent mRNA production

~—~
TF-independent mRNA production

where the first term is the Hill function modelling transcription activity of a transcription
factor TF. The protein p53 preferentially forms tetramers, binds DNA and transcriptionally
acts as a tetramer [53, 66, 152]. Hence, p53-dependent transcription is modelled by choosing
n = 4, since we adopt a generally accepted principle according to which n is equal to the
number of binding sites of a transcription factor [152], see also [68] Chap. 1. In addition,
at least Mdm2 has also a p53-independent promoter. Therefore, we consider a constant
basal p53-independent production rate ko for Mdm2 mRNA. It is not clear if Wipl has
another p53-independent promoter. Nevertheless, we consider a basal production rate for
Wipl mRNA as well. The parameters kg and Kg are chosen so that p53 is the dominant TF
for these genes and the levels of Mdm?2 and Wipl are proportional to the level of p53.

The mRNAs of Mdm2 and Wipl1 (likely bound to another proteins acting as their “chap-
erones”, mRNP) then move from the transcription sites in the nucleus to the cytoplasm
where they are translated. We assume that translation of mRNAs into proteins occurs in
the cytoplasm only and, following [1, 142], we adopt the hypothesis saying that the proteins
synthesised outside of the endoplasmic reticulum (ER) move to the nucleus whereas the pro-
teins produced in the ER associate likely with the structures in the cytoplasm. Translation
is modelled as a linear contribution to the overall protein concentrations. The translation
rate is usually independent of the coding sequence, and thus it is (more or less) similar for all
proteins in a given cell type at given conditions [16]. Thus we assume that translation rates
for Mdm2 and Wipl are equal to each other (i.e., kyy = kiy)-

The mRNA is degraded by a ribonuclease which competes with ribosomes to bind to
mRNA. Roughly speaking, if a ribosome binds to mRNA, it will be translated, if a ribonu-
clease does, it will be degraded. Most eukaryotic mRNAs have half-lives less than 30 minutes
and the most short-lived are those that encode proteins whose concentrations need to change
rapidly based on the cellular context, such as transcription regulators [1]. Proteins arc de-
graded by a complex cellular machinery, including the 26S proteasome which targets species
tagged by ubiquitin (e.g., p53 but also Mdm2, Bax, p21 and other proteins [26]). Degradation
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substrate t1/2 [h] § [h71 source

p53 (with wt Mdm2) 1/3 2 116

p53 (without wt Mdm2) 7 0.1 [74]

p53 mRNA 1/3 2 1]

Mdm2 mRNA 1 0.7 [104]

Wipl mRNA* - 0.7 -

Mdm?2 0.5 1.38 [116, 118, 154]
Wip1* - 1.38 -

Table 2.1. The half-lives ¢;/, and degradation terms d of the species used in the models;
*the half-lives of the Wipl and its mRNA are not known, however, since it is short-lived
protein as p53 and Mdm2 [26], we assume the same degradation terms as for Mdm2 and its
mRNA.

depends on the oligomeric status (the monomer and multimers may be degraded at different
rates).

The rate of degradation ¢§ for species (proteins, mRNAs) as above can be deduced from a
simple formula giving into relation the first-order (degradation) rate and the half-life ¢, /2 of
the species (usually a measurable quantity):

log 2

The half-life ¢, is the amount of time which is necessary for a species of a certain concen-
tration to fall to half its value as measured at the beginning of the time period [105], p. 457.
Table 2.1 summarises publicly available half-lives and the corresponding degradation rates
for all the species!.

Activation of ATM and its specific regulation following DNA damage as well as production

and degradation of p53 are left to separate sections.

2.2.1 ATM activation in response to DSB

Specific regulation of ATM, explained in Section 1.3, allows us to exclude its synthesis from
our considerations. The observed way of ATM regulation through its ability to switch be-
tween active monomeric and inactive dimeric states, keeping thus ATM in overall constant
concentration, can be used rather than introducing another variable for ATM mRNAZ. In
response to DSB, ATM dimers dissociates into active monomers either by sensing changes in
heterochromatin (as deduced from in vivo experiments) or through interaction with the MRN
complex (as observed in in vitro experiments). Whether ATM is activated adjacent to or at
a distance from the DNA, its activation is observed to be very fast, and we represent ATM
monomerisation and activation as an enzymatic reaction initiated by an unknown signal F,

!Short half-lives of the species (< 1hr) strengthen the hypothesis that species that need to be changed
promptly in their concentration, including regulators of the cell cycle and several transcription factors such as
p53 are degraded rapidly mainly by ubiquitin-dependent proteolysis, [106, 26] and citations therein.

2 Although we could not find any evidence in the literature, we assume that ATM is long-lived protein with
the half-life of several hours; thus, we suppose that the degraded ATM molecules are continuously replaced by
new ones so that the total concentration of ATM remains fairly constant. Since ATM is 370 kDa large protein
we can speculate that its inactivation through the dimerisation instead of degradation is energetically more
profitable.
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ATM activation

Nucleus
9o
g

Figure 2.1. A schematic representation of ATM activation by a DNA-damage-transmitting
substrate (although hypothetical) E and its deactivation by Wipl.

assumed to be a hypothetical molecule (£ can be the MRN complex or any other protein;
hereafter expressed in uM), Figure 2.1.

Taking all this together, we can represent ATM dimer dissociation and ATM activation
(for simplicity these two events are assumed to occur simultancously) by the reaction

ATM-D + E = Complex "3 E + 2 ATM-P,

c.f. (3.2) below, where ATM-D denotes dimeric ATM and ATM-P denotes phosphorylated
active monomer. On the other site, ATM deactivation by Wipl and subsequent dimerisation
can be modelled (similarly as a simultaneous process) by

k
Wipl + 2 ATM-P = Complex -2 ATM-D + Wipl,

c.f. (3.3) below. Application of the Law of Mass Action and QSSA?, yields reaction terms
for ATM-P and ATM-D losses and gains, respectively,

d[AT M-D] [ATM-D)] . [AT M-P]?
= Y ) kapna[Wipl :
dt e e F[ATM-D] aph2[Wip ]dehz [ATM-P]’
d[ATM-P] [ATM-D] . [AT M-P)? (2.3)
=2k, E — 2kapn2[Wipl
dt P2 K he + [ATM-D)] apn2|Wip ]dehg + [ATM-P]? °
ATM-P activation Wipl-depedent dephosphorylation of ATM-P

c.f. (3.4), which can be further merged, just by recalling the conservation of ATM molecules?,
into one equation for ATM-P,

1
d[ATM-P] 5 (AT Mror — [ATM-P))
——— =2kmE -

Kpha + §(ATMTOT — [ATM-P)) (2.4)

. [AT M-P]?
— 2kgph2 [Wipl] Kopnz 1 [ATM—P]Q’

c.f. (3.12), which is the equation used in the ODE model. The single equation (2.4) for
ATM-P above cannot be generally used in PDE models where the motion of ATM-P and

3 Application of the LMA and QSSA and thus these equations are precisely derived in Section 3.2.1.
YATM is conserved, i.e., [ATM-P] + 2[ATM-D] = const over the time by our assumption on the constant
concentration of ATM.
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ATM-D is represented by diffusion, since both ATM conformations can diffuse with different
rates. In addition, Hill function of the coefficient 2 rather than Michaelis function (as shown
above in (2.3)) is used for the ATM activation by E in the PDE models. The rates kppa, Kpho,
kapno and Kgppo are free parameters, the first two of them chosen so that ATM is rapidly
activated following DNA damage.

2.2.2 Modelling p53 production

Abundance of the p53 protein is mainly determined by its degradation rather than by its
production [147], for this rcason and for simplicity, we do not include p53 mRNA into our
simulations®. Production of the cytoplasmic p53 is fully governed by a constant basal pro-
duction rate kg which is the only source for p53. In the case of PDE models we additionally
assume that the total net production of p53 is the same as in the ODE case. This basically
means that the production rate kg gives a rise to the same amount of p53 molecules (measured
in uM/h) in ODE and PDE when measured across the whole basal area in the cytoplasm
(where this production is allowed). Similarly to [142], we assume that the basal production
rate is active only in a ring-shaped region of the cytoplasm® (an annulus) separated from the
nucleus by the ER, since proteins produced in the ER very likely do not enter the nucleus
[1, 142], see Figure 2.2.

Figure 2.2. A schematic representation of a cell under consideration in 2D. The cell con-
sists of the nucleus (central zone, blue) and the cytoplasm constituted of the endoplasmic
reticulum (perinucleic annulus, red) where no translation is allowed and the translation zones
(peripheral, green and yellow). The basal production of p53 is assumed to occur in the inner
peripheral, i.c., not perinucleic, annulus (green).

2.2.3 Modelling p53 degradation

As already discussed in the biological overview, regulation of p53 by Mdm2 can be achieved
through the three different mechanisms. One of them is the ubiquitin-dependent degradation.

SExcept for Chapter 6 where p53 mRNA plays a prime role.

5Because of the above assumption on the total net production, this restriction of p53 production to an
annulus in the cytoplasm is not relevant anymore; however, we have used it in [46] and thus we will consider
it in the following.
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Once p53 is sufficiently ubiquitinated, the p53 protein is exported to the cytoplasm and
degraded by the 26S proteasome. Mdm2 plays a crucial role in the p53 ubiquitination as
it attaches the first ubiquitin to p53. The effective p53 degradation however requires p53
to be polyubiquitinated. Nonetheless, we assume that the sole ubiquitination by Mdm?2 is
sufficient for p53 nuclear export and degradation for either degradation or nuclear export of
p53. We do not include actions of any other proteins that can either cooperate with Mdm2
in the ubiquitination process (e.g., p300) or deubiquitinate p53 (e.g., Hausp). In addition,
we do not assume any p53-Mdm2 complex formation since in some cancer cell lines (e.g.,
DA-1, ML-1 and BALB/c-3T3 cells) these complexes were barely detectable [61]. Thus the
Mdm2-dependent degradation of p53, modelled as an enzyme reaction, yields
d[p53]

[p53]
AP g IMdm2]— 22
di up|[ M dm ]Kub+[p53]

ubiquitination of p53 by Mdm?2

5p53 [p53] .
——

natural degradation

Note that, although Mdm?2 is the main regulator of p53 (responsible for its nuclear clearance)
we assume some natural Mdm2-independent degradation rates for the cytoplasmic p53 (with
the half-life of 7 hrs and the corresponding &ps53 = 0.1 AL, sce Table 2.1). The rates for the
Mdm2-dependent degradation k., = 5min~! and K, = 1 uM are taken from [78].

Stabilisation of p53 in the nucleus depends directly on its phosphorylation by ATM. Thus
we assume that the phosphorylated p53-P cannot be degraded by Mdm?2.

2.3 Diffusion of species in the cell

Recent photobleaching techniques enable to track the fusion of a protein with the green flu-
orescent protein (GFP) and thus measure diffusion of such fused proteins. Hinow et al. [64]
estimate the nuclear diffusion of p53 fused with GFP in H1299 human large cell lung carci-
noma cell to be ~900 pm?/min, slower than the diffusion of GFP itself (~2500 pum?/min),
likely due to multimer formation.

We can assume that an individual p53 monomer migrates faster with a higher diffusivity
than the measured pb53-GFP diffusivity. Hence, we will use the diffusion coefficient for p53
equal to 1000 um?/min as an average whether it migrates as a monomer, or multimer (how-
ever, it cannot be exported through the nuclear membrane as a tetramer [138]). We are also
aware of the fact that diffusion can be different in time and space due to many physical ob-
stacles occurring in the cell or because of specific conditions to which the cell is exposed. For
instance, the diffusion coefficient of p53-GFP reduced significantly after the drug treatment
by cisplatin and etoposide in HeLa cells: both drugs induce p53 activation and accumulation
in the nucleus with diffusion 900 um?/min decreased up to 200 pm? /min measured 16 hours
after anticancer drug activity, [65].

Due to the lack of experimentally measured data, we set the values of the diffusion coef-
ficients for the other proteins by comparing their molecular weights. We will use diffusions
of 1000 um? /min for Mdm2 and Wipl (90 and 61 kDa, respectively, comparing to 53 kDa of
monomeric p53) and 300 um? /min for ATM (370kDa) (monomeric or dimeric).

An increasing number of studies indicate that eukaryotic mRNAs form large ribonucleo-
protein particles (mRNP) that are transported from the sites of transcription to the nuclear
pores by random Brownian motion [20, 146]. Diffusion of an average mRNA-protein complex
vary in the range 1.2 — 2.4 um?/min [20] and we will use the reference value for an aver-
age as well as Mdm2 and Wipl mRNP complexes equal to 1.8 um?/min. When compared
with the diffusion of proteins, the diffusivities for the mRNP are smaller of several orders in
magnitude, however, note that mRNP complexes can be of weight as large as 1600 kDa [34].
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Figure 2.3. Passive transport throughout the nuclear membrane: initial concentrations C°
and Cg of a specie in two compartments divided by a membrane of the thickness §. Due to
interaction of the species with the membrane, the actual concentrations outside of the both
sides of the membrane are C* and C} and inside of the membrane ¢* and ¢5. These values
arc gencrally different and satisfy ¢* = HC* and ¢ = HC§ where H is a characteristic
parameter dependent on interaction of the species with the membrane. For the flux J, Fick’s

d s — 0" DH

first law then implies J = —Dd—qf) ~ —D¢5 5 A 5 (C9 — C%), where D is a diffusion
Y

rate of a transported substrate through the membrane and the difference of concentrations

Cg’ — O is the driving force for the exchange of the substrate. The coefficient p = DH/§

is the permeability rate (measured in um/s) and it is the property of membrane. For more
details see [112], p. 8-9. Figure taken from [112], copyright by Elsevier.

Due to similar nuclear and cytoplasmic cytosol viscosity we will consider the same diffusion
values for both compartments. Note that there are other possibilities how to approximate
diffusion coefficients of proteins, for example, by using Einstein’s formula [23] which, however,
requires Stokes radii of the proteins, which are often not known.

2.4 Nucleocytoplasmic transmission, permeability

All the proteins under consideration have weights over 40 kDa (Table 5.2) so that they
can use active transport only (and not passive transport) for their translocation between
the two compartments. Similarly, mRNA-protein complexes (mRNPs), formed shortly after
mRNA synthesis at the transcription site, released to the nucleoplasm and moving toward
the nuclear membrane [146] usually have weights over 40 kDa". However, comparing time
scales of cargo translocations occurring within a period measured in seconds, a few minutes
at most [127], and intracellular protein(mRNA )-dependent events which may hold over hours
(e.g., accumulation of species in a compartment, regulation and degradation of the species in
the compartments, [56, 77]), we will not involve active transport mechanism here and thus
keep the model as simple as possible.

Instead, the transmission of a chemical is represented in our models by a diffusive flux
through the boundary that is proportional to the difference between the nuclear and the

"The protein in the mRNP usually assists in the mRNA export to the cytoplasm [32], see [32] for the
detailed description of mRNP translocation through the nuclear membrane.
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cytoplasmic concentrations of the chemical, see Figure 2.3, i.e. we recall the so-called Kedem—
Katchalsky boundary conditions (BC) as they have been suggested in [23] and already applied
in [43]. The same boundary conditions can be derived from the Fick’s first law for stationary
fluids (under the assumptions of no net movement, no bulk motion and no coupling effect of
more cargoes transported simultancously), sce the caption in Figure 2.3. Additional remarks
and the specific BC used in the PDE model are in Section 5.2.4.

Passive transport of the species through the nuclear membrane is determined by the
diffusion and the permeability coeflicient (itself dependent on the diffusion), see the caption
of Fig. 2.3. Note that mRNA export from the nucleus to the cytoplasm can take 10-30
minutes depending on the mRNA [16] which is likely caused not only by a relatively small
diffusion but also a highly complex mRNA translocation through the nuclear envelope [32].
This induces another delay in the response to transcriptional activation, since the mRNA
can be translated into a protein only once it is exported from the nucleus and binds to the
ribosomes.

ATM is assumed to be strictly nuclear, thus we assume that p53 phosphorylation by
ATM can occur only in the nucleus. Although Mdm?2 is reported to be nuclear we assume
that it can freely migrate between the compartments in the ODE model (but not in the
PDE models where it is assumed to move from the translation site in the cytoplasm to the
nucleus) and it also can ubiquitinate unphosphorylated p53 in both compartments. Unlike
p53-P, which is assumed to be localised to the nucleus only, p53 can freely migrate between
the compartments. The phosphatase Wipl is assumed to move from the cytoplasm to the
nucleus only since it is predominantly found to be the nuclear protein.

All the diffusion and permeability coefficients considered in our PDE simulations are listed
in Table 5.2.

2.5 Overview of other p53 models

There are several mathematical models describing the p53-Mdm2 dynamics, for example the
already mentioned model by Lev Bar-Or et al. [86] which shows (numerically and experi-
mentally) the presence of damped oscillations. The model developed by Batchelor et al. [15],
which is actually based on the former models of Geva-Zatorsky et al. [56], includes nuclear
concentrations of the proteins, more or less, of all four species as we do, i.e. a signal (in-
cluding ATM) that initiates p53 signalling and an inhibitor (including Wipl) that inhibits
p53. The models [15, 56] rely on Delayed Differential Equations (DDE). However, DDE mod-
els may generate artificial rhythms in systems, which do not appear naturally, see [69] and
references therein, so that the biological significance of the introduced delays in modelling
protein networks is most often far from obvious in those DDE models. Avoiding DDEs, the
authors in [69] convert the DDE system [15] into a system of ODEs. However, they still need
to involve a positive feedback to obtain oscillations (they chose a recently observed positive
feedback involving Rora).

Ma et al. [94, 151] also use DDE to simulate particular delays in representing the tran-
scription of Mdm2 mRNA and translation of the mRNA into Mdm2. Their models contain
p53 activation by ATM kinase and nuclear species are considered only.

Ciliberto et al. [28] studies the negative feedback p53 — Mdm2 - p53 supplemented by a
simplified positive feedback to reconstruct p53-Mdm2 oscillations. In the positive feedback,
p53 initiates activation of a cascade of protein interactions (involving PTEN, PIP2, PIP3
and Akt) leading to a temporal inhibition of cytoplasmic Mdm2 translocation to the nucleus.
T. Zhang et al. [160] explore the mechanism of p53-Mdm2 network of [28] and offer three
other models simulating p53-Mdm2 dynamics which combine different positive feedbacks with
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the p53-Mdm2 negative feedback. As we have already mentioned there exist several positive
feedbacks between p53 and, e.g., PTEN, p14/19 ARF, Rb, Dapkl, c-Ha-Ras, DDR1 and
Rora which could be in principle combined with the p53-Mdm2 negative feedback loop and
give a rise to oscillations®. In addition, the model in [160] proposes a mechanism enabling
a cell to decide between cell cycle arrest and apoptosis, assuming that persistent p53 pulses
trigger apoptosis. X.P. Zhang et al. [161] combine results of [28, 160] and develop a two-
phase switch model, which includes p53-Mdm2, ATM-p53-Wipl and p53-PTEN-Akt-Mdm2
feedback loops to simulate irreversible transition from cell cycle arrest to apoptosis®.

Both ODE models of [160, 161] simulate cell fate decision by involving transcription of
proarrest and proapoptotic proteins p21 and p53DINP1, respectively, the activation of which,
however, is regulated by the p53 affinity for the genes. Following this affinity assumption,
proarrest proteins are produced initially in an early cell response phase to DSB (controlled
by a “pb3-arrester”) and proapoptotic proteins are produced later after a few p53 pulses
(controlled by a “p53-killer”)10.

The p53-dependent transcriptional regulation of proteins is modelled by using Hill func-
tions, mostly with coefficients 3 and 4, in the mentioned works [28, 94, 151, 160, 161].

Another model which simulates p53 signalling network through the p53-Mdm2 negative
feedback combined with PTEN/Akt positive feedback and taking stochastic effects into ac-
count is proposed by Puszynski et al. [126]. In their recent work [125] (based on [126])
they explore pharmacodynamics of a small molecule Nutlin-3 which is able to inhibit p53-
Mdm2 interactions. Sturrock et al. [141, 142, 143] and Dimitrio et al. [42, 43] study the sole
p53-Mdm2 negative feedback (without active roles of ATM and Wipl) in maintaining p53
oscillatory dynamics using spatial PDE models.

8This confirms the complexity of p53 signalling in the sense that whenever one path of the p53 network is
inactivated for some reason, the proper oscillatory behaviour of p53 can be still triggered by another one or
more paths which can contribute to the normal p53 signalling, etc..

9A tricky part of the models using Akt /PTEN signalling is in an uncertainty in the experimental results,
see BOX-1.

19However, as it is discussed in the biological review, such affinity-based preference of p53 for the downstream
substrates was not shown in several studies.
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Physiological and compartmental
ODE model for the p53 network

We start our modelling with a physiological and compartmental ODE model which
is an extension of the model of L. Dimitrio et al. [43, 42]. Unlike in the originally
proposed model, we integrate ATM and Wipl into the p53-Mdm2 dynamics so that
p53 activation and requlation can be modelled more plausibly with respect to the rele-
vant biological observations discussed in the biological overview. Thus, in contrast to
the model in [43, 42], which took into account the sole p53-Mdm?2 negative feedback
only, we consider all four species including ATM activating the DDR in response to
DSB and Wipl acting to maintain homeostasis in the DDR.

Organisation of the chapter is as follows: A short introduction to ODE modelling
for p53 is in Section 3.1. Section 3.2 which presents the ODE model is then followed
by numerical simulations in Section 3.3 and concluding remarks in Section 3.4.

Results presented in this chapter were published in [47],

[47] J. Elias, L. Dimitrio, J. Clairambault, and R. Natalini. The p53 protein and
its molecular network: Modelling a missing link between DNA damage and cell
fate. Biochimica et Biophysica Acta (BBA) - Proteins and Proteomics, 1844(1,
Part B):232-2/7, 201/.

3.1 Introduction to the ODE model

Most of the existing models describing p53 activation and regulation in single cells following
their exposure to DNA damaging stress agents rely on either DDEs or ODEs modelling the
p53-Mdm?2 negative feedback alone or in combination with a positive feedback. We show
that pb3 oscillations that have been observed in individual cells can be reconstructed and
predicted by compartmentalising cellular events occurring after DNA damage, cither in the
nucleus or in the cytoplasm, and by describing network interactions, using ODEs, between
the ATM, p53, Mdm2 and Wipl proteins, in each compartment, nucleus or cytoplasm, and
between the two compartments.

The compartmental p53-Mdm2 model developed by L. Dimitrio et al. [42, 43] is extended
by considering the ATM and Wipl proteins, since in the light of new evidence from single cell
experiments, the p53-Mdm2 negative feedback should not be sufficient for triggering oscilla-

35
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tions. Instead, initiation and regulation of p53 must involve the ATM and Wipl proteins, the
dynamics of which should be fully described by mathematical variables, solutions of ODEs,
rather than represented by constant parameters. As previously discussed, ATM is interpreted
as an identifier of DNA DSB, although it is not a direct DNA DSB sensor [117]. In our con-
text, a special signal denoted by FE acts as a transmitter of information about the presence of
DNA DSBs, and it is assumed to be a constant positively correlated with the DNA damage
dose!. In the original model, compartmentalisation of cellular events together with the p53-
Mdm?2 feedback (p53 — Mdm2 - 53) led to the desired p53 oscillatory behaviour even with
a constant ATM (considered as a measure of DNA damage). Under our new assumptions,
ATM and Wipl concentration are considered as continuous time-dependent functions, and
we show that the feedbacks p53 — Mdm2 - p53 and AT M — p53 — Wipl 4 AT M together
with compartmental distribution of proteins can then reconstruct the oscillatory dynamics of
these proteins.

3.2 ATM-p53-Mdm2-Wipl compartmental model

In this section, we design and analyse a mathematical model that can successfully be used to
reconstruct in silico experimentally observed dynamics of proteins, namely, the main cellular
actor p53, ATM as a protein transferring the DNA damage signal, Wipl as a dephospho-
rylation factor of both p53 and ATM, and Mdm2 that tags p53 for degradation. Note that
our model is compartmental in the sense that we strictly distinguish the activities of proteins
occurring in the nucleus from those occurring in the cytoplasm, as it is shown on Figure 3.1.

3.2.1 Modelling ATM activation and deactivation

ATM activation, i.e. its autophosphorylation and consequent dissociation of ATM dimers
into (active) monomers, can be modelled in several ways. The simplest way is through the

dissociation reaction

knz
ATM-D = ATM-P + ATM-P, (3.1)

where ATM-D denotes a compound of two ATM kinases and ATM-P is active (phosphory-
lated) ATM. In our model, ATM in inactivate state is considered in the form of dimers only.
The constants k,, and k_,, denote, respectively, the monomerisation (forward) and dimerisa~
tion (reverse) rates of the reaction. Reaction (3.1) involves monomerisation (dissociation) of
a dimer complex ATM-D to the two active ATM species with the rate k,, and dimerisation
of two ATM-P monomers to produce ATM-D with the rate k_,,. The Law of Mass Action
then can give mathematical relations between ATM-D and ATM-P, with the production of
ATM-D being equal to the half degradation of ATM-P [68]. A disadvantage of presenting the
activation/deactivation of ATM as in (3.1), however, is that it does not mention any signal
initiating ATM-D dissociation, whereas such a signal is thought to be produced by changes
in the chromatin structures after DNA damage [7] and/or by the MRN complex as a DNA
strand breaks sensor [117].

Hence, a more convenient way to represent ATM activation with the perspective of fur-
ther analysis is to involve a hypothetical, likely molecular and so far biologically (in vivo)
unidentified DNA damage signal F, produced by DNA damage recognition sensors, transmit-
ted to and sensed by ATM., resulting in the dissociation of ATM dimers into two molecules

'We assume that the higher doses a cell is exposed to, the bigger number of DSB is caused, the stronger
activation signal F is produced.
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of ATM-P, i.e.
k; kph
ATM-D + E = Complex 22 B+ 2ATM-P (3.2)
with the corresponding kinetic rates k;. k—; and kpp2. This reaction is not a typical enzymatic
reaction since the enzyme-like signal F in this approach is a non-specified signal corresponding
to DNA damage; it is not necessarily an enzyme; however, we assume that F is not amplified,
reduced nor changed otherwise in a short time interval.
ATM deactivation by Wipl is modelled similarly as

Wipl + 2 ATM-P 2 Complex " ATM-D + Wipl. (3.3)
—J
Here, it is assumed that phosphatase Wipl exists in a sufficient concentration to dephos-
phorylate ATM active monomers in the sense that whenever one ATM-P protein is dephos-
phorylated, another dephosphorylated ATM protein is present, so that they are immediately
bound to the dimeric ATM-D. Kinetic rates arc denoted by kj, k_; and kgppo.
Note that ATM activation and deactivation by Wipl occur in the nucleus.
The Law of Mass Action (LMA) and the QSSA [68, 133] then yield differential equations
for (3.2) and (3.3); in particular, changes of concentrations in time of ATM-D and ATM-P
are, respectively,

d[ATM-D] [AT M-D] . [AT M-P)?
———— = —kypo k Wipl ,

dt el AT eV (3.4)
d[AT M-P] [ATM-D] , [AT M-P)? '
—— =2k, P — 2k Wipl

dt PR2ZK oo + [ATM-D] aph2[Wip ]deh2+[ATM-P]2’

since the rate of change of ATM-D is half that of ATM-P. Here Kppe = % and
i
k_j + kaph2

Kapho = are the Michaelis rates of reactions (3.2) and (3.3), and kyp2 and kgpno

j
are the velocities of these reactions.

Indeed, using the Law of Mass Action and the QSSA, the loss of ATM-D derived from
the first reaction (3.2) can be written in the form

d[ATM-D] > [AT M-D]
dt PP Ko + [ATM-D]

However, the equation for the loss of ATM-P is not so straightforward, since as a substrate

we now have two ATM-P proteins. Let us write

s = [ATM-P], e = [Wipl], p=[ATM-D] and c¢= [Complez]

(3.5)

for the concentrations of the reactants in (3.3). Then the Law of Mass Action applied to
(3.3) leads to the following equation for the substrate s,
ds
dt
since in every c¢ that is made, two of s are used, and every time c is degraded, two of s are
produced; and for the other reactants,

= —2k;s%e + 2k_jc, (3.6)

de

7 = ~kistet (ko + kapa)e

dc 2

a kjs“e — (k—j + kapn2)c, 30
d

ap — kjdthC
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The initial conditions are e(0) = ep, s(0) = sp and ¢(0) = p(0) = 0. With the conservation

de d
property of the enzyme e, d—i + d—i =0, and so with e(t) = ep — ¢(t), we have the system of

ordinary differential equations (ODEs) reduced to

% = —2k;5%(eg — ¢) + 2k_jc,
(3.8)

dc
= kis®(eo — ¢) — (k—j + kapn2)c.

dc
The quasi-steady-state approximation then assumes ; ~ 0. Hence, from the second equation

in (3.8) we can explicitly write ¢ in terms of s, in particular,

6032

C= —m—m 3.9
Kapno + 52 (3.9)

ki +k . . . . e .
where Kgppo = ]k—dth is the Michaelis rate of the reaction. Substituting ¢ in the
J
equation for s, we finally can write
ds s?
— = 2kgphoo—, 3.10
o dph2€0 Koz + 82 ( )

where eg is replaced by e in numerical simulations. By coming back to our original problem
reaction (3.3), we get the equation for the loss of ATM-P,

d[AT M-P] [ATM-P)2
dt Kapho + [ATM-P)?’

Finally, the combination of (3.5) and (3.11) gives (3.4).

Note that it is not necessary to use both equations (3.4) in numerical simulations, and
actually, both equations involved in the system lead to the Jacobian matrix of the ODE system
(composed of the all other equations describing p53-Mdm2 dynamics, see Section 3.2.3), which
is singular for £ = 0, i.c. for the value for which the system achieves equilibrium (no DNA
damage is assumed). This is because the derivative of the right-hand side of the first equation
in (3.4) with respect to the variable [AT M-D] is zero for E = 0, similarly the derivatives of
all other right-hand sides of the equations describing the dynamics of proteins are zeros as
well (simply because these equations do not contain [ATM-D], i.e. they are constants with
respect to [ATM-D]); see the equations in (3.16) and (3.17). To calculate the equilibrium for
E =0 is a straightforward algebraic exercise; the problem, however, the continuation of the
equilibrium curve starting at the computed equilibrium for £ = 0 fails, since continuation
techniques require non-singular Jacobian matrices.

By recalling the conservation the ATM protein, i.e.

[ATM-P) + 2[AT M-D] = const = AT Mror

= —2kapn2[Wipl] (3.11)

1
and thus by writing [ATM-D] = §(AT.7VITOT — [AT M-P]) in the second equation in (3.4),

we actually have the mathematical equation for [ATM-P] in the form

1
] “(ATMror — [ATM-P))
AATMER] gy 2
Kpha + §(ATMTOT — [ATM-P]) (3.12)
[AT M-P)?

— 2kdph2 [Wipl]

Kapho + [ATM—P]Q'
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3.2.2 Modelling p53 pathway by ODEs: assumptions

The dynamics of p53-Mdm2-Wip1 in the nucleus can be expressed by the following reactions:

k
p53 + Mdm2 = Complezx Futy P53up + Mdm?2
... for p53 ubiquitination by MdmZ2,
k k
ATM-P + p53 = Complex -2 p53-P + AT M-P
ks (3.13)
... for p53 phosphorylation by ATM,
. ka kapha .
Wipl + p53-P kﬁ Complex — p53 + Wipl
4

...for p53 dephosphorylation by Wipl,

with the corresponding kinetic constants.
Again, the application of the LMA and the QSSA yields the equations for time changes
of the nuclear inactive p53 and active p53-P concentrations, i.e.,

d[p53] , [p53-P] [p53]
ST ke [Wipl — Ky [Mdm2]—0
a RVl e ] el M ]
dephosphorylatiogrof p53-P by Wipl  ubiquitination :)rf p53 by Mdm2
[p53]
- ATM-Pl—————
v I & + 1753 (3.14)
phosphorylation:f p53 by ATM-P
d[p53-P] (53] ) [p53-P]
—_— = ATM-Pl————— — k Wipl .
dt phl[ ]Kphl + [p53] dphl[ P ]dehl + [p53-P]

phosphorylation of p53 by ATM-P  dephosphorylation of p53-P by Wipl

We do not consider pb53 gene expression and its mRNA in this model, since, as it has been
already mentioned, the principal means of control on p53 concentration by the cell is through
the degradation of the protein, dominantly through the multiple Mdm2-dependent ubiqui-
tination [111]. For simplicity, p53 degradation is rather modelled as an enzymatic reaction
and the ubiquitination of p53 in (3.14) is thus interpreted as the loss of mass (i.e. we do
not consider another variable for p53,;). Note that although p53 degradation controlled by
Mdm2 is a preferential way of p53 degradation reported in cells, natural (dominantly cyto-
plasmic) degradation also occurs, however, with no significant contribution to the overall p53
degradation [61, 97]. Thus, in parallel to Mdm2 ubiquitination labelling of p53, we add a
normal decay term for the degradation of the cytoplasmic p53.

As described in Section 2.2, the M dm2 and Wipl genes coding for Mdm2 and Wipl are
dominantly expressed in a p53-dependent manner, which is model by a Hill function with the
coefficient 4, since the transcriptionally active p53 appears in tetrameric form [152]. Note
that other choices of the coefficient can be used; however, different Hill coefficients may result
in different dynamical responses of the studied system. Denoting the basal Mdm2 mRNA
production rate kg, the protein transcription of the Mdm2 gene to its mRNA, Mdm2grna4.
can be written as

d [M dm2 RN A]
dt

[p53-P]*
[p53-P)* + Kgpm ’

= kgm + kspm (3.15)

Mdm?2 gene transcription
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Figure 3.1. Assumptions on the localisation and exchange of the considered proteins be-
tween the nucleus and the cytoplasm made in our model. mRNA variables are denoted on
this figure by the additional subscript RN A, and similarly the subscript p denotes a phos-
phorylated protein. The proteins p53 and Mdm?2 are assumed to migrate freely (i.e., without
diffusion limitations, resulting in homogeneous concentrations) within each of the two com-
partments. T-shaped lines mean impossible transport in the T-end direction.

where kg,,, and Kg,,, are, respectively, mRNA transcription velocity and Michaelis rate of
the p53-dependent transcription of Mdm2 mRNA. The mRNA of Mdm2 then moves to the
cytoplasm where it is translated with the constant translation rate ky,,. The produced protein
Mdm2 can then freely migrate between the cytoplasm and the nucleus, and ubiquitinate p53
in both compartments.

Transcription and translation of the Wipl gene run similarly with the corresponding
reaction constants kg,, and Kg,,, the production rate ksy, and the translation rate ki, .
Unlike Mdm?2, the Wipl protein is assumed to move to, and not from, the nucleus. Other
regulation of both proteins is represented by considering degradation terms for the proteins
and their mRNA.

Note that the equations (3.17) for the cytoplasmic concentrations of mRNAs describe the
concentrations of the mRNAs unbound to ribosomes. In other words, the mRNA of Mdm2
(similarly, the mRNA of Wipl) already used in the translation is modelled as the loss of the
free mRNA available in the cytoplasm, and thus it is subtracted from the total mRNA?2.

The compartment-specific physiological roles of the proteins, already mentioned in Sec-
tion 1.7.3, translate into mathematical simulations in the model that explicitly take into
account cell compartmentalisation. Our assumptions about the localisation of these proteins
are shown on Figure 3.1. Most of the kinetic velocities and Michaelis constants shown in
Table 3.1 appearing in the reactions are taken from the scientific literature and collected
in the thesis of L. Dimitrio [42]; ATM and p53 dephosphorylation rates by Wipl are taken
from works of Shreeram et al. [136, 137]. Other unknown parameters (in Wipl expression,
ATM activation) are chosen by exploring the space of parameters so that the system exhibit
oscillatory dynamics for the proteins.

2This is later changed in the PDE modes that is we consider equations for the total concentrations of
mRNA not only for its “free” fraction.
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These biologically observed facts together with specific boundary conditions for the ex-
change of species through the nucleocytoplasmic membrane finally result in the ODE system
(c.f., equations (3.16) and (3.17)) presented in the following Section 3.2.3, which is solved
numerically in Section 3.3.

3.2.3 Modelling p53 pathway by ODEs: equations

Section 3.2 contains the description of all processes and reactions which we have considered
in the model. All the mentioned facts can be collected in the following equations, divided
into those describing events occurring, respectively, in the nucleus and in the cytoplasm.

Let us remark that the protein/mRNA exchange throughout the nuclear membrane is
modelled as a linear contribution of the difference between the averaged nuclear and cyto-
plasmic concentrations closely determined by the permeability rates (see Section 2.4). For
example, the rate of change of p53 because of its nucleocytoplasmic exchange is modelled by
the term pps3 V- ([p53]™ — [p53](©)) in the first equation of (3.16) where the superscripts n and
¢ stand for the nuclear and cytoplasmic concentration of p53; V,. is a special volume ratio
introduced in [28] to underline the fact that the reactions are V,-times faster in the nucleus
than in the cytoplasm provided that the nucleus is V,-times smaller than the cytoplasm; and
Dps3 is the permeability coefficient for p53 translocation. Boundary conditions for the special
cases, c.g., when a species (mMRNA or Wipl) moves from one compartment to another only,
can be easily derived from the above equation, see also Section 5.2.4.

Thus we consider the following equations for the nuclear species,

( d[p53]™) , [p53-P](™) [p53]("™)
S kgpn [Wipl]™ — k[ Mdm2]™W —2
dt o T B o )
53](")
- [ATM-P]W#W — ppsaV([p53]™ — [p53]),
p
Mdm2]™
% — P2 Vo ((Mdm2]™ — [Mdm2)(©)) = 6, gma[ Mdm2)™,
d[MdeRNA] (n) ([p53-P] (n) )4 (
=k k - Vi [Mdm2 ")
L Sm + ks, KL+ (p3-P[)1 PmRNAV:[Mdm2pnN a]
— SmrNA[Mdm2grN )™,
d[p53'P](n) = kph1 [ATAI-P](H) [p53](n) _ k;dphl[Wipl](n) [p53—P](n) ’
(N) dt Kpp1 + [p53](™) Kapn + [p53-P)™)
1
d[ATM—P](n) §(ATMTOT — [AT]\/f—P](n))
g = 2k :
Kpnz + 5(ATMror — [ATM-P|™)
AT M-P](™)?
— ko Wip1] ) — .
a2 Y e TATM-P])?
d[Wip1]™ . in
% = pwz’pIVr[WZpl](c) - 5wip1[WZp1]( )7
d[Wiplry.a]™ ([p53-P]")* :
S RNAL ket k — PwrN AV, [Wipl gy a]™
o sw + Ksy,, KL+ (p53- Pyt PwrN AV [Wipl py 4]
\ — SurNA[Wiplrya]™,

(3.16)
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and their cytoplasmic counterparts,

d[p53](© o [p53]©

O ke — Mdm21© — 2220~ (053]0 — [p53](")

dt kS kub[ dm ] Kub T [p53](c) pp55([p ] [p ] )
— 8p53[p53](,

d[ M dm?2]©)

% = ke [Mdm2an 419 — Dmama([Mdm2]'© — [Mdm2]™)

— mdme[Mdm2]\©,

(©) dMdm?2 (c)
[ dtRNA] =DPmRNA [MdeRNA](n) — kim [A/[deRNA](C)
— SmrNA[Mdm2gN ],
d[Wip1]© ' . |
% = kw [WlleNA](C) _ pwipl[wzpl](c) . wipl[WZp]_](c)7
d|Wipl (c) ' | C | C
% = purNAWiplrna)™ — kew[Wipl pna]'® — Suwrna[Wiplana)©.

(3.17)

The ODE system is nondimensionalised before it is solved in a way that the number of
parameters appearing in the equation for ATM activation is reduced to minimum.

All the numerical results presented in the text are, if not specified otherwise, produced
by simulations with the constants listed in Table 3.1.

3.2.4 Modelling p53 pathway by ODEs: one-compartment model

In Section 3.3.3 we will demonstrate the necessity of the two negative feedbacks together
with the compartmental distribution of cellular events between the nucleus and cytoplasm
in maintaining sustained p53 oscillations (c.f., Fig. 3.10(b)). The one-compartmental ODE
system which is considered there reads the following equations:

d[p53] , [p53-P] 53]
——— =kg+k Wipl — k. [Mdm2
e Tl Ea )
[p53]
— ky [ATM-P]——"1 5§ 3[p53],
phl[ ]Kphl n [p53] p53[p ]
Mdm2
4 dim ] = k[ M dm2RrN A] — Smdma|Mdm2],
d[Mdm2pN ] ([p53-P])*
d[p53-P] [p53] . [p53-P]
S ko [ATM-P———2— — kot [Wipl ,
dt il o o3~ P VP e e
1
dATM-P] _ 5 (AT Mror — [ATM-P))
dt — hph2

1
Kphg + E(AT]\[TOT — [ATM—P])

([AT M-P))?
Kapna + ([ATM-P])%’

— Qk’dphg [W’ipl]
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Figure 3.2. (a) Nuclear ATM, p53, Mdm2 and Wipl (adim) concentrations over a 24 hour-
long time interval. (b) Evolution of the ATM monomerisation and dimerisation with the total
concentration of ATM, AT Mrpor = 1.3uM, and E = 0.1 uM (where E is a hypothetical
damage signalling molecule launching ATM activation).

d[Wipl , .
AU (Wi o] = S W ip1),

dWiplgnal ([p53-P))* , _

AW rNAl _ - Wipl vl — ke [Wipl gy al.
i ksw + ks, KL+ (555 SwrNAIWiplrNn Al — ktw[Wiplrn al

(3.18)

3.3 Numerical simulations and discussion

3.3.1 The ODE model reproduces the oscillatory response of p53 to DNA
damage

Under specified circumstances, the model ODE system yields expected pulsatile behaviour
for the proteins. Pulses of the involved proteins are illustrated on Figure 3.2. Figure 3.2(a)
confirms that the model can be used to reconstruct experimental observations [15]. After
DNA damage producing a (likely molecular) signal F with concentration F = 0.1 uM (in
this particular simulation), ATM is firstly activated. Then ATM-P phosphorylates p53 and
thus, the peak on the curve of p53-P evolution is observed later than the peak of ATM-P.
Mdm2 and Wipl are the targets of active p53-P, hence the corresponding peaks appear after
the p53 peak. Mdm2 and Wipl then regulate p53, which leads to p53-P dephosphorylation
and degradation. Wipl also dephosphorylates ATM-P with the subsequent formation of
ATM dimers. The period of the first pulse for nuclear p53-P is ~5.16 hours and for ATM-P
it is ~4.4 hours which fits experimental observations [15, 77]. The evolution of ATM can be
seen on Figure 3.2(b). The amount of activated ATM-P at the peaks of the evolution curve
exceeds 50% of all ATM protein, as it has been observed in biological experiments [7]. Note
that the total concentration of ATM is set to AT Mpor = 1.3 uM in this simulation.

The pulses of the proteins on Figure 3.2 are, apart from a couple of first pulses, of the same
amplitude, i.e., the model quickly produces sustained (undamped) oscillations [15, 77]. This
can be seen from the phase planes in Figures 3.3 and 3.4 which show orbits of the solutions
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Figure 3.3. Phase plane curves relative to the involved nuclear proteins with £ = 0.1 uM
(where E is a hypothetical damage signalling molecule launching ATM activation): (a)
ATM-P and p53-P (b) Mdm2 and p53-P.
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Figure 3.4. Phase planes relative to the involved nuclear proteins within F = 0.1 uM (a)
Wipl and ATM-P (b) Wipl and p53-P.

converging fast towards the respective stable limit cycles. The first pulses in Figure 3.2(a)
are of higher amplitude mainly because of the choice of initial concentrations of proteins; all
initial concentrations of proteins are set to be zero in our simulations, and since Wipl and
Mdm?2 are not initially present in the cell, the concentrations of p53 and ATM increase until
the regulators Wipl and Mdm2 start to accumulate in the nucleus and thus inhibit further
ATM-P activation and p53 production.

The proposed ODE model is “noise-free” and we do not consider any stochasticity in the
protein gene expression, nor noise in protein production rates. The amplitudes of experimen-
tally observed pulses in the extended research works of Geva-Zatorsky et al. [56] are found to
vary widely from peak to peak and from cell to cell (even within the same irradiation dose),
mainly due to noise in protein production rates. It is also worth mentioning that the periods
of biologically measured oscillations are affected by noise, so that the duration of one pulse
may be different from another; however, this difference comes with a variability of (at most)
20% in contrast to the 70% variability in amplitudes [56]. Our ODE model shows variability
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in periods in the first couple of pulses, simulated with £ = 0.1 uM (Figure 3.5). The first
pulse is of length 5.16 hours, the period of the stable limit cycle for £ = 0.1 uM is ~6 hours.

7,

6.5

period (hrs)
o

55r

0 5 10 15

pulses
Figure 3.5. The periods of the fifteen p53-P pulses produced by the ODE model within
E = 0.1 uM. The length of the first pulse is 5.16 hours, the p53-P stable limit cycle is of the
period ~6 hours.

3.3.2 Bifurcation analysis of the system reveals two supercritical Hopf bi-
furcation points that correlate with DNA damage levels

With E = 0 we can easily calculate the equilibrium point of the studied system. Forward
continuation, using the Matlab package MATCONT [41], of the equilibrium curve starting
from the previously computed equilibrium point, numerically reveals two Hopf bifurcation
points with negative Lyapunov coeflicients [75] p. 120, i.c., corresponding to supercritical Hopf
bifurcations. These Hopf bifurcation points are obtained for the values E; = 2.5 x 1075 uM
and Fy = 0.97 uM. Note that the computed equilibria are hyperbolic, [75] p. 67, except
for the two Hopf bifurcation points, since the Jacobian matrix of the system has eigenvalues
with non-zero real parts for all values of F except F;1 and Fs. A special situation appears in
case of the Hopf points where a pair of complex eigenvalues crosses the imaginary axis, see
Figure 3.6(a). For values below E; the equilibrium of the system is stable (all eigenvalues
have negative real parts) and the concentrations of proteins tend to their steady states very
quickly. By passing through this value, the equilibrium becomes unstable (the pair of complex
eigenvalues crossing the imaginary axis change the real parts from negative to positive) and
stable limit cycles appear; the equilibrium of the ODE system is stable again for £ > Fy (all
eigenvalues have negative real parts again).

The periods of the stable limit cycles vary between 5.92 and 6.26 hours with varying F,
as illustrated on Figure 3.6(b). Bifurcation diagrams of p53-P and ATM-P with respect to E
and the phase planes p53-P vs. Mdm2 and p53-P vs. ATM-P are plotted on Figure 3.7. The
amplitudes of p53-P and ATM-P of the stable limit cycles are small for the values of E close
to By and Fja, respectively (as expected in the case of supercritical Hopf bifurcations), which
is illustrated on Figures 3.7(a) and 3.7(b). This does not, however, mean that the amplitudes
of concentrations are of such small values throughout the whole time period. In fact, it
may take several days until the limit cycle is reached; compare, for example, Figures 3.7(a)
with 3.8(a) and 3.8(b), which show the concentrations of species for very small and large E.

In our ODE settings, F is considered as the measure of DNA damage. Interesting situ-
ations appear whenever E is small and close to the first Hopf bifurcation point (which may
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Figure 3.6. (a) A pair of eigenvalues crossing the imaginary axis for £ = 2.5 x 107> and
E = 0.97, revealing thus the existence of two Hopf bifurcation points. (b) Evolution of the
period of stable limit cycles maintaining between the two Hopf bifurcation points; E is in the
logarithmic scale.

correspond to a few DSB only) and when F is very big (which may correspond to serious
DNA damage and many DSB). In the first case, the concentration of ATM-P does not even
oscillate for the values of E close to Fy, see Figure 3.8(a). The ATM trajectory on Fig. 3.8(a)
tends to a steady state of low level; however, this small concentration of ATM-P can still elicit
p53-P pulses (rather moderate compared to Fig. 3.2(a)). This may contradict experimental
observations that show oscillating ATM in the DDR [15]; note, however, that those experi-
ments were performed with the exposure of cells to 10 Gy of y-irradiation and not to doses
causing only a few DSB (which may correspond to E as small as E7). On the other hand,
other works show evidence that only very small amounts of ATM (even not detectable) can
still elicit relevant p53 signalling [13, 159]. Indeed, DNA damage at E ~ E; may correspond
to occasional DNA DSB which do not need ATM for DNA repair and only moderate ATM
is produced which is still efficient in p53 activation.

ATM oscillations arec damped and disappear for F greater than Fo. Once the oscillations
have vanished, they do not appear again with further increasing values of E. Figure 3.8(b),
for example, shows the protein dynamics for £ = 10 uM. In this case ATM is almost fully
activated and only small deviations in ATM concentration can be seen. Hence, we can
speculate that if F is high and it is impossible to repair DNA DSB, then Wipl phosphatase
activities towards ATM are inhibited, the active ATM achieves its maxima and apoptosis
is initiated. However, the latter suggestion is not supported by experimental observations;
in fact, there is no paper in the literature, to our best knowledge, clarifying ATM activity
and location in single cells committing apoptosis. Thus, ATM may oscillate whenever it is
necessary for a proper cell response to DNA damage of an alive cell, and once E becomes
too high, oscillations disappear and the cell dies. Such interpretation, however, may require
F to be dependent not only on DNA damage levels but also on other factors amplifying the
abundance of F, possibly with the contribution of proapoptotic proteins.
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Figure 3.7. (a) Bifurcation diagram for the nuclear p53-P and (b) for the nuclear ATM-P
with respect to increasing F; E is in the logarithmic scale. Bars plotted on figures (a) and (b)
are the heights (showing maximum and minimum) of the amplitudes of stable limit cycles.
(c) p53-P vs. Mdm2 limit cycles occurring for values of the damage signal E between the two
Hopf bifurcation points. (d) The same in the p53-P vs. ATM-P phase plane. The equilibrium
curves in (c) and (d) are the curves joining the two Hopf bifurcation points H, constituting
stable, then unstable, and then stable equilibrium branch again, with the stable limit cycles
surrounding the unstable equilibrium points. The plotted concentrations are dimensionless.
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Figure 3.8. (a) Nuclear p53-P and ATM-P (adim) concentrations from the ODE system

for E = By = 2.5 x 107 uM. The concentration of ATM-P converges to the equilibrium

point ( which is equal to 0.02) and the concentration of p53-P tends to a stable limit cycle.

(b) Nuclear ATM-P, p53-P, Mdm2 and Wipl (adim) concentrations for £ = 10 uM. The

oscillations of ATM-P are of small amplitude, getting even smaller with further increasing F;
ATMror = 1.3 uM.

3.3.3 Two negative feedback loops and a compartmental distribution of
cellular processes produce sustained oscillations

In order to show that the oscillating ATM protein plays an active role in achieving p53 pulses
we made several simulations to test different possibilities and thus we explored the system
in more details. For example, the model can be used to mimic the observed inhibition of
p53 (an Mdm2) pulses following one full ATM pulse [15]; this is illustrated on Figures 3.9,
where ATM is inhibited after one pulse. We can see one complete pulse of ATM followed by
the pulses in p53, Mdm2 and Wipl concentration. Wipl then blocks further ATM activation
(in the corresponding equation (3.4) of ATM dephosphorylation by Wipl, the Michaelis rate
K gpho is set to be very small, Kg,p0 = 0.0001). Although the first pulses of the p53 and Mdm2
proteins are induced they are not sufficient to produce subsequent pulses if ATM signalling
is impeded.
Other tests when we inhibit, respectively,

e the negative feedback Wipl 4 ATM (kgpn2 = 0 in (3.4), Figure 3.12(a)),
e the positive feedback ATM — p53 (kpp1 = 0 in (3.14), Figure 3.12(b)),

e the negative feedback Wipl 4 p53-P (kgpp1 = 0 in (3.14), Figure 3.12(c)),
e the positive feedback p53-P — Wipl (ks,, = 0, Figures 3.12(d) and (e)),

produce either damped oscillations or do not produce oscillations at all. The ATM and Wipl
proteins must thus be involved in the p53-Mdm2 dynamics in order to produce sustained p53
oscillations.

The p53-Mdm2 negative feedback cannot be omitted cither, since the inhibition of Mdm2
activity on p53 (kup = 0 in (3.14), see Figure 3.10(a)) or the inhibition of the transcriptional
activity of p53-P on Mdm?2 (ks,,, = 0in (3.15), Figures 3.12(f)) does not produce oscillations.
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Figure 3.9. (a) Nuclear ATM, p53, Mdm2 and Wipl (adim) concentrations over a 24 hour-
long time interval following ATM inhibition after one full pulse. (b) Evolution of the ATM
monomerisation and dimerisation with the total concentration of ATM, AT Mror = 1.3 uM,
and E = 0.1 uM, following ATM inhibition after one full pulse.

We can further ask whether the two feedback loops without strict location of proteins
in the compartments can lead to p53 oscillations. Merging protein dynamics into one com-
partment (the whole cell), i.c. omitting exchange of the species between the nucleus and the
cytoplasm but rather considering both compartments as the one where proteins and their
mRNA can freely migrate, is not, however, sufficient in producing sustained oscillations. Fig-
ure 3.10(b) shows the concentrations of proteins in the case of E = 0.1 uM. Similarly, other
choices of E exhibit concentrations of proteins converging to their steady states (bifurcation
analysis does not reveal any significant point).

Hence, the feedbacks p53 — Mdm?2 - p53 and ATM — p53 — Wipl 4 AT M together
with compartmental distribution of proteins result in sustained oscillations, and neglecting
any part of these three components fails to produce sustained oscillations.

3.3.4 ATM threshold required for initiation of p53 pulses

Note again that there are two significant points in the range of the signal F. In particular,
these are the two Hopf bifurcation points, Ey = 2.5 x 107° uM and Ey = 0.97 uM: values of
E starting from FE; are sufficient to elicit sustained oscillations in the concentration of p53,
and the second Hopf bifurcation point Fs is the critical point at which stable limit cycles
(otherwise said, sustained oscillations of the proteins) disappear. This point thus may mark
a decision for the cell not to go on in DNA DSB repairing processes, and rather to start
apoptosis. A relation to a supposed apoptotic threshold which is proposed in [73] remains to
be further established.

The hypothetical substrate E is supposed to be produced by DNA DSB sensors (e.g.,
the MRN complex bound to the DNA break sites) and/or by some changes in the chromatin
structure; F may be also affected by other prosurvival and proapoptotic factors. Then E is
delivered to the ATM dimers and promotes ATM activation. Interestingly, an amount of E
as small as Fy can (for the value of total ATM protein AT Mpor = 1.3 uM) activate ATM at
the concentration ~0.02 uM, Figure 3.8(b), that is sufficient to produce oscillations in p53.

Note, however, that the Hopf bifurcation points are dependent on the total nuclear con-
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Figure 3.10. (a) Nuclear ATM, p53, Mdm2 and Wipl (adim) concentrations over a 24
hour-long time interval, £ = 0.1 uM, in the case when Mdm2-mediated ubiquitination of
p53 is inhibited, ky, = 0. (b) Nuclear ATM, p53, Mdm2 and Wipl (adim) concentrations
over a 24 hour-long time interval and E = 0.1 uM in the case when only one compartment
is considered.

centration of ATM, which is denoted by AT Mror. Indeed, Figure 3.11(a) shows the evolution
of the Hopf bifurcation points with respect to AT Mror (on the y-axis). We can see that
the values of the first Hopf point F; do not change dramatically and they range between
1,17 x 107° (which corresponds to AT Mror = 10 uM) and 3.5 x 107> (which corresponds
to ATMror = 0.78 uM). The dependence of Es on AT Mror seems to be more intrigu-
ing. Similarly to Fq, the Hopf bifurcation point FE, increases with decreasing AT Mror,
and asymptotically reaches values corresponding to AT Mror =~ 0.77 uM, Figure 3.11(a).
In other words, the system has two Hopf bifurcation points for AT Mror > 0.77 uM (with
similar bifurcation diagrams between these points Figure 3.11(b)). The system possesses
only one Hopf bifurcation point between AT M7por = 0.082 and 0.77 uM which determines
stable solution and unstable solution (stable limit cycle). The system does not have any Hopf
bifurcation point for AT Mror < 0.082 M.

This suggests that there is a threshold in the concentration of ATM that is necessary for
the proper oscillatory response of p53. Indeed, p53 can exhibit oscillations in the cells with
the total amount of ATM exceeding 0.082 uM (in our modelling setting). Notably, when
these cell are exposed to agents causing DNA damage which corresponds to E = E1, that is
the smallest value of F for which p53 shows oscillations, the activated ATM-P converges to a
steady state which is independent of the total ATM molecules in the system. This equilibrium
value of ATM-P is ~0.02 uM. See, for example, Figure 3.8(a) where the dynamics of p53 is
shown for F = E; = 2.5x107° uM and ATMro7 = 1.3 uM. Note that it has been observed
that only a fraction of ATM molecules can be sufficient to activate p53 and thus to initiate
DDR [159]. However, a certain threshold for initial ATM concentration is supposed to exist
to initiate the ATM signalling pathway [15]. Our model confirms this hypothesis and, in
addition, we propose that the value of activated ATM-P is independent of the total ATM
molecules in the cell.
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Figure 3.11. (a) The evolution curves of both Hopf bifurcation points (curves in brown and
black colours). The plotted Hopf points E; and Es are computed for AT Mror = 10 ubM,
the Hopf points E; and Es are computed for AT Mror = 0.78 uM. E is in the logarithmic
scale. (b) Bifurcation diagram of p53-P with respect to changing AT Mror and E.

3.4 Conclusion from the ODE modelling

Explaining experimentally observed p53 oscillations in human cancer cells after exposure of
the cells to y-irradiation [15, 77, 56] is a mathematical modelling challenge, especially in the
perspective of proposing p53-mediated anticancer drug-induced cell cycle arrest/apoptotic
predictions. The ODE model presented here is the extension of a previous work by Dimitrio
et al. [42, 43]. It presents the dynamics of the “guardian of the genome” p53, that plays es-
sential parts in cell responses to DNA damage and checkpoint signalling. The compartmental
distribution of proteins in a cell is taken into account and it is shown that such compart-
mental recognition of cellular events allows to reconstruct the pulsatile behaviour of proteins
without the need to introduce any time delay in their dynamics.

The oscillatory dynamics of the involved proteins can be speculatively explained as peri-
odical testing of the presence of DNA damage: if unrepaired DNA DSB still exist, additional
pulses of both phosphorylated ATM and p53 are triggered. More precisely, the level of phos-
phorylated ATM-P increases in response to DSB and ATM-dependent phosphorylation of
p53 leads to its nuclear stabilisation and activation. p53 acts as a transcription factor of a
bench of proteins employed in the cell cycle arrest and DNA damage repair, but also proteins
initiating an irreversible decision (such as senescence or apoptosis) and prosurvival proteins
which are trying to terminate the DDR and release the cell from the cell cycle arrest. Wipl
and Mdm2 proteins are such homeostatic agents since they act, respectively, through dephos-
phorylation and ubiquitination of ATM and p53, thus rendering them inactive. When p53
levels are reduced, ATM is released to re-examine the DNA. If the number of DSB remains
above a certain threshold, the pathway becomes reactivated, leading to a second pulse of
ATM and p53, and this continues until the DNA is repaired or until the cell decides to start
apoptosis [15].

The original models of Dimitrio et al. [42, 43] involve ATM as a direct measure of DNA
damage, in the form of a parameter that remains constant in the studied time interval.
It has been experimentally shown, however, that a pulsatile behaviour of p53 cannot be
reached without the active and oscillating ATM [15]. In addition, there exist biological
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studies that confirm a role of ATM in cancer cell apoptosis induced, for example, by ionising
radiations [83]. Hence, in this extended modelling work we consider ATM as an essential
part of the DNA damage signalling pathway, varying with the time, that after ATM dimer
dissociation and activation phosphorylates p53 and thus initiates p53 transcriptional activity
towards proarrest and proapoptotic genes (for example, p21 and 14-3-30 on the proarrest side,
and Pig3, Apafl and PUMA on the proapoptotic side). It was shown here that a certain
threshold of ATM-P is required for the p53 oscillations (as proposed by experimentalists) and
that this threshold does not depend on the total abundance of ATM in the cell.

The p53 protein responds to a variety of cellular stresses (such as those causing DNA
strand breaks, e.g., cytotoxic drug insults) through the transcription mode of protein pro-
duction. Despite the complexity of all signalling pathways occurring in the stressed cells and
the production of proteins involved therein, we can conclude that the pathway including p53
activation can be successfully reconstructed by our compartmental model that, in particu-
lar, takes into account the ATM-p53-Mdm2-Wipl dynamics as it has been observed in the
scientific literature on the subject [15, 136, 7, 13], and as it is summarised in details in the
biological background.
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Figure 3.12. Nuclear ATM, p53, Mdm2 and Wipl (adim) concentrations in the case of (a)
inhibition of the negative feedback Wipl 4 AT M, kqpne = 0 in (3.4): (b) inhibition of the
positive feedback ATM — p53, kyp1 = 0 in (3.14); (c) inhibition of the negative feedback
Wipl 4 p53-P, kgpn1 = 0 in (3.14); (d) inhibition of the positive feedback p53-P — Wipl,
ks,, = 0 and kg, = 0; (e) inhibition of the positive feedback p53-P — Wipl, kg, = 0
and kg, = 0.03; and (f) inhibition of the positive feedback p53-P — Mdm2, ks, = 0 and
ks, = 0.005.
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Parameter Value  Units Description

kph1 3 min ! velocity of ATM-P-dep. ph. of p53

Kpn 0.1 M Michaelis rate of ATM-P-dep. ph. of p53
Kdph1 78 min ! velocity of Wipl-dep. deph. of p53-P
Kapn1 25 uM Michaelis rate of Wipl-dep. deph. of p53-P
kup 10 min ! velocity of Mdm2-dep. ubiq. of p53

Ky 1.01 uM Michaelis rate of Mdm2-dep. ubiq. of p53
ks 0.015  puM/min basal synthesis rate of p53

ksm 0.005  pM/min basal synthesis rate of Mdm2 mRNA

ks, 1 uM/min  velocity of Mdm2 mRNA transcription
Kg,, 0.1 uM Michaelis rate of Mdm2 mRNA transcription
kim 1 min~1 translation rate for Mdm?2

ksw 0.03 uM /min  basal synthesis rate of Wipl mRNA

ks, 1 uM /min  velocity of Wipl mRNA transcription

Kg,, 0.1 M Michaelis rate of Wipl mRNA transcription
Kiw 1 min ! translation rate for Wipl

kpho 15 min ! velocity of ATM activation by E

Kppo 1 uM Michaelis rate of ATM activation by E.
kdpho 96 min ! velocity of Wipl-dep. deph. of ATM-P

K gph2 26 uM Michaelis rate of Wipl-dep. deph. of ATM-P
0p53 0.2 min ! pH3 degradation rate

Omdm2 0.16 min ! Mdm2 degradation rate

OmRN A 0.0001 min~! Mdm2 mRNA degradation rate

Owipl 0.2 min ! Wipl degradation rate

OwRN A 0.001  min! Wipl mRNA degradation rate

V. 10 adim nucleus:cytoplasm volume ratio

Pp53 0.083  min~! permeability rate for p53

Dmdm?2 0.04 min ! permeability rate for Mdm2

DPmRN A 0.083  min! permeability rate for Mdm2 mRNA

Duwipl 0.083  min! permeability rate for Wipl

PwRNA 0.083  min! permeability rate for Wipl mRNA

E 0.1 uM concentration of “the damage signal”
ATMror 1.3 uM total ATM concentration

Table 3.1. Set of parameter values for the compartmental ODE model (3.16) and (3.17)
published in [47]. Most of the parameters for the ODE model are taken from [42, 43|, some
other are taken from [136, 137]. In the table, “dep.” stands for dependent, “ubiq.” for
ubiquitination, “ph.” for phosphorylation and “deph.” for dephosphorylation.



4

Reaction-diffusion systems for
protein networks

Spatio-temporal dynamics of a variety of proteins is, among other things, requlated
by post-translational modifications of these proteins. Such modifications can thus
influence stability and biochemical activities of the proteins, activity and stability of
their upstream targets within specific signalling pathways. Commonly used mathe-
matical tools for such protein-protein (and/or protein-mRNA) interactions in single
cells such as Michaelis-Menten and Hill kinetics, yielding a system of ordinary dif-
ferential equations (as we have seen in the previous chapter), can be extended into
partial differential equations by taking into account a more realistic spatial repre-
sentation of the environment where these reactions occur. This chapter aims to
connect physiological ODE models with their PDE counterparts in the simplest pos-
sible case—by involving a space variable and allowing species to diffuse across a
domain under consideration.

Organisation of the chapter is as follows: The first of two sections in this chapter,
Section 4.2, gives a rather general introduction to reaction-diffusion equations for
a protein pathway occurring in a cell composed of two compartments: nucleus and
cytoplasm. Section 4.3 presents the Leloup—Goldbeter model for the FRQ protein.
Reaction-diffusion models for the p53 protein are left to other chapters. Note that to
our best knowledge, the reaction-diffusion Leloup—Goldbeter model is newly presented
here.

Partial results presented in this chapter were published in [45],

[45] J. Elias and J. Clairambault. Reaction-diffusion systems for spatio-temporal
intracellular protein networks: A beginners guide with two examples. Computa-
tional and Structural Biotechnology Journal, 10(16):12-22, 2014.

4.1 Introduction to spatio-temporal modelling

In the modelling framework under consideration, all interactions occur in a cell divided into
two compartments, the nucleus and the cytoplasm, connected by the semipermeable nuclear
membrane and bounded by the impermeable cell membrane, Figure 4.1. Passive transport
mechanism discussed in Section 2.4 is modelled by the Kedem—Katchalsky boundary condi-
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tions (which can be derived from the Fick’s first law). Thus, in addition to the diffusion of
species across a compartment, species can migrate from one compartment to another through
the nuclear membrane. As an example, the circadian rhythm for concentration of the FRQ
protein in Neurospora crassa is presented.

One of the simplest ‘protein-mRNA’ models is a nonlinear biochemical oscillator proposed
by Goodwin in 1965 [57] that simulates expression of a single gene controlled by its protein
product P, thus, closing the negative feedback loop. In particular, the equations appearing
in the original Goodwin model are, respectively,

dmRNA] _  a

dt A +k(P] "
Py

dz —ag[mRNA] 52,

reporting here only production (transcription in the first equation and translation in the
second) and degradation terms (d; and ds).

Based on this model, a compartmental ODE model for the circadian clock rhythm of
the FRQ protein expressed during a day in Neurospora crassa was proposed by Leloup and
Goldbeter [85]. The model includes expression of the frg gene in the nucleus, a process that
is influenced by available light, and translation of FRQ mRNA into FRQ in the cytoplasm
that, afterwards, enters the nucleus and negatively regulates the transcription of its gene, as
it is observed in vivo in [4].

The spatial organisation of the cell, however, suggests to consider migration of the in-
volved species in the cytosol and between the compartments, and thus to model a protein
signalling more realistically by including diffusivities of the species and by setting particular
translocation conditions to model exchanges of the species between the compartments. Thus,
one has to deal with coupled systems of nonlinear evolution partial differential equations
(PDEs) for the concentrations of the species in the nucleus and in the cytoplasm with trans-
mission boundary conditions (BC) imposed on the inner nuclear envelope and on the outer
cellular membrane (Robin-like and zero-flux BC in our modelling setting).

The aim of this chapter is to attract attention to reaction-diffusion equations for protein
spatio-temporal signalling rising from protein-protein (and/or protein-mRNA) interactions
in the two compartments of a cell, nucleus and cytoplasm, and from migration of the species
in and between these compartments. Since it is impossible in general to derive analytical
solutions for such coupled systems, numerically, passing to a weaker notion of solution, it
can be proved to exist (e.g., in Lipschitz domains as the cellular domains are assumed to be
in our approach), for instance by the Rothe method. This method is applied to a reversible
enzyme reaction in Appendix B and can be easily adapted to more sophisticated problems,
as the Leloup—Goldbeter FRQ model in this chapter and ATM-p53-Wipl-Mdm2 models in
the chapters that follow.

4.2 Reaction-diffusion models for protein intracellular net-
works

Having in mind to represent the signalling of any protein in individual cells whose activity is
determined by its post-translational modifications, one can write as many reactions as neces-
sary to sufficiently describe a desired protein dynamics. The Law of Mass Action, Michaelis-
Menten and Hill kinetics turn protein-protein interactions and transcription of genes into
proteins into a system of ODEs. Since the spatial representation of signalling pathways can
reveal diffusion patterns that arc hidden in ODEs, one might consider a system of PDEs
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Figure 4.1. Cell scheme: the nucleus Q1, the cytoplasm €9, the nuclear membrane I'; and
the cell membrane I'y; nq and ng are the unit normal vectors oriented outward from €; and
9, respectively.

instead of ODEs. In PDEs, the protein dynamics in cells is particularly endowed with diffu-
sivity rates and with some transmission conditions on the nuclear and cell (possibly other)
membranes to represent, respectively, migration of species in and their exchange between
the cellular compartments and between cells themselves. In the sections that follow we show
two examples of oscillators given by reaction-diffusion PDEs [22, 110]. The first one is based
on the commonly known and used Leloup—Goldbeter ODE model for circadian rhythms of
the protein FRQ in Neurospora [85] (Section 4.3)'. The second one is a PDE model for the
p53 intracellular dynamics following DNA damage in mammalian cells (Chapters 5 and 6).
Another example of a signal transduction modelled by reaction-diffusion equations, more
precisely, a model of Ran-driven transport process was studied in [134].

In cellular settings, a general coupled reaction diffusion system can be written as follows,

‘31—’: — div(DVu) = f(u) in [0,T] x Q,

dv_ div(DVv) = g(v) in [0,T] x Qq, (4.1)

dt

+ boundary conditions on I'y and I'y
where u = (u1,...,un)?, ui = u;(t,x) : [0,T] x Q — R and v = (vq,...,on)T, v; = v;(t,2) :
[0,T] x Q9 — R for ¢ = 0,1,...,N — 1 are the nuclear and cytoplasmic concentrations

of N chemicals, N > 0, T > 0, f : RY — RY and g : RV — R" collect reaction and
production/degradation terms for all N species (some of them can be equal to zero); avoiding
any cross-diffusion, D is a diagonal N-by-N matrix with the diffusivities on the diagonal,
and div is the divergence operator. The domains 1 and {25 represent the nucleus and the
cytoplasm, respectively, assumed to be Lipschitz domains [130], I'; is the nuclear membrane
and I'y is the cell membrane. The geometry of a cell under consideration is sketched in
Figure 4.1, that in our very simplified framework represents a cell as big as 10 — 100 um or so,
which is able to proliferate and which can have heterogencous shape. However, we exclude
cells of complicated structures and morphologies such as neurons or muscle cells.

As previously outlined, we will consider zero-flux boundary conditions on the outer cell

. (% . . . .
membrane I's, i.e. — =0fori=0,1..., N —1 where ny is the unit normal vector oriented

8n2
outward from the cell, Figure 4.1. Although species with molecular weight over 40k Da usually

use active transport mechanisms to be translocated from one compartment to another, for the
sake of simplicity, only passive transport process driven by the difference in concentrations

'The Leloup—Goldbeter model for FRQ in Neurospora has been later slightly modified by the authors,
adding two phosphorylation equations, to represent circadian rhythms of the protein PER in Drosophila
84, 31].



58 4. Reaction-diffusion systems for protein networks

at both sides of the nuclear membrane, modelled by the Kedem—Katchalsky BC, is used here
[23, 43, 46, 112], for additional details see Section 2.4. In particular, export/import of the
nuclear species is modelled by

8u,'
- Dzﬁ_nl = _pz(vz - uz) (4'2)

and export/import of the cytoplasmic species by
avi
(91’&1

where n; is the unit normal vector oriented outward from the nucleus (therefore, the BC
in (4.3) come with a different sign), and p; are the permeabilities of the membrane for each
species i = 0,1,...,N — 1. Recall that if a chemical is assumed to migrate between the
compartments in one direction only, e.g. mRNA is supposed to move from the transcription
sites in the nucleus to the cytoplasm and not the other way round, then this can easily be
modelled by omitting either v; or u; in (4.2) and (4.3), cf. (4.6)-(4.8) below.

In addition to the boundary conditions, we will assume initial conditions for each species
i=0,1,...,N — 1 to be non-negative functions u;(t = 0,2) = u)(z) > 0 and v;(t = 0,2) =
v?(x) > 0 belonging to L?(Q;) and L?(y), respectively.

D; = —pi(ui — v;), (4.3)

4.3 The Leloup—Goldbeter model for the Neurospora crassa
circadian clock

4.3.1 The frequency protein and circadian clock

Circadian clock in Neurospora controls the pattern of asexual development [44] and a central
component of sustained rhythms is the FRQ protein (a long form of 989 amino acids and a
short form of 890 amino acids) encoded by the frq clock gene [4]. The oscillator consists of
a self-control of frq transcription, i.e. a negative feedback loop in which frq is synthesised
into the FRQ protein (both short and long forms are required for robust rhythmic responses)
which, in turn, acts to reduce intensity of frg transcription into mRNA [44].

Making the Neurospora clock start at midnight when FRQ mRNA and the FRQ protein
attain low levels in concentration, we see that transcription of the gene increases and mRNA
reaches its peak in the midmorning about 4 hours before the peak of the total FRQ. FRQ
enters the nucleus where it contributes to inhibit gene transcription through the interaction
with other factors (WC-1 and WC-2) required in the frq gene transcription [55, 44|. Partial
phosphorylation of FRQ leads to its initial degradation as soon as it enters the nucleus.
Degradation then increases with more extensive FRQ phosphorylation through the ecarly
night [157, 44].

4.3.2 Spatio-temporal Leloup—Goldbeter PDE model for FRQ

Circadian clock represented by sustainedly oscillating concentration of the FRQ protein is
modelled by Leloup and Goldbeter [85] via the following ODE equations,

dIFRQMRNA] _ ., K" B [FRQmMRN A
dt - PKr 4+ ([FRQI™)y ™K, + [FRQmRNA]’
d[FRQ]® [FRQ]® © (n)
T ks[FRQMRN A] — Vdm — ki[FRQ]' + ko[ FRQ]'™, (4.4)
d[FRQ|™

o = MIFRQIY — k[FRQ]™.
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The first term in the first equation in (4.4) models the transcription of the frq gene that
is negatively controlled (in a steep way if the Hill coefficient r is high; » = 4 here and
in [85]) by the expression level of the nuclear FRQ protein, and where the rate of gene
transcription Vj is a function of the light available during the day which changes in the time,
Vs = Vi(t,light). The second term represents mRNA degradation with the rate V,,,. The first
term in the second equation stands for gene translation into the cytoplasmic protein, and it
is followed by the degradation term and the terms modelling exchange of the protein between
the compartments. The equation for the nuclear concentration of the protein contains terms
for its exchange between the compartments only.

The model of Leloup and Goldbeter [85] is based on the Goodwin model [57] and Hill
functions are used to simulate production/degradation events occurring in the cell. Starting
with the model (4.4), we can formulate reaction-diffusion equations for the nuclear and cyto-
plasmic FRQ protein and its nuclear and cytoplasmic mRNA. To our best knowledge, this is
the first attempt to model the classical Leloup—Goldbeter circadian oscillator [85] via partial
differential equations. For simplicity, let us simplify notations and write

uy = [FRQmRN A]™ vy = [FRQmRN A]'9)  u; = [FRQ]™ and v; = [FRQ]®

for the nuclear and cytoplasmic concentrations of FRQ and mRNA of FRQ (distinguished
by the superscripts (n) and (c), respectively). The PDE equations may become

auo KT Uo 8u1 (n) “

20 DoAug = Ve — VP T DAy =y

B 0AUY = SKT + u’i m K(n) + ug ot Lo d Kc(ln) + up (4 5)
9 9 ‘ |
ot Km + vo ot Ko™t

where, compared with (4.4), degradation of FRQ and its mRNA is considered to occur in
both compartments with the (possibly different) rates of degradation VTSZ’), V,Sf) and Vd("),

Vd(c) and the corresponding affinity constants in both compartments (distinguished by the
superscripts (n) and (c) for the nucleus and the cytoplasm, respectively). As it is discussed
in Section 2.2, translation of mRNA is assumed to occur at distance from the nucleus that is
outside of the endoplasmic reticulum, i.e. in a subdomain of the cytoplasm denoted by X#rq:
cf. Figure 4.3.

Migration of the FRQ protein can be modelled in both directions from the nucleus to the
cytoplasm, and the other way round, by the Kedem—Katchalsky BC

ou ov
6n1 =-pi(vy —u) =—D1— ! (4.6)

8n1
The flux in (4.6) is determined by the difference between the nuclear and cytoplasmic con-
centrations at the nuclear membrane, to be compared with translocation in the ODE model
n (4.4), 2nd and 3rd equation, that runs in both directions with generally different rates ky
and k. In addition, there is also a biological evidence [93] that FRQ is localised mainly in
the nucleus so we can also assume that it can only move from the translation sites in the
cytoplasm (ribosomes) into the nucleus. In this case the Kedem—Katchalsky BC are
Ouq vy
—Di— = —pv -D 4.7
1 ony p1v1 = 15— ony ( )
The mRNA is assumed to move from the nucleus to the cytoplasm where it binds free ribo-
somes localised outside of the ER, thus the boundary conditions on the nuclear membrane
are set to

—Dy

—Dy——— = poup = —Doa—n1 (4.8)
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where n; is the unit normal vector pointing outward from the nucleus and pp and p; are the
permeabilities for FRQ mRNA and its protein product, FRQ. Zero-flux boundary conditions

0
on the cell membrane a—vl =0,¢=0,1 are still assumed.
ng

Nuclear and cytoplasmic concentrations as solutions to the PDE model (4.5) with (4.7)
and (4.8) arc shown in Figure 4.2 for V; set to 1.6 nM h~! in the continuous darkness, Fig-
ure 4.2(a), and for V; defined as a piecewise constant function attaining values 2nM h~! and
1.6nM h~! every 12 hours in the 12:12 light:dark simulations, Figure 4.2(c). Periods of oscil-
lations are 21.5 hours and ~24 hours in constant darkness and 12:12 light:dark simulations,
respectively, that can be compared with the periods of oscillations in the Leloup—Goldbeter
ODE model and experimentally observed periods in Neurospora, [85] and citations therein.
Figures 4.2(b) and (d) show stable limit cycles reached in the FRQ and its mRNA concen-
trations.

Parameter Value [Units] Parameter Value [Units]
v, 0.005 [nM h~Y] KW K9 0.5 [nM]
v 0.5 [nM h™1] KM Kl 0.13 [nM]
v 0.4 [nM h~Y Dy 108 [um2h Y]
v 0.06 [nM A1 Dy 43200 [pm? h1]
ks 0.9[h™!] Do 1 [umh™
K 1.01 [nM] P1 2.7 [pm b1
r 4 Vs (in Fig. 4.2(a)) 1.6nMh~!

Vs (in Fig. 4.2(c)) 1.6 —2nM h~!

Table 4.1. Parameters for the FRQ PDE model similar to those used in the ODE model
in [85]. The diffusivity of the mRNA-protein complex is Do = 108 um? h~! as suggested in
[20] and the diffusivity of FRQ is Dy = 43200 um? h~! that corresponds to the diffusivity
of a protein with the weight 110 kDa [23, 46], while FRQ has the molecular weight in the
range 97 — 160 kDa depending on its form [55, 35]. The permeabilities pg = 1 umh~! and
p1 = 2.7umh~! are tuned by hand so that the system gives oscillations.

4.3.3 Discussion and conclusion: RD system for protein networks

In this short chapter we have raised the question of replacing commonly used ODE models
for protein-protein interactions by reaction-diffusion models which are well studied [22, 48,
130] and which not only contain reaction terms coming from the protein interactions but
also describe the spatial distribution of species involved in the reactions over the cellular
compartments. We have proposed the simpler Leloup—Goldbeter circadian model for FRQ
in Neurospora that contains two equations for the nuclear and cytoplasmic FRQ protein and
its mRNA in a single cell. The model, and more generally reaction-diffusion PDE models for
intracellular protein dynamics, are likely to be more realistic than ODE models.

As an example of such possibly more realistic models, let us consider the slightly more
complicated PER model in Drosophila of Leloup and Goldbeter [84, 31], that relies on the
same principles as the FRQ model. Indeed, two additional phosphorylations are considered,
and this first PER model (more sophisticated models of PER have been published by Leloup
and Goldbeter) is proposed to be amenable to describe two Drosophila mutants for PER,
with shorter or longer period of oscillations, by lower and higher values, respectively, of
the maximum degradation rate vy of cytoplasmic diphosphorylated PER. But is this sole
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Figure 4.2. The concentrations of the nuclear FRQ, its mRNA, and the sum of the nuclear
and cytoplasmic FRQ in (a) continuous darkness, V, = 1.6 nM k™!, and in (c) 12:12 light:dark
cycle, V, = 2nM h™! and 1.6nM h~! every 12 hours. Concentrations are solutions to the
PDE model (4.5) with the Kedem—Katchalsky BC (4.7) and (4.8). Received period in (a)
is 21.5 hours, in (c) 23.5 hours. Subplots in (b) and (d) show stable limit cycles of the
concentrations. The parameters used in the PDE model (4.5) are in Table 4.1. The plotted
concentrations are scaled over the total volume of the computational domain (nucleus or
cytoplasm).
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Figure 4.3. 2D cell used in simulations of the Leloup—Goldbeter PDE model. The cell is
represented by the nucleus (central zone, blue) and the cytoplasm constituted of the endoplas-
mic reticulum (perinucleic annulus, red) where no translation is allowed and the translation
zones (peripheral, green) denoted by X in (4.5). The nucleus, thus shown as an inner disc,
has radius v/10 gm in this case. The endoplasmic reticulum is an annulus with radii v/10 um
and 5 um. The rest of the cytoplasm is an annulus with radii 5 ym and 10 um.

change of constants the best reason, in a more physiological model, for the change in periods?
Could it be related to transcription of genes, to species diffusion, to translation into protein
products, to cytosolic/nucleic degradation, to nucleocytoplasmic transport, to the extension
of the “dead zone” around the nucleus where translation occurs (Fig. 4.3)7 The same
questions can be posed when one considers pb53 and drugs amenable to electively modify
specific parts of its intracellular dynamics. This can be rendered optimally in PDE models,
that are much more physiological than (rougher) ODE models since they are naturally able
to take intracellular spatial features into account including possible space heterogeneities in
the intracellular medium (not considered in the examples, apart from the above mentioned
dead zone of non-translation in the cytoplasm).

We have shown how easy it is in principle to start from an ODE compartmental model,
add diffusion terms - which in their simplest version are mere laplacians - and slightly modify
the representation of exchanges between the compartments to adapt them to the new set-
ting, to obtain a ready-made reaction-diffusion PDE model. However, dependence on spatial
patterns, such as oscillations in concentration, on the diffusivities and the (nuclear mem-
brane) permeabilitics has to be better studied, with precise identification of the underlying
biological parameters, to understand their roles properly. To obtain more realistic PDEs one
can consider effects of different viscosities of buffers on different diffusivities of molecules or
adjunction of advection terms when knowledge of aided transport makes it relevant (e.g.,
transport through microtubules). To support these ideas, different mobility of molecules in
the nucleus and the cytoplasm caused by limited diffusions has led to biphasic caspase acti-
vation kinetics, see [153] and citations therein. In some circumstances it might be convenient
to include specific spatial structures, such as position and density of ribosomes and thus to
model gene expression more specifically [148, 6].

Note also that the oscillatory patterns are self-organised not only due to reaction events
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occurring in the nucleus or in the cytoplasm but that they are also tightly connected to
boundary conditions on the membranes. Thus physiological delays maintained due to the
semipermeability of the nuclear membrane are more typical for PDEs than for ODEs (if one
does not want to deal with artificial delays represented by DDEs). We examined the Kedem—
Katchalsky as representing passive transport mechanisms with the difference of concentrations
at both sides of the membrane as the driving force for exchanges; however, bigger species are
rather transported actively, which should be taken into account in more sophisticated models
of nucleocytoplasmic transport [23].

The simple RD systems could be certainly considered as an alternate solution to classical
ODEs which may put some light on protein signalling and will be of some help to biologists and
modellers who want to describe intracellular spatio-temporal dynamics of proteins in a faithful
yet more demanding (in terms of parameter estimation) way. Such reaction-diffusion PDE
models are also amenable to describe spatio-temporal dynamics at the level of cell populations
and that, by introducing intercellular signalling, it is in principle possible to connect the two
observation levels. This perspective still remains a challenge to mathematicians and modellers
in biology.
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5

Reaction-diffusion model for the
p53 network

Recently observed oscillatory behaviour of p53 in single cells under stress conditions
inspires several research groups in simulating and studying the dynamics of the pro-
tein with the perspective of a proper understanding of physiological meanings of the
oscillations. In this chapter, we propose a reaction-diffusion PDE model of p53 ac-
tivation and requlation in single cells following DNA damage and we show that the
p53 oscillations can be retrieved by plainly involving p53-Mdm2 and ATM-p53-Wipl
negative feedbacks, which are sufficient for oscillations experimentally, with no fur-
ther need to introduce any delays into the protein responses and without considering
additional positive feedback.

Organisation of the chapter is as follows: Spatio-temporal model for p53 is introduced
in Sections 5.1 and 5.2. Numerical simulations are presented in Section 5.8 and a
discussion with conclusions in Section 5.4.

Partial results presented in this chapter were published in [46],

[46] J. Elias, L. Dimitrio, J. Clairambault, and R. Natalini. The dynamics of p53
in single cells: physiologically based ODE and reaction—diffusion PDE models.
Physical Biology, 11(4):045001, 2014.

5.1 Rationale for a p53 PDE modelling

Let us briefly recall basic features of the dynamics of p53 which are described more ex-
tensively in Chapter 1. Following DNA damage, an information signalising the presence of
DSB is transmitted to the inactive ATM dimers through an upstream signal F (begin either
the MRN complex or any other signal produced by the chromatin). Activated ATM then
phosphorylates p53 (on Serl5) which disrupts binding to its main regulator, the E3 ligase
Mdm?2, a transcription target for p53. The regulation of p53 by Mdm2 is predominantly
achieved through (multiple-)ubiquitination, followed by nuclear export of p53 and its subse-
quent degradation. Such regulation by Mdm2 is possible due to previous p53 deactivation,
i.e., Serl5 dephosphorylation by the phosphatase Wipl, which also dephosphorylates ATM,

rendering the proteins inactive, see Figure 5.1.

The most pioneering works revealing experimentally spatio-temporal dynamics of p53 in

65
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ATM-p53-Wip1l negative feedback

p53-Mdm?2 feedback

Figure 5.1. p53 dynamics in response to DNA damage: activated ATM targets p53 for
phosphorylation, which results in inhibition of the p53-Mdm2 compound formation; p53
accumulates in the nucleus and acts as a transcription factor for Mdm2 and Wipl; Wipl
dephosphorylates ATM and p53 keeping them inactive and enabling Mdm2 to bind p53 again,
Mdm?2 initiates ubiquitination of p5h3, its nuclear export and degradation. This dynamics
follows two negative feedback loops: the first one between p53 and Mdm2 and the second
one between ATM and Wipl through the intermediate p53.

single cells have been performed by the research group of Galit Lahav, see for example [15,
56, 77,91, 123, 124]. In particular, it has been shown that the negative feedbacks p53-Mdm2
and ATM-p53-Wipl are essential to maintain sustained oscillations in the p53 concentration
[15], observed in the majority of cells following exposure of y-radiation doses and other stress
agents (e.g. neocarzinostatin) [77]. The p53-Mdm2 negative feedback, however, primarily
functions to gain homeostasis in the DDR (keeping the concentration of p53 at low levels)
rather than oscillations [147], Figure 5.2. The second negative feedback, i.e. ATM-p53-Wipl,
is between ATM and Wipl with an intermediate substrate p53 (Figure 5.1). Wipl regulates
both ATM and p53 levels through dephosphorylation. However, since ATM is the activator
of p53 response and the ATM-dependent phosphorylation of p53 is critical for its escape from
Mdm?2, the inactivation of both protein by Wipl and structural representation of cellular
processes (e.g., gene transcription and translation) may impose time delays which could be
sufficient to reproduce sustained oscillations. Other mathematical models simulating p53
through the p53-Mdm2 negative feedback either directly impose delays onto the equations
and thus use Delayed Differential Equations (DDEs) or involve inter-compartmental transport
of species, often coupled by a positive feedback (primarily via ODEs), see the overview of the
existing models in Section 2.5.

We have shown in Chapter 3 that whenever classical Michaelis—Menten kinetics is used to
mathematically describe protein reactions in a modelling setting where compartmental local-
isation of cellular events nor any positive feedback is considered, the two negative feedbacks
did not produce oscillations (and eventually led to p53 homeostasis). Instead of involving
any of the observed positive feedback loops, we show that it is sufficient to distinguish be-
tween cellular events occurring either in the nucleus or in the cytoplasm to obtain sustainedly
oscillating p53 concentration (due to its nuclear accumulation and nuclear clearance) that is
compatible with experimental observations. Note that different positive feedbacks may play
prime roles in different phases of the p53 signalling and may depend on highly specific con-
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ditions [60, 111], thus they should not be ruled out completely; however, none of them has
been reported as necessary for oscillations in [15].

Compartmental distribution of the cellular events between the nucleus (e.g., gene tran-
scription, p53 activation by ATM and its deactivation by Wipl) and the cytoplasm (e.g.,
mRNA translation into proteins, p53 degradation) suggests to involve spatial variables [43].
Thus, based on our compartmental ODE model introduced in Chapter 3, we propose to model
the ATM-p53-Mdm2-Wipl protein dynamics following DNA damage (depicted in Fig. 5.3) as
a 2D and 3D reaction—diffusion problem with the transmission of species between the nucleus
and the cytoplasm, as we have seen in the example of the FRQ model in Chapter 4. To
our best knowledge, the only spatio-temporal p53-Mdm2 models formulated by PDEs are
proposed in [43, 142]; however, they contain neither ATM nor Wipl signalling.

nucleus

Figure 5.2. p53 dynamics in a normal unstressed cell: 1. The protein ATM in its inactive
form is dimerised, unable to phosphorylate p53, which subsequently cannot act as a transcrip-
tion factor. p53 is assumed to freely migrate between the compartments, Mdm2 moves from
the translation sites to the nucleus. Mdm2-ubiquitin dependent degradation in the nucleus,
2., and in the cytoplasm, 3., retains the concentration of p53 at low levels in the compart-
ments (mainly in the nucleus). Dashed arrows indicate directions of molecule migrations,
uni- or bidirectional, T-shaped lines meaning impossible nucleocytoplasmic transport in the
T-end direction; solid arrows show schematically reactions in the signalling pathways. Red
dashed T-shaped line shows inhibition of ATM-dependent phosphorylation of p53.

5.2 Modelling p53 dynamics: physiological ODE and
reaction-diffusion PDE models

5.2.1 Mathematical formalism and notation

A simplified cell model consists of two compartments, the nucleus €1 and the cytoplasm 9
with the nuclear membrane I'y and the cellular membrane I', as it is schematically shown
on Figure 4.1.
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Figure 5.3. p53 dynamics under stress conditions: 1. ATM autophosphorylation (a con-
sequence of the exposure to stress conditions, e.g., v-radiation) results in ATM dimer dis-
sociation into active monomers ATM-P (denoted by ATM,, in the sketch), which, 2., can
phosphorylate p53 (denoted by p53, in the sketch), ATM-P and p53-P do not leave the nu-
cleus. 3. Phosphorylated p53 forms tetramers which bind DNA and act transcriptionally
for Mdm2 and Wipl. 4. The mRNAs of the proteins leave the nucleus, bind ribosomes
outside of the endoplasmic reticulum and they are translated into proteins; both Mdm2
and Wipl moves into the nucleus from the cytoplasm. 5. Wipl dephosphorylates p53-P,
making it visible for Mdm2. 6. Wipl also dephosphorylates ATM-P which dimerises with
another dephosphorylated ATM molecule. Dephosphorylated p53 can freely migrate between
the compartments, where, 7. and 8., it can be ubiquitinated by Mdm2 and subsequently
degraded. Dashed arrows indicate directions of molecule migrations, uni- or bidirectional,
T-shaped lines meaning impossible nucleocytoplasmic transport in the T-end direction; solid
arrows show schematically reactions in the signalling pathways.

For simplicity, let us denote the concentrations of species in their nuclear and cytoplasmic
states (distinguished by the superscripts (n) and (c¢), respectively) as follows

[p53](") uy = [Mde](") Uo = [MdemRNA](n) us = [p53 P](n)

uy = [ATM-P]<">,u4 = [ATM-D]<">,u5 — [Wipl]™, ug = [Wiplpna]™,

vo = [p53]D, vy = [Mdm2]'®, vy = [Mdm2y,rn 4], vs = [p53-P](),

vy = [ATM-P]©) o = [ATM-D]9 v5 = [Wip1]@, vs = [Wiplrna)©

where u; = u;(t,x), u; : [0,T] x @ = RVi=0.1,...,6, and v; = vj(t,x), vj : [0,T] x Qp —

R, ¥Vj=0.1,...,6; Q9 C R% Qy C RY, d = 2,3, are open and bounded domains with smooth

boundaries I'y (common to both domains; i.c. the nuclear membranc) and I'y (exclusive to

Q9; i.e. the cellular membrane).

In unstressed cells the levels of ATM and p53 are very low, even not detectable in some
cells, thus initially we set u;(0,x) = u? = 0 and v;(0,x) = v;.’ =0Vi,j=0,1,...,6 (even for

(5.1)
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Mdm?2 which can be presented in cells keeping p53 at low concentrations). Reaction terms
of the considered reactions, transmission conditions through I'1 and boundary conditions on
I’y are specified in the following sections. Note that, although based on our assumptions we
have v3 = 0, v4 = 0 and v4D = 0, we will involve these species in the equations to make overall
notation easier to follow.

5.2.2 Compartmental ODE model

The physiological ODE model for the dynamics of p53 network is developed and examined
in Chapter 3. This compartmental ODE model consists of equations (3.16) and (3.17).
The transmission conditions through I'y are expressed as differences of the concentrations
of species in both compartments controlled by the permeability coefficients and a special
volume ratio V. due to different velocities of reactions occurring either in the nucleus or in
the cytoplasm [28].

Let us write u = (ug,ug,...,us)’ and v = (vo,v1,...,vs)" for the concentrations of
species and £ = (fo, f1,.... fe])', fi = fi(u,v), and g = (g0.91,...,96)". gi = gi(u,v),
1=0,...,6, for the reaction terms rising from the LMA, Michaelis-Menten and Hill kinetics

and the transmission-like terms, i.e. the terms standing on the right-hand side of the ODE
equations in (3.16) and (3.17). Thus, we can write equations for the compartmental ODE
setting as a coupled system

i—;l =f(u.v) and dv _ g(u,v) (5.2)

with the initial conditions u(0) = u® = 0 and v(0) = v’ = 0.

5.2.3 Reaction-diffusion PDE model

Based on the ODE model (5.2), by adding a diffusion term in each equation we can formulate a
reaction—diffusion model describing the evolution of the concentrations of proteins as functions
of time and space in a cell composed of the two compartments, Figure 4.1. The dynamics of
the proteins including directions of their migration through the nuclear membrane is discussed
in the biological overview and it is schematically shown on Figure 5.3.

The reaction—diffusion model for the nuclear and cytoplasmic concentrations u(t¢,x) =

(ug, - .., ue)T (t,x) and v(t,x) = (vo, ..., vs)” (t,x), respectively, can be written (in the vector
form) by

0

8_1151 — div(DVu) =rq,(u) on (0,7) x Qy, (5.3)
and

ov .

5 div(DVv) =rq,(v) on (0,T) x Qq, (5.4)

with the initial conditions u(0,x) = u® = 0 and v(0,x) = v? = 0 and boundary conditions
on I'; and I'y specified in the next section. In (5.3) and (5.4), D is a diagonal matrix with
the diffusion coefficients on the diagonal (Table 5.2), which are equal for both compartments;
and rq,, ¢ = 1,2, store the (nonlinear) reaction and production/degradation terms. The p53
basal production rate and the terms related to the translation of the mRNAs into the proteins
are multiplied by the characteristic functions x¢ and xcp defining arcas of the cytoplasm
where the protein production events occur. These functions are defined and illustrated on
Figure 5.4 in Section 5.2.7, see also Figure 2.2.
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The corresponding equations of the RD system (5.3) and (5.4), are as follows:
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Note that there are some differences between the ODE and PDE models. In particular,
we consider both equations for the monomeric u4, v4 and dimeric uf , vf forms of ATM both
diffusing with the same diffusion rate D 47ys (but still satisfying the conservation law: f ug +
2uf dx = const = AT Mror), see discussion in Section 2.2.1. In addition, the Hill function
with the coefficient 2 is used for ATM activation by £ and ATM-P dephosphorylation by

kdth

Wipl is modelled as a simple enzyme reaction ATM-P+Wipl = C — “%ATM -D” +Wipl
when compared to (3.3). Then the equations for the mRNAs vy and vg represent the evolution
of the total amount of the mRNA and not the free mRNA molecules considered in the ODE
model. Mdm?2 is assumed to move from the cytoplasm to nucleus only, as its main function
is to remove p53 from the DNA sites. Finally, we assume that both p53 and p53-P appear

in the transcription process for its substrate genes!.

'In the ODE model we assumed that only p53-P, which is hidden from Mdm2, is able to form tetramers
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All the kinetic parameters used in simulations are shown in Table 5.5, permeabilities
(translocation) and diffusion coefficients in Table 5.2.

5.2.4 Nucleocytoplasmic transmission BC: Kedem—Katchalsky boundary
conditions

Boundary conditions applied for a passive transmission of the species through the nuclear
membrane are discussed in Section 2.4. Let us recall that a driving force for the diffusive
transport in the Kedem—Katchalsky BC is the difference in concentrations at both sides of the
membrane, which is the simplification of a more realistic driving force standing behind most of
the passive transport processes — a chemical potential gradient — which depends not only on
concentrations but also on pressure, temperature, electric field and other quantities. The same
BC can be derived easily from Fick’s first law for stationary fluids (i.e. with no net movement,
no bulk motion and no coupling effect of more cargoes transported simultaneously); see also
Figure 2.3.

In particular, a contribution to the overall concentration (increase or decrease) of a chem-
ical with the nuclear concentration u;, for some 4, throughout I'y is defined by

aui

— la—nl = —pi(Ui — ul) (5.7)

where v; is the cytoplasmic concentration of the same chemical, p; is the permeability. Equa-
tion (5.7) says that the flux (LHS of (5.7)) is equal to the difference of the concentrations
across the nuclear membrane for the direction of flow from w; to v; if u; > v;, and the other
way round if u; < v;, which is in agreement with the assumption for the particle flow (Fick’s
first law) to be directed from a compartment with higher concentration of the chemical to a
compartment with its smaller concentration.

Similar condition, particularly,

av,‘

D
z3I11

= —pi(u; — v;), (5.8)

is written for the cytoplasmic concentration of the chemical, however, with the minus sign
because of the orientation of the normal vector n; which points outward from the nucleus €
to the cytoplasm s, see Figure 4.1.

The Kedem—Katchalsky BC (5.7) and (5.8) satisfy the continuity of the flux condition on
the boundary (what goes out from one compartment must come in to the second compart-
ment),

8u,~ 81}1

DZ8_111 = Dza—nl, (5.9)
however, usually, u; # v; on both sides of the nuclear membrane because of the permeabil-
ity of the nuclear membrane (non-zero membrane “conductance”). In contrast, continuous
translocation of species throughout the nuclear membrane modelled by the transmission con-
ditions u; = v; together with (5.9) are considered in [142] (i.e. no limits on perviousness of

the membrane are taken into account in [142]).
Equations (5.7) and (5.8) are applied to the chemicals which migrate between ©; and
y (i.e., the protein p53). Other particular cases when a chemical translocates from one
compartment to another in one direction only, e.g. Mdm2 and Wipl mRNAs which move
from the nucleus to the cytoplasm and not back, and the proteins Mdm?2 and Wipl, that

and bind the DNA. However, the phosphorylation status of p53 does not likely determine tetramerisation of
p53. In fact, tetramerisation represents another mechanism how p53 can escape from Mdm2.
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Chemical nuclear changes cytoplasmic changes

p53 _Dp53g_z(; = —pp53(vo — up) Dp53g_:i(i = —pps3(uo — vo)
Mdm2 _Dmdm2g_$ = —Pmdm2(v1 — u1) DmdeS_:ill = —Dmdm2(u1 — v1)
Mdm2 mRNA _DmRNAg_:Lj = DmRNAU2 DmRNAg_:izl = —PmRNAU2
p53-P —ng,g% —0 Dp53§—:ﬁ —0

ATM-P _DATMg_:E =0 DATM(;—:E =0

ATM-D —DATM% =0 DATM% =0

Wipl _Dwiplg_:ﬁ = —PuwiplVs Dwiplg_:ﬁ = PwiplVs

Wipl mRNA _DwRNAginT = DwRNAUG DwRNAg_:i = —PwRNAUG

Table 5.1. The Kedem—Katchalsky transmission boundary conditions on I'y with the
diffusion coefficients D; and the translocation (permeability) rates p; for each specie i €
{p35, mdm2, mRN A, AT M, wipl,wRNA}.

move from the cytoplasm to the nucleus, and, finally, the cases of ATM and phosphorylated
p53-P, which do not leave the nucleus, are simple modifications of (5.7) and (5.8) and are
listed in Table 5.1.

In the vector form, the Kedem—Katchalsky BC can be uniquely written by

du v
— Da—n1 = ngl (u, V) and l)a—n1 = PgQQ (u, V), (510)
where D and P are diagonal matrices with the diffusion and permeability coefficients on the
diagonals, and go, = gq, (u, v) and g, = ga,(u, v) collect the terms on the right hand sides
of the boundary conditions as they are stated in Table 5.1; note that go, = —gq,.
Finally, we do not assume exchange of the species between cells. Thus, we set

ov
Dy =0 (5.11)

on the cell membrane, where ns is the normal vector pointed outward from the cell membrane.

5.2.5 Diffusion and permeability coefficients for the RD model

Transport of the species through the nuclear membrane I'; is determined by the diffusion
and the permeability coefficients in (5.10). All the permeability and diffusion coefficients
considered in our simulations are listed in Table 5.2. Note that due to the similar nuclear
and cytoplasmic cytosol viscosity we will consider the same diffusion values for both compart-
ments. Note also that there arc other possibilities how to approximate diffusion coefficients of
proteins, for example, by using Einstein’s formula [23] which, however, requires Stokes radii
of the proteins, which are often not known.
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Chemical Diffusion  [um?/min] Permeability  [um/min] Weight [kDa]
GFP — 2500 [64, 65] — — 26.9 [64]
p53-GFP — 900 [64, 65] — — ~80 [64]

p53 (dimer) D53 1000 [64, 65  pps3 1 [est.] 53 [158]
Mdm?2 D, pdmo 1000 [est.] Dindm? 1 [est.] 90 [109, 154]
Mdm2 mRNP Dmpna 1.8 [20] PmANA 0.1 [est.] <1600 [34]
p53-P (dimer) Dpss 1000 [64, 65]  pyss-p 0 53 [158)
ATM (monomer)  Darps 300 [est.] DATM 0 370 [7]

Wipl Dyipt 1000 [est.] Dwipl 1 [est.] 61 [52]

Wipl mRNP DyrNA 1.8 [20, 146]  pwrRNA 0.1 [est.] <1600 [34]

Table 5.2. (Estimated) diffusion and translocation (permeability) coeflicients used in the
PDE model. We assume that p53-P and ATM-P do not leave nor enter the nucleus. Although
we consider ATM in its monomer and dimer we assume that both conformations diffuse with
the same diffusion rate. Similarly, we assume that the diffusivity for p53 and p53-P is the
same. The diffusion rates could be roughly estimated by comparison of the known diffusions
and the molecular weights of the species. Due to the lack of data on permeabilities, we have
run several simulations and tested various permeability rates for which oscillations appear.
In this table are those rates we have chosen as the reference ones. Note that in the ODE
model proposed in Chapter 3 we considered different permeabilities than in the PDE model.

5.2.6 Nondimensionalisation

The PDE system (5.3) and (5.4), more precisely equations (5.5) and (5.6)) with the Kedem—
Katchalsky BC (5.10) explicitly listed in Tables 5.1 and with the parameters in Tables 5.5 and
5.2, arc nondimensionalised before they are solved. See [132] for more details on advantages
and the necessity of nondimensionalisation.

For the reference concentration «;, i = 0,...,7, the scaled nuclear and cytoplasmic con-
centrations of the species are defined by, respectively,

U; Vi

;= — and ¥ = —. (5.12)
Q; (674
By setting .
— X;
t=—,2;, ==L j=1,...,d 5.13
= d (5.13)

and

kaph1 = Tkapn1 (as/a0), Kaph1 = Kaph1 /a3, kph1 = Thpp1 (aa/ao),

Kpni = Kphi/ao, kuy = Thyp(a1/a0), Kuy = Kup/ o,

0p53 = TOp53, Omdm2 = TOmdm2s OmRNA = TOmRN As Owipl = TOwipls OwRNA = TOwRN A,
E?m = Thksm /a2, l?::gpm = Tkspm/ag,l_{gpm = Ks,,, /a3, (5.14)
ksw = Tksw/as, ks,,, = Tks,, /a6, Ks,, = Ks,, /a3, '
Eapha = Thapna(as /o), Kapha = Kapha /0%, kpha = Thpna, Kpna = Kpna/ou
ks = Tks /o, kim = Tktm, ktw = Tktw, E = E /oy,
p; = i/ L, D; = TD;/L? Vi,

we finally arrive at the systems used in our simulations. The nondimensionalised equations



74 5. Reaction-diffusion model for the p53 network

of the PDE model are not shown here, since they are very similar to the nonscaled equations
except for the entries replaced by their nondimensionalised substitutions.

We have chosen 7 = 1min, a; = 1 uM for each ¢ and L = 10um in the following

simulations?.

5.2.7 Numerical simulations of PDEs in 2 and 3 dimensions

The nondimensionalised reaction—diffusion problem derived from (5.3) and (5.4) with the
zero initial conditions and the Kedem—Katchalsky BC (5.10) is solved numerically in 2 and
3 dimensions on the triangulations shown on Figure 5.4 by the semi-implicit Rothe method,
see Appendix B and, e.g., [130], implemented in the FreeFem++ solver [62]. The cell under
consideration on Figure 5.4 has radius equal to 1 length unit, thus, by considering the scaling
length L = 10 um, the cell model represents a real cell with size 20 m in diameter®.
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Figure 5.4. The 2D and 3D cell is represented by a disc and by a 3D ball, respectively, with
radius 10 yum. The nucleus, A, is shown as an inner disc and an inner ball, respectively, with
radius 3 um. The endoplasmic reticulum B, where no production of the proteins occurs, is
an annulus with radii 3 um and 5 um; the ring-shaped area C, where the basal production of
p53 is assumed to occur, is an annulus with radii 5 and 6 um, respectively, and the rest of the
cytoplasm, D, is an annulus with radii 6 and 10 um. Translation of the mRNAs is supposed
to occur in C+D. The 2D and 3D cell triangulations are generated by FreeFem++, [62].

As already mentioned in Section 2.2, the total net production of p53 determined by the
basal production rate kg is restricted to a narrow ring-shaped area within the cytoplasm
(denoted by C on Figure 5.4) separated from the nucleus by the endoplasmic reticulum (ER,
denoted by B on Figure 5.4). Numerically, we multiply kg by the characteristic function

20ther choices for the reference concentrations can be obviously chosen, for instance, such that some
unknown parameters are eliminated, in our particular case we nevertheless use all the reference concentrations
to be equal to each other; we used different reference concentrations «; for different species 4 in [46].

3Note that a diameter of an average eukaryotic cell is between 10 — 20 um and a diameter of the nucleus
ranges from 3 — 10 wm [105]. The cell under our consideration is of a diameter 20 um with the nucleus of 6 um
in diameter.
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Xc = Xxc(X), X € Qs CRY, d = 2,3, defined by

xo (%) =

1 for 05<|x[|<0.6,
0 otherwise.

Similarly, translation of the Mdm2 and Wipl mRNAs into the proteins is allowed to occur
in the cytoplasm except for the ER, i.e. only in the regions C and D on Figure 5.4. Thus,
the translation terms with the rates ky, and k¢, are multiplied by xcp = xcp(X)

) 1 for 05< x| <1,
X) =
xXep 0 otherwise.

Details about solving reaction-diffusion problems rising in molecular biology (as the par-
ticular one) by the semi-implicit Rothe method is omitted. Nonetheless, a special section in
the appendix is dedicated to the Rothe method, giving a proof of the existence and unique-
ness of the solution to a RD for the reversible enzyme reaction. The proof relying on the
Rothe method is constructive which gives us hints on how to solve numerically not only that
enzyme reaction problem but also more complicated problems as the one in this chapter.
Note that we have chosen the Rothe method rather than the commonly used Newton method
for nonlinear PDEs because it gives accurate results computationally faster than the New-
ton method and, in addition, it has been found easier to implement when dealing with the
systems of equations. The FreeFem++ [62] solver has been used for our simulations.

5.3 Numerical simulations of PDEs: results

5.3.1 Oscillations of p53 in the PDE model

The 2D and 3D PDE systems (5.3) and (5.4) with the boundary conditions (5.10) and (5.11)
and parameters in Tables 5.5 and 5.2 give oscillatory responses of the p53 protein to the
damage signal with F = 1. This is shown in Figures 5.6, 5.7(a) and 5.8(a), where, respectively,
the dimensionless nuclear and cytoplasmic concentrations of the proteins in 2D and 3D, and
the phase plane of the nuclear concentrations of p53 and p53-P with respect to Mdm2 as well
as the reached limit cycle are shown®.

In normal conditions, i.e. when E = 0, the Mdm2-dependent ubiquitination keeps p53
at a low level, since there is no need for its activation (although the equilibrium reached by
p53 is bigger than the equilibria of its regulators®). Figure 5.5(a) shows the total nuclear
concentrations of the species from 2D simulations, Fig. 5.5(b) from 3D simulations.

The obtained p53 oscillations for &£ = 1 are of the period ~ 6 hrs, the value which is in
agreement with the experimentally observed periods (ranging between 4.5 to 7 hours) [15, 56].
Further, we can see rapid ATM activation in response to I which is observed to be almost
fully activated in 5 — 15 minutes post-irradiation [7]. Mdm2-independent degradation of p53
corresponds to the 7 hours long half-life of p53. Figure 5.7(b) and 5.8(b) then show that the
actual degradation due to the active ubiquitination of Mdm2 corresponds to the half-lives
15 and 30 minutes in 2D and 8 and 25 minutes in 3D in the first and second (and other)
pulses which perfectly agrees with the notion of p53 being a short-lived protein (with the
half-life 20 — 30 minutes [116]). Note that the difference in the first two pulses is caused by
the zero initial conditions. Indeed, no regulators in the system allow p53 to accumulate at a

4Note that in the following we will show mostly 2D results since those in 3D are qualitatively similar to
the 2D results.
®As discussed in Section 1.5, no excess of Mdm?2 is necessary for efficient degradation of p53.
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Figure 5.5. Solution of the PDE system within 16 hrs under normal conditions, £ = 0,
for the fixed set of parameters in Tables 5.5 and 5.2: nondimensionalised nuclear (a) 2D, (b)
3D concentrations. The plotted concentrations are the total concentrations in the nucleus
and cytoplasm, respectively. Without any ATM-P in the system, there is obviously no p53-P
produced, thus unphosphorylated p53 is plotted only.

high concentration. p53 then transcribes a higher amount of Wipl and Mdm2 mRNA, thus
yielding a higher level of Wipl and Mdm2, which in turn lead to a more rapid degradation
(that is why t;/, = 15min and 8 min in the first pulse in 2D and 3D, respectively). Then
the second wave of p53 is limited by the presence of some Wipl and Mdm?2 in the system
and thus it peaks at a smaller level compared to the first pulse.

Note that the timing of pulses is in perfect agreement with the experimentally observed
dynamics of p53 discussed in Section 1.7.1. The first pulse of p53 peaks at the 2 hour time
point after damage in 2D simulations and slightly sooner in 3D (which is in agreement with
the observations made in [27, 61, 15]). Mdm2 does not change for some time after DNA
damage, after 1.5 hr it starts to grow and peaks at the ~ 4 hrs (in 2D, and slightly sooner in
3D) time point thus in about 2 hours later than p53 (see [27, 61]) and the maximal Mdm2
coincides with rapid p53 loss (see [61]). The second pulse is triggered (since the damage signal
E is still present) and p53 peaks ~ 8 hrs after damage (sce [15]). To illustrate these features,
Figures 5.9 and 5.10 show samples from the spatial oscillatory evolutions of the total p53
(p53-P and p53) and Mdm2 concentrations in the 3D model of the cell captured at six time
points: at the initial time 0 and the times when either p53 or Mdm2 reach its maximum.
The remaining pulses in the concentrations of all proteins have the same timing in the 2D
and 3D simulation. In fact, the dynamics of p53 does not differ qualitatively in 2D and 3D
simulations (except for the achieved amplitudes which are affected). For this reason we will
present 2D simulations if not mentioned otherwise.

5.3.2 Parameter sensitivity analysis: activation “stress” signal E

Bifurcation analysis of the 2D PDE system with respect to the activation signal E, the main
bifurcation parameter under consideration (see Section 2.2.1 for the introduction of E') reveals
a supercritical Hopf bifurcation point Fq = 0.015 in the equilibrium curve starting at £ =0
within the fixed set of parameters. Similarly we can find a supercritical Hopf point in the
activation signal E in 3D model. Recall that the equilibrium changes from stable to unstable
by passing through the Hopf point Eq. This means that the solution bifurcates between two
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Figure 5.6. Solution of the PDE system within 16 hrs of DDR in response to the stress

signal £ = 1 for the fixed set of parameters in Tables 5.5 and 5.2: nondimensionalised (a)

2D nuclear, (b) 2D cytoplasmic, (c) 3D nuclear and (d) 3D cytoplasmic concentrations. The

plotted concentrations are the total concentrations in the nucleus and cytoplasm, respectively.

qualitatively different states: convergence to a steady state for F < Fj, and convergence to
a stable limit cycle for E > FEp, (with respect to the fixed set of parameters in Tables 5.5
and 5.2), see Figure 5.11.

This significant point is small, confirming that ATM and p53 activation is sensitive even
to damage producing such a small E, [7, 13, 159], which, in turn, is able to activate ATM,
and so p53, with concentrations that sustainedly oscillate in time. Furthermore, solutions of
the PDE system remain in the oscillatory regime for all £ > F;. Recall again in this place
that the activation signal E is considered here to be a measure of the DNA damage in cells
exposed to stress conditions and we assume positive correlation between the damage dose (of
y-radiation, cytotoxic drugs) and the DNA damage (number of DSB) E. Thus our results
are in agreement with the experiments saying that p53 oscillations are independent of the
damage dose and that the number of cells which show oscillatory response increases with the
increasing damage dose, [77, 91]|. In particular, the amplitudes and duration of oscillations
arc independent of the damage dose: indeed, the amplitudes firstly increase rapidly for the
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Figure 5.7. Solution of the 2D PDE system for the fixed set of parameters in Tables 5.5
and 5.2: (a) phase portrait of dimensionless nuclear concentrations of p53 (p53 and p53-P)
with respect to Mdm2; (b) decay of the total (nuclear and cytoplasmic) p53 concentration in
the cell with wt Mdm2 corresponds to the half-life of 15 and 30 minutes, respectively, in the
first and the second pulse.
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Figure 5.8. Solution of the 3D PDE system for the fixed set of parameters in Tables 5.5
and 5.2: (a) phase portrait of dimensionless nuclear concentrations of p53 (p53 and p53-P)
with respect to Mdm2; (b) decay of the total (nuclear and cytoplasmic) p53 concentration in
the cell with wt Mdm2 corresponds to the half-life of 8 and 25 minutes, respectively, in the
first and the second pulse.
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Figure 5.9. 3D visualisation of the solution of the PDE system for the fixed set of parameters
in Tables 5.5 and 5.2: nondimensionalised concentration of p53 (p53-P and p53). The chosen
samples are captured at the times when p53 and Mdm2 reach peaks in their concentrations.
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Figure 5.10. 3D visualisation of the solution of the PDE system for the fixed set of param-
eters in Tables 5.5 and 5.2: nondimensionalised concentration of Mdm2. The chosen samples
are captured at the times when p53 and Mdm2 reach peaks in their in concentrations.
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Figure 5.11. Bifurcation diagram for nuclear p53 (p53 and p53-P) with respect to the
varying signal E in the 2D PDE system with the parameters in Tables 5.5 and 5.2; E is
plotted in the logarithmic scale. The bifurcation point Ej is the point on the black curve
where the curve bifurcates into two paths. The curve for F < F; shows attained steady
states and plotted two curves for £ > E) are the heights (showing maximum and minimum)
of the amplitudes of stable limit cycles. The red curve shows periods of oscillations depending
on F.

values of E between £ = E; = 0.015 and £ = 0.25, then do not change for E > 0.25,
Figure 5.11.

5.3.3 Parameter sensitivity analysis: diffusivity and permeability param-
eters

Once the oscillatory mode is established for the particular set of parameters, robustness of
the PDE system to spatial perturbations can be examined, i.e. one can vary the spatial
parameters, namely, diffusivity and permeability. For the purpose of a clearer notation we
will use only in this section the following subscripts: 0 for p53, 1 for mdm2, 2 for mRNA, 3
for p53-P, 4 for ATM, 5 for wipl and 6 for wRNA.

The reference diffusion coefficients for proteins Dg ;35 = 1000 um? /min and Dy =
300 um? /min and for mRNPs Dy g = 1.8 um?/min (Table 5.2) are partially obtained from
experiments and can thus be considered as the realistic ones. On the other side, the refer-
ence permeabilities pg 15 = 1 um/min and pag = 0.1 um/min (Table 5.2) have been chosen
based on our simulations. Recall that p53-P and ATM-P are assumed not to be transported
from the nucleus and thus the permeabilities for these two proteins are taken to be zero, i.c.
p3,4 = 0 um/min. The parameters from Table 5.5 arc fixed in the sequel.

Let us now fix the reference permeability coefficients, i.e. let us assume that the nuclear
membrane has its “carrying capacity” fixed and cargoes are allowed to be transported through
the membrane in the same manner whatever cargo cytosol diffusivities are. For the fixed
protein diffusivities (1000 and 300 um?/min), oscillations can be obtained for the diffusivity
of mRNPs greater than 0.01 in 2D and 0.1 gm?/min in 3D simulations. Conversely, when
the diffusivity rate for mRNPs is fixed to 1.8 ym?/min, then the system exhibits oscillations
for Do13s : Dy > 2 : 0.6 um?/min in 2D and for Do135 : Dy > 1 : 0.3 um?/min in 3D,
respectively, whilst the ratio between the diffusivities for p53 (Mdm2, Wipl) and ATM is
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Diffusion values for oscillations Description Dim.
0.01 < Dyg Do 135 = 1000, Dy = 300 fixed 2D
2:06 < Dg135:Dy ratio Do 135 : Dy and Do = 1.8 fixed 2D
1:0.3:0.0018 < Do135: Dy : Dag  ratio Doyss: Dy : Dyg fixed 2D
0.1 < Dog Do.135 = 1000, Dy = 300 fixed 3D
1:03< Dp135: Dy ratio Do 135 : Dy and Do = 1.8 fixed 3D
5:1.5:0.009 < Do135:Ds:Dog ratio Do 135 : Dy : Dy g fixed 3D

Table 5.3. Ranges for the diffusion parameters (in um?/min) for which the 2D and 3D PDE
systems give oscillations, assuming that the considered ratios and the unmentioned parame-
ters from Tables 5.5 and 5.2 are fixed. As for the reference values, Dg 35 = 1000, Dy = 300
and Dy g = 1.8 um?/min for the p53 (Mdm2, Wipl), ATM and mRNPs, respectively, have
been taken. Subscripts: 0 for p53, 1 for mdm2, 2 for mRNA, 3 for p53-P, 4 for ATM, 5 for
wipl and 6 for wRNA; Dim. stands for dimension.

kept constant. Whenever the ratio between the proteins and mRNPs is kept fixed (equal
to the ratio between the reference diffusivities), then oscillations appear for Dg135 @ Dy :
Dy > 1:0.3:0.0018 um?/min in 2D and for Do 35 : Dy : Dag > 5: 1.5 :0.009 um?/min
in 3D simulations. Computed lower bounds for the diffusion rates are listed in Table 5.3.
Interestingly, no upper bounds on the diffusivities are found where our simulations were
executed for the diffusivities up to order 107. Higher diffusivities (~10* um?/min and higher
for the p53 protein) in any of the tested cases lead to oscillations with rather uniform shape,
i.e., oscillations with constant amplitudes and periods.

Let us now fix the reference diffusion parameters and examine the PDE model with respect
to the varying permeability rates. Firstly, let us fix the permeability for the proteins pg 1,5 =
1 wm/min; then the oscillations appear for the mRNAs permeabilities pa g > 0.05 um/min
in 2D and ppg > 0.02 wm/min in 3D, respectively. When ps¢ = 0.1 um/min is fixed, then
the system yields oscillations for pg 15 > 0.2 um/min in 2D and for pg 15 > 0.15 um/min in
3D simulations. Finally, if the ratio between the permeabilities for the proteins and mRNAs
is constant (equal to the ratio between the reference permeabilities), then the oscillations can
be attained for po15 : p26 > 0.15 : 0.054 um/min in 2D and 3D. Again, no upper bounds
have been detected. Computed ranges for the permeabilities which give a rise to oscillations
are listed in Table 5.4.

Simulations thus show that the oscillations can be obtained for a broad range of spatial
parameters. In particular, there are lower bounds for the diffusion coefficients, below which
we do not receive any oscillations. The oscillatory response can be then maintained for all
diffusions larger than these bounds. This is expected, since fast diffusion makes the solutions
of the reaction-diffusion system homogenous in space and thus, roughly speaking, the PDE
system resembles the compartmental ODE model which is able to produce oscillations in the
pb3 concentration.

5.3.4 Sole p53-Mdm?2 negative feedback does not trigger oscillations

As expected from the ODE model, the sole p53-Mdm2 negative feedback is not sufficient to
produce any oscillations.

Clearly, without the active role of Wipl in dephosphorylation of p53-P, Mdm?2 itself is
not able to sufficiently label p53 for degradation. This is depicted on Figure 5.12(a) where
Wipl dephosphorylation of p53-P is inhibited by setting the dephosphorylation rate to zero
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Permeability values for oscillations Description Dim.
0.05 < pag po,1,5 = 1 fixed 2D
0.2<poi1s p2.6 = 0.1 fixed 2D
0.15:0.054 < po15: D26 ratio po 15 : P26 fixed 2D
0.02 < pag po,1,5 = 1 fixed 3D
0.15 < po15 P26 = 0.1 fixed 3D
0.15:0.054 < po15: D26 ratio po 15 : P26 fixed 3D

Table 5.4. Ranges for the permeability parameters (in gum/min) for which the 2D and
3D PDE systems give oscillations, assuming that the considered ratios and the unmentioned
parameters from Tables 5.5 and 5.2 are fixed. As for the reference values, pp15 = 1 and
p2,6 = 0.1 um/min for the p53 (Mdm2, Wipl) and mRNPs, respectively, have been taken.
Subscripts: 0 for p53, 1 for mdm2, 2 for mRNA, 5 for wipl and 6 for wRNA; Dim. stands
for dimension.

(i.e., kgpn1 = 0). As a result, the dynamics of p53 resemble the UV response to DNA
damage, i.e., following DNA damage caused by UV radiation, p53 exhibits one prolonged
pulse in its concentration [14], c.f. Fig. 6.9. Oscillatory behaviour could be partially restored
if we allow Mdm2 to ubiquitinate p53-P. Recall that phosphorylation of p53 by ATM (and
other kinases) reduce ability of Mdm2 to bind p53 which, in turn, leads to its stabilisation
and nuclear accumulation (Figure 5.6(a)); however, in our model we assume that a single
phosphorylation event inhibits interactions between p53 and Mdm2 completely.

On the other side our model shows that inhibition of Wipl-dependent dephosphorylation
of ATM-P (by setting kgpn2 = 0; which results to the full activation of ATM-P) does not
change significantly the dynamics of p53. Indeed we can observe damped oscillations in Fig-
ure 5.12(b). However, as it is claimed in [14], the feedback from Wipl to ATM should be
necessary for the repeated fixed oscillations since otherwise the sustained p53 signalling is
maintained. Our results suggest that sustained signalling is a consequence of the strong inhi-
bition of the p53-Mdm2 negative loop rather than inactivation of the Wipl-dependent dephos-
phorylation of ATM, since the fully activated ATM can still compete with Wipl for p53 which
leads consequently to damped oscillations. Inhibition of both negative loops (from Mdm2 to
p53 and from Wipl to ATM) establishes sustained p53 signalling as well (Fig. 5.12(c)).

Figure 5.12(d) (and partially (a)) shows that even when one full pulse of ATM-P is
produced in response to DNA damage and Mdm2 and Wipl can negatively regulate p53, then
this is not sufficient for sustained p53 oscillations. This is in agreement with experimental
observations in [15].

5.3.5 One compartmental model does not trigger oscillations

We can further merge both compartments into one and see if the PDE model can produce
oscillations as we did in the ODE model. This merging consists in removal of the nuclear
membrane and thus allowing species freely migrate over one domain, the transcription and
translation of proteins is allowed in the whole domain, otherwise the model assumptions
remain unchanged compared with the 2-compartmental model.

Figure 5.13 confirms that under the new physiological setting the model is not able to
trigger any oscillations®. This suggests that spatial representation of the cell which allows

5Even if we modified parameters, still no oscillatory response could be found.
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Figure 5.12. Solution of the 2D PDE system where (a) Wipl-dependent dephosphoryla-
tion of p53-P is inhibited (kgpn1 = 0); (b) Wipl-dependent dephosphorylation of ATM-P is
inhibited (kgpn2 = 0); (c) Wipl-dependent dephosphorylation of both p53-P and ATM-P is
inhibited (kgpn1 = 0 and kgpp2 = 0); (d) ATM-P is inhibited after onc full pulse, Mdm2 and
Wipl signalling is unaffected. The plotted concentrations are the total concentrations of the
species in the nucleus.

p53 to accumulate and stabilise in the nucleus, specific localisation of the negative regulators
Mdm2 and Wipl inside or outside the nucleus and/or mRNA transmission from the DNA
sites to the cytoplasm, could be indeed necessary for triggering oscillations.

5.3.6 Oscillations in cells of complicated structures

Besides the very simple cell model used in simulations (represented by a disc and a sphere),
oscillations can be obtained even in very complicated cell structures. As an example, a 2D
Hela cell has been considered, Figure 5.14(a) and (b). The cell under consideration has an
elliptic-like nucleus. The ER and an arca for p53 basal production and mRNA translation
have been chosen with the similar shape as the nucleus (not shown).

The PDE model (5.3) and (5.4) with the Kedem—Katchalsky boundary conditions (5.10)
applied on the nuclear membrane and the zero flux boundary conditions (5.11) on the outer
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Figure 5.13. Solution of the 2D PDE system following DNA damage producing the tran-
siting signal F¥ = 1 in the case when both compartments are merged together. The plotted
concentrations are the total concentrations in the nucleus.

cellular membrane is then solved on the triangulation generated by FreeFem-+-+. The kinetic
rates, diffusion and translocation parameters remain the same as in Tables 5.5 and 5.2 (except
for the p53 basal production rate which is set to 0.03 uM/min). The semi-implicit Rothe
method then gives oscillations in the p53 dynamics following exposition to a stress signal of
the amount of ' = 1, see Figures 5.15(a) and (b) where the nuclear and cytoplasmic (dimen-
sionless) concentrations of the proteins are plotted, Fig. 5.15(c) for a particular phase plane
that confirm existence of (stable) limit cycles in the protein evolutions, and also Figures 5.16
and 5.17 where six different samples from the concentrations of p53 and Mdm2 are captured:
at the initial time 0 and the times when either p53 or Mdm2 reach its maximum. In the
simulation the obtained solutions show oscillations of the period ~6.3 hours.

5.4 Discussion and conclusions from the PDE model #1

Based on the recently observed oscillations of the p53 protein in single cells [15, 56, 77],
we have proposed a spatio-temporal RD model counting the negative feedback p53-Mdm2
together with ATM-p53-Wipl and compartmental distinction of cellular events between the
nucleus and the cytoplasm.

‘We have shown that spatial variables and the PDE model can be used to simulate the
behaviour of the p53 intracellular network in the stressed cells as well as by ODE models.
The oscillations obtained from PDEs are driven by a spatial representation, diffusivities and
permeabilities of the species, since in the PDE model they have to overcome distances diffu-
sively to reach targets and particular areas in the cell, e.g. to reach the translations sites for
mRNAS to be translated into proteins, which is not the case of ODEs. Translocation through
the nuclear membrane, which is modelled by the Kedem—Katchalsky BC, is also affected
by diffusivity of the species. For example, Mdm2, which acts only in the nucleus, diffusively
spreads over the entire cytoplasm after leaving the translation sites, which decreases its abun-
dance at the nuclear membrane and so the level of the protein at the membrane that can be
potentially translocated into the nucleus. Notably, a single mRNA export from the nucleus to
the cytoplasm may take 10-30 minutes [16]. Thus, diffusive motion and membrane translo-
cation impose a delay in the protein/mRNA translocation between the compartments which,
afterwards, affects the dynamics (amplitudes and periods) of their concentration. Transloca-



5.4. Discussion and conclusions from the PDE model #1 85

(2) (b)

Figure 5.14. (a) Healthy HeLa cells surrounding apoptotic HeLa cell (center). Visible parts
are the nucleus (blue), fibres (red) and Golgi’s apparatus (yellow). (b) One particular cell
chosen for simulations (nucleus is in green, cytoplasm in blue). Image courtesy of Thomas
Deerinck and Mark Ellisman (NCMIR and UCSD) [33].

tion in ODEs is simplified in the way that the actual concentrations at the nuclear membrane
are the concentrations in the whole compartments thus independent of the effect of diffusive
movement. Hence, diffusivity, the time the species need to reach membranes, compartments
and the translation zones within the cytoplasm, translocation through the nuclear membrane
(controlled by the permeability of the membrane), efc., regulate p53 dynamics by imposing
sufficient physiological delays, resulting in sustained oscillations.

The diffusion rates chosen here (~1000um?/min for p53, Mdm2 and Wipl) lic at the
upper bound of the estimated range of acceptable diffusion coefficients for p53 and Mdm?2 for
which simulations in [43] yield oscillations. The estimated range of the diffusion parameters,
for which our PDE system gives oscillations, is rather wide (even with no upper bounds in 2D
and 3D simulations, Table 5.3) compared with the range 10 — 1000 um? /min for the protein
diffusivity obtained in [43] and the range 4.44 — 150 um?/min given by the PDE model in
[142] for the diffusivities of both proteins and mRNAs.

Sustained oscillations can be reproduced in cells with complicated morphologies as in
those in Figure 5.14, however, with some restrictions on the permeability of the nuclear
membrane. These restrictions can be partially abolished by the inclusion of the well defined
ER, although the ER does not necessarily have to present smooth boundaries. Hence, the
ER around the nucleus may set limits on the range of acceptable permeabilities needed for
oscillations; the narrower the ER is, the smaller range of permeabilities for oscillations could
be used.

Unlike with the chosen set of parameters in the ODE model shown in Table 3.1, in the
PDE model presented here we have slightly changed some rates, in particular, unknown
parameters in the expression of Wipl by p53 so that Wipl and Mdm?2 transcription by p53
runs with no affinity of p53 for these target genes. The are also some other differences between
the ODE and PDE models. In particular, unlike the ODE model, the PDE model contains
also two variables for the ATM monomer and ATM dimer (with different reaction terms),
equations of which were not merged to one using the conservation of the total amount of
ATM. In addition, we do not consider equations for the“free” but rather for the total Wipl
and Mdm2 mRNA, Mdm2 is assumed to be strictly nuclear and transcription of Mdm?2 and
Wipl genes is mediated by phosphorylated and unphosphorylated p53.

Bearing in mind the expected behaviour of p53, i.e. turning off its oscillations at some
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Figure 5.15. Solution of the 2D system on the HeLa cell: nondimensionalised (a) nuclear
and (b) cytoplasmic concentrations of p53 (p53 and p53-P), Mdm2, ATM-P and Wipl pro-
teins. The plotted concentrations are the total concentrations in the nucleus and cytoplasm,
respectively; (c¢) phase portrait of the nuclear concentration of p53 (p53 and p53-P) with
respect to the nuclear concentration of Mdma2.

point and establishing a steady state of high levels signalising started apoptosis, the parameter
set, just mentioned differences between the models, and the chosen reference concentrations
for the proteins used in nondimensionalisation in the ODE system turned the system to exhibit
two Hopf bifurcation points signalising two qualitatively different states for the damage signal
E, the main bifurcation parameter under consideration (see Section 2.2.1 for the introduction
of F). Indeed, a bifurcation analysis of the ODE system in Chapter 3 with respect to E reveals
two supercritical Hopf bifurcation points in the equilibrium curve starting at £ = 0. The
equilibrium changed from stable to unstable by passing through the first Hopf point F; and
then back from being unstable to stable when F crosses the second Hopf point Es. This
means that the solution bifurcates between two qualitatively different states: convergence
to a steady state for £ < FE; and F > Fs, and convergence to a stable limit cycle for
Ei < E < Es.

We speculate that these Hopf points Fy and Fy may represent in a very summarised form
key points in the p53-mediated cell fate decisions. In particular, whenever p53 oscillatory
signalling is necessary for DNA repair, the damaged DNA signal E is produced so that
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Figure 5.16. 2D visualisation of the solution of the PDE system for the HeLa cell: nondi-
mensionalised concentration of p53-P and p53. The chosen samples are captured at 6 time
points when p53 and Mdm?2 reach peaks in the concentration.

F1 < F < Fy. For these values of E, p53 sustainedly oscillates with a possible physiological
interpretation of the oscillations as a periodical examination of persistence of DNA DSB as
proposed in [15, 77]. If the number of DSB decreases in repair processes and p53 oscillations
are not needed anymore, then also E might decrease, and become potentially smaller than
E4 or completely extinct if the DNA damage is successfully fixed. Therefore, E might turn
off the oscillations of the proteins. This speculation can be partially supported by some
experiments, for example, it has been reported in [13] that transient and temporal DNA
DSB (as the occasional ones occurring in DNA synthesis) do not result in ATM and p53
oscillations, and these occasional DSB may be related to £ < Fq. However, if DSB persist,
even more when their number increases, and /or it is impossible to repair them, then the cell
might decide to launch apoptosis with amplified E so that E trespasses the threshold Es.
In apoptotic cells then the concentration of p53 leaves oscillations and approaches its steady
state of high values, for example, due to the compartmental regulation of the proteins in the
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Figure 5.17. 2D visualisation of the solution of the PDE system for the HelLa cell: nondi-
mensionalised concentration of Mdm2. The chosen samples are captured at 6 time points
when p53 and Mdm2 reach peaks in the concentration.
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ph3 pathway, as an Akt-dependent inhibition of Mdm2 translocation into the nucleus in such
cells [24, 58].

The activation signal F is understood as the measure of the DNA damage, and we assume
that it is positively correlated with the damage doses (the higher doses a cell is exposed to, the
bigger number of DSB is caused, the stronger activation signal F is produced; although closer
identification of E with the number of DSB is not resolved in our works). Experiments on the
ph3 signalling network in single cells show that the oscillations can be observed independently
of the damage dose and that the probability for starting pulsatile response becomes greater
with the increasing number of DSB [56, 91]. Thus, based on such strong evidence, the
oscillations of the system should not become extinct with increasing E as it was modelled
by the ODE model provided that F corresponds to the damage dose. The signal E in the
ODE model apparently plays a stronger role in the p53 signalling since “it can turn off the
oscillations by itself”. However, further studies need to be done to somechow give a biological
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basis to our abstract parameter E and either accept or reject our speculations.

The PDE system presented in this chapter and the ODE model in the previous exhibit
a supercritical Hopf point starting from which, when FE increases, the solution maintains
sustained oscillations instead of converging to a steady state. This bifurcation point can have
a biological explanation as above. However, the second point for which sustained oscillations
are switched back into the convergence to a steady state by crossing this point does not
appear anymore in the present study as illustrated in Figures 5.11. Thus, as it has been
reported in [56, 77], p53 oscillations can be modelled as a response of the cell to stress agents
independently of the abundance of such agents, i.e. the oscillations are not turned off just by
considering increased DNA damage.

Apoptosis of the cell can still be accompanied by the concentration of p53 switched from
the oscillatory response to the DNA damage to a stable steady state of high levels. Note
that the p53 sustained oscillations observed in [15, 56, 77], which can persist as long as 3
days (and possibly longer), have been demonstrated in breast cancer cells MCF-7 lacking
functional PTEN protein, thus, indeed, the p53-PTEN-PIP3-Akt positive feedback may play
an essential role in cell fate decisions [24, 58]. The compartmental ODE models [126, 161]
consider effects of this particular positive feedback. It is, for example, proposed in [126] that
the p53-PTEN-PIP3-Akt positive feedback works as a clock behind the p53-Mdm2 negative
feedback, which gives some time (~15 hours) to repairing processes to fix the DNA damage,
otherwise, irreversible apoptosis is launched. In addition, the p53-Mdm2 negative feedback
alone is used to gain sustained oscillations in [126], however, it has been shown inefficient
to produce oscillations in vivo [15]. The ODE model in [161] consists of the two negative
feedbacks as they are considered in our models. A cell fate decision is determined by one of the
two different p53 states, p53-arrester and p53-killer, the latter overcoming the former. The
ph3-arrester firstly transcribes proarrest genes (Wipl and p21) and subsequently blocks the
cell cycle, while p53-killer transcribes proapoptotic genes (PTEN, p53DIN P1 and p53AIP1)
later on, thus directing the cell to death. Note that this concept is based on the affinity of
p53 for the target genes that contradicts recently published observations in [73, 102].

At this step of modelling we have represented and simulated p53 immediate responses
to various stress conditions disrupting the integrity of the genome, such as ~-radiation or
drugs in chemotherapies causing DNA DSB. In such cases, the DNA damage sensor ATM
activates p53, thus endowing it with the ability to subsequently act as a transcription factor.
Such responses to stress agents can be very sensitive in mammalian cells and our models also
show sensitivity in producing oscillatory responses for very low values of the damage signal,
E. On the other side, the duration of the oscillatory response is not terminated purely by
increasing F.
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Parameter Value [Units] Description
kphi 10 [min—!] velocity of ATM-P-dep. ph. of p53, [est.]
Ko 0.1 [uM] Michaelis rate of ATM-P-dep. ph. of p53, [est.])
Kdphi 78 [min~!] velocity of Wipl-dep. deph. of p53-P, [136]
Kapnt 25 [uM] Michaelis rate of Wipl-dep. deph. of p53-P, [136]
kub 5 [min~1] velocity of Mdm2-dep. ubiq. of p53, [78]
Ky 1 [uM] Michaelis rate of Mdm2-dep. ubiq. of p53, [78]
ks 0.015 [puM /min] basal synthesis rate of p53, [15]

m 0.000005 [wM /min] basal synthesis rate of Mdm2 mRNA, [est.]
ks, 0.03 [uM/min] velocity of Mdm2 mRNA transcription, [est.]
Ks,,, 10 [uM] Michaelis rate of Mdm2 mRNA transcription, [est.]
Ktm 1 [min™1 translation rate for Mdm2, [16]

Sw 0.000003 [M /min] basal synthesis rate of Wipl mRNA, [est.]
ks, 0.03 [uM/min] velocity of Wipl mRNA transcription, [est.]
Ks,, 10 [uM] Michaelis rate of Wipl mRNA transcription, [est.]
Kt 1 [min™1 translation rate for Wipl, [16]
kpno 1 [min~Y velocity of ATM activation by E, [est.]
Kopho 0.3 [puM] Michaelis rate of ATM activation by E, [est.]
Kapha 96 [min~!] velocity of Wipl-dep. deph. of ATM-P, [136]
Kaph2 26 [uM] Michaelis rate of Wipl-dep. deph. of ATM-P, [136]
E 1 [uM] concentration of “the damage signal”, [chosen]
AT Mror 1 [uM] total ATM concentration, [chosen]

Table 5.5. Parameter values for the RD PDE system (5.5)-(5.6) modelling p53 dynamics.
Degradation terms are collected in Table 2.1. In the table, “dep.” stands for dependent,
“ubiqg.” for ubiquitination, “ph.” for phosphorylation and “deph.” for dephosphorylation.
*The constant rates represent the total net production in a certain area of the cell, e.g., the
basal rates kg, and kg, produce the assigned values (in pM /min) over the whole nucleus,
the basal rate kg represents the total net production of the assigned value (in pM/min) over
the cytoplasmic ring-shaped area denoted by C in Figure 5.4.

Note that the parameters in this table may be different from the ones used in the ODE model
which were mostly taken from [42, 43]. Based on our recent scarch in the available biological
articles, we have decided to replace some of them by more accurate parameters.
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Novel mechanism for p53
oscillations: positive role of the
negative regulator Mdm?2

Recent observations suggest that Mdm2 can regulate p53 synthesis. In particular, Mdm2 can
induce translation of p53 mRNA from two alternative initiation sites, giving a full-length p53
and an isoform of p53 with a relative molecular mass of approximately 47 kDa. This isoform
does not contain the Mdm2-binding site and it lacks the amino-terminal transcriptional-
activation domain of p53, however, its abundance positively regulates stabilisation of the
full-length p53 in the presence of Mdm2. In addition, the p53 translation induction can be
affected by Mdm2 and this regulation of p53 synthesis requires Mdm2 to interact directly

It is generally accepted that Mdm2 is a dominant negative requlator of pb53 estab-
lishing its homeostasis in DNA damage response [147]. As it is mentioned in the
previous sections, there exist several negative feedback loops requlating p53, most of
them between p53 and Mdm2 [60]. However and somehow surprisingly, in addition
to targeting p53 for degradation, Mdm?2 in tight cooperation with MdmX can control
expression levels of p53 through the enhanced induction of p53 synthesis in response
to DNA damage [54, 96]. Whilst ATM-dependent phosphorylation of p53 is not 0b-
served to be important in this enhanced synthesis, ATM-dependent phosphorylation
of Mdm?2 (as well as MdmX) is essential for its dual role which is accompanied with
widely oscillating p53. In the light of these new observations we formulate a novel
mechanism for p53-Mdm2 dynamics and show that this mechanism is sufficient to
trigger p53 oscillations. Notably, p53 excitable response to a transient input [15]
can be explained by this dual function of Mdm2.

Organisation of the chapter is as follows: Section 6.1 introduces new biological 0b-
servations and o dual function of Mmd2 to p53. A model of p53 dynamics taking
mto account positive and negative role of Mdm?2 towards p53 is developed and exam-
ined in Section 6.2. Section 6.3 is then devoted to a phenomena of p53 excitability
which is shown to occur in response to DSB caused by y-irradiation or drugs.

6.1 Mdm?2’s dual function toward p53 in DDR

with the nascent p53 mRNA [158].

In the more recent studies [54, 96|, R. Fahracus and his colleagues discovered and de-
scribed the precise molecular mechanism of a positive role of Mdm2 and its homolog MdmX

91
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in the regulation of p53. In particular, they observed that Mdm2 as well as MdmX! can
bind and form complexes with p53 mRNA following phosphorylation of Mdm2 at Ser395 [54]
and MdmX at Ser403 [96] both by ATM. ATM-dependent phosphorylation of Mdm2 was not
followed by Mdm2-P rapid degradation in [54] as it was observed in [139], but this phospho-
rylation event led to its nucleoli accumulation where Mdm2 changed its function from being
a negative to a positive regulator of p53 [54]. In the first instance, the phosphorylated MdmX
binds the nascent p53 mRNA and promotes its conformational changes in a way that favours
attraction of the phosphorylated Mdm2 to the complex [96].

Action of MdmX-P on p53 mRNA following DNA damage relies on specific folding of
the mRNA and MdmX-P can bind to a newly born mRNA at the DNA site only. In the
p53 mRNA-MdmX-Mdm2 complexes MdmX acts as the “RNA chaperone” during its trans-
portation from the nucleus to the cytoplasm [96]. Further, Mdm2 bound to the complex
is much less capable to ubiquitinate p53 for degradation and, on the other hand, it stimu-
lates p53 mRNA translation after genotoxic stress [54, 96]. In fact Mdm2-P induces more
than three-fold increase in the rate of p53 synthesis after cells were exposed to doxorubicin
[54, 96]. In addition, the wild-type p53 protein expressed from a non-Mdm2 binding mRNA
is hyperunstable in the presence of Mdm2 in DDR. Thus the significance of the p53 mRNA-
MdmX-Mdm?2 complexes is not only in increasing p53 levels (through the enhanced p53
synthesis) but also in preventing p53 degradation following genotoxic stress (through the
suppressed p53 ubiquitination) [54].

ATM-dependent phosphorylation of Mdm2 and MdmX is required for p53 mRNA-MdmX-
Mdm2 interactions. Indeed, while phosphorylation of Mdm2 by ATM promoted its interaction
with p53 mRNA, nonphosphorylated Mdm?2 had weak affinity for p53 mRNA [54]. Phospho-
rylation of either of the two proteins supports formation of Mdm2-MdmX oligomers; non-
phosphorylated Mdm2 interacts with MdmX and prevents its RNA chaperone activity [96].
In addition, Mdm2’s Ser395% phosphorylation site is sufficient and necessary for the stability
of p53 mRNA-Mdm?2 complexes with a 3-5 fold increased abundance of p53 mRNA [54].
ATM-mediated phosphorylation of MdmX at Ser403 induces a highly specific binding to the
p53 which is similar to that of Mdm2, however, MdmX does not stimulate its translation [96].

As described in Section 1.2.2, the generally accepted model for stabilisation of p53 re-
quires phosphorylation of p53 by ATM, which enables p53 to escape from Mdm2-mediated
degradation. Nevertheless, ATM-mediated phosphorylation of p53 was not observed to be
necessary in the stabilisation of p53 and in order for Mdm2 to enhance p53 activity in re-
sponse to DNA damage in [54]. In the line with this observation, close examination of all
possible phosphorylation sites of p53 revealed that the site Serl5 may not have any direct
effects on binding p53 to Mdm2 (although it is still necessary for the transcriptional activa-
tion of p53). Phosphorylation of p53’s Thrl8 is the only event found to significantly inhibit
the ability of Mdm2 to bind p53 [131].

Thus, all these results demonstrate how ATM activity can switch between the two opposite
roles of Mdm2 in the regulation of p53: depending on its phosphorylations status Mdm2
targets either p53 mRNA or p53, see Figure 6.1. This also suggests a novel mechanism which
could possibly explain p53 oscillations after genotoxic stress. In the following section we

Tt is known from previous studies that MdmX can form a complex with p53, bind to the same domain
as Mdm2 (thus it competes with Mdm2 binding), yet it possesses no E3 activity and does not target p53
for degradation. However, p53 which accumulates in the presence of MdmX is biochemically and biologically
inactive [106].

2Importance of this site for the increased activity of p53 is also evident from a significant reduction in
apoptosis in several cell lines following the treatment with doxorubicin, including AT5-BIVA, H1299, and
DKO cells which express ATM and wt p53 (of a smaller amount compared to wt Mdm2) but with Mdm?2
mutated at Ser395 [54].
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Figure 6.1. Positive effect of Mdm2 and MdmX towards p53: In the presence of DNA
damage, ATM dimers dissociate into active monomers which phosphorylate Mdm2 at Ser395
and MdmX at Ser403 in the nuclear compartment. Phosphorylated Mdm2 and MdmX then
form a complex with a nascent p53 mRNA, fold it and move from the nucleus to the cytoplasm,
passing likely through the nucleolus where Mdm2 switches into a positive regulator of p53 by
increasing pb53 synthesis and, at the same time, suppressing Mdm2-dependent degradation
of p53. This all enables p53 to accumulate in the nucleus where it acts as a transcription
factor for the Mdm2 and Wip! (and other) genes. The phosphatase Wipl targets ATM-P
for inactivation. Wipl reverses also Mdm2 and MdmX phosphorylation status so that Mdm2
promotes ubiquitination and degradation of p53. The persistent DNA damage signal can
trigger another pulse of p53 by ATM dimer monomerisation again.

propose a model for this mechanism. It is based on a simple conclusion from the observations
above: as long as the ATM signalling is active, Mdm2 serves as a positive regulator of p53,
whilst p53 is rapidly degraded by Mdm2 when the DDR is terminated (via the action of Wipl
[52, 92]).

6.2 A novel mechanism for p53 oscillations

A model for the molecular network composed of the negative feedback loops p53 — Mdm2 -
p53 and ATM-P — Mdm2 — p53 — Wipl 4 AT M-P situated in the spatial PDE frame-
work is presented in this section. The model is simplified in the sense that MdmX, which

acts in the tight cooperation with Mdm2, is omitted from further considerations?®.

3Partly because MdmX and possibly its mRNA would represent another variables in the model.
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Mdm?2's dual function for oscillations of p53
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Figure 6.2. A simplified positive effect of Mdm2 towards p53: ATM dimers dissociate
into active monomers ATM-P after DNA damage which then phosphorylate Mdm2 in the
nuclear compartment. Phosphorylated Mdm2 switches into a positive regulator of p53, binds
to a nascent p53 mRNA at the DNA site and moves with mRNA from the nucleus to the
cytoplasm. In the cytoplasm, p53 mRNA from the complex is translated with a higher
translation rate than p53 from “non-complex mRNA”. At the same time, Mdm2-dependent
degradation of p53 is decreased. pb53 then translocates to the nucleus where it acts as a
transcription factor for the Mdm2 and Wip! (and other) genes. The phosphatase Wipl
targets ATM-P for inactivation. Wip1 also dephosphorylates Mdm2 so that Mdm2 promotes
ubiquitination and degradation of p53. The persistent DNA damage signal can trigger another
pulse by ATM dimer monomerisation again.

A novel model for p53 oscillations which we propose runs as follows, see also Figure 6.2:
Following DNA damage, Mdm?2 is phosphorylated by ATM and the phosphorylated Mdm2-P
targets p53 mRNA instead of the protein p53. Mdm2-P acts as a chaperone for the mRNA,
moves with it to the cytoplasm and together with p53 mRNA binds to free ribosomes. The
mRNA is then translated with an increased synthesis rate giving the p53 protein. Meanwhile,
p53 accumulates in the nucleus where it acts as a TF for the Mdm2 and Wipl genes. In turn,
Wip1l dephosphorylates Mdm2-P and the dephosphorylated Mdm2 targets p53 for degrada-
tion. Wipl also dephosphorylates ATM-P trying to establish homeostasis in the DDR. This
closes the first cycle between the antagonists. We do not consider any DNA repair mechanism
here, thus persistent DNA damage signal E4 triggers another wave of ATM-P and consequent
pulses in all the other proteins under consideration.

4See Section 2.2.1 for the introduction of the substrate E.
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Figure 6.3. A scheme of the cell used in the model: the cell is represented by a disc with
radius 10 um. It consists of the nucleus represented by an inner disc of radius 3 um and
the cytoplasm containing the rest of the cell. Within the cytoplasm there is an endoplasmic
reticulum (ER) where no translation of the mRNAs occurs. The ER is represented by an
annulus with radii 3 um and 5 um. Translation of the mRNAs is supposed to occur outside
of the ER, thus in an annulus xcp with radii 5 and 10 wm. Inside the nucleus there is a
small disc xz, of radius 1 um which represents the DNA locus where production of all mRNA
content occurs.

6.2.1 Modelling Mdm?2’s dual function: assumptions

In contrast to the previous p53 PDE model (equations (5.5) and (5.6), hereafter denoted
by Model 1) where we did not consider p53 mRNA, the new model relies on the synthesis
of the mRNA either bound or unbound to the phosphorylated Mdm2 protein. Following
ATM-dependent phosphorylation of Mdm2, Mdm2-P binds nascent p53 mRNA at the DNA
sites in the nucleus thus, for simplicity, we specify a small area inside the nucleus as a “DNA
locus” (denoted by xr on Fig. 6.3) where p53 mRNA is produced with a constant rate, and
we assume that the reaction

p35 mEN A + Mdm2-P 2 ¢

with an association rate k, occurs in this area x7 only®. Here C denotes the p53 mRNA-
Mdm2-P complex which moves to the cytoplasm where it binds free ribosomes, and similarly
to the previous model, ribosomes are assumed to be located outside of the endoplasmic
reticulum. The complex C can dissociate back into p53 mRNA and Mdm2-P in the cytoplasm,
thus following the reaction

c ta, p35 mRNA + Mdm?2-P

with a dissociation rate k4. When it is released from C, p53 mRNA can be again used in
the translation process; however, Mdm2-P cannot bind such mRNA again nor any other p53

5The Law of Mass action is then used to rewrite this reaction into mathematical terms.
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mRNA outside the DNA locus xz, in the nucleus.

The half-life of the complex C is set to 1 hour in this model which is the same as the
half-lives of Mdm2 and Wipl mRNA and 3-fold longer than the half-life of “free” p53 mRNA
not bound to C (i.c., 20 minutes in accord with [1] who claim that the half-lives of mRNA of
short-lived proteins such as transcription factors is often shorter than 30 minutes).

Since p53 produced from the mRNA bound to Mdm2-P is more stable (hereafter denoted
by p53-2) when compared with the stability of p53 produced from the “free” mRNA (which
was not bound to Mdm2-P; hereafter denoted by p53-1), the turnover constant for ubiqui-
tination of p53-2 by both Mdm2 and Mdm?2-P, i.e., kyo = 1 min~", is chosen to be 5-fold
smaller than the ubiquitination rate (ky.; = 5min~!) reported in [78]. The “unstable” p53-1
is targeted for ubiquitination by Mdm2 with the rate ky ;.1 and by Mdm2-P with the rate
Eup-2%. The Michaelis constant of the ubiquitination process is the same (K., = 1 uM) for
both p53-1 and p53-2 ubiquitination. Natural and Mdm2-independent degradation rates for
both p53-1 and p53-2 correspond to the half-life of 7 hours. Natural degradation rates for
Mdm2 and Mdm2-P are the same (Table 2.1).

Both proteins p53-1 and p53-2 are translated with different rates, since the synthesis of
p53-2, when produced from p53 mRNA bound to the complex C, is enhanced 3—4-fold due
to the active role of Mdm2-P. Thus we will consider two translation rates: k.1 for p53-1
which is equal to the translation rates for Mdm2 and Wipl (as they are used in the previous
Model 1) and k-2 for p53-2 which is 3-times larger than ksy.;. In the transcription process
of the Mdm?2 and Wipl genes, both proteins p53-1 and p53-2 act in a synergistic way, i.e.,
we do not distinguish between them whenever they are supposed to do the transcription job.
Rates for p53-dependent synthesis of Mdm2 and Wip1 are the same as in the previous model.
Transcription of the genes is supposed to occur in the DNA locus xr.

We will also assume that all proteins under consideration are nuclear proteins in the sense
that they move from the translation sites in the cytoplasm (outside the ER) to the nucleus.
On the other side, mRNAs and the complex C move from the nucleus to the cytoplasm. All
these translocations are unidirectional.

We do not consider p53 phosphorylation by ATM in this model, and as in the previous
model we include both equations for the nuclear monomeric and dimeric ATM protein. While
the parameters (kpp3 and K,p3) for ATM-dependent phosphorylation of Mdm2 are not known
(and thus were tuned by hand), the rates kgpp3 and Kgpps for newly added Wipl-dependent
dephosphorylation of Mdm2-P are taken from [155]. Other relevant parameters are the same
as in the previous PDE model and all kinetic rates are listed in Table 6.2, natural degradation
rates in Table 2.1. As far as we are concerned with the diffusion and permeability rates for
the complex C and p53 mRNA unbound to C, we assume that they are equal to the diffusion
and permeability rate of an average mRNP compound (i.e., Do = Dprya = 1.8 um? /min
and pc = pprnva = 0.1 pm/min, pRNA stands for p53 RNA); diffusions and permeabilities
are also the same for the pairs p53-1 and p53-2, and Mdm2 and Mdm2-P, respectively. All
the relevant diffusion and permeability rates are listed in Table 5.2.

Protein-protein interactions are modelled as the enzyme reactions and thus, using the
LMA and QSSA, the specific terms in the equations are composed from Michaelis functions.
Transcription of the M dm2 and Wipl genes is modelled by Hill functions with the coefficient
4. Thus new equations, as shown in the following section, resemble equations (5.5) and (5.6)
from the previous PDE model.

5Thus, we assume a certain level of a lowered affinity of Mdm2-P for p53 (both p53-1 and p53-2). In other
words, ATM-dependent phosphorylation of Mdm2 reduces the ability of Mdm2-P to ubiquitinate both p53-2
(more stable) and p53-1 (less stable). Increased stability of p53-2 is achieved through a decreased ability of
non-phosphorylated Mdm2 to ubiquitinate p53-2.
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6.2.2 Modelling Mdm?2’s dual function: RD equations

For a simplified notation, we denote the concentrations of species in their nuclear and cyto-
plasmic states (distinguished by the superscripts (n) and (c), respectively) by

up = [ATM-P|"™ w = [ATM-D]™
= [p53 mRN A", uy = [C]™) ug = [p53-1]), uy = [p53-2]™

6.1
— [Wipl mRNA|™ ug = [Wip1]™ (6.1)
w; = [Mdm2 mRN A" ug = [Mdm2]™  ug = [Mdm2-P]™
and
vo = [ATM-P]©) P = [ATM-D]©
= [P33mRN A", vy = [C]9, 03 = [p53-1]'), vy = [p53-2] " (6.2)

vs = [Wipl mRN A]"9, v = [Wip1](©
vr = [Mdm2 mRN A9, vg = [Mdm2]'®, vy = [Mdm2-P]©

where, for cach i, u; = u;(¢,x) and v; = v;(¢,x) are real functions of the time ¢ > 0 and the
space x €  C R? for a domain Q as on Fig. 4.1. The nuclear species satisfy the following
equations:
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while the species in the cytoplasm satisfy:
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Boundary conditions (Kedem—Katchalsky BC) which take into account our new assump-
tions on the movement of species are listed in Table 6.1. We will consider zero initial con-
ditions for almost all species except for Mdm2 and p53 mRNA which are assumed to be 0.1
and 0.01 (uM), respectively, at the initial time 0, i.e., we consider

/ul(O,x) +v1(0,x)dz =0.01 and /US(U,X) + vg(0,x)dz = 0.1. (6.5)

u;(0,x) = v;(0,x) = 0, otherwise.

The system (6.3)-(6.4) is then nondimensionalised in a similar way as the PDE system in the
previous chapter”. Equations are solved numerically in 2D in FreeFem++-, [62].

6.2.3 Numerical simulations

The nondimensionalised RD PDE system (6.3)-(6.4) for the p53 dynamics with a dual function
of Mdm2 toward p53 is solved with the boundary conditions in Table 6.1, diffusion and
permeability rates in Table 5.2 and other kinetic parameters in Tables 6.2 and 2.1.

Figure 6.4(a) shows oscillations in the p53 protein (plotted as the sum of concentrations
of both p53-1 and p53-2) and confirms thus that the previously described mechanism for the
dual function of Mdm2 towards p53 can trigger oscillations. Importantly, the dynamics of
p53 in this model is similar to the dynamics from the previous model when compared to
Fig. 5.6(a). A difference can be clearly seen in the achieved p53 amplitudes which are twice
as big as the reached amplitudes in the previous Model 1. The amplitudes in the Mdm2 and
Wipl concentrations are fairly the same in both models (the peaks of the second pulses are

"The system is nondimensionlised with the reference values 7 = 1 min, a; = 1 uM for each i and L = 10 um.
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Chemical nuclear changes cytoplasmic changes
ATM-P —DATMg_:Ll(l) =0 DATMg_:i(i =0

ATM-D —DATM% =0 DATM% =0

p53 mRNA - pRNAZ_:E = PpRNAUL DpRNAg_:ill = —PpRNAUL
C —ch—iﬁ = pous ch—:izl = —pous

p53-1 _Dp53§_zj = —Pp5303 Dp53g_:i? = Pp53V3

p53-2 —Dp533—:ﬁ = —Pp53V4 Dp53g_:ij = Pp53V4

Wipl mRNA _DwRNAg_:ﬁ = PwRNAUS5 DwRNAg_:ﬁ = —PDwRNAU5
Wipl _Dwiplg_zj = —Duwipl V6 Dwip1§—:i = PuwiplV6
Mdm2 mRNA _DmRNAg_Z = PmRNAUT DmRNAg_: = —DmRNAU7
Mdm?2 —Dmdm2§—$ = —Pmdm2Vs Dmdm2§_:181 = Dmdm2Vs
Mdm2-P _Dmdm2§_:ﬁ) = —Pmdm2Y9 Dmdm2§_:ij = Dmdm2v9

Table 6.1. The Kedem—-Katchalsky transmission boundary conditions on I'y with the diffu-
sion cocfficients D; and the translocation rates p; for the RD PDE system (6.3)-(6.4) mod-
elling p53 dynamics with a dual function of Mdm2 towards p53. Whilst neither ATM dimers
(ATM-D) nor ATM-P are allowed to leave nucleus, the complex C, p53, Wipl and Mdm2
mRNAs move from the nucleus to the cytoplasm and the proteins p53-1, p53-2, Mdm2 and
Wipl from the cytoplasm to the nucleus as well as Mdm2-P unless it is bound to C.

equal to 0.14 in both models). One may think that the p53-dependent transcription is then
different in both models, and it really is in the sense that the transcription sites are reduced
to the DNA locus in this model whereas the transcription was allowed in the whole nucleus
in Model 1. Otherwise the parameters for the transcription of genes used in this model are
the same as in Model 1. The level of p53 (p53-1 and p53-2) appearing in the DNA locus is
shown by the green dashed line in Fig. 6.4(a).

Timing of the pulses is also similar to each other in both models. The first two peaks
in the p53 concentration are reached at 2.4 and 8.6 hrs after damage and the period of p53
oscillations in this specific example is 5.7 hours. Figure 6.5(b) further shows that the half-life
of p53 in the cell in the presence of wt Mdm2 is 15 and 20 minutes when estimated from
the first and second pulse, respectively. Obtained oscillations are confirmed by a limit cycle
plotted on Fig. 6.5(a).

We started this simulation with a non-zero initial condition for Mdm2 and as it can be
seen from Fig. 6.4(a), the Mdm2 level decreases in the first two hours. This was not caused
by its degradation due to autoubiquitination (after the previous phosphorylation by ATM-
P) clearly because our equations do not contain terms reflecting this phenomena. Instead,
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Figure 6.4. Solution of the RD PDE system (6.3)-(6.4) modelling p53 dynamics with a
dual function of Mdm2 toward p53. Plotted curves are the concentrations in 20 hrs of DDR
in response to the stress signal £ = 1 for the fixed set of parameters in Tables 6.2 and 5.2:
nondimensionalised (a) nuclear concentrations of total p53 (p53-1 and p53-2), total Mdm2
(Mdm2, free Mdm2-P and Mdm2-P bound to C), ATM-P and Wipl; green dashed line
shows the concentration of p53 in the DNA locus xj (that is the transcriptionally active
p53); (b) total cellular “free” p53 mRNA and p53 mRNA bound to the complex C. The
plotted concentrations are the total concentrations in the nucleus and cell, respectively.

Mdm?2 is degraded simply because of its short half-life and new Mdm2 molecules depend
transcriptionally on p53 (its nuclear accumulation and activity). More than 2 hours after
damage, the level of Mdm2 starts to increase and peaks at the 4 hrs time point after damage,
at the point when p53 is found at its minimum.

Figure 6.4(b) shows the total intracellular concentration of p53 mRNA either bound to
the complex C or “free” mRNA (unbound to C). In this case, the mRNA level in the complex
C is 2.5-fold of the level of free mRNA.

In this specific case the enhanced translation from p53 mRNA bound to the complex
C is necessary for oscillations. If we either do not allow the p53 mRNA-Mdm2-P complex
formation (the association constant k, is set to zero) or k, > 0 remains as reported in Table 6.2
but the translation rates for both p53-1 and p53-2 are the same (i.e., kipo = kip1 =1 mz’n_l),
then we loose sustained oscillations. Instead, in the first case we observe convergence to a
steady-state Figure 6.6, the p53 pattern which resembles p53 response to UV irradiation as
depicted on Fig. 6.9. In the second case (when kg0 = kyp-1), we obtain damped oscillations
in the ph3 concentration, Figure 6.7. Sustained oscillations can be retrieved for the value
of kiypo > 1.4 min~! and they arc observed for the values of ktp-o as big as 500 min~! (in
the latter case, the difference between the maxima in the p53 and Mdm2 nuclear levels is of
several orders of magnitude, which confirms that a low concentration of Mdm2 can sufficiently
remove over-expressed p53 from the nucleus).

Decreased ability of Mdm2 to target p53-2 for degradation, that is the p53 protein syn-
thesised from the mRNA bound to the complex C, is essential for oscillations. The admissible
rates kypo of the Mdm2-dependent ubiquitination of p53-2 yielding sustained oscillations are
in the range 0.02 — 3.5 min~! which is less that the reported turnover rate ky.; = 5min !
in [78]. The rate kyp-1 is used in the ubiquitination of p53-1.

Finally, Figure 6.8 shows dependence of the p53 concentration on varying stress signal E
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Figure 6.5. Solution of the RD PDE system (6.3)-(6.4) modelling p53 dynamics with a dual
function of Mdm?2 toward p53. Plotted curves are the concentrations in 20 hArs of DDR. in
response to the stress signal F = 1 for the fixed set of parameters in Tables 6.2 and 5.2: (a)
phase portrait of dimensionless nuclear concentrations p53 (p53-1 and p53-2) with respect
to the total concentration of Mdm2; (b) decay of the total (nuclear and cytoplasmic) p53
concentration in the cell with wt Mdm2 corresponding to the half-life of 15 and 20 minutes,
respectively, in the first and the second pulse.

starting at E = 0 (normal conditions) where the concentrations of all the four species converge
to their respective steady states, Fig. 6.8(a). Note that the reached steady state by p53 is
higher than the steady states of its regulators when (but similar to the states maintained
by Model 1 in Fig. 5.5(a)). However as it is pointed out in Section 1.5, a moderate level of
Mdm?2 can efficiently degrade p53 (see also [61]), and the actual reduction of p53 in normal
conditions and in stress is about two orders of magnitude. With increasing E, Fig. 6.8(b),
the dynamics of p53 changes from the convergence to equilibrium to the convergence to a
(stable) limit cycle by passing through a bifurcation point E; = 0.011 (similar as in Model
1). The amplitudes and periods of the limit cycles do not change for £ > 0.25 confirming
that they are independent of the damage dose.

The similar dynamics of p53 arising from this model when compared to the previous one
is important, since in this case the molecular mechanism explaining p53 excitability in the
following section has realistic basis.

6.3 Excitability of p53

The response of p53 to DSB is excitable in the sense that a transient stimulus (for one hour)
is sufficient for triggering a full p53 response (one full pulse of p53). This is the behaviour
just in opposite to the p53 response to UV radiation, which is thus not excitable, Figure 6.9.
Indeed, cells treated with ATM’s inhibitor wortmannin one hour after DNA damage caused
by «-IR or drugs still exhibit one full p53 pulse. On the other side, if the kinase ATR, which is
the activator of p53 pathway able to sense single strand breaks (SSB) caused by UV radiation,
is inhibited one hour post-irradiation, then the inhibition of ATR results in inhibition of p53
levels which remain fairly constant in the following time course [14], see Figure 6.9.

It is proposed in [14] that a possible mechanism responsible for generating excitable
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Figure 6.6. Solution of the RD PDE system (6.3)-(6.4) modelling p53 dynamics with a
dual function of Mdm2 toward p53. Plotted curves are the concentrations in 20 hrs of DDR
in response to the stress signal £ = 1 in the case when no complex C' formation is allowed
(i.e., kg = 0) for the parameters in Tables 6.2 and 5.2: nondimensionalised (a) nuclear
concentrations of total p53-1 (no p53-2 is produced), total Mdm2 (Mdm2 and Mdm2-P),
ATM-P and Wipl; green dashed line shows the concentration of p53 in the DNA locus 1.
(that is the transcriptionally active p53); (b) total cellular “free” p53 mRNA and p53 mRNA
bound to the complex C. The plotted concentrations are the total concentrations in the
nucleus and cytoplasm, respectively.
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Figure 6.7. Solution of the RD PDE system (6.3)-(6.4) modelling p53 dynamics with a
dual function of Mdm?2 toward p53. Plotted curves are the concentrations in 20 hrs of DDR
in response to the stress signal ¥ = 1 for the decreased translation rate for p53-2 so that
kip-1 = ko = 1, other fixed parameters in Tables 6.2 and 5.2: nondimensionalised (a)
nuclear concentrations of total p53 (p53-1 and p53-2), total Mdm2 (Mdm?2, free Mdm2-P
and Mdm2-P bound to C), ATM-P and Wipl; green dashed line shows the concentration of
p53 in the DNA locus x, (that is the transcriptionally active p53); (b) total cellular “free”
p53 mRNA and p53 mRNA bound to the complex C. The plotted concentrations are the
total concentrations in the nucleus and cytoplasm, respectively.
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Figure 6.8. (a) Solution of the RD PDE system (6.3)-(6.4) modelling p53 dynamics with a
dual function of Mdm2 toward p53 in normal conditions (£ = 0); (b) Bifurcation diagram for
the nuclear p53 concentration (p53-1 and p53-2) with respect to the varying signal E (plotted
in the logarithmic scale). The bifurcation point F; is the point on the black curve where
the curve bifurcates into two paths. The curve for E < FE; shows attained steady states
and plotted two curves for £ > E; are the heights (showing maximum and minimum) of the
amplitudes of stable limit cycles. The red curve shows periods of oscillations depending on FE.
The plotted nondimensionalised concentrations are the total concentrations in the nucleus.
The used parameters are in Tables 6.2 and 5.2.
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Figure 6.9. The dynamics of p53 is excitable, i.c., in response to ¥-IR a transient input for
onc hour is sufficient to trigger one full pulse of p53 [14]. Following UV IR, a transient input
results to a sustained p53 response.

behaviour of p53 relies likely on the fast removal of p53 inhibitors, such as Mdm2. Following
phosphorylation by ATM [98], Mdm?2 is observed to be rapidly degraded in response to NCS
[139, 14] and this transient removal of Mdm2 may be sufficient for full p53 pulse. The
excitability could be possibly caused by a fast positive feedback which, for instance, inhibits
interaction of p53 with its negative regulators (Mdm2 and Wipl) or sequesters the regulators
from the nucleus. To disfavour this hypothesis, it is pointed out in [14] that all known positive
feedbacks in the p53 response to DSB depend on a transcriptional activity of p53 (sce also
[60]). Thus nonc of them could be fast enough to explain excitability.
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Figure 6.10. Solution of the RD PDE system (6.3)-(6.4) modelling p53 dynamics with
the dual function of Mdm2 toward p53 when (a) ATM-P signalling is inhibited 1 hour after
damage and (b) the damage-transmitting signal F is inhibited after one hour. The plotted
nondimensionalised concentrations are the total concentrations in the nucleus.

The molecular pathways in [54, 96], as they were shown to be sufficient to trigger oscil-
lations in the p53 concentration, however, suggest a different mechanism for the excitability.
Notably the experimental results in [54, 96] do not confirm any degradation of Mdm?2 af-
ter phosphorylation by ATM following DNA damage as it is observed in [139, 14]. On the
other side, such phosphorylation events resulted in a positive effect of Mdm2 towards p53,
[54, 96], see Section 6.1. Although both events, i.e., degradation of Mdm2-P and positive
role of Mdm2-P after phosphorylation by ATM, seem to be exclusive to each other, we can-
not exclude a possibility that they occur simultaneously. It could be also MdmX which is
responsible for the different fate of Mdm2-P, once it is phosphorylated by ATM, since it is
equally required for Mdm2-P to bind p53 mRNA. Thus we can speculate that if MdmX-P is
not successful in the attraction of Mdm2-P to the complexes with mRNA, Mdm2-P initiates
its own ubiquitination and degradation.

Nonetheless, the positive role of Mdm2-P can efficiently explain excitability of p53. In
particular, Fig. 6.10(a) shows one full p53 pulse in the case when ATM-P signalling is inhibited
1 hour after damage (1 hour after damage, the equation for ATM-P was “removed” from the
system; this can simulate ATM-P inhibition by wortmannin). Fig. 6.10(b) then shows a
full p53 pulse when ATM-P signalling was gradually silenced by Wipl (the damage signal
E was set to 0 one hour after damage). The mechanism for the excitability we propose
here relies on the prolongation of the half-life of p53 mRNA bound to the complex with
Mdm?2-P (we assume that the half-life of the complex is 1 hour whilst the half-life of the
“free” p53 mRNA 20 minutes) which together with the enhanced p53 synthesis (the synthesis
rate for the translation of p53 mRNA bound to Mdm2-P is 3-fold the translation rate for
p53 from the “free” p53 mRNA in the model) can serve as a source of p53 for a longer
period of time. The excitability can be thus achieved through a specificity of the ATM-
dependent phosphorylation of Mdm2, thus through the positive role of Mdm2-P towards
enhanced p53 synthesis. In fact, it is not caused by any positive feedback but the negative
feedback between ATM and Wipl with the intermediate substrates Mdm2 and p53 (i.e.,
ATM-P — Mdm2 — p53 — Wipl 4 ATM-P).

Note that the excitability cannot be reproduced by Model 1 (Egs. (5.5) and (5.6)), see
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Figure 6.11. (a) Solution of the RD PDE system (5.5)-(5.6) modelling p53 dynamics
without the dual function of Mdm2 towards p53 when ATM-P signalling is inhibited 1 hour
after damage. (b) Solution of the RD PDE system (6.3)-(6.4) modelling p53 dynamics with
the dual function of Mdm2 towards p53 when k, = 0, i.e., no complexes between p53 mRNA
and Mdm2-P are allowed and ATM-P signalling is inhibited 1 hour after damage. The plotted
nondimensionalised concentrations are the total concentrations in the nucleus.

Figure 6.11(a). When we compare Figure 6.10(a) with 6.11(a) we see that p53 increases
with the same slope in both figures but at 1 hour when ATM-P is completely inhibited,
p53 continues to grow in the new model, Fig. 6.10(a), while p53 levels immediately start to
decrease in the old model, Fig. 6.11(a). The excitability is not observed even in the new model
when the association constant for the complex induction k, = 0, i.e. p53 mRNA-Mdm2-P
complexes are not produced in the DDR. This is shown on Figure 6.11(b).

6.4 Discussion and conclusions from the PDE model #2

We have shown that depending on the phosphorylation status of Mdm?2, its dual role for p53
can lead to oscillations in the p53 concentration whenever ATM signalling towards Mdm2
is active. In fact, the new model for p53 oscillations (hereafter referred to as Model 2) uses
almost the same two negative feedbacks (as we used in the previous model) as well as spatial
representation of the cell which, when put together, represent a new oscillator.

The negative feedback loops used in the old models are between p53 and Mdm2 (p53 —
Mdm?2 - p53) and ATM and Wipl through the intermediate p53 (AT M-P — p53 — Wipl -
ATM-P). Notably, the ATM-dependent phosphorylation of p53 was necessary for breaking
bounds between pb53 and Mdm2 and enabling thus p53 to accumulate in the nucleus. In
the new model, we have imposed another intermediate substrate into the latter feedback
that is Mdm2 (ATM-P — Mdm2 — p53 — Wipl 4 ATM-P), as shown on Figure 6.12,
and we have excluded phosphorylation of p53 by ATM. Mdm?2 involved in the second loop
changes significantly effects of both negative feedbacks. Depending on the phosphorylation
status of Mdm2, when Mdm2 is phosphorylated by ATM the first negative loop is weakened
since Mdm2-P does not target sufficiently p53 for degradation and the second strengthened
since Mdm2-P positive stimulates p53 synthesis induction with more stable p53 and higher
level of p53 mRNA. If Mdm?2 is not phosphorylated by ATM, then the first negative loop is
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strengthened since Mdm?2 targets p53 for degradation (independently on the phosphorylation
status of p53, i.e., whether p53 is phosphorylated by ATM or not), and the second loop is
weakened since the non-phosphorylated Mdm2 cannot (or it can but with very low affinity)
bind p53 mRNA and thus it does not contribute to its synthesis.

Dual function of Mdm?2 towards p53

p53-Mdm?2 feedback

m—

Figure 6.12. The model for the dual function of Mdm2 towards p53 relies on the two
negative feedback loop: the classical p53 — Mdm2 - p53 where p53 transcriptionally induces
Mdm?2 and Mdm2 in turn degrades p53, and the loop between ATM and Wipl through the
cascade involving p53 and Mdm?2, i.c. ATM-P — Mdm2 — p53 — Wipl 4 ATM-P,
where Mdm?2, after being phosphorylated by ATM, enhances synthesis of p53 which in turn
transcriptionally activates Wipl (and also Mdm2) which inactivates ATM.

The level of p53 as well as its nuclear stability is determined by Mdm2-dependent stimu-
lation of p53 synthesis. This is a new mechanism of regulation of p53 by its negative regulator
Mdmz2, [54, 96].

The new model is able to reproduce (and thus to suggest a mechanism explaining) ex-
citable p53 response to a transient input. Such response would be surprising in the first
Model 1, since the model does not contain either a positive feedback or ATM-dependent
degradation of Mdm2—the two hypotheses proposed in [14]. We do not reject these hypothe-
ses explaining p53 excitability. However, in Model 1, which does not trigger a full pulse in
response to a transient ATM-P signal (Fig. 6.11(a)), we started our simulations with the
zero initial state for Mdm2, thus there is no Mdm2 in the pool to be phosphorylated and
the appearance of Mdm2 in the nucleus is delayed due to p53-dependent transcription. The
picture is not different (when compared to Fig. 6.11(a)) even if we start simulations of Model
1 from a non-zero initial datum for Mdm2 and/or we include ATM-dependent degradation
of Mdm2 (due to auto-ubiquitination). This suggests that either Model 1 misses some parts
necessary for the excitability or that the removal of Mdm2 from the nucleus (due to enhanced
autoubiquitination) is a complementary effect of an unknown path that actually triggers p53
excitability (e.g., the role of MdmX as discussed above).
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Parameter Value [Units]

Description

kub 5 [min~1

kub-2 1 [min1

Kup 1 [MA/I]

ks 0.0005 [M /min]
kip1 1 [min™1

kip-2 3 [min~1)

5 0.000005 [M /min]
ks, 0.03 [uM /min]
Kspm 10 [puM]
kim 1 [min~!]

5 0.000003 [M /min]
ks, 0.03 [uM /min]
Ks, 10 [uM]
ktw 1 [min~!]
kph2 1 [min™1
Kon 0.3 [uM]
kdphg 96 [mz’n_l]

Kapha 26 [uM]

kph3 1 [min™1]

Kps  1[uM]

kdphg 84 [min_l]

Kaphs 23 [uM]

k, 20 [min~1]

kq 0.01 [uM L min=!]
E 1 [uM]

ATMTOT 1 [,u.M]

velocity of Mdm2-dep. ubiq. of p53-1, [78]

velocity of Mdm2-dep. ubiq. of p53-2, [est.]
Michaclis rate of Mdm2-dep. ubiq. of p53, [78]
basal synthesis rate of p53 mRNA, [est.]
translation rate for p53-1, [16]

translation rate for p53-2, [54, 96|

basal synthesis rate of Mdm2 mRNA, [est.]
velocity of Mdm2 mRNA transcription, [est.]
Michaelis rate of Mdm2 mRNA transcription, [est.]
translation rate for Mdm2, [16]

basal synthesis rate of Wipl mRNA, [est.]

velocity of Wipl mRNA transcription, [est.]
Michaelis rate of Wipl mRNA transcription, [est.]
translation rate for Wipl, [16]

velocity of ATM activation by E, [est.]

Michaclis rate of ATM activation by E, [est.]
velocity of Wipl-dep. deph. of ATM-P, [136]
Michaclis rate of Wipl-dep. deph. of ATM-P, [136]
velocity of ATM-dep. ph. of Mdm2, [est.]
Michaelis rate of ATM-dep. ph. of Mdm2, [est.]
velocity of Wipl-dep. deph. of Mdm2-P, [155]
Michaclis rate of Wipl-dep. deph. of Mdm2-P, [155]
association rate for the complex C, [est.]
dissociation rate from the complex C, [est.]
concentration of “the damage signal”, [chosen]

total ATM concentration, [chosen]

Table 6.2. Parameter values for the RD PDE system (6.3)-(6.4) modelling p53 dynamics
with a dual function of Mdm2 toward p53. Degradation terms are collected in Table 2.1. In
the table, “dep.” stands for dependent, “ubiq.” for ubiquitination, “ph.” for phosphorylation

and “deph.” for dephosphorylation.

*The constant rates represent the total net production in a certain area of the cell: the basal
rates ks, ksy, and kg, produce substrates of the assigned values over the whole DNA locus.
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7

Summary of the p53 modelling and
follow-up work

7.1 Physiological ODE and PDE models for p53

The aim of our modelling, rather simple compared with the overall complexity of p53 sig-
nalling network in cell fate decisions between survival and death, is to simulate activation
of p53 in single cells, the concentration of which shows sustained oscillations under stress
conditions, the duration of oscillations being independent of the damage signal. Thus, we
simplified the p53 network by neglecting (hundreds of)) possible target proteins and kept only
those proteins that are actually experimentally justified to be necessary and sufficient for
oscillations [15]. Therefore, four proteins, particularly, p53, Mdm2, Wipl and ATM were
chosen. Plausible effects of any positive feedback are not disputed in our work. We have
developed the compartmental ODE model which became basis for the two spatial RD PDE
models simulating the p53 protein in a single cell in response to DNA DSB (caused by ~-
radiation, cytotoxic drugs used in chemotherapy or by other means).

Basic features of the models are: compartmental distribution of the cellular processes
between those occurring in the nucleus and those in the cytoplasm, the negative feedback
loop p53 — Mdm?2 - 53 and then either the negative loop ATM — pb3 — Wipl 4 ATM
(in the ODE model and the PDE Model 1) or ATM — Mdm2 — p53 — Wipl 4 ATM
(in the PDE Model 2 with the dual function of Mdm2). It was confirmed that the sole
p53-Mdm2 negative feedback is not sufficient for triggering oscillations. Instead, activation
and regulation of p53 must involve the ATM and Wipl proteins considered as continuous
time- and space-dependent (in the PDE models) functions, the dynamics of which is fully
described by mathematical equations rather than being represented by constant parameters.
In our context, a special signal denoted by E acts as a transmitter of information about
the presence of the DNA DSBs; F is assumed to be a constant positively correlated with
the DNA damage dose. We assume that the higher doses a cell is exposed to, the bigger
number of DSB is caused, the stronger activation signal E is produced, and we have shown
by the PDE models that the amplitudes and periods of p53 oscillations are, as expected from
experiments, independent of the damage dose (that is independent of F).

In principle, one can similarly model intracellular pathways of any other proteins, i.e.,
write as many reactions as necessary just by employing simple tools such as The Law of Mass
Action, Michaelis-Menten and Hill kinetics. Since the spatial representation of the signalling
pathways can reveal diffusion-driven patterns that are hidden in ODE, we aimed to attract
attention to reaction-diffusion equations. Our models are still simple since, in contrast to the
ODE setting, the spatial models are placed into a structural framework of the cell composed
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of the two compartments only, nucleus and cytoplasm, and the diffusive motion of the species
in and between these compartments is further considered. However, we believe that the PDE
models are much more physiological than (rougher) ODE models since they are naturally able
to take intracellular spatial features into account including possible space heterogeneities in
the intracellular medium. For instance, the oscillatory patterns in the p53 concentration
are self-organised not only due to the reactions in the nucleus or in the cytoplasm but that
they are also tightly connected to the boundary conditions on the membranes and to the
diffusions of the species. The physiological delays maintained due to the semipermeability
of the nuclear membrane are more typical for PDEs than for ODEs (if one does not want to
deal with artificial delays represented by DDEs). The second specific property of the PDE
models, which affects amplitudes, periods and the timing of pulses, is diffusive motion of
the species. Although, we were able to find some lower bounds for the diffusion coefficients,
below which we do not receive any oscillations, oscillations can be maintained for any other
diffusions larger than these bounds. One may expect such results since fast diffusions make
solutions of the RD system homogenous in space and thus, roughly speaking, the PDE system
resembles the compartmental ODE model which describes the dynamics of proteins with the
same reaction terms and thus it is able to produce oscillations in the p53 concentration.

Further, intracellular signalling in our modelling setting is restricted to the cells of physiol-
ogy and morphology where a molecular network in question is, at least, partially understood.
What does the p53 signal transduction in response to DNA damage in a nerve cell or in a
polynucleic muscle cell look like? What is the role of diffusion in a cell where a signal is
spread over long distances and in very small cells? These and other questions should be
further addressed and spatial PDE models might fruitfully be used for this purpose.

Reaction-diffusion systems could be thus considered as an alternative approach to classical
ODESs which may put some light on protein signalling and will be of some help to biologists and
modellers who want to describe intracellular spatio-temporal dynamics of proteins in a faithful
yet more demanding (in terms of parameter estimation) way. Such reaction-diffusion PDE
models are also amenable to describe spatio-temporal dynamics at the level of cell populations
and that, by introducing intercellular signalling, it is in principle possible to connect the two
observation levels. This perspective still remains a challenge to mathematicians and modellers
in biology.

7.2 pb3 as a chemotherapeutic target

The protein p53 is a well studied protein due to its role in the protection of the genome.
Furthermore, because p53 can elicit life or death decisions in cells, it has recently become a
therapeutic target in cancer treatment. Therapeutic effort in p53-aimed treatments focuses
mainly on either substitution of the p53 lost functionality and destabilisation of oncogenic p53
mutants or restoration of p53 function by targeting upstream proteins in the p53 signalling
pathway, in particular the negative regulators Mdm2 and Wipl which, in some cancer cells,
are over-expressed and thus suppress the p53 functionality, see [66, 79] and citations therein.

There have been developed and already used in clinical testing several protocols and p53-
based anti-cancer therapies including retrovirus- or adenovirus-mediated gene therapy (to
restore p53 function), targeting p53-deficient cells with modified adenoviruses, pharmacolog-
ical modulation of p53 (and also p63 and p73) protein functions, identification and design
of small-molecule inhibitors of the Mdm2-p53 (and Wipl-p53) interactions (potential thera-
peutic agents: nutlins, RITA, spiro-oxindoles, quinolinols). However, there are not yet clear
clinical studies confirming successful applications of the therapies in the treatment of cancers.
In addition, the described therapeutic efforts were accompanied with unwanted side effects
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in normal tissues, appearance of p53-resistant tumours or premature aging. Thus, optimisa-
tion of doses and time of treatment, application of combined therapies, and efficacy of the
treatments with small-molecule inhibitors have to be further elucidated [36].

For example, tissue-specific deletion of Mdm2 in cardiomyocytes, smooth muscle cells,
and the central nervous system was accompanied with p53-dependent apoptosis. Thus, the
loss of Mdm2 can be sufficient to induce p53-dependent apoptosis in these (and likely in
other) cell types, [12] and citations therein. On the other side, experiments on small-molecule
inhibitors against Mdm2-p53 complex formation suggest that Mdm2 action toward p53 cannot
be completely restrained, since in normal cells this can have fatal consequences. This was
highlighted, for example, by the embryonic lethality of Mdm2 null mice which were rescued
by the elimination of p53, i.e. p53 became lethally hyperactive in the absence of Mdm2, [106]
and citations therein.

7.3 p53 dynamics in blocking proliferation and launching
apoptosis

Single cell experiments and observed distinct p53 dynamics in response to -radiation or
drugs (DSB) and UV radiation (SSB) encouraged G. Lahav and her colleagues to explore
further consequences of the specific dynamical patterns on the cell fate decision with possible
applications in the cancer treatment [124]. Notably, they observed that p53 pulses following -
irradiation resulted in transient cell-cycle arrest and DNA damage recovery, whilst artificially
sustained p53 oscillations by inhibiting Mdm?2’s activity by Nutlin-3 led to cellular irreversible
fate, preferentially to senescence, following y-irradiation [123], Figure 7.1. A delayed wave
of p53 of high level triggered several days post-irradiation, as the consequence of persistent
genomic injury, associated with p21-dependent activation of senescence and suppression of
apoptosis is observed also in [108]. The cells were not treated with nutlin in [108]. On the
other side, one single pulse of p53 triggered after UV radiation induced apoptosis [123, 124].
This suggests that the dynamics of p53 can be associated with specific cellular outcomes,
i.e. it may be considered as the marker of the chosen reversible or irreversible cell fate.
Dynamical patterns of p53 can be also modulated by a combination of two or more stimuli
with synergistic effects on downstream signalling (prosurvival, proapotosis, etc.) proteins.

y-radiation y-radiation Nutlin-3

’ I 1313

p53
Time Time
Transient Senescence
arrest

Figure 7.1. Information about the cell fate can be encoded in the dynamics of p53: the cell
is arrested in the cell cycle whenever p53 oscillates and the cell initiates senescence whenever
p53 shows a sustained signalling. Reprinted from [124], Copyright (2013), with permission
from Elsevier.
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A stressed cell likely evaluates the presence of both proarrest and proapoptotic proteins
produced in a pb3-dependent manner at any time during its response to DNA damage.
The cell determines the so-called “apoptotic ratio”! with respect to protein concentrations,
duration of their expression and other factors. Irreversible apoptosis is initiated whenever
this ratio crosses a given threshold [73]. Expression of those apoptosis-launching proteins is
complex process that depends on many factors (post-translational modifications, interactions
with other cellular substrates, location). On the other side, it is observed that p53, its
regulators and most of the apoptotic proteins are all short-lived proteins [106, 26]. This
may suggest that these proteins exhibit a similar oscillatory behaviour in the (transient) cell
cycle arrest and DNA damage repair, which does not allow them to accumulate sufficiently
to cross the apoptotic ratio. In contrast, p53 switched to the sustained signalling may lead to
sufficient accumulation and stabilisation of apoptotic agents which are then able to initiate
apoptotic program. Although further studies have to be done in this line, it seems, however,
that the dynamics of p53 could control the apoptotic threshold of individual cells in response
to DNA damage. In this context, the oscillatory dynamics of the involved proteins can be
possibly explained as a periodical testing of the presence of DNA damage: if unrepaired DNA
DSB still exist, additional pulses of both phosphorylated ATM and p53 are triggered [15].

In an even more realistic vision of the processes leading a single cell to decision between
survival and death, more than deterministic events, random molecule encounters and stochas-
tic gene expression should be taken into consideration, and should be modelled by stochastic
processes (as sketched in [141] for Hesl), from which deterministic equations (partial dif-
ferential equations physiologically structured in variables, identified as biological “readouts”
in a single cell model, representing relevant biological variability inside the cell population)
should be further designed at the level of cell populations.

In the same way, in the perspective of connecting the proposed p53 modelling with ex-
isting PK—PD models, drug effects, measured only at the cell population level, can be rep-
resented as environmental factors exerting their influence on molecular targets, included as
functions in stochastic processes, at the level of a single cell. Establishing such connections
between stochastic events at the individual cell level and resulting deterministic effects at the
cell population level is a challenge for mathematical modelling that we intend to tackle in
future works. Readers interested in such interconnections between stochastic and determin-
istic mathematics in the Hesl regulatory network are recommended to read the papers by
M. Sturrock et al. [141, 140] to get acquainted with this challenge.

7.4 Cancer therapies and PK—PD models

Most cytotoxic and cytostatic drugs used in cancer treatments act in a selective manner,
taking advantage of differences in tumour cell characteristics, compared to healthy cells,
such as high proliferation rates, genome instability and tolerance to hypoxia. This results
in proper targeting of chemotherapeutic agents on tumour cells. However, cancer therapies
also have toxic side effects on healthy cells and can lead to the disruption of physiological
functionality of tissues and organs. In the particular case of chronotherapeutic settings (i.e.,
hypothesising best treatment periods in the 24 hour span), physiologically based molecular
pharmacokinetic-pharmacodynamic (PK-PD) models using ODEs have been proposed for
the cytotoxic drugs Oxaliplatin [30], 5-Fluorouracil [30, 87] and Irinotecan [9, 8|, all three
drugs that are commonly used in the treatment of metastatic colorectal cancer. Moreover, to
minimise such unwanted effects in more general (non chronotherapeutic) settings, most anti-

!The ratio which does not have to be necessarily associated with apoptosis but rather with any irreversible
cell fate.
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cancer drugs are delivered in the clinic in time interval-depending regimens to allow cells to
recover their normal functions after pharmacological insult. However, time intervals between
chemotherapy courses also allow tumour cells to recover, activating their survival mecha-
nisms, and further resist subsequent therapeutic insults. Optimal scheduling strategies are
currently being theoretically investigated [29, 30, 19] to obtain satisfying trade-offs between
the objective of reducing the tumour burden without inducing neither intolerable side effects
on healthy cells nor emergence of resistant clones in the tumour cell population.

Besides toxic side effects on healthy cells, tumour cells can indeed often develop multiple
resistance to drugs. Moreover, in vivo observations in the tumour stromal tissue surrounding
tumours of prostate, breast and ovary reveal the drug-induced production of a spectrum
of secreted cytokines and growth factors, e.g., WNT16B, that promote tumour growth and
survival of cancer cells after cytotoxic therapy, and further reduce chemotherapy sensitivity
in tumour cells, resulting in tumour progression; otherwise said, among other constraints, one
must take into account the fact that chemotherapy itself can positively influence the growth
of tumours [144].

In order to take into account these different therapy-limiting constraints, optimal admin-
istration of anticancer agents should involve accurately representing the action of drugs at the
molecular, i.e., intracellular, level, which means molecular PK—PD modelling for each drug
used in a given treatment firstly at the level of a single cell and secondly at the level of cell
populations, i.e., tissues and organs. The review of p53 molecular mechanisms of action, and
their modelling, is positioned in continuity with, but downstream of, the action of cytotoxic
anticancer drugs, when DNA damage is constituted, so that DNA damage is the interface
between molecular PK—PD models and the models we proposed in the thesis.

7.5 Other concluding notes

The oscillatory dynamics of p53, “the guardian of the genome”, has long been evidenced by
biological recordings in experimental conditions representing cell stress due to, e.g. radiotoxic
insult [77, 56]. In this sense, the biological question of identifying intracellular spatio-temporal
dynamics is certainly crucial. Furthermore, since p53 disruptions are found in more than 50%
of solid tumours, with various modifications of its stress-induced dynamics [149, 150, 111], it
is also a crucial point in cancer therapy modelling to understand how p53 dynamics may be
affected in disease, and to this aim, to have an accurate representation of how p53 is activated
and regulated in physiological conditions, which was undertaken by our models.
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8

Beyond the enzyme reaction model

As we have seen in the previous chapters, post-translational modifications (protein-
protein interactions) can be modelled as the enzyme reactions, even though none of
the proteins in question is a real enzyme. The Law of Mass Action (LMA) and
particularly the quasi-steady state approximation (QSSA) can be used to reduce four
equations for the species up to one composed of Michaelis function with two unknown
parameters. These parameters can be sometimes found in the literature. In general,
responses to a variety of stimuli consist of chains of successive protein interactions
where enzymes play significant roles, mostly by speeding up reactions. Enzymes are
catalysts that convert other molecules (proteins) called substrates into products, but
the enzymes are not changed by the reaction [68]. In this chapter we deal with few
mathematical problems related to the enzyme reaction.

Organisation of the chapter is as follows: A brief introduction to the enzyme reaction
18 given first in Section 8.1. It is followed by Section 8.2 where we review the QSSA
and give a proof of its validity in the ODE case. Finally, Section 8.3 deals with
the large-time behaviour of a reaction-diffusion system for the reversible enzyme
reaction.

8.1 Introduction to enzyme reactions

In the reaction scheme proposed by Michaelis and Menten in 1913 [107], the enzyme E
converts the substrate .S into the product P through a two step process, schematically written
as

k
S+E§C%E+P, (8.1)

where C' is the intermediate complex. Briggs and Haldane proposed in 1925 an ODE analysis
of (8.1) which is now basis for the most current descriptions of enzyme reaction [21]. In their
quasi-steady state approximation (QSSA), the complex is assumed to reach its stecady state
quickly. Thus by setting dn¢/d¢ = 0 in the equation for the complex concentration ng = [C],
the analysis ends up with an algebraic expression (i.c., Michaclis function) for nc and a
simple (although nonlinear) equation for the substrate ng = [S] (called as Michaelis-Menten
equation). The kinetics of enzyme reaction described by Briggs and Haldane is sometimes
called Michaelis-Menten kinetics. A detailed analysis based on perturbation technique is
further provided by Segel and Slemrod [133].

Importantly, P can also combine with E to form the complex C' in (8.1), in fact, nearly
all enzymes increase the speed of the reaction in both directions [68], which is schematically
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written as
Ky kp+
S+Ek¢Ck:E+P. (8.2)

— kp
The following two sections present two mathematical results related an ODE system for (8.1)
in Section 8.2 and a reaction-diffusion PDE system for (8.2) in Section 8.3.

8.2 Michaelis-Menten Law and ODE system

In the framework of the irreversible enzyme reaction (8.1), the Law of Mass Action gives four
equations for the concentrations of species ng = [S|,ng = [E],nc = [C] and np = [P}, i.c.

dn dn

d_ts =k_nc — kynsng, d_tE = (k- + kpy )nc — kynsng,

dng dnp (8:3)
T kynsng — (k= + kpt)nc, T p+1C,

where, for simplicity, the initial conditions (ng(0),ng(0),nc(0),np(0)) = (n%,n%,0,0) are
assumed.

The last equation for the product P is uncoupled from the others and it can be thus
omitted from further considerations. In addition, two conservation laws hold, particularly,
ng +nc = n% and ng + ng +np = ng. Using the former one, we can reduce the above

equations into

% =k_nc — k+n5(n% —nc), (8.4)
dnc 0
o kins(ng —nc) — Kpnel, (8.5)
where K,,, = % is the Michaelis constant.
After a transieJrrlt pre-steady-state phase (where the depletion of ng is assumed to be neg-
ligible), one can observe that dg—tc = 0 that is indeed true whenever the concentration of

enzyme is small enough compared to the concentration of the substrate (where free enzyme
molecule is immediately bound to another substrate molecule). Thus, in the standard QSSA
(sometimes referred to as Michaelis-Menten law), we can replace the equation of the fast vari-
able (complex), which reaches its equilibrium quickly, by an algebraic formula. In particular,

we can write! L
dng

= k-7 = kys(n — 1), (8.6)
0 = ky [A5(ng — 76) — KT, (8.7)
and in a more condensed way, o
TS ki (8:8)
where .
ic = ngﬁ (8.9)

Note that the assumption on negligible depletion of the initial concentration of ng in the
pre-steady state phase becomes important when we set 7g(0) = ng(0) = n%.

!The different notation for the concentrations used in the following equations (8.6), (8.7) and so on, e.g.,
ms and Tic, is a matter of convenience only. In the proof of validity of the QSSA, we will need to distinguish
between the “pre-QSSA” solution to (8.3) and “post-QSSA” solution to (8.6) and (8.7).
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We prove the following

Proposition 8.1 (Validity of the QSSA). For n% small there is a constant C = C(n%)
independent of n% such that

sup |ns(t) — ms(t)| < Cnl. (8.10)
>0

Remark 8.2. To prove this result, one can introduce a scaling as in [119], i.e.

e=nY%, s =et, us(s) =ng(t) and wuc(s) = nCT(t)

However, different scalings can be also found in the literature when the system (8.4)-(8.5) is
studied, e.g., the scaling of Heineken et al. [63] (which is also used in the book of Keener &
Sneyd [68]) and Segel & Slemrod’s scaling [133], which is based on a detailed analysis of the
duration of pre- and steady-state phases. For the convenience, they are summarised in the
following table,

t
e=n% s=¢t us(s) =ng(t) | uc(s) = ne(t) in [119],
€
0
np 0 ns(t) no(t) | .
) = feonQet - - 63],
5 0 s = kynget | ug(s) 0 uc(s) =l in [63]
0
ng ns(t) nc(t) | .
e K+ n% S p+-€ us(s) TL% uc(s) sng in [133]

By applying any of these scalings, one can reduce the system (8.4)-(8.5) to a slow-fast
dynamics. Note, however, that the small parameter € of Segel & Slemrod [133] allows also
situation where n% does not have to be necessarily smaller than n%. In such case, the complex
concentration nc must be smaller than ng (i.e., K, must be large enough). Although, Segel
& Slemrod’s condition n% < K, + ng validates the enzyme dynamics for more initial states
than the experimental condition n%y < n, it still does not cover all possible initial states.

Proof. To cover all the three scalings, we can define

0
€= %E, s = fet, us(s) = nST(t) and uc(s) = ngit) (8.11)
for o, 3,7,5 > 0 constants? Using (8.11), the equations can be rescaled to
dug k_¢ ky
-0 e — 2 — 8.12
P 5 uc 5 us(a — duc), (8.12)
dUC N k/'+
s 3 [Yus(a — duc) — Kpducl. (8.13)
with the initial conditions (us(0),uc(0)) = (n%/7,0), and
dug k_o__ ky__ __
- _ T gs - 2E — 0 8.14
3~ 5y © BUS(Of uc), (8.14)

Thus, a = =v=0=1in [119]; a = nZ, B = kyn%, v =6 = n% in [63); and a = n% + K, B = kps,
v =38 =n% in [133]).
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k
0= 5—gm—s<a — 01g) — Kmndlic), (8.15)
with the initial condition wg(0) = n2 /7. From (8.13), we can write
__ o  ~ug dug o Ug
__us g Sus e U 8.16
© 7 s + K, ds — "Bus + K, (819
Thus, instead of (8.10) we prove
sup |us(s) —wg(s)| < Ce. (8.17)

s>0
Note, that when we compare equations in (8.16) we can obtain

dug ]
— = —k,——uc 8.18
ds P B,y uc, ( )
the relation, that can be also immediately obtained by combining (8.14)+4d/7(8.15). We can

also notice that d 5 5
&(US + E;UC’) = _kpﬁ_’yuc- (819)
Further, it is not difficult to see that both pairs ug, g and uc, Uc are non-negative and
bounded from above. Precisely, 0 < ug(s) < n2/vy, 0 <ug(s) < n%/y 0 < uc(s) < a/d and
0 <muc(s) < a/é. In fact,
ng

M _ < ‘
6 ng + K,

uc(s),uc(s) < uM, where u™ =
duc . . dz .
For z(s) = E(s) we can write equation S + A(s)z(s) = p(s)z(s) where p is bounded and
k
A(s) = —+(7u5 +K,) > “* K,,, which implies boundedness of z, i.e. we can find a constant

dug
——~ | < K.
ds | —

K such that

)
Finally, using the properties above, we can show that R(s) = us(s) +e—uc(s) —ug(s) is

bounded, i.e. |R(s)| < Ce for some constant C, from where (8.17) follows.

d
To prove boundedness of R, let us define r(s) = —g% + k:+u% bounded. Multiplying

0
R by kiuc and r by e— yields, after some necessary calculations,
Y

_edr — kyyuc R+ kyay/ous
ki (Vs + Ki)

uc

and (using (8.16) and ug — ug from the definition of R)

edr — kyy(% —uc)R — ektauc

k-i— (7% + Km)

Uuc — uc =

Thus, using (8.18) and (8.19), we obtain

dR  d 5 d__

o _
s = g(“S + E;Uc) — gus = —kpﬁ—v(uc —To),
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and, after rearranging the terms, we have

dR § a/d—uc ) (—5/k+r—|—au(;>
— +ky———-——"R—ck,— | —— | .
ds ' PByus + Ko By \ ~is + Kom
and thus R bounded. O

Note that this proof written for a specific choice of &« = 8 =+ = § = 1 can be found in
the lecture notes of B. Perthame [119].

8.3 Reaction-diffusion system for the reversible enzyme reac-
tion

The entire mathematical treatment of the enzyme reactions (8.1) and (8.2) is usually done by
using ODEs. However, protein pathways occur in living cells, heterogenous spatial structure
of which has an impact on the reaction efficiency, speed of the enzyme reaction and conver-
gence to the respective equilibria. In the sequel, a reaction-diffusion system for the reversible
enzyme reaction (8.2) is studied.

More precisely, by employing the LMA we obtain four equations which, equipped with the
Laplacians for the diffusive motion of the species, describe the concentrations of the species
in (8.2) in time and space. These equations are, respectively,

0
aits — DsAnS = k_nC — k+nSnE7
ong
o " DpAng = (k- + kp—f—)nC — kyngng — ky—ngnp,
8.20)
K (
aLtC — DcAnc = kynsgng — (k- + kp+)nC + kp-ngnp,
aaLtP — DpAnp = kptnc — k,—ngnp,

where n;, i € {S, E,C, P}, are the concentrations of the substrate S, enzyme F, intermediate
complex C' and product P. It is assumed that n; = n;(¢,z) are defined on an open bounded
domain  with sufficiently smooth boundary and a time interval I = [0,7] for 0 < T' < o0,
Qr = I x Q. Without loss of generality we will assume |2| = 1. Diffusion coefficients D; are
assumed to be positive and different from each other. Further we assume that there exist
non-negative functions n such that

ni(0,z) = nd(x), / nd(z)dz >0, Viec{S E,C,P)}. (8.21)
Q

1

Finally, the system is coupled with the zero-flux boundary conditions
v-Vn; =0, Vtel, xe€d, ie{S E,C,P}, (8.22)

where v is a unit normal vector pointed outward from the boundary 9.
The species in the reaction (8.2) are conserved in the following way:

0< M = /Q(nE +nce)(t,z)dz = /Q(nOE +nd)(z)dx ¥t >0, (8.23)

0< My = /(ns +nc +np)(t,x)de = /(n% +nd +n%)(x)dx Yt >0, (8.24)
Q Q
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with the total mass M = My + Ms.

The conservations of masses (8.23) and (8.24) give L!'-bounds on the solutions of the
reversible enzyme reaction system (8.20)-(8.22) uniformly in time. This is unfortunately
insufficient to show the existence of solutions on I = [0,7] for any T' < co. Global existence
of a weak solution of system (8.20)-(8.22) is a consequence of a combination of the duality
argument (Appendix A), which provides L?-estimates on the nonlinearities of the system
(which are at most quadratic), and an “approximation method” of M. Pierre [120, 122, 40],
which justifies rigorously the existence of the solutions of (8.20)-(8.22) (which are build up
from the solutions of the approximated system). The existence of a global weak solution
with the total mass conserved in the way as in (8.23) and (8.24) can also be showed by the
Rothe method, which provides a constructive proof and thus it can be also used in numerical
simulations, see Appendix B.

Here we prove the following
Proposition 8.3. Let n? € L%(log L)?(Q), then any weak solution n;, i € {S,E,C, P}
to (8.20)-(8.22) with the conserved mass according to (8.23) and (8.24) belongs to L*(Qr)
for each T < oco. In particular, by o duality argument we obtain

Ini(log(oins) = Dllzz@p < CA+T)| Y- nl(loglomd) — 1)
1€{S,E,C,P}

2(@)’

cf. (8.83) below, where o; are constants dependent on the kinetic rates k; given by (8.27).

If in addition to the L?-estimates arising from Proposition 8.3 the solution n; of (8.20)-
(8.22) satisfies uniform L°°-bounds, we can deduce global existence in time of “classical”
(strong) solutions®, by the standard results for reaction-diffusion systems?, i.e. we can show
the smoothness of n; (e.g., n; € C%([0,T] x Q) or n; € C([0,T] x Q), for any T < o00) for
all smooth non-negative initial data, depending on the regularity of the boundary 912 (being,
respectively, C?T or C*). By using the properties of the heat kernel (c.f., Lemma 8.8)
combined with a bootstrapping argument we can indeed prove

Proposition 8.4. Let n) € L>(Q), then n; € L¥ ([0,00) x Q) (locally in time), i €
{S,E,C, P}.

The large time behaviour of the solution n;, ¢ € {S, E,C, P}, of the system (8.20)-(8.22)
is studied by means of the relative entropy convergence. As the main result we prove

Theorem 8.5. Let n; be a solution to the system (8.20)-(8.22) satisfying the conservation
laws (8.23) and (8.24). Then there exist two constants Cy and Cy such that

Yo i nisllE, o) < Coe™
i€{S,E,C,P}

cf. (8.51) below, where n; are unique positive steady-states to (8.20)-(8.22) defined
in (8.35).

3By classical solution we mean bounded solution, so that, by a regularity theory, a classical solution has
classical derivatives at least a.e. and the equations (8.20) are understood pointwise.

4Smoothness is an easy consequence of general properties of the heat operator and the regularity with
respect to a parameter of solutions of ODEs [38], p.11-12.
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8.3.1 Entropy, entropy dissipation and first estimates

Let us first mention a simple result on the non-negativity of solutions to (8.20)-(8.22). It
follows from the so-called quasi-positivity property of the right hand sides of (8.20). In
particular, it can be proved

Lemma 8.6. For n{(z) > 0 in Q, a solution n; of the system (8.20)-(8.22) is non-negative
fortel andx € Q, i={S,E,C,P}, i.ec.

n;i(t,z) > 0 everywhere in Q7.

Proof. The r.h.s. of (8.20), denoted here by f; = fi(ns,ng,nc,np), i € {S, E,C, P}, satisfies
the quasi-positivity property, i.e. fi(n; = 0) > 0 for each ¢ € {S, F,C, P}, which implies the
non-negativity of the solution, see, e.g., [121]. O

For the species n;, i € {S, E,C, P}, we will sometimes write shortly n = (ng,ng, nc, np).
The entropy functional F(n) : [0,00)* — [0,00) and entropy dissipation D(n) : [0,00)* —
[0, 00) are defined, respectively, by

BEn(t,z)) — / S mlog(oins) — 1) + 1/0;dz (8.25)
Qi—(s.E.CP)}
where o5, o, oc and op are constants dependent on the kinetic rates k; to be determined,

and )
Q0. i

n;
i={S,E,C,P}

8.26
+ / [(k+nsng — k_nc) (log(csognsng) — log(ocnc)) (8.26)
Q

+ (kp—ngnp — kprne) (log(ogopnenp) — log(ocne))] de.
Note that the function zlog(z) — x + 1 is non-negative and strictly convex on [0, 00).

Thus, F is non-negative as well for any ¢ > 0. The dissipation D is also non-negative for all
t > 0 and for any «. 8 > 0 such that

oc = ak_, OSOF = ak+,

(8.27)
oc = Bkyy, ogop = Bk,_.

The non-negativity of D follows from the trivial inequality (z — y)(logz — logy) > 0 valid

for all z,y € R. For example, we can choose o = 1, 8 = P oc =0 =k_, 05 = k:_+ and
P+ -

ko
op = 2= in (8.27).

kp+ i

It is straightforward to verify that D = TR which implies that F is decreasing as a
function of the time ¢ and that the limit tli}m E(n(t,z)) exists. By integrating this simple
o0

relation over [t1, ta] (t2 > t; > 0) we obtain,

En(ty,z)) — E(n(te,z)) = ttQ D(n(s,x))ds

which implies
(e}
lim D(n(s,z))ds = 0.
T—oo JT
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From above, we can also write
t
E(n(t,z)) +/ D(n(s,z))ds = E(n(0, z)). (8.28)
0

From the definitions of entropy and entropy dissipation, by using their non-negativities
and (8.28), we can deduce the following a-priori estimates for each species n;, ¢ € {5, E,C, P}:

sup |[|n;log(ni)|l 1) < C; (8.29)
te[0,00)

()

”v\/n_illiz([O,oo);LQ(Q;]Rd)) S C, (830)

ie., \/n; € L2([0,00); WH2(Q)). In all these estimates C = E(n(0,z) independent of the
time.

The conservation laws (8.23) and (8.24) imply L!'(92)-bounds for n; for all ¢ > 0, that is
n; € L>=([0,00); L}(Q)) (and also trivially \/n; € L=([0,00); L*(Q))). i € {S, E, C, P}.

12
i.e., n; € L*([0,00); L(log L)(€)); and using |v:l| = 4|V /n;|*> we deduce

8.3.2 [L%*(log L)? estimates

Proposition 8.3 states the L?(log L)? estimate for n;. This proposition can be proved by a
duality argument of M. Pierre [122, 121] , see Appendix A, applied to the system (8.20)-(8.22).
We obtain the following

Proof. (of Proposition 8.3) The system (8.20)-(8.22) can be rewritten in the terms of the
non-negative entropy density variables z; = n;(log(oyn;) — 1) + 1/0; to the form
0
a—’i — A(A2) <0, v-V(Az) =0 (8.31)
where z = 3z, zg = Y Dz (sums go for i € {S.E,C,P}) and A = z4/z € [D.D] for
D = min;e(g po,py{Di} and D = max;e(s,p,c,pyiDi}- Indeed, after some calculation, we
arrive to
0z |Vn;|?
— —A(Az) =— ) D
ot ( Z) Z n;
— (k4+ngsng — k_n¢) (log(osopnsng) — log(ocnc))
— (kp_nEnp — k‘p+nc) (log(aEaannp) — 10g(0‘cnc)) .

(8.32)

The right hand side of (8.32) is non-positive for o; as in (8.27), i.e. for o; which satisfy
oc=ak_, osop=aky,
oc = Bkp+, opop = Bky—,

for some «a, 8 > 0. The boundary condition in (8.31) is easy to be verified.
A duality argument, Lemma 8.18 from Appendix A, applied to (8.31) implies the estimate

IniClog(oins) = Dlipgn < CA+T)| > nllog(ind) 1) + 1 (8.33)

i€{S,E,C,P}

o; L2’

which we wanted to prove. O

Remark 8.7. Thus, n; € L?(log L)*(Qr) whenever n € L?(log L)%(Q). Finally, since
L*(log L)%(Qr) C L*(Qr) for Q bounded and T < oo (because of the trivial inequality
zlogz > x —1), there is a constant C' dependent on the time T such that ||n||12(q,) < C(T)

for each i € {S,E,C, P}.
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8.3.3 L estimates in 1-3D: bootstrapping argument

A bootstrapping argument® combined with the smoothing properties of the heat kernel (cf.
Lemma 8.8) are used to show L bounds for the weak solution n; € L?(Qr) of the sys-
tem (8.20)-(8.22) in the space dimensions d = 1,2 and 3. The smoothing property of the
heat kernel in question can be stated as follows (see also [38]):

Lemma 8.8. Consider f = f(t,z) € LP(Qr) and u = u(t,x) a solution of

ou—Au=f, Vitel, zeQ,
v-Vu=0, Vtel, xe o,
u(0,z) = up(x) € L*(NQ).
Then it holds that u € LY(Qr) for all g € [1,00] satisfying

1 1 2

With this lemma in hand, we can proceed with the proof of Proposition 8.4.

Proof. (of Proposition 8.4) Since the system (8.20) satisfies

ong
P e < k_
N DsAng < k_nc,
0
% — DpAng < (k- + kp+)nC7
0
aLtC — DcAng < (kyns + ky,—np)ng,
0
aLtP — DpAnp < kpinc.

then, for uc € LZQOC([O,OO) x Q) (locally in time), thle prolperty 2of the hdeatlernel (8.34)
implies ng,np € L ([0,00) x Q) for all qo_such that % > 2 472 :_Q(d_—k %) Applying
Holder inequality with ng € L2 (]0,00) x Q) and ng,np € L ([0,00) x ), we have (ki ng +

loc loc

ky—np)ng € L},

— 1 d
([0,00) x Q) for — > i1 As a consequence, the property of the heat
To
1 2 d—

kernel (8.34) gives nc € L;° ([0.00) x €2) for 81—0 > o a2 > F; Finally, np €
L}’ ([0, 00) x Q) for the same sp.

Thus, by the property of the heat kernel only (no bootstrapping is needed here), we obtain
ng,np € L¥ ([0,00) x Q) for gy € [1,00) and ne,ng € L;° ([0,00) x Q) for sp € [1,00) in the

loc loc
simpler cases of d =1, 2.

For d = 3, we apply a bootstrapping argument combined further with the property of the
heat kernel (8.34). We can deduce from above that ng,np € L ([0,00) x Q) for g € [1,10),

(k1ng + kp—np)ng € L;°.([0,00) x Q) for ro € [1,5/3), and nc,ng € L;° ([0,00) x Q) for

loc loc

so € [1,5). Since Oyng — DsAng < k_nc € L*° and Oynp — DpAnp < ky,inc € L%, we

— 1 1 2 1
have ng,np € L ([0,00) x Q) for ¢; such that — > — — Rt ie. for g1 € [1,00]. As a
a S0
consequence, (kyns+k,-np)ng € L)) ([0, 00) x Q) for o and so n¢ € L} ([0,00) x )
1

5A bootstrapping argument, as it is used here, has been adapted from [38].
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1 1 2 1

for — > P > —E i.e., for all s; € [0, 00]. Finally, since dyngp—DpAng < (k-+kpy)nc €
S1 71 o

L3, then also ng € L;! ([0,00) x Q) for s1 € [0, 00].
Thus, in the dimensions d = 1,2 and 3, we have n; € L®(Qr) for any T < ocb. O

loc

Note that we can proceed in a similar way to show L°° bounds for higher space dimensions.
For more details, see [38].

By using simple arguments it can be casily shown that [[Vn;| 2o,y < C and thus we
also have n; € W12(Q) for each ¢ € 1.

8.3.4 Other properties of the EnR system

Let us also observe that for the positive diffusivities D;, the system (8.20)-(8.22) possesses a
unique constant steady state Noo = (128,00, NE,00, NC.00s MP.0o)-
k- k
Lemma 8.9. For M = M; + M and K = T + kpi, the system (8.20)-(8.22) has a unique
+  FRp-
constant strictly positive steady state N,

1
neoe = 3 (M YK —/(M 1t E)?— 4MlM2) ,

. o k—nC,oo - kp-}—nC,oo (8.35)
NE,c0o = Ml_nC’,oo» NSoo =7 s MNPoo— 7
k—i-nE,oo kp—nE,oo
Proof. The steady states for the system are uniquely determined by
NE 0o T NCoo = My, NS 0o + NCoo + NP = My, (8'36)
and
k_nc oo = kNS ooNE 00,  KkptNC o0 = kp—NE 0P 0o (8.37)

Easy computations, i.e. employing (8.36) in (8.37), lead to a quadratic equation for n¢ s,
ie.
(n000)” = (M + K)o + Mi My = 0 (8.38)

which has two positive real solutions

1
()= = 5 (M VYK +(M 1 K)? - 4M1J\/IQ) . (8.39)

Note, however, that (nco)+ does not satisfy the conservation laws (8.36) since (nc o)+ >
max{M;, My}. In addition, (nc )+ tends to infinity whilst (nc s )— converges to zero in the
limit for k,— — 0, i.e. K — 00).

The steady state n; 0, ¢ € {S, E,C, P}, is spatially homogenous which follows from the
fact that the entropy dissipation vanishes at it. More precisely, it holds that

D(n(t,z)) =0 <= n(t,z) = ne. (8.40)

Thus, using (8.36) and (8.36), we arrive to the steady state (8.35) which is unique and
positive equilibrium state for the system (8.20)-(8.22) with the conserved mass according
to (8.23) and (8.24). O

5We can indeed obtain n; € LP(Qr) for all p € [1, 00] in the case of d = 1,2 just by using the bootstrapping
argument as we have used in the case of d = 3. It is sufficient to take any large number, for example, so = 100,
etc., in the first step of the bootstrapping method.
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As far as we are concerned with the uniqueness of the weak solutions, we can prove the
following

Lemma 8.10. Consider an open bounded domain Q with sufficiently smooth boundary and
a bounded weak solution n; € L*°(Q), i € {S, E,C, P}, to the problem (8.20)-(8.22). Then
n; 1S uNnique.

Proof. Let us consider, as usual, two sets of bounded solutions n; ; and n; 9, i € {S,E,C, P},
to (8.20), both satisfying the initial conditions (8.21) and zero-flux boundary condi-
tions (8.22). Then, by subtracting the corresponding cquations, multiplying them by
ni12 =n;1 — N2 for each i € {S, E,C, P} and integrating over 2, we arrive to

10
25 Do el |+ D IVrliagee + (= + kp)lIncalfz o)
i€{S,E,C,P} i€{S,E,C,P}

—/ k_nc12ns 12 dz + / (k- + kpy)nc1one12 de + / kp+nci2npi2de
Q Q Q
2 2
— / ki(nsingiansi2 + npang o) dz — / ki(nsing s + neonsiong,2) dz
Q Q
p
- / kp—(npang 1o +nEinpiang12) de + / ki(nsingi2nci2 + neansione,i2) de
Q Q

2
+ / kyp—(nginpianciz + npang jonci2) de — / kyp—(np1np 1o + npongianpiz) de
Q Q

<k_[ncazlrzllnsazllre + (k- + kp)lIncazllzline 22 + kprllncazllp2lnp izl e

+ kylinsallzeIneaalirzllnsellze + killnsallLslns ol

+ killnsalices Inpazlliz + kellngellie Ins ol 2 llng 2l e
+ kp—Inpalleling2lli> + kp—lIngillzelinpizl 2line ol
+ ki |Ins1]

+ kp—InEa

rellne2ll2llncazlle + krlineallL=lns 2l 2 [Inc 2|l p2,

rellnpazllizlineazlliz + kp—lInpalrellngi2llpe Inc 2| 2

+kp-llnellillnpazllzs + k- llnpall < lnp ol np ol

<Clh,lnlloe) Y misela),
i€{S,E,C,P}

where we have used the non-negativity of n;, the boundedness of ns 1, ng 1. ng2 and npo
and Hélder’s inequality. The constant C' = C(k., ||n..||1~) above is dependent on the rates
ki, k_, kyt, kp— and the L°°-norms of ng1, ng1, np2 and npo. Gronwall’s inequality then
yields for all ¢t € T

S et )2 <CT) S0 it =0.)|2aq) =0,
i€{S,E,C,P} i€{S,E,C,P}

i.e. nj12 =0 for each i € {S.E,C, P} in Q7. O

Remark 8.11. In the previous lemma we have assumed n; bounded. In Lemma (8.8), by
using the properties of the heat kernel combined with a bootstrap argument, we have shown
that n; € L*®(Qr) for i€ {S,E,C, P}.
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8.3.5 Large-time behaviour: convergence in relative entropy

Before giving a proof of Theorem 8.5, let us mention some simplifications in the notation and
some easily derived preliminary results. We will also state basic lemmas which will be used
in the proof.
In the sequel, we will shortly write n = (ng,ng,nc,np), Noo = (NS00 NE,00s NC, 005 MP,00)
and we will assume without loss of generality that 2] = 1. By setting 7; = / n; dz for all 4,
Q

we can rewrite the conservation laws as

My = NE.co +NCco =NE +NC,s (8 41)
M = ng,00 + N0 00 + NP oo = T5 + TG + TP, '

We will also write shortly E(f|g) = E(f) — E(g) for the relative entropy. Using the
conservation laws (8.41) we can obtain
/ (ni — nj0o) log(oini o) de = 0. (8.42)
i={S,E,C,p} "%

and also

— (i — Mioo) dz > 0. (8.43)

Em(ta)ne) = > / n; log —

n;
i={S,E,C,P} 6o

The following lemma contains a rather general Cziszdr-Kullback-Pinsker’s inequality,
known from information theory, and a proof of which can be found in [51].

Lemma 8.12 (Cziszar-Kullback-Pinsker’s). Let Q be a measurable domain in R? and f, g
Q — R, measurable functions. Then

f 3 2
flog=—(f—g)dz > f=all3 - 8.44
/Q g ( ) 2 £l ) + 49l | 20 (8.44)

A proof of the following logarithmic Sobolev inequality can be found in [39].

Lemma 8.13 (logarithmic Sobolev inequality). Let Q be a bounded domain in RY, |Q > 1.
Then the logarithmic Sobolev inequality

/ ¢*log dz < L||V¢||%2(gz,Rd) (8.45)
||¢||L2 Q)

holds for some L = L(2,d) > 0
In addition, a continuous function ® : (0,00)? — R defined by

z(logax —lo —(x —
Bz, y) — 2108 (\/‘%y\)/@); y)

will be useful when the estimate (8.48) on the entropy dissipation is derived. The function
®, see Fig. 8.1, obeys properties summarised in the following lemma (a proof of which can
be found in [37]).

(8.46)

Lemma 8.14. For ally > 0, ®(-,y) is strictly increasing on (0,00), and for all x > 0, ®(x,-)
is strictly decreasing; lim;_o ®(z,y) =1, ®(y,y) =2 and ®(x,y) ~ logzx for x — oo.

Finally, we are ready state the proof of Theorem 8.5.
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¢(a,b) = (a(loga — logh) — (a = b))/(Va— vb)?

4-
3.54
3\
2.5+
2\
1.5

//,,’,,'

"IIII/,’,’,',I//, 77 2
11,’ i

5 3

b 1 1 ?
00 a

Figure 8.1. Graph of the function ®(a,b) for a,b € [0, 3].

Proof. (of Theorem 8.5)
The property (8.40) of the entropy dissipation, namely

D(n(t,z)) =0 <= n(t,x) = ny

immediately implies that
D(n(t,z)) = —%E(n(t,x)) _ —%E(n(t,xﬂnoo). (8.47)

We would like to show that the entropy dissipation controls relative entropy. In the simplest
case’ it means that we would like to find a constant Cy such that

D(n(t,z)) > CrEn(t,x)|nsw), (8.48)

which can be rewritten as

4
dt

By using Gronwall’s inequality, this leads to an estimate

(E(n(t 2)ne)) < —C1E(n(t, 7)ne).

E(n(t,z)lns) < (B(n(0,z)nx)) e, (8.49)

i.e. the relative entropy E(n(t,z)|ns) exponentially decays as ¢ tends to infinity (that is we
obtain exponential “convergence in relative entropy”). Then we can apply Cziszar-Kullback-
Pinsker’s inequality (8.44) to estimate the Lh.s. of (8.49), which can be written as (8.43),
from below and obtain

1 1
E(n(t > _ 2 - - — 2
(n(t, 7)ns) =90, s nS,OOHLl(sz) + M + MQHHC nC,oonLl(sz) (8.50)
1 .
2 2
+ oM, Ine — "E,ooHLl(sz) + 9N, Inp — nP,ooHLl(sz)

"See [3] for a general discussion about entropy methods.
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1 1 1
Thus, with Cy = min { 50 204 M T MQ} we finally get the estimate
Co D i = nisoll7, o) < (Bn(0,2)[na)) e (8.51)
i€{S,E,C,P}

for the species appearing in the reversible enzyme reaction system (8.20)-(8.22). In other
words we can show L'-convergence of the solution of (8.20)-(8.22) to their respective steady
state n; o given by (8.35) at the suboptimal rate Cy/2.

Thus, it remains to show the entropy-entropy dissipation inequality (8.48). Firstly, we es-
timate the dissipation D given by (8.26) from below by using Poincaré-Wirtinger’s inequality
and the elementary estimate (z — y)(logz — logy) > 4(vz — /y)? valid for z,y € R;. We
obtain

D 4D / IV /]2 da

i= {SECP}

+ /Q (kyngng — k_nc) (log(kynsng) — log(k—nc)) dz

+/ (kp—nenp — kpine) (log(kp—ngnp) — log(ky+nc)) do (8.52)
Q
4D, .,
> :
- 2 P(Q) i
i={S,E,C,P}

+4|Vkynsng — VEk-ncllfaq) + 4V k-nene = Vkpincl7ao

On the other side, we can split the relative entropy as follows,

E(n(t, v)lns) = En(t, 2)[B(1)) + E@(t)ns) (8.53)
(*) (%)

where we denote n(t) = (g, 7. nc. wp). Following [39], we estimate (x) and (xx) separately.
Firstly, we can write for each t € 1

E(n(t,z)n(t) = Z / n; log g dz

i={s.E.c,p} "< ¢

_ (v/77)?
- ¥ [ bgwmum 4 )

i={S,E,C,P}
<L Y IVvallgpa,
i={S.E,C,P}

by recalling the logarithmic Sobolev inequality (8.45), which is clearly bounded by the entropy
dissipation D.

We need to show that the second term (xx) can be also bounded from above by D. The
conservation laws (8.41) imply that (7, ni o) < C(M) for all ¢ € {S, E,C, P}, where ® is
defined in (8.46) and satisfies the properties of Lemma 8.14. Thus, using (8.42), we can write

— — ni —
E@(t)ne) = Z n;log o (M — Mioo)
i={8,B,C,P} nee
— — 2
- Z (17, Mi00) ‘Vni - \/ni,oo| ()
i={S,B,C,P}

somy Y Vm-ymil

i={S,E,C,P}
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i.e.

R VY e ﬁE(ﬁ(tﬂnw). (8.54)

i={S,E,C,P}

Whence, we can conclude the proof once we are able to show the existence of constants
Cs3 and Cj such that (by combining (8.52) and (8.54))

Cs > IVA = Vil + Ca (IVEemsne — VEnclla

i={S,E,C,P} (8.55)

+ IV kp-nenp — \/kp+n0||%2(sz)> = Z |\/_ V1,00 |
i={S,E,C,P}
With C3 and Cy at hand as well as with D = min;cfg p,c py Di, P = P(Q) from Poincaré-
Wirtinger’s inequality used in (8.52), L = L(,d) from the Log-Sobolev inequality applied
in (x) and C = C(M) from (%*), the desired constants C; and C appearing in (8.51) have
the form, respectively,

D D 1
Ci=14
L= mm{ L' C;CP 040}
(8.56)
Cy = min L L L
2 2Ny 2My My + My [
The proof of (8.55) is a result of the following Lemma 8.16. O

Remark 8.15. To avoid using function ®(-,-) in the estimate (%x), i.e., in
_ _ — 2 — 2
E(n|ny) < E (M7, i) (VR — VMioo)” < C E (Vi — Vniso)
i i

we can use the fact that f(r) = rlog(or) —r+1/o is convex (and f'(r) =log(or)).
In particular, we can write (with o = 0;)

B(fiing) = E(®) = E(na) = Y () = f(nicc).

Since f is convex, f(x) > f(y) + f'(y)(x —y) for x,y € Ry, and the substitution & = n;
and y = m; gives

J(Mioo) — f(75) > log(oim;) (i 00 — T4),
i.€.

J(@i) — [(niso) < log(oim;) (T — Nioc)-

Summing this up over i yields
Z f(ﬁz) - nz oo Z IOg O'znz ni,oo),
i

i.€.
Em|n) < Z log (i) (Ts; — M 00)- (8.57)

The term (8.42) arising from the conservation laws, i.e.,

Z(n_i — Nio)10g(oini,c0) =0

i
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can be subtracted from (8.57) to obtain

E(71|ne) < Z(ﬁ — N o) (10g (7)) — 108 (1,00 ) (8.58)

1

A trivial inequality (x — y)(logz — logy) < 5(y/x — \/Q)Q for all z,y € Ry, see Figure 8.2,
finally leads to

E(milne) <5 (VT — fim)” - (8.59)
This suggests that the constant C(M) in (8.54) and (8.56) can be replaced by 5.

In turn, the substitution x = 1; and y = n; o can be used to show that the relative entropy
is non-negative, i.e., E(m|ny) > 0.

7(Va— vb)?

; “ (a — b)(loga — logb)

Figure 8.2. Plots of the three function appearing in the inequality L;(yv/a — vb)? < (a —
b)(loga — logb) < La(y/a — Vb)? for Ly = 3 and Ly = 7 for the clarity of the picture. The
inequality is actually true for better rates, e.g., for L1 = 4 and Lo = 5 (the picture would not
be very clear for these constants).

To proceed with Lemma 8.16, let us simplify notation by setting N; = /n;, (and so
N2 =7;) and N; oo = \/Mi0o- Thus we can rewrite (8.55) into the form

Cs > |INi=Nill72(0) + Ci <||\/ ki NsNe — VEk-Nell7q)

i={S,E,C,P}
— 2 (8.60)
+ IV kp-NENp — v kp-i-NC”%Q(Q)) = Z < N} - Ni,w) :

i={S,E,C,P}

Lemma 8.16. Let N;, i € {S, E,C, P}, be measurable functions from Q to Ry satisfying the
conservation laws (8.23) and (8.24), i.e.

NZ+NZ=M; and N2+ N2+ N% = My, (8.61)

and Njoco = NZ%OO defined in (8.35). Then there exist constants Cs3 and Cy such that the
inequality (8.60) is satisfied.
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Proof. Let us use the expansion

which also implies N_f = Nig + 6_12 By Jensen’s inequality N; < \/N_f, the r.h.s. of (8.60)
can be estimated from above as follows:

2
> (VF-we) - X Nen/ve

i={S,B,C,P} i={S,E,C,P}
< Y N -2NiNiw+ N2, +67
= i i+Vi,00 io0 T 05 (8.63)
i={8,E,C,P}
= Z (N; — Ni,oo)2 + Z 2.
i={S,E,C,P} i={S,E,C,P}

As far as we are concerned with the Lh.s. of (8.60), we immediately have

Yoo N =Nilagy = >, o (8.64)

i={S,E,C,P} i={S,E,C,P}

With the expansion (8.62), we can also expand the other two terms on the [.h.s. of (8.60).
In particular, we can write

S N\ 2
Wk NsNg — /k-Ne|2ai0) = <\/k+N5NE - \/k_Nc>
+ 2k (w/k+NSNE . \/k:_N_c> 3508 (8.65)
+ IVky (Nsdg + Ngds + 0565) — v/ k—5C||2L2(Q)-

The conservation laws give us the following bounds Ng, Np < /My, Ng < +/M; and N¢ <
1
E M, + M;. These bounds together with the trivial inequality 2ab < a® + b* imply an

estimate for the second term in (8.65), i.c.

20/ ks (N/k+N5NE - \/k_N_c) 5508 > —2v/kyr ’\/l@rNSNE - \/k:_N_c‘ /Q S505 da
> ki Ki(0% 4+ 0%) > =k K1 62,
i

(8.66)

where Ky = \/ky M1 Ms + \/k_(M; + Ms)/2. From (8.65) and (8.66) we conclude
— N2 —
Iv/ks NsNg = v/R-Nel2q) = (\/k+NsNE _ «/k_NC) ViR ES 2. (367)
i

We can similarly handle the remaining term in (8.60) and write

R _\2 J—
IVko-NpNp — /iy Nel 2o = <\/kp_NpNE - \/kzp+NC) ~Vhy K2 Y 67 (8.68)

for Ky = \/Fep MMy + \/Tepr (M1 + M) /2.
We sce from (8.63), (8.67) and (8.68) that we have to explore “how far” the spatial
averages V; could be from the equilibrium states N; o for i € {S, E,C. P}.
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Let us define the following substitution for each i € {S, E,C, P}

Ni = Nioo(1+ i), (8.69)
for —1 < p; < pim where
Ng’ o) 1 2 2 2
BEm = 57 HCm = max { N oo. Né oo + Npoo f +

QN%,OO 2Ng‘7oo oo (e oo

Ng oo + Np o NE oo + N3 o
HSm = — 9 MSm = 5 9

2N§7C><> 2N1%700

The upper bounds are directly derived from the conservation laws which with (8.62) and (8.69)
can be written as

N%,oo + NCQ?,OO - N%,oo(l + :U’E)2 + Ng‘,oo(l + MC)2 +g +% (8'70)
and
N3 oot NE ot N oo = N2 oo (14 115)? + N2 oo (1+ 10 )+ N oo (1+1p)? 6%+ 02 +0%. (8.71)

Note that if u; = 0 for each i € {S,E,C, P}, ie. N; = N;, then (8.60) is valid for
C3 =1 and C4 > 0 (just by looking at the terms (8.63) and (8.64)). Thus assume that p; # 0
for at least one ¢ € {.S, E,C, P}. Then using (8.69) we obtain

S Ni-Niw) =Y NALE (8.72)

iZ{S,E,C,P} i:{SyE707P}
from (8.63), and
S N\ 2
(VENsNg = VE-NG ) = ko NE oo (1 + ps)(1+ ) = (1 + o))
S _\2
(VE-NPNE = VEpe NG = b NE oo (14 ) (4 i) = (14 )

from (8.67) and (8.68).
Putting together all the estimates above, we see that we need to find constants C3 and

Cj such that o o
(Cg — Co(Vk K1+ kp—Kz)) Yoaz=) o

(8.73)

and
CuKs (1 + ps)(L+ pe) = (L+pe)® + (1 + pp)(1 + pe) — (1 + pe))?)

2 2
> max N 5 -
ie(spe,py oo et

where K3 = min{k_, kp4} N%’oo. To this end, it is enough to show that there is a constant
K4 such that

Ka((1+ p)(1+ pp) — (1+p0))” + (L + pp) (1 + pp) — (14 50))%) = > i,

(8.74)
=1 =1
since in this case we can take
max; N2
Oy > ——COBOP i g 0y > 1+ Cu(Vks K1 + oK) (8.75)

Ky K3 N2
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in the inequality (8.60).

Let us realise that the conservation laws possess some restrictions on“the deviations u;
of spatial averages from their respective equilibria”. In particular, it cannot happen that
pwe < 0 and uo < 0 at the same time since, otherwise, Ng > N .o and N¢ > N¢ o imply
that

My =N:+NZ>Ng +Noo > N: _+N3 =M
1 o) c 2= IVE c E,o0 C,00 1
by (8.61) and Jensen’s inequality. It cannot even happen that urp > 0 and uc > 0 at the
same time since it can be easily deduced from (8.70) that

0< NLQZ‘,OOMQE < _QIU’EN%,OO - QMCNg,OO <0,
and similarly
0< Ng‘,oo:u% < _QIU’EN%,OO - 2#CN2',00 <0.

Thus the only admissible cases are ug < 0, uc > 0 and pug > 0, puc < 0.
Similarly, the second conservation low, that is (8.71), yiclds that the only admissible cases
for pus, pe and pp that may occur are, respectively,

s <0, uc <0 and pp >0, (D
s <0, up <0 and pc >0, (1)
up <0, uc <0 and pg >0, (I11)
ps < 0,uc >0, and pp >0, (IV)
we < 0,us >0, and up >0, (V)
up < 0,uc >0, and pg >0, (VI)

where the specific cases (I)-(VI) have to be separately treated (for clarity they are summarised
in Table 8.1).

bE + -

po - +

Hs | — + + | - - +

pp |+ = + | - + -
(D) | (D) | (V) | @D | AV) | (VD)

Table 8.1. Six quadruples of possible relations between u;, i € {S, E,C, P}, given by
the conservation laws (8.70) and (8.71). In the table + and — means the positiveness or
negativeness of a quantity.

Since we assume now that at least one p; is non-zero®, the r.h.s. of (8.74) is non-zero.
The l.h.s. of (8.74) is non-zcro as well. Indeed, it could be zero if and only if

1+up

The signs of u;, particularly the cases (II) and (V) in Table 8.1, however, exclude this possibil-
ity, unless uc = 0. If uc = 0, i.e. No = N¢ 0, then the only two options pg = pp >0 > ug
and pug > 0 > pug = pp could eventually occur. The conservation laws (8.61) (and (8.41))
with Jensen’s inequality exclude these two options as well.

8Nevertheless, inequality (8.74) holds trivially for u; = 0 for all i € {S, E,C, P}.
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Let us finish the proof by showing (8.74) for each of the six cases (I)—-(VI):

Ad (I). Assume that pg > 0, uc < 0, ps < 0 and up > 0. Then using trivial inequality

a? +b% > —(a+b)? we easily obtain

N —

1 1 1
Lot I > G(ps — pp)* (Lt pp)* > 5(ns — pe)* > 5 (s + up).
Further, it holds that (1 4+ up)(1 + ug) > (1 + pg) which implies

(I+pp)d+pe)— (1 +pc)>pe —pe >0

and thus
L+1L>1> (,LLE—;Lc)Q >/L2E—|-,u%.

1
Altogether, I + I > 1 >~ p? and thus it is sufficient to take Ky =4 in (8.74).

Ad (III). Assume that pg > 0, uc <0, us > 0 and pup < 0. Similarly to the case (I), we
can write

1
I +1 > 2(#5 + p3).

Since (14us)(1+ug)—(1+uc) > pp—pc > 0, then also I1+1Is > I1 > (up—pc)? > ,u%+,u%.
1
Putting the two estimates together gives I7 + I > 1 S p? and Ky = 4.

Ad (V). Assume that ugp > 0, uc < 0, psg > 0 and pup > 0. Using the facts that

(I +ps)X+pp) > 1 +ps), 1+ ps)(1+pe) > (1 +pe), (1+pp)(l+pe) > (14 pp) and
(I+pp)(I+pe) > (1 + pug) and since p; — uc > 0 for each i € {S, E, P}, we can write

I+ 1y = ((1+ ps)(L+pe) — (L4 pe)® + (1 + pp)(1+ pp) — (1 + pe))?

[\3'?—"—\

1 1
(ns — pe)? + (pe — pe)® + 5 up = pe)® = 5 >
Thus K4 = 2 in (8.74).

Ad (IT). Assume that ugp < 0, po > 0, us < 0 and up < 0. As in the case (V) we can

use (1+ps)(L+pp) < (14 ps), (1 +ps)(1+up) <@ +pp), (1+pp)(1+pe) < (14 pp)
and (1 4+ up)(1 + pp) < (1 + pg) and puc — p; > 0 for each i € {S, FE, P} to conclude

1
11+IQ>§Z,M? and Ky = 2.

Ad (IV). Assume that ugp < 0, uc > 0, us < 0 and up > 0. Then, by the same argument
as above, we can write

1 1 1 1
L+l > I > S(no = ns)* + 5 (o = pe)* > pe + 5us + S1ip- (8.76)
The difficulty comes from uc and pp both having the same sign and pugp < 0. Thus, for
example, we cannot use neither the estimate

1
I+ I > —(us — pp)* (1 + pp)?,

5(
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unless we know that there exists a constant C* such that —1 < C* < ug < 0, nor any
estimates from the term I, e.g., the inequality

(L +pe) = A+ pp)L+pp) > (1 +pc) = (1+pp) = pe — pp

since uc — pp can be negative and positive, to obtain a bound for ,u%p. Nevertheless, if we

1 1
5#% + §M2E 2>

1 _ _
3 > ,u?. Otherwise if 0 < uo < pp then there can be found a constant K, 0 < K < 1, such

assume that puc > pp, then it follows trivially from (8.76) that I; + Iy > ,uQC +

— K
that uc > Kpp. Further we can notice that (1 + us)(1+pup) <1 <1+ 5 kP for example.
Thus,

K K K
(1+MC)—(1+,U«S)(1+ME)>(1+MC)_<1+?MP) —MC_?/«LP_?MP>O

which implies
—2
L= ((1+pe) = (Lt us)(L+ up))* > — i

Altogether we obtain

722

1 1
L41>1 > =(pe — ps)* + (e — pe)* + —
1+ 1> 1 > 3(MO ps)”+ g(kue = pp)” + 12

—2
2, 1, 1
> SuE+ gué+ gu?fr P> — Zuf-

12 12
Irrespectively of the signs of uc and pp, we need to take K4 = max {2, :2} = — in (8.74).
K K

Note that we have not used any information from Iy in this specific estimates.

Ad (VI). Finally, assume that up < 0, uc > 0, us > 0 and up < 0. This case is
symmetric to the previous case (IV) and the desired estimate can be obtain purely from I5.

1
Thus, similarly to the previous case, it can be Veriﬁed that I1 + 1o > 3 > ,u? for uc > pus >0
72

2 1 1 K ~
and I; + Ir > g,u% + §u25 + g,u%E T H Z,u for 0 < K < 1 whenever uc < ps.
12 12
The constant K4 = max {2, ﬁ} = ﬁ works in (8.74) in both specific sub-cases.

12 12
From all the six admissible quadruples we can take K4 = max {2,4 — I~{ } to find
K
inequality (8.74) valid. Note that Ky can be very large which, however, allows to choose Cy
small and thus to possibly obtain Cj large (Cj is the rate of exponential decay; C7 however

depends on other parameters and thus it can be still small). O

Remark 8.17. Let us mention that the entropy method cannot be applied to the RD system
for the irreversible enzyme reaction (8.1) as it has been applied in the case of the reversible
enzyme reaction. For instance, the steady states for the irreversible system are not strictly
positive (ng oo = Nc,oo = 0) and the entropy functional (8.25) is not even defined.
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Appendix

Appendix A: Duality principle
Let us recall the result of M. Pierre [122, 121] used to show L? bounds for the solution
0 (8.20)-(8.22).

Lemma 8.18 (Duality principle®). Let 0 < T < oo and Q be a bounded, open and regular
(e.g., C?) subset of R%. Consider a non-negative weak solution u of the problem

Owu — Aau) <0,
v-Vieu) =0, Vtel, ze€dQ, (8.77)
u(0, ) = uo(2),

where we assume that 0 < a1 < a = a(t,x) < ag < oo s smooth, a1 and ay are strictly
positive constants, ug € L*(Q) and fuo > 0. Then we have the following a-priori estimate

lull z2(@r) < C(L + T)l[uoll L2 (8.78)
where C = C(Q, a,a) is independent of T.

Proof. Let us consider an adjoint problem: find v € C(I; L?(2)) such that v > 0, it is regular
in the sense that 9, Av € L?(Qr) and satisfies

— 0w — alAv = F
v-Vu=0, Vel zed, (8.79)
(T, z) =

for F = F(t,z) € L*(Qr) non-negative. The existence of such v follows from classical results
on parabolic equations [76].
By combining equations for u and v, we can readily check that

d
- > F
Ly
/ uFS/uovO. (8.80)
Qr Q

By multiplying equation for v in (8.79) by —Aw, integrating per partes and using Young
inequality, we obtain

F? a
R 2 < _— — 2
2dt/ Vol /a(Av /QFAv_/QQQ +2(Av),

“Formulation of the duality estimate, as it is stated here, is adapted from [17]. A more general result can
be found in [40], Theorem 3.1.

which, by using v(T") = 0, yields

139
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i.e.
F2

d 9 9
- \Y% A < .
dt/ﬂl U| +/Qa( v) a Q a

Integrating this over [0,7] and using v(T") = 0 gives

2
/|V'uo|2+/ a(Av)? g/ F—
Q T r @

Thus we obtain the a-priori bounds

F

Vva

From the equation for v we can also write (again, by integrating this equation over Q and

[0,T] and using v(T") = 0)
/ vy = / alAv + F,
Q T

which by using Holder’s inequality leads to the estimate

(8.81)

F
Vv prd) < ||— and alAv <
Vel < || 2| end IVaoli <

L2Qr)

\/EAU—Fi

r
a Va

[ va (vase+72) < IValan

< 2[Vall12(gp

L2(@r) (8.82)

7z

12Qn)

just by applying the latter estimate from (8.81).
To conclude the proof, let us return to (8.80) and write

OS/ uFS/UOUOZ/uo(Uo—v_o)+uoU_0
Qr Q Q

< Jluoll 20y lvo = Tl 2o + /Qu_ovg

< C@unl 20y I Vool + T [ oo

where we have used Holder’s and Poincaré-Wirtinger’s'® inequality, respectively. Recall that

1
T = |6| / vdz. The norm of the gradient vy can be estimated by (8.81) and the last remaining
Q
integral by (8.82) so that we obtain

_ F
| wr < (CO@llulzz + 2mIVal 2 o) H7 , (3.83)
T N2 @r)
which is valid for any F' € L?(Q7). Thus, for F = au we can finally write
IVaul 12 < C(Q)luollr2(0) + 2wl Vel 120 (8.84)
and deduce (8.78) by using the boundedness of a, i.e. a1 < a(t,z) < as. O

For 1 < p < oo and any bounded, open and connected  C R? with a Lipschitz boundary, there exists a
constant C' = C(£, p) such that
v ="llLr@) < ClIVV e Ry

holds for all v € WP(0Q).
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Appendix B: Existence of a solution to the EnR RD by the
Rothe method

To show the existence of global weak solutions to the reaction-diffusion system (8.20)-(8.22),
we can also apply the semi-implicit Rothe method [129, 130]. Roughly speaking, we will
consider an approximating system of (8.20)-(8.22) yielding solutions n; , € L2(I; W12(Q)) N
L>®(I;L?()), where 7 > 0 is a time step used in discretisation of the time derivative. In the
limit passage for 7 — 0, which finally shows convergence of the approximations n; » to the
weak solutions n; € L2(Qr) in Qr for all T < oo, the Aubin-Lions lemma and the continuity
of the respective Nemytskii mapping are used. First we state some general results about the
Rothe method applied to an abstract parabolic problem from [130]. Then we apply the Rothe
method to our specific example of the reaction-diffusion system for the (ir)reversible system.
For more complete results on the Rothe method for evolution problems we refer to the book
of T. Roubicek [130].

Let us note again that the aforementioned Rothe method provides a constructive proof
which can be also used to easily solve the system (8.20)-(8.22) numerically since it decouples
the system into separate equations for each species.

Rothe method for an abstract parabolic problem

We say that u € # = WL22([; V,V*) = {u e LX(I;V), % € L*(I; V*)} is a weak solution
of an abstract initial-value problem

du

pr + A(u(t)) = f(t) foraa.tel, wu(0)=muo, (8.85)

if the first equation in (8.85) holds in V* and w(0) = up in H, where A : I xV — V* [
is a fixed bounded time interval, V = W12(Q) and H = L?(Q). Note that there is no need
to restrict ourself to V' and H as above, in fact the theory remains valid for any V and H
such that they form Gelfand’s triple and V' is a separable reflexive Banach space embedded
continuously and densely into a Hilbert space H = H*.

Let 7 > 0 be a time step such that T'/7 is an integer for simplicity. In some cases it might
be necessary to apply a mollifier to f so that we obtain f.;) € C(I;V*) which is used to
approximate values of f at the points t = k7, 0 < k < T/7, i.e. fF = fe(ry(kT). Then, we
can define u* € V for k = 1,...,T/7 by the following implicit scheme

uy — uy! k ko0
f + A(u‘r) - f‘rﬂ Ur = Uo,r (886)
where ug, € V are approximations of wg such that wg, —,—0 uo in H and ||no,||v =
O(1/y/7). Note however, that, whenever convenient, the Rothe recursion (8.86) can be
started simply from the initial conditions ug.

A weak solution of (8.85) is then attained in # by the piecewise affine interpolants

ur € C(I;V)—the so-called Rothe functions—defined by

ur(t) = (% — (k- 1)) ul 4 <k - %) bl for (k— 1)1 <t < kr, (8.87)

with the piecewise constant derivatives du,/dt € L°°(I; V'), and the piecewise constant inter-
polants w, € L>®(I; V) defined by

Tr(t) = uf

T

for(k—1)r<t<kr, k=0,...T/T, (8.88)
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calculated values piecewise constant piecewise affine time derivative d&‘;
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Figure 8.3. Illustration of Rothe’s interpolants w, and w, constructed from a sequence

d
{u’ﬁ}fi o and the time derivative % The figure is taken from [130], reprinted with kind

permission from Springer Science and Business Media.

which have distributional derivatives composed from Dirac masses, Figure 8.3.
Without stating any proofs, let us summarise basic results for the implicit Rothe
scheme (8.86), rather less general than in [130].

Lemma 8.19. i) Let A : V — V* be coercive in the sense that (Au,u) > collull?, for all
weV, fe L (;V*) and uo, € V*. Then, for T > 0, the Rothe solution u, € C(I;V*)
defined in (8.87) exists.

ii) Let A:V — V* be coercive, f € L>(I;V*), let the mollified approzimation f. and the

corresponding interpolant f_ (defined as U, in (8.88)) satisfy
K —
Mellea < 7= Iellizawy < K

for some constant K > 0 and let {uor}r>0 be bounded in H. Then for any 0 < 7 < 79 with
To such that \/T0K < 1, the following a-priori estimates

lurllowm < Cre |zl poo(rmynrz vy < Ch,

du, Cy
wr o1y 122 ([0, 775v) < C1y ‘ rral < 7
hold for some constants Ci and Cy depending on the given data f and uo . If uor €V, then
furllzzrwy < (Flhuorly + 1) (3.59)
If, a superposition mapping < defined by [/ (u)](t) = A(u(t)) satisfies o/ : L*(I;V) N
Lo°(I; H) — LA(I: V), then | 3% < Cs.
L2(I;V*)

i11) If, in addition to the above assumptions, A satisfies the following growth condition:

3% : R — R increasing Yo € Vi || Av|ly+ < E(||v||g) 1 + ||v]v),

then
T ||du
lur = Trll2vey = —= || == , (8.90)
POV =3 || d L2(I;V)
by which and by interpolation and (8.89) for ||luo.|lv = O(77/2), it follows that
_ 1/2
llur — UTHL?(QT) < Cllur — uT”LQ LV) |lur — uT”L/Q (I;V*)
1/9 du, (8.91)
< OVAlurllf ) | S .
dt L2(I;V*)
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i) Let A : V. — V* be coercive, f € L>(I;V*) and uo € H, then the Cauchy prob-
lem (8.85) possesses a weak solution u € #', which can be attained in # by a subsequence of
Rothe functions {us}r>0 with {uo+}r~0 C V such that ||uo||v = O(r=Y?) and upr — U N
H.

Remark 8.20. Notice that based on the definition of u, € C(I;V) in (8.87) and u, €
L>(1;V) in (8.88), we have, for example,

T/
_ k — k
gy =7 SN Nl = sup el
k=1 k=1,...T/T
T/t
S | -l
dt LP(I;V*) k=1 T V*

Remark 8.21. In some practical applications of the Rothe method, as the one which will
be presented below, it is convenient to linearise the monlinear operator A, e.g., approrimate
A(uk) in (8.86) by B(ut=t,ub), B(v,-) : V. — V*, thus to define a semi-implicit Rothe
scheme. In the case of a system of equation, such linearisation can decouple effectively the
equations, so that the semi-implicit scheme can be advantageously implemented to solve these
decoupled problems. The a-priori estimates and convergence analysis, however, have to be

made case by case.

Existence of the global weak solution to (8.20)-(8.22) by the Rothe method

Let 7 > 0 as above. Consider the following discretised scheme for the system (8.20)-(8.22)
fork=1,...,T/T:

nk  _ pk-1
S,T S,m k k—1 E k-1
— - DsAnSJ = k:_ncj — k+nS7TnE,T ,
k k—1
nL_—n
E,;r B, ko k—1 kE .k ko k-1
- - - DEAnE,T = (k- + kp+)”c,T - k+ns,TnE,T - kp—nE,TnPﬂ- )
kel (8.92)
C,r C.r kK _ k k k k k-1
- 5~ DCAnC,T = — (k- + kp+)nc,r + k’+ns,rnE,r + k’p—”E,rnp,T ;
k k—1
nn,_—n
P P ko _ k kE k
f - DPAnP,T - P+nC,T - kp—nE,TnP,T'

For k = 0 we consider approximations ngT eV of n? in (8.21) such that naT — 50 n? in H
and |n) lv = €(1//7), where H = L*() and V = W'2(Q). In addition, let us assume
that naT satisfy the conservation laws (8.23) and (8.24), i.e. [, n%ﬁ + ”(c)‘,r dez = M; and
Jo 1%, +né, + 0% dr = M. Such {n] },50 always exists because V' is dense in H. The
boundary conditions become v - VnﬁT = 0 and are valid for all z € 9Q, forall k = 1,...,T/7
and for all ¢ € {S. E,C, P}.

Remark 8.22. The system (8.92) is decoupled, so that as soon as we have ngT €V, we can

proceed with the computation of n’?EJ eV, afterwords n’aT € V by using the already computed

n’gﬁ and n’fgﬁ, and, finally, once we obtain n’aT, we can compute n’}ﬁ € V. Note that the
approximation (8.92) is not the only possible discretisation of (8.20), since one can choose a

different order of the equations in (8.20) to be discretised.
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For i € {S.E,C, P}, let us define the piecewise affine interpolants n; » € C(I; V) by

nin(£) = (% — (k- 1)) nk. + (k: - %) WL for (k— 1)r <t < k7, (8.93)

and the piecewise constant interpolants 7; » € L°°(1; V') defined by

ﬁiﬂ-(t) = TLk

1,79

for(k—1)r<t<kr, k=0,...T/7, (8.94)

which are used to build up the solutions to the original system (8.20)-(8.22). For illustration
sce Figure 8.3.

Remark 8.23. In contrast to the scheme (8.92), let us define a more compact form of (8.92)
as

ong _ _ _
8th — DgAng, = k:_ng,f — k+n5¢n§77,
anE,‘r — —R e — =R
¢ DpAng. = (k- + kp )00, — ki Ms g — kp-ME Mp
8.95)
ong _ _ _ _ (
8—th — DeARc: = — (k= + kpi ) + ki Rs Mg + ky-RpAp -,
87113 _ _ _ —
8t7T - DPAnP,T - kp+nC,T - kp—n’E,TnP,T7
where ﬁf; are the “retarded” functions defined by
R o i (t—7), for t € [, T,
n; () = 0 (8.96)
’ Mirs for t € [0, 7).

which satisfy all a-priori estimates (e.g. (8. 100) below) as the piecewise constant interpolants
My defined in (8.94). It also holds that i n ~ — n; whenever m; » — n; for T — 0 (i.e. both

R

n;. and M, converge to the same lzmzt). For more details on the retarded functions see

(8.202) on p. 279 and Exercise 8.92 on p. 288 in [130].

Lemma 8.24. The elliptic problems (8.92) with the zero-fluz boundary conditions posses

unique solutions n¥_ € V which are mon-negative (nf_ > 0) provided n? > 0 fori €

{S,E.C,P} and k=1,...,T/r.

Proof. (by induction argument) Assume that there exist nk !¢ V such that nk L'>o,
i € {S,E,C,P}. Then, we see that the linear elliptic problems in (8.92) are, one b) one,
coercive on V. Indeed, for example, for ¢ = S there is

1
k k— k k
(Anlg'ﬂ'? nS,T) - /Q ;(nlg,f)g + Dslvng,TP + k+nE,1-1(nS,T)2 dz > CO””S,T”%/

1
for cg = min {—,DS}. Thus, by the Lax-Milgram theorem!!, they possess unique weak

solutions nf_ € V for each i € {S, E,C, P}.
Testing the weak formulation for nS’T, ie.

1 1
/ ~nf, ¢+ DsVn, - Vo + kyny n ¢dz = / ;n@;ld) + kgl oda, (8.97)
QT Q

1 (Lax-Milgram) Let V' be a Hilbert space, f € V*, A: V — V* be a linear continuous operator which
is coercive, i.e. there exists co > 0 such that (Av,v) > co||v||% holds for all v € V. Then A has a bounded

inverse, i.e. there exists a unique u € V such that (Au,v) = (f,v) for all v € V.
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by ¢ = (n@ﬁT)_ (that is by the negative part of ngT), we obtain

1
;II( ) Iz + DslIV(ng ) 77200 <0,

ie. ||(n’§’7)_||v < 0, which implies that (ngT)_ = 0 and so ngT > 0in V. Analogously we
would proceed with the other cases. Thus, we have the existence of unique and non-negative
solutions nf €V to (8.92) for i € {S,E.C,P} and k=1,....T/7. O

Lemma 8.25 (A-priori bounds). For each ¢ € {S,E,C,P} and 7 < min{l/(k+ +
kp—),1/(k— + kpy)} the following a-priori bounds hold:

”nivT”LQ(I;V) =G, (8.98)
‘ Oy <C. (8.99)
(9t L2(I;V*)

for the Rothe functions n; » defined in (8.93) and some constant C' > 0.

Proof. Let us show the estimate (8.98) for ¢ = S. Testing the weak formulation (8.97) by
¢ = nlfqu gives, by employing Young’s inequality and n];;_Tl >0,

Lok k Lok
;||ns,r||%2(sz) + DSHVnS,T”%Q(Q;Rd) < ZHnS,T”%Q(Q || ST1||L2 ()
- ke
+ 7||ns,T||L2(sz ||n ||L2 Q)
i.e.
1 k— ko k12
||nST||L2(Q + DS”vnST||L2 (Rd) = o ||nST ”L? @ T 5 ||nST||L2 7””0,7— ||L2(Q)

This multiplied by 27 and summed up for £k =1,....[ yields

l l

||"Sr||L2 +27'DSZ||V7IST||L2(QRd < ||”sr||L2 Q)JFTZ]‘? ||nST”L2 +ho ||”ch||L2
k=1 k=1

which is valid for an arbitrary 0 < [ < T'/7. Provided that 7 < 1/k_, discrete Gronwall’s
inequality'? gives boundedness of ||nf977||%2(9) + 22:1 ||Vn'§77||%2(9_Rd) foralll=0,...,T/T.

As a consequence,
T/t

72, v<cC (8.100)

k=1

ic. mgr € L(I;V) N L>®(I;H). By recalling the general estimate (8.89) together with
the assumption ||n%77||v = O(1//7), we obtain ||ngr|lr2(v) < C, ie., ng, € L*(I:V) N
L*>°(I; H). In both estimates C' depends on T linearly.

Analogously we can show (8.98) for the other species ¢ = E,C and P. Note, that
Gronwall’s inequity for the particular cases requires, respectively, 7 < 1/(k— + kpi),
T <1/(ky+kp—)and 7 < 1/kpy.

12 (discrete Gronwall’s inequality) If 3 < C + 7 Eﬁc:l(ayk + by) for any [ > 0, then

Tla/(l aT)

1
T <C+7‘Zbk), f0r7'<a.

w< ———m
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Finally, we can proceed to prove (8.99). Let us show the estimate for ¢ = S since the
other cases can be proved analogously. Then, by considering the ‘retarded’ system (8.95)
from Remark 8.23, with the assistance of Holder’s inequality, we can write

T /o
H Insr = sup / < et , v> dt
0t ll2rvey  Iollgaganstdo \ O 7 vy
— sup / k_ﬁgﬂ.v — k-l—ﬁS,Tﬁgﬂ-’U _ stﬁS,T -Voudzdt (8101)
”U”LQ(QT)Sl Qr
< k- ||T_Zg77'||L2(QT) + k+||ﬁ57rﬁ§,7||L2(QT) + Dsl|V7srl L2 (0 ra)s
which bounds dng , /0t. O

Remark 8.26. Notice thatn®_fork =1,...,T/T do not satisfy the conservation laws (8.23).
In fact, one can easily check that

/SanTJrn'&de:/QnET +n01dx—r(k: 4—kp+)/Q (n’éT—nCT) dz

= ... = / ny - +ng,de—7(k- + kp+)/ (n@, — n%J) dz (8.102)
Q Q
= My —1(k—- + kp+)/ <n]57 — nOC,T> dz,
Q

nor the conservation (8.24)

k k k i—1
/QnS,T + ne - + npr dz = MQ - T/Q k_ (Tl nCT k+ Z nST - nJE,T)

(8.103)

k
J J Jj—1
+kp— Z ng (np, —np.)| dz.

Proof. (of Theorem 8.3) In the following we prove that the Rothe functions n;, converge
weakly to the solutions of the reaction-diffusion system (8.20)-(8.22) in the space #* where

W =WLEAHV,V*) = {u € LA(I;V), % € LQ(I;V*)}, ie. njr —mn; in # for 7 — 0 and
for each i € {S,FE,C,P}. In addition, n;, i € {S,E,C, P}, are the unique weak solutions
0 (8.20)-(8.22) and satisfy the conservation laws (8.23) and (8.24).

Since the sequences {n; ;}-, ¢ € {S, E,C, P}, are bounded in # by (8.98) and (8.99), the

Eberlein-Smuljan theorem!® implies the existence of weakly convergent subsequences in #,
denoted by {n;r}.. By the Aubin-Lions lemma'4, namely by (8.104), n; ; — n; in L?(Qr).

13 Actually, # is the Hilbert space so we do not need such a deep result as the Eberlein-Smuljan theorem
for the existence of weakly convergent subsequence.

4 (Aubin-Lions) Let p € (1,00), ¢ € [1,00] and X be a Banach space and Xo, X1 be separable and reflexive
Banach spaces such that Xo CC X C X, then

{UE L*(I; Xo), C:i—u e LI, X1)} cC LP(I; X).

Thus, for example, for X = Xo =V = WH*(Q), X; = V* and H = L*(Q) there is
W31V, V*) cc L*(I; V) c L*(I; H) = L*(Q7). (8.104)
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In addition, |7 — i r|l2(Qn) = €(v/T) which follows from (8.91) and the bounds (8.98)
and (8.99). Thus, ; » — n; strongly in L?(Qr) for each i € {S, E,C, P}.

A limit passage in (8.95) by weak continuity proceeds as follows. Firstly, note that the
nonlinearity

7 4, / ! / ! / / /
R — R*: (ri.ro.vh.r3,mh,ra,my) = (korh — kyrirh, (k= + kps )75 — kyrire — kp_rory,
/
—(k— + kp )13 + kyrirg + kp_rory, kpyrs — kp_rora)

has at most a quadratic growth so that, by continuity of the respective Nemytskil mapping!'®
L*(Qr)" — LY(Qr)*, the right-hand sides of (8.95) converge strongly in L'(Qr) to k_nc —
kynsng, (k- + kpy)nc — kynsng — ky—npnp, —(k— + kpy)nc + kynsng + k,—npnp and
kpync —kp—ngnp, respectively. The left-hand-side terms in (8.95) are linear so that the limit
passage is obvious. Note that the mappings n; = n;(0,-) : # — L2(Q) is weakly continuous
which allows us to pass to the limit in the respective initial conditions.

Tt is straightforward to verify that n; satisfy the conservation laws. Indeed, we can notice
that m; . satisfy (8.102) and (8.103) in Remark 8.26 where we can pass in the limit for

T — 0. O
Example: initial distribution of Sand E:  —
ki =100,k =15, k,y = 5, ky— = 1.0, O =04
04 Ds=04,D5=08.Dc=005Dp =04 07 0 ))1 —
Substrate : — ol
/ —substate — C\(E(n(t.2)) = E(ny))
06 == (E(n(0,2)) = B(no)) exp (C1/2t)
0.08 —enzyme
" —complex 0.5
——product ",
0.06 0.4 %
0.04 03 .
0.05 0.2 “"
0.02
0.1
0 ) LT TP
0 5 10 15 20 25 0 5 10 15 20 25

Figure 8.4. An example of 2D FreeFem++ simulation of the reversible enzyme reaction, see
also the following section. On the left: initial distribution of the substrate S and the enzyme
E. In the middle: evolution of the total concentrations ( fQ n;, i € {S, E,C, P}) of the species
appearing in the enzyme reaction. On the right: entropy dissipation, relative entropy and an
exponential bound appearing in (8.48) and (8.51). The dimensionless parameters are chosen
as follows: reaction rates ki = 100, k_ = 15, kp+ = 5, k,— = 1, diffusions Dg = 0.4,
Dg =038, Dc =0.05, Dp = 0.4.

Remark 8.27. Note that the proof of the existence of the solution for the irreversible enzyme
reaction-diffusion system by the semi-implicit Rothe method would run exactly in the same
way as above. The method can be used to solve numerically PDE systems in 2D and 3D, e.q.,
in FreeFem++ [62], Figure 8.4. The Rothe method can be even applied to more complicated

5Consider a Carathéodory mapping a : Q x R” — R*, that is a(-;71,...,77) : @ — R? is measurable
for all (r1,...,77) € R” = Rx---xR and a(z;:) : R” — R* is continuous for a.a. = € Q. Then the
—_———
7 times
Nemytskif mapping N, maps functions u; : @ — R, i = 1,...,7, to a function N, (u1,...,ur) : @ — R*

defined by [Na(ua,...,u7)](z) = a(z;ui(x),...,ur(x)). If a satisfies the growth condition |a(z;r1,...,r7)| <
v(z) + C7_ |ri|? for some v € L'(Q) and some constant C, then N, is bounded continuous mapping
[L2(Q)]" = L*(Q) x --- x L*(Q) — L*(R*) = [LY(Q)]%, see [130]. The same is true for @ = Qr.

7 times
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systems such as the 2-compartmental reaction-diffusion systems for the p538 network studied
in Chapters 5 and 6.

FreeFem++ code for the reversible EnR system

Let us also print out the full FreeFem++ code for the reversible enzyme reaction, in particular,
the implementation of the scheme (8.92). We hope that the code can be easily adapted to the
p53 PDE models (the codes for the p53 models arc lengthy, thus not shown here; however,
they are available upon request). All the computed data are saved to text files which can be
then open by other software (e.g., by Matlab). In particular, the concentrations from each
time step are saved to “info_concentrations.txt”, the entropy, entropy dissipation and relative
entropy to “info_entropy.txt” and information about the preserved conservation of masses in
“info_mass.txt”. The output from the code (with the given parameters and initial data) is
shown on Fig. 8.4.

//

// Reversible Enzyme Reaction 2D RD model

// by Jdn Elias

//

// -

load "medit”
load "lapack”

// technical constants ...

string numb, numb?2; int pos; // for a proper data saving

real[int] CameraPositionValuel = [1.0851,2.77975,1.15398]; // for plots
real[int] CameraFocalPointValuel = [0,0,0.319209];

real[int] CameraViewUpValuel = [-0.0979641,-0.25096,0.963028];
real[int] CameraClippingRangeValuel = [1.4961,5.12329];

realfint] CameraPositionValue = [1.95179,3.32595,2.50164];

real[int] CameraFocalPointValue = [-0.0103131,-0.0187419,0.126953];
real[int] CameraViewUpValue = [-0.254544,-0.456112,0.852742];
real[int] CamecraClippingRangeValue = [2.16186,7.62003];

// kinetic rates

real kp1=100.0; // k{+}
real km1=15.0; // k-{-}

real kp2=5.0; // k{p+}

real km2=1.0; // k{p-}

// diffusions
real Ds=0.4, De=0.8, Dc=0.005, Dp=0.4;

// time lag di, final time T, frequency of saving data
real dt=0.02; real frq = 0.04; real T = 25.01;
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// constants appearing in the iteration process; num. precision is *tol*
real tol=1e-6; int iter; int itermax=10;

real ctotal, etotal, stotal, ptotal; // total concentrations

real cinit, einit, sinit, pinit; // initial concentrations

real sigmas, sigmae, sigmac,sigmap; // o; dependent on the kinetic rates

real ceq, eeq, seq, peq; // equilibria

real M1, M2, Mlinit, M2init; // masses from concervation laws

real err, errM1, errM2; real [int] errM(2);

real entrfun, entrdis, relentr; // entropy functional, entropy dissipation, relative entropy

// Macro for gradient
macro Grad(u) [dx(u),dy(u)] //

// 2D domain ), the disc of volume 1

int In=1; // label of the border OS2

real r = 1.0/sqrt(pi); // radius

border C(t=0,2*pi){ x=r*cos(t); y=r*sin(t); label=In;}
mesh Th=buildmesh(C(100));

// save and plot mesh
savemesh (Th, mesh.msh”);
plot(Th,wait=1);

// space of functions on Th
fespace Vh(Th,P1);

// indices: 0-S, 1-E, 2-C, 3-P

// in the numerical scheme: "wiold” are solutions from the old time step;

// "ui” are newly computed solutions at the current time step;

// 7vi” are test functions;

// "uki” are refinements of "ui” at each time step (so that the masses are conserved)
Vh ukO,ukl,uk2,uk3, u0,ul,u2,u3, vo,vl,v2,v3;

Vh u0old,ulold,u2old,u3old;

// initial conditions

func fs=0.4*( (x+0.3)"2+(y+0.3)"2<=0.25"2 );
func fe=2.5%( (x-0.4)"2+y"2<0.05"2 );

func fc=0.0;

func fp=0.0;

ukO=le-15+fs; ukl=1e-15-+fe; uk2=1e-10+fc; uk3=1e-10+{p;
u0old=ukO0; ulold=ukl; u2old=uk2; u3old=uk3;

// plot initial data
plot(uk0,value=1.fill=1,wait=1,dim=3,ColorScheme=1,ShowAxes=0);
plot(ukl,value=1,fill=1,wait=1,dim=3,ColorScheme=1,Show Axes=0);
plot(uk2,value=1.fill=1,wait=1,dim=3,ColorScheme=1,ShowAxes=0);
plot(uk3,value=1,fill=1,wait=1,dim=3,ColorScheme=1.Show Axes=0)

9

9
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// total mass, conservation laws
sinit=int2d(Th)(uk0); cinit=int2d(Th)(ukl); //L "1 norm
cinit=int2d(Th)(uk2); pinit=int2d(Th)(uk3); //L"1 norm

MIlinit=cinit+4-einit; M2init=sinit+cinit+pinit;

// save information about the conservation of masses into the text file ”info_mass.txt”
ofstream ff(7info_mass.tat”);
ff << "time = 0.0, M1 (M1init) = 7 << Mlinit << 7 (7 << Mlinit << ”),

M2 (M2init) = 7 << M2init << 7 (7 << M2init << ”7)” <<endl;

// equilibria (computed analytically): ceq, eeq, seq, peq

real alpha=1.0, beta=km1 /kp2;

sigmas=kpl/kml; sigmae=alpha*km]1; sigmac=alpha*km1; sigmap=km2/kp2;
real capitalK = ((sigmas+sigmap)*sigmac)/(sigmas*sigmae*sigmap);

ceq = (Mlinit+M2init4capitalK - sqrt(  (Mlinit+M2init+capitalK)"2 -
4*M1init*M2init) )/2;

eeq = Mlinit - ceq;

seq = (km1*ceq)/(kpl¥*eeq);

peq = (kp2*ceq)/(km2*ceq);

// entropy
entrfun=int2d(Th)(  uk0*log(sigmas*uk0)-uk0+1.0/sigmas +  ukl*log(sigmac*ukl)-
ukl+1.0/sigmae

+ uk2*log(sigmac*uk2)-uk2+1.0/sigmac + uk3*log(sigmap*uk3)-
uk3+1.0/sigmap );

// entropy dissipation
entrdis=int2d(Th)( Ds*(Grad(uk0)’*Grad(uk0))/uk0
+ De*(Grad(ukl)*Grad(ukl))/ukl
+ Dc*(Grad(uk2)*Grad (uk2))/uk2
+ Dp*(Grad(uk3)*Grad(uk3))/uk3 )
+ int2d(Th)( (kpl*ukO*ukl-km1*uk2)*(log(sigmas*sigmac*uk0*ukl)-log(sigmac*uk2)) )
+ int2d(Th)( (km2*uk1*uk3-kp2*uk2)*(log(sigmae*sigmap*ukl*uk3)-log(sigmac*uk2)) );

// relative entropy
relentr=int2d(Th)( uk0*log(uk0/seq)-(uk0-seq) + ukl*log(ukl/eeq)-(ukl-eeq)
+ uk2*log(uk2/ceq)-(uk2-ceq) + uk3*log(uk3/peq)-(uk3-peq) ):

// save concentrations into the text file "info_concentrations.txt”

ofstream hh(”info_concentrations.txt”);

hh << 70,” << sinit << 7,” << seq << 7,7 << einit << ”,” << eeq << 7,7
<< cinit << 7,7 << ceq << 7,7 << pinit << 7,7 << peq << endl;

// save concentrations into the text file ”info_entropy.txt”
ofstream en( "info_entropy.txt”);
en << 707 << 77 << entrfun << 7,7 << entrdis << 7,” << relentr << endl,;
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// variational problems for the decoupled equations: Scheme (9.16)
// indices: 0-S, 1-E, 2-C, 3-P

problem PbIRREVs(u0,v0) =
int2d(Th,optimize=0)(Ds*(Grad(u0) *Grad(v0))

+ u0*v0/dt

+ kpl*u0*ukl*v0

)

- int2d(Th)(u0old*v0/dt

+ km1*uk2*v0

);

problem PbIRREVe(ul,vl) =
int2d(Th,optimize=0)(De*(Grad(ul)’*Grad(vl))
+ ul*vl/dt

+ kpl*u0*ul*vl

+ km2*ul*uk3*vl

)

- int2d(Th)(ulold*v1/dt

+ (km1+kp2)*uk2*vl

);

problem PbIRREVc(u2,v2) =
int2d(Th,optimize=0)(Dc*(Grad(u2)’*Grad(v2))
+ u2*v2/dt

+ (kml+kp2)*u2*v2

- int2d(Th)(u2o0ld*v2/dt
+ kpl*u0*ul*v2

+ km2*ul*uk3*v2

);

problem PbIRREVp(u3,v3)=
int2d(Th,optimize=0)(Dp*(Grad(u3)*Grad(v3))
+ u3*v3/dt

+ km2*ul*u3*v3

)

- int2d(Th)(u3old*v3/dt

+ kp2*u2*v3

)i

// Sitmulations
for(real t=dt;t<=T-+dt;t+=dt)

{

iter=0;
errM=100; // Initial error

uk0=u0old;ukl=ulold;uk2=u20ld;uk3=u30ld;
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while(errM.maxtol && iter<itermax)
{ // refinement to reach conservation of masses M1 and M2

// Solving variational problems
PbIRREVs;
PbIRREVe;
PbIRREVc;
PbIRREVp:

iter4+;

stotal=int2d(Th)(u0); etotal=int2d(Th)(ul); //L"1 norm
ctotal=int2d(Th)(u2); ptotal=int2d(Th)(u3);
M1=ctotal+etotal; M2=stotal+ctotal+ptotal;

errM1=abs(Mlinit-M1); errM2=abs(M2init-M2);
errM[0]=errM1; errM[1]=errM2;

uk0=u0; ukl=ul; uk2=u2; uk3=u3; // new refinements

}// eof while

if ((iter==itermax) && (crrM.mingtol*10))

{
cout << "Mazx. number of allowed iterations reached!” << endl,;
break;

t

// save, print desired data (results) after each “frq” iteration
numb = string(t/frq); pos = numb.find(”.”); numb2 = numb(pos+1:numb.length);
if (pos==-171: (numb2=="0"71:0)) // save/plot data

{

numb = string(t);
» o

pos = numb.find(”.”);
numb2 = numb(0:pos+2);

plot(Th,u0,u3,wait=0,value=1.fill=1,dim=3,aspectratio=1,ZScale=0.5,
ColorScheme=1,ShowAxes=0,nbiso=160,NbColorTicks=6,LabelColors=2,
CameraPosition = CameraPositionValuel,CameraFocalPoint = CameraFocalPoint-
Valuel,

CameraViewUp = CameraViewUpValuel,

CameraViewAngle = 30, CameraClippingRange = CameraClippingRangeValuel,
cmm=t);

stotal=int2d (Th)(u0); etotal=int2d(Th)(ul); //L"1 norm
ctotal=int2d(Th)(u2); ptotal=int2d(Th)(u3);
M1=ctotal+etotal; M2=stotal+ctotal+ptotal;
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hh <<t << 7”7 << stotal << 7,7 << seq << 7,7 << etotal << 7,” << eeq << ”,” << cto-
tal << 7,7 << ceq

<< 77 << ptotal << 7,7 << peq << endl;
ff << 7time = 7 << t << 7; M1 (Mlinit) = 7 << M1 << 7 (7 << Mlinit <<

?), M2 (M2init) = 7 << M2<< 7 (7 << M2init << ”7)” <<endl;

entrfun=int2d(Th)( u0*log(sigmas*u0)-u0+1.0/sigmas + ul*log(sigmae*ul)-ul+1.0/
sigmae
+ u2*log(sigmac*u2)-u2+1.0/sigmac + u3*log(sigmap*u3)-u3+1.0/sigmap );
entrdis=int2d(Th)( Ds*(Grad(u0)*Grad(u0))/u0 + De*(Grad(ul)*Grad(ul))/ul
+ Dc*(Grad(u2)*Grad(u2))/u2 + Dp*(Grad(u3)*Grad(u3))/u3)
+ int2d(Th)( (kpl*u0*ul-km1*u2)*(log(sigmas*sigmae*u0*ul)-log(sigmac*u2)) )
+ int2d(Th)( (km2*ul*u3-kp2*u2)*(log(sigmac*sigmap*ul*u3)-log(sigmac*u2)) );
relentr=int2d(Th)( u0*log(u0/seq)-(u0-seq) + ul*log(ul/eeq)-(ul-eeq)
+ u2*log(u2/ceq)-(u2-ceq) + u3*log(u3/peq)-(ud-peq) );

en << t << 7,7 << entrfun << 7,7 << entrdis << ”,” << relentr << endl,;

}

// save current solution for the next time step
ulold=u0;ulold=ul;u2o0ld=u2;u3old=u3;
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