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“Choose a job you love, and you will never have to work a day in your life.”

Confucius
Massively Multi-player Online Games (MMOGs) aim at gathering an infinite number of players within the same virtual universe. Yet all existing MMOGs rely on centralized client/server architectures which impose a limit on the maximum number of players (avatars) and resources that can coexist in any given virtual universe [1]. This thesis aims at proposing solutions to improve the scalability of MMOGs.

There are many variants of MMOGs, like role playing games (MMORPGs), first person shooters (MMOFPSs), and battle arenas (MOBAs), each with a specific set of design concerns: low latency, artificial intelligence (AI) for the control of characters, expandable universe, so on and so forth. To address the wide variety of their concerns, MMOGs rely on independent services such as virtual world hosting, avatar storage, matchmaking, cheat detection, and game design. This thesis explores two services that are crucial to all MMOG variants: matchmaking and cheat detection. Both services are known bottlenecks, and yet current implementations remain centralized.

Matchmaking allows players to form teams and to find opponents. Current service implementations raise important issues regarding player experience. They often lead to mismatches where strong players face weak ones, and response times can be exceedingly long. This thesis conducts an extensive analysis over a large dataset of user traces in order to propose a set of matchmaking solutions that scale with the number of clients. Interestingly, some of these solutions are centralized and still deliver excellent service.

Current refereeing services for MMOGs also rely on centralized architectures, which limits both the size of the virtual world and the number of players. Conversely to matchmaking, cheat detection requires a high frequency of computations per player: therefore a distributed solution seems best for scalability purposes. This thesis shows that it is possible to design a peer to peer refereeing service on top of a reputation system. The resulting service remains highly efficient on a large scale, both in terms of performance and in terms of cheat prevention. Since refereeing is somewhat similar to failure detection, this thesis extends the proposed approach to monitor failures. The resulting failure detection service scales with the number of monitored nodes and tolerates jitter.
Résumé

Les jeux massivement multijoueurs en ligne (MMOG) visent à rassembler un nombre infini de joueurs dans le même univers virtuel. Pourtant, tous les MMOG existants reposent sur une architecture client / serveur centralisée qui impose une limite sur le nombre maximum de joueurs (avatars) et les ressources qui peuvent coexister dans l’univers virtuel [1]. Cette thèse vise à trouver des solutions en pour améliorer le passage à l’échelle des MMOGs.

Il existe de nombreuses variantes de MMOGs, comme les jeux de rôle (MMORPG), jeux de tir à la première personne (MMOFPSs), et arènes de combat (MOBAs), chacune avec un ensemble spécifique de spécifications: faible latence, intelligence artificielle (IA) pour le contrôle des personnages, univers extensible et ainsi de suite.

Pour répondre à la grande variété de leurs préoccupations, les MMOG comptent sur des services indépendants tels que l’hébergement de monde virtuel, le stockage d’avatar, le ”matchmaking” (service de mise en relation), la détection de triche, et le ”game design” (techniques de conception du jeu).

Cette thèse explore deux services qui sont essentiels à toutes les variantes de MMOG: matchmaking et la détection de triche. Ces deux services sont des goulets d’étranglement connus, et les implémentations actuelles sont encore centralisées.

Le matchmaking permet aux joueurs de former des équipes et de trouver des adversaires. Les implémentations de services actuels possèdent des problèmes importants en matière d’expérience de joueur. Ils conduisent souvent à des inadéquations où des joueurs de fort niveau sont confrontés à des débutants, et les temps de réponse peuvent être extrêmement longs. Cette thèse mène une analyse approfondie sur une grande base de données d’utilisateur afin de proposer un ensemble de solutions de matchmaking qui évoluent avec le nombre de clients. Fait intéressant, certaines de ces solutions sont centralisées et offrir pourtant un excellent service.

Les services d’arbitrage actuels pour MMOGs comptent également sur des architectures centralisées, ce qui limite à la fois la taille du monde virtuel et le nombre de joueurs. Inversement au matchmaking, la détection de triche nécessite une puissance élevée de calculs par joueur: une solution distribuée semble préférable à des fins d’évolutivité.

Cette thèse montre qu’il est possible de concevoir un réseau pair à pair pour le service d’arbitrage en utilisant un système de réputation. Le service résultant reste très efficace sur une grande échelle, à la fois en termes de performance et en termes de prévention de la fraude.
Comme l’arbitrage est un similaire à la détection de fautes, cette thèse étend l’approche proposée pour surveiller les défaillances. Le service de détection de défaillance résultant évolue avec le nombre de nœuds et résiste à la gigue.
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The popularity of multiplayer gaming began to grow in the 90’s. Fifteen years later a lot of multiplayer games have switched to massively multiplayer architectures. These games gather immense playerbases. The most famous of them, World of Warcraft \(^1\) peaks at twelve million users [3]. As seen in Figure 1.1, even though the popularity of this massively multiplayer online game (MMOG) had been declining over the past years, World of Warcraft managed to restore a big part of its playerbase. This demonstrates that MMOGs are still an important part of the gaming industry: the lowering popularity was due to a lack of quality content. A recent game called World of Tanks received a Guinness world record for the highest number of concurrent users (eight hundred thousand) on a single MMO server [4]. It is important to notice that World of Tanks scales up by relying on the nature of its game: slow paced, small groups of players, limited actions and immutable world.

MMOGs are games meant to be played online with a massive amount of players. They usually offer at least one persistent world. These games are available for most network-capable platforms, including personal computers, video game consoles, or smartphones and other mobile devices. MMOGs enable players to cooperate and compete with each other on a large scale, and sometimes to interact meaningfully with people around the world.

\(^1\)http://battle.net/wow/
Good examples of those games are MMORPGs (MMO Role-Playing Game) like World Of Warcraft\(^2\), Aion\(^3\), and Tera\(^4\). Players connect to the universes of those games, and create their avatar: a representation of their own self in the virtual world. This avatar can perform actions that are defined by the video game designer. Depending on the nature of the game, those actions may vary.

Even recent, MMOGs fail to handle the load they receive in the early stages of the game’s launch\([5, 6]\) because of their high popularity. In order to handle such a big playerbase one straightforward idea is the peer to peer (P2P) model: the bigger the playerbase becomes, the more resources are available in the system. To do so, ingenious systems have to be built in order to manage efficiently an entire virtual environment such as an MMOG universe while offering as much reliability and consistency as a centralized server.

1.1 Current MMOGs limitations

Even though scalability of MMOGs virtual worlds is still an open issue, it has been vastly covered and addressed. Some other services, namely cheat detection and matchmaking, need improvement in order to achieve high scalability and I attempt to scale them in this thesis.

\(^2\)http://battle.net/wow/
\(^3\)http://www.aionfreetoplay.com/
\(^4\)http://en.tera.gameforge.com/
Cheat detection

Current companies developing MMOGs are still afraid of going into a fully decentralized approach, as it entails a lot more risks than centralized solutions: no complete solution exists regarding the security and protection against cheating in P2P environments. And even though the client/server model is the current state of the art solution in the gaming industry, client/server models do not answer all forms of cheating attempts in MMOGs.

Even centralized, gaming servers have to disseminate information in order for the game to remain up to date for players. Some malicious players may want to use the information they receive in the game to acquire an unfair advantage against the other players. Archage [7], a centralized MMOG, had this issue publicly revealed as their servers propagate local informations to the entire connected playerbase. The game client then filtered which content had to be displayed locally. Cheaters got unfair advantages by modifying the default game client behavior to exploit this worldwide data. Official reports from game companies frequently announce ”waves of bans” [8, 9] to reply to cheating attempts. Waves of bans correspond to the action taken when a set of cheaters has been detected over the past time period. These ban waves result in a denial of the access to the gaming server for these groups of cheaters. The problem behind these ban waves is the amount of data they require: every action every player makes in the game has to be recorded in order to be able to detect the cheating attempts afterwards, thus hitting the scalability of MMOGs.

A majority of P2P solutions that try to handle cheating attempts focus on reproducing trusted detection algorithms that are commonly running on centralized game servers [10, 11]. Nevertheless, none of these solutions fully address all the needs of an MMOG as many of them target small numbers of players, while MMOGs host hundreds of thousands of players [4].

Scalability of the matchmaking service

In most MMOGs, people have to get together to accomplish various tasks. To do so, a player can call friends for help, or team up with other players on the server.

In the gaming industry this service is called matchmaking: it is supposed to create a good match between avatars. For some games, matchmaking simply is not functional. Two main reasons often lead to this: lack of players or an inefficient implementation. As an example, in Smite [12] the matchmaking service suffers both from an insufficient player base and from the precision of the matchmaking algorithm [13].
In the literature matchmaking is a complex problem studied mainly in the domain of multi agent systems and aims at a perfect match over time [14–17]. The constraints are not the same in gaming: game matchmaking aims at minimizing the differences of latency between the players and the server [18] while also reducing as much as possible the response time [19, 20].

Current matchmaking approaches are already flawed and inaccurate even if clients come from a single server [12]. As the matchmaking problem is scaled up into a distributed, highly scalable environment the latter need a deep optimization of its current mechanisms and algorithms.

1.2 Contributions

My main contributions are threefold. I gathered publicly available data into an archive containing millions of user gaming sessions of an MMOG. I used this database to study flaws in a crucial MMOG service: matchmaking. My work shows that the studied game at matching both accurately and in a timely manner. I proposed a wide range of possible implementations for matchmaking services. I conducted this analysis with different player base sizes in order to depict the impact of the popularity of a game on its matchmaking.

I then designed a new way to identify trusted nodes in an MMOG network to detect cheat by gathering trustworthy nodes. I employ a reputation system inspired from the PID (proportional integrate derivative) model that will cooperatively test the nodes that are connected to the network. Based on this reputation system I tested my cheat resistant platform for MMOGs both in simulated and real environments.

I finally provided an extension of my cheat detection service for MMOGs: a fault detector for generic systems. This fault detector is compared with Bertier’s and Swim’s fault detectors, two state of the art approaches known for their good performance.

I tested the fault detector with an injection of random failures but also real traces from the failure trace archive (FTA) [21] that allowed us to reproduce the behavior of P2P environments. I showed in that my detector behaves better than the other studied detectors under these conditions.

1.3 List of publications

Journal Papers (2)


International Conference Papers (1)


National Conference Papers (2)


Workshop Papers (2)


1.4 Organization

This thesis is organized as follows: Chapter 2 describes the underlying problems of MMOGs architectures and covers a wide spectrum of existing solutions for the creation of a scalable cheat proof MMOG platform. A study of a crucial service for online gaming, the matchmaking, is described in Chapter 3. Chapter 4 depicts my scalable solution for cheat proof gaming. The extension of my work on the cheat proof platform, my generic fault detector, is described in Chapter 5. Finally in Chapter 6 I conclude this thesis and depicts some perspectives my work opens.
Chapter 2

Decentralized services for MMOGs

Contents

2.1 Context .................................................. 8
2.2 Matchmaking approaches for MMOGs ................. 9
  2.2.1 Elo ranking ........................................... 10
  2.2.2 League of Legends case study .................... 11
2.3 Cheating in MMOGs ................................. 14
  2.3.1 Gold farming - use of normal behavior for illegitimate reasons . 14
  2.3.2 Trust exploit ......................................... 14
  2.3.3 Bug/hacks exploit .................................. 15
  2.3.4 Cheating by destruction / deterioration of the network .... 15
2.4 Cheat detection ........................................ 16
  2.4.1 Solutions based on hardware ...................... 16
  2.4.2 Solutions based on a control authority ............. 18
2.5 Reputation systems and their mechanics ............ 20
  2.5.1 Effectiveness of a reputation model ............... 21
  2.5.2 Reputation system designs ....................... 22
  2.5.3 Countermeasures to reputation systems attacks .... 25
2.6 The current state of MMOGs services ............... 26

This chapter describes the current approaches for decentralized MMOGs and depict why there is still room for improvement in this domain. Section 2.1 depicts the MMOG concepts and designs. This allows a better understanding in section 2.2 of the study of matchmaking approaches, of the cheat detection issue in section 2.3. Finally, section 2.5
list the principles of reputation systems as I use them to reply to cheat detection during this thesis.

2.1 Context

The main category of MMOG is the massively multi-player online role playing game (MMORPG): the role playing genre fits well with grouped and online gameplay. Role playing games also benefit from being held on a multiplayer server as they take place in a persistent virtual world that can be shared between all players. The client-server model is the standard for MMOG design. This model is used by most current MMOGs such as Tera 1, Aion 2, minecraft 3, or World Of Warcraft 4.

Game companies servers must therefore handle a tremendous quantity of data related with avatar storage. Those environments need to be lively as they host a lot of mutable data. Big data streams continuously flow between the MMOG storage and the memory of the server. Although the power of machines grows, these huge worlds as well as data related to the players are impossible to store on a single machine.

A common approach is to duplicate the universe into separate entities. Thus, each server manages a portion of the population and only players of located in the same server can meet. A limit on the number of players per server prevents overload. In Tera 5, players can fly rapidly between universes. Overloads are avoided by allowing players to migrate only to the least loaded servers. The advantage of this strategy is that players balance the load: the normal behavior of a player is to choose the least loaded server in order to obtain the lowest latency.

As an answer to these servers scalability, many solutions [22–25] for distributed management of virtual worlds rely on P2P overlays. A P2P overlay is a topology applied to the virtual universe and entirely managed by a network of peers. This structure must not only host the world, but also handle its maintenance. This involves some locality of data in order to update or create data for players. Each type of P2P overlay has distinct properties, hence the wide variety of overlays currently in the literature. Some favor data locality, others provide more efficient routing. Whatever the P2P overlay, peers host the structure. Those P2P overlays must remain lightweight to not overburden peer bandwidth within a virtual environment which has game constraints such as:

---

2http://www.aionfreetoplay.com/website/
3http://www.minecraft.net/
4http://battle.net/wow/
5http://en.tera.gameforge.com/
**data persistence:** Data from a virtual world must remain available and must not disappear when peers leave.

**data accessibility:** The stored data must be accessed by precise coordinates to allow players to move and interact with the universe.

**locality management:** Data locality is here to match neighbors in the network with neighboring data of the universe in order to minimize latency.

Latency is known to affect the gaming experience negatively [26, 27]. However, overlays are complex structures calculated by neighborhood graphs and must always be up to date. Updating and building graphs is expensive in terms of message complexity and calculation.

Overall there is a distinct and clear trade of between P2P overlays for MMOGs which target high scalability but require a redesign of the current architectures and client/server approaches which replicates the same small game universe on multiple servers. In both categories, many solutions exist in the literature and have shown to be sufficient for nowadays MMOGs.

Therefor in the context of this thesis, I do not focus on offering a scalable gaming universe management but target at scaling the other crucial services of MMOGs: matchmaking and cheat detection.

## 2.2 Matchmaking approaches for MMOGs

Solving the matchmaking problem will not benefit the gaming industry only. In [28] students are automatically matchmade into groups that fit their skills and academic requisites in order to form groups that are more suitable for each student. And [29] uses a matchmaking system to improve the e-marketplace.

Managing to match players both accurately and fast is an open issue and game developers often communicate their approaches publicly [13]. This is to reassure the community about both the efficiency and the fairness of the system. Matchmaking systems inherit from the trueskill algorithm by Microsoft research [30] as a base to evaluate player performance in the game. Besides Elo performance (described in the following section), other criteria matter just as much in a cooperative game, such as the spoken language. In [19, 31–33] latency is the parameter studied and shown as requiring a balance between matched entities, even though games rarely take latency into account for matchmaking.
In [20], the matchmaking of Ghost reckon online is deeply analyzed but this game does not rely on the same conditions as MMOGs as it targets FPS (First Person Shooter) games. More advanced solutions use agents to solve the matchmaking problem [15, 16, 28] but all of them lack a performance study in a real environment to verify its efficiency. Most of the solutions use P2P network and does not offer possibilities for a centralized server architecture [18, 29]. As the current MMOGs rely on client/server architectures, those existing solutions cannot be applied without an intensive redesign of MMOGs platforms.

2.2.1 Elo ranking

In order to introduce the gaming matchmaking concepts I need to briefly introduce the Elo ranking and its definitions.

The Elo rating system [34] created by Arpad Elo is an improved method for calculating the relative skill levels of chess players. Today many other games, including multiplayer competitions, have adapted it for their own use. Thereafter, I use ranking, Elo, or MMR (short for MatchMaking Rating) to talk about player ranking values.

It is assumed that a player’s performance varies from game to game according to an approximately normal distribution; a person’s Elo rating is the mean of that distribution. A person with a high Elo is someone who performs better on average than a player with a low Elo. This score is determined by win/loss statistics with respect to other players using a variant of the algorithm called the algorithm of 400. For players A and B with respective Elo ratings of Ra and Rb, the probability Ea of a victorious outcome for player A is computed as follows:

\[ E_a = \frac{1}{1 + 10^{(R_b - R_a)/400}} \]

For each 400 points of distance between players, the player with the highest score is ten times more likely to win as the other player. This is the standard computation for Chess and it may differ in League of Legends. The actual outcome of a game is compared to the expected outcome and each team/player rating is adjusted accordingly. As a result, the score of a victorious team changes less if it was expected to win than if it was expected to lose. Successive games eventually bring each player/team to a point where they are expected to win 50% of the time against opponents of equal score.

Ea is then used to compute the new score of players following this formula:

\[ R_{a_{new}} = R_{a_{old}} + K * (S_a - E_a) \]
Sa is the result of the game and is presumably 1 for a win and 0 for a loss.

Parameter $K$ in the formula determines the magnitude of the score change. A dynamic $K$ value is associated with each player to inhibit Elo changes after games between evenly matched opponents and to prevent inflation of the highest Elo ratings. The reason for the latter is that excessive Elo differences produce a feeling of unachievable goal for new players. In chess, the initial $K$ value is big (25 for the 30 first games) resulting in large changes in Elo. Thus a player can rapidly find her/his correct place in the ranking system. As the number of wins and losses becomes more even, $K$ decreases gradually ($K = 15$ to $7$).

### 2.2.2 League of Legends case study

This section describes my study case: the matchmaking service of League of Legends (LoL). LoL is a popular game with a community regrouping over 12 million players worldwide per day in 2012; this ensures an abundance of user traces from a genuinely successful online game.

It is a competitive game where ranking is a central element; as such, ranking is a precious metric for studying player behaviours and extrapolating quality of service. Finally it is a session-based game with relatively short sessions, averaging around 34 minutes according to the game developers. Its matchmaking service is used often and plays an important role in the overall game experience.

#### League of Legends: a brief overview

League of Legends is a multiplayer online battle arena (MOBA) video game developed and published by Riot Games. LoL players are matched in two opposing sides comprising five teammates each. Both teams fight in an arena in order to destroy the enemy team’s main building called *nexus*.

The LoL server definition of a *game* is the brawling session that pits players against each other inside the arena. I will therefore use this term to refer to the players’ games history.

Three factors are crucial to the gaming experience: waiting times, matching accuracy, and server response times. With an average waiting time of 90 seconds in between sessions, players can spend a lot of time waiting for a session to begin (see Subsection 3.2.1). This is especially true for very skilled players: their scarcity makes it harder to match 10 such players together. Matching players with disparate skill levels reduces waiting
times significantly, however it can reflect poorly on the experience. Unskilled players will feel helpless against much stronger opponents, while the latter will spend time on an unchallenging session with little or no reward to look forward to. Orthogonal to these issues, server response time is crucial in this game which requires extremely sharp reflexes. Lags caused by the servers often increase the ping by up to 300%, which severely impedes the gameplay.

LoL is a competitive game where ranking takes a significant part, both in terms of matchmaking and in terms of player status. Rank defines the skill level of a player, and rank improvement is the main goal of most LoL players. Once players are ranked, they get placed in competition categories called Leagues, and subcategorized into Divisions. This ranking, as it can evolve quickly over time, needs to be computed precisely and that is why most games use the Elo rating system. Thereafter, I use ranking, Elo, or MMR (short for MatchMaking Rating) to talk about player ranking values.

Figure 2.1 describes the equivalence between Leagues and the rank of a player. The formulas used in League of Legends for ranking calculations have not been disclosed publicly. However, most ranking implementations share the same bases inherited from the original Elo rating system. Riot Games developers do divulge interesting information about the matchmaking in LoL through its website and dedicated forums [35], though. Based on this information and on my own data analysis, I inferred the general rules that guide LoL player matching.
Matchmaking in League of Legends

League of Legends uses a system with dynamic K values. All players start with an Elo of 1200 for their 10 first games. From there they are assigned a score, and changes occur smoothly according to the wins and losses.

League of Legends players can join several types of games, associated with different queues on the servers. A group of persons joining the same queue in order to play together in the same team is called a premade. A premade can comprise from one to five players. Normal games do not count towards official ranking, whereas ranked games do and are only open to seasoned players (above level 30). My study focuses mainly on ranked games since they draw together players whose statistics are more likely to be representative of the game’s core community. Also, fair matchmaking is more critical for ranked games since they induce real stakes for the players.

According to Riot Games developers, matchmaking in LoL is based on: player ranking, the experience of each player (number of games played), and the size of the premade.

Player ranking weighs most since it has the highest impact on the outcome of the game. LoL tries to match teams as fairly as possible: it computes the average of the player ranking values for each team, and then uses these averages to match teams similarly to one-versus-one fights. This solution speeds up the matching of multiple players, yet it may result in an unbalanced game if two players with very different rankings join in a premade since the least skilled player is likely to face a highly ranked opponent. In a competitive context, this kind of quick fix is very unsatisfactory.

Adding the personal number of played games as a matching criterion alleviates this issue, but it also increases the average waiting time drastically [36](roughly around 50%). This shows the direct impact on the average waiting time of adding a single preference to the matching system.

Premades also increase the waiting time, and can even induce unbalanced battles. If the matching system cannot find an opposing team with a premade of the same size and level in the allotted time (roughly 30 seconds for a normal game), it gathers single players with higher individual ranks to build an opponent team. The higher rank is supposed to compensate for lesser coordination in the opposing team, but usually leads to a victory of the higher ranked players.
2.3 Cheating in MMOGs

In any MMOG the community of players builds a real economy in the virtual world, either in terms of ranking or in terms of virtual currency. Yet the community can have a negative influence on the game experience as players cheat in order to get unfair advantages over other players. One does not want to join a game that is full of cheaters.

There are many ways to cheat in MMOGs, which range from small, undetected advantages acquired by the player to deep modifications of the world state that completely unbalance the game economy.

2.3.1 Gold farming - use of normal behavior for illegitimate reasons

Some cheaters pay third party services to play on their accounts while they are away from their computers. During the hours the player is not connected service employees come to take his place and play for a determined amount of time.

These cheaters gather an unfair advantage quickly: any particular resource they requested when purchasing the service. This behavior known as gold farming is illegal as the player have to spend money for the service, which renders the player financially advantaged in a game where all players are supposed to have the same odds. It is called gold farming as it is the most common currency of MMORPGs.

Gold farming is very difficult to detect, given the quasi-standard behavior of employees who gather the currency for the player. If the company that provides this gold-farming service is always in the same area, a study of the rate of currency generated by the game allows identification of gold farmers.

2.3.2 Trust exploit

Another category of cheating attempts, and the easiest one to implement is the trust exploit. It relies on exploiting the confidence a player can have into a service while the service is actually malicious and gathering the player sensible information. These are often easy to implement because they rely on exploiting software weaknesses.

An example of such cheating is the "map hack" that reveals an entire map when only a part of the map is supposed to be visible to the player. These hacks are possible when weak servers [7] actually send the entire map information to the player and hide it graphically in the game. The cheater only has to block this "in-game hiding" by manually overriding a setting in the graphical driver parameters to view the entire map.
2.3.3 Bug/hacks exploit

"Bug exploit", "Hack exploit", those terms express the most common type of bugs that users will exploit in order to get advantages. Those bugs target two type of modifications: short-term and long-term.

Short-term modifications aim at modifying game content directly in the RAM. An example of such changes is FunnyPullBack [37] in LeagueOfLegends. This software developed by a third party injects its code into the game client, and returns a snapshot of the game state to a script engine. The scripting engine offers to execute commands on the game after analysis of the game state. With this tool, users can create their own scripts to automate actions in the game very accurately.

Long-term modifications address data saved on the storage medium of the client. These attacks are harder to achieve due to the protections of the program deployed by the server. But they offer durable benefits for the cheater: changes to backups of his avatar, its appearance, its objects.

When insufficiently checked by the server this category of cheats often leads to games full of cheaters. As an example, Diablo2 [38], had two multiplayer modes: Closed Battle.net, and open Battle.net. The closed mode forces to create characters on blizzard servers (and were therefore controlled by the server), the open lets users play characters stored on their hard disk and connect to one another in a peer to peer model. Once the correspondence between hexadecimal backups and the character’s characteristics in game had been made, a team created the Hero Editor. The open Battle.net quickly became the kingdom of cheaters fighting each others.

The legitimate playerbase resorted to closed servers as it was their only option. In closed servers, avatars were deleted if inactive and players faced an added latency compared to local area network (LAN) gameplay, which reduced their game experience quality.

2.3.4 Cheating by destruction / deterioration of the network

In a game with ranking, protection against attacks that target the network is crucial. A cheater that manages to prevent opponents from joining the game can get easy victories by forfeit, climbing in the rankings.

A variant of this cheat is the creation of fake accounts to raise the level of a real player account. By influencing the system so that the server matches the legitimate account with the fake ones, a cheater mimics a sybil attack. This technique was used in League
Of Legends\textsuperscript{6}: a player was using the community to organize games where he could easily win \cite{39}.

Another network related cheat is to delay data emissions. In FPS or fighting games where response time is important, when a player takes an abnormal amount of time to answer a technique is used to avoid artifacts of teleporting players to appear: the player avatar will follow an estimated trajectory based on the direction vector.

A well known cheat is to use this technique to make enemy players see an action in a fake direction, or froze the avatar. The cheater sends two messages: one announcing a start in the wrong direction, and the other to take advantage of the surprise generated by the abrupt change. A simpler and mechanical way to do so is to use a lagswitch \cite{40} that will block any receiving/incoming data. If the player is hosting the game, he will still be able to play locally while everybody will see a frozen avatar. On a second press of the button, the console will then resume messages emissions and update the other players.

2.4 Cheat detection

This section present the possible countermeasures to cheat in MMOGs. Solutions can either be hardware based, or by creating control authorities to assess players actions.

2.4.1 Solutions based on hardware

Solutions based on hardware have been adopted by manufacturers of video game consoles from the beginning. Hardware components provide the means to check whether contents loaded in the console are legal or not. For example, upon insertion of a DVD into a Nintendo Wii console, the system input/output driver moves the DVD reader head in the security zone of the DVD before executing any game code section. This allows signature control and possible rejection of the inserted disk. The Nintendo 3DS goes further: it stops working indefinitely if an illegal cartridge is inserted \cite{41}.

The problem with this solution is that the protection is embedded in the hardware and becomes useless once it has been circumvented. "Chip" soldering on console motherboards re-routes the security check and always claims that the content is legitimate.

Sometimes the system console software itself includes a fault that can go undetected by hardware verification. Such was the case of the Wii, which had a breach in one of its

\footnote{\url{http://euw.leagueoflegends.com/}}
first games. A software design flaw allowed players to get the keys used to sign content: a player managed to recover backup data. By modifying a backup and signing with the key, cheaters gained access to an area called "debug". Once the fault was found, hackers could exploit the debug area and inject a buffer overflow [42]. Sony PS3 supported the linux operating system virtualized on the first PS3 generation, which allowed access to a runlevel where a malicious user could execute unsigned code and cause a long chain of security breaches that finally ended in running unsigned content on the console [43].

A thorough analysis of all cheat detection systems describes the long list of hardware mechanisms that exist as been made by Feng, Wu-chang and Kaiser [44]:

- Study of RAM,
- Listening to system calls,
- Listening to hardware,
- Using coprocessors to check calculations etc.

Hardware based solutions alone are too vulnerable in the long term. MMOGs specific solutions using hardware are cited in the literature such as: keyboard key-press detection [45], for example, to discover bots. Bots are software used to perform actions on behalf of the user. They enter orders directly into the game client without using any input device.

StarCraft2 includes a protection-oriented listening hardware [46] that prevents automatic actions by allowing only one in-game action per keystroke.

World of Warcraft also included tests to detect bots automatically. By analyzing the keyboard / mouse activity they automatically disconnect players after a long period of inactivity.(around 30 minutes).

Hardware detectors are rarely used alone because they cannot be updated and therefore do not offer long-term security. Once a cheater exploits a flaw in the physical protection the game company cannot change all previous versions of the hardware, rendering it obsolete.

Downloadable content is strongly disliked by most players, but it is very convenient alongside hardware solutions. If the executable binary game is decrypted, the game company can apply and distribute an update that changes the encryption system. There is no backward compatibility to manage: game servers can directly refute the old key and propose a software update to any version with the old encryption system.
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2.4.2 Solutions based on a control authority

Many solutions rely on the usage of a trusted authority that will assess clients requests. The following subsection describes the different types of authority.

Solutions based on a centralized authority

In the client/server model, the server is an entity controlled and monitored by the creator of the game. In order to detect simple attacks (like modifying the contents of a packet), the most trivial solution is to host the state of the game on a centralized trusted server. Thus the client does nothing more than communicating and respond to information it receives from the server. This is the case with most current MMOGs.

A protected application checks what is sent by the client. Such solutions have a cost on the server load and the amount of data that is transferred. The server may skip some cheat detection cycles to reduce the load. SpotCheck reduces the computation overhead by 50% [47].

Distributing some data to the client and delegating control of communications reduces the computational load on the server. In [48] an authority checks every transaction (the transaction is then marked valid or invalid), but the client generates the hash of the transaction. The authority only verifies that hashes are correct and correspond to a nominal behavior. One can imagine a solution coupling this approach with SpotCheck to limit the computational load of the authorities.

The problem with these control techniques is that they are cheat-proof. If a cheater passes the tests, it does not mean he did not cheat. It just means he was able to adapt to the control either using undetectable cheats or by respecting game rules like gold farming.

Peer to peer oriented solutions

In a peer to peer environment it is difficult to monitor network similarly to centralized servers. Some P2P solutions use centralized authorities to help ensure security in their network [48, 49]. The solution of Josh Goodman [48] is both a centralized solution and a peer to peer one as it relies on a centralized authority that peers of the network can assist. Peers will regularly become authorities and are able to handle requests for the server. Watchmen [49] targets smaller number of players (up to 48) by focusing on FPS type of games but covers a wide range of cheat detection.
Jardine, Jared and Zappala [50] established a hybrid architecture using both computational power offered by the P2P model and security offered by the client/server model. Hybrid solutions offer a good compromise between size and maximum network security, but the centralization of security always induces high bandwidth consumption on servers.

Peer to peer environments open more potential breaches and types of attacks as they give a part of the control to the nodes of the network. Sybil attacks aim at yielding more information than any single node should have, or at attacking a network node with multiple identities. There is also the possibility of nodes that collude in the peer network. The first defense is quite direct and explicit: the goal is to verify that peer ”A” is not malicious. The state of A is sent to peers, who then calculate the same actions as ”A”. After calculation, they can check that A returns the correct result. These checks can be made either:

- by testing with a softcoded algorithm in the application: these tests are vulnerable without regular updates.
- by tests generated randomly at runtime of the application: testing is then more costly to maintain but are more reliable over time [51].

Rules defined cheat detection

This section lists some of the approaches based on the existence of rules in the universe that allow the cheat detection mechanism to detect incorrect behaviors.

Mathematical properties of a game can prevent cheating. Pittman [52] proposes a solution for card games where two peers can assess what actions are possible or not. A state machine describing the state of the game determines which actions are possible at any given time. Such solutions offer opportunities outside the server. State machines and mathematical laws establishing the behavior of players in MMOGs are far too complex and have yet to be written.

Bots can be detected relatively easily because it has been shown that bots do not have the same behavior as humans and their movement traces are fundamentally different. Agent based solutions allow effective bots detection [53, 54]. These small entities provide a good local analysis of a simple problem at a low cost, and work together when the problem needs to be solved in a distributed manner.

To protect against attacks exploiting data flow, mobile guards [55] encrypts memory. Guards are the only ones able to read the contents of the game distributed at the launch.
Scattering data on nodes in the network is an alternate possibility. The major drawback is that removal of data becomes very slow.

Delap and Al [56] run the client through a checking application to assert that it is indeed the original code which was launched. This can prevent attacks targeting long term storage modification.

Finally to protect against typical attacks that use duplication of identity, a solution is to make the second authentication more difficult than the first. With crypto- puzzle [57], clients are required to perform complex and very costly computational tasks. Acquiring many identities cost a lot of time and resources, thus reducing the appeal of Sybil attacks.

### 2.5 Reputation systems and their mechanics

This thesis plans to detect cheat in MMOGs using the concept of reputation to describe the behavior of a player in the game. A player with bad reputation would be ultimately seen as a cheater.

A reputation system is a distributed algorithm for obtaining global feedback on every node of the network. For example in CORPS [58], reputation feedbacks are used to establish a trusted network based on nodes from the P2P system. This trusted network is then used to route packets efficiently, and enhance the global transfer rate of the network. The number of hops and the number of re-emissions decrease when using a network built with trusted nodes.

Reputation systems are not only used for IT algorithms and software. For instance, an auction website can use a reputation system in order to judge its users. Gathering feedback on eBay helps building a reputation scale between buyers/sellers.

A reputation system is not fully reliable, as malicious nodes can also send feedback. [59] gives multiple definitions of trust, depending on the type of relation between peers of the network:

- dependency trust: a peer expects another peer to behave in a certain manner based on the trust ratio. A trust ratio is an expression of a confidence percentage regarding another node of the network. The higher the trust ratio, the more likely the other node is correct.

- decision trust: peers rely on the actions of others peers to take their decision, even if some of the actions were malicious.
Reputation is highly related with trust, but their meaning differs. Reputation is what is said or thought about another entity and its actions. Because of this slight difference, a node can say of another one:

- I trust you because of your reputation
- I trust you even though you have a low reputation

Those two sentences show the difference between a reputation value and trust. Trust is a subjective view created from past experiences between two entities, while reputation is more like a global view gathering subjective views in a collective way.

2.5.1 Effectiveness of a reputation model

In [60] Yang Rahbar provides a deep analysis of the six important characteristics of any reputation system:

- High precision: to help distinguish correct peers from malicious peers, the reputation system must calculate its opinions as accurately as possible.

- Fast convergence speed: the reputation of a peer varies over time, the speed of convergence should be as fast as possible to allow to reflect these fast paced changes.

- Low overhead: the system must consume a small portion of available resources such as memory, CPU or bandwidth.

- Adaptability to peer dynamics: the system is a distributed environment in which there is a high rate of peer connection/disconnection, called churn. The reputation system must therefore be resistant to this kind of behavior and should not spend its time rolling back to the initialization phase.

- Robustness against malicious peers: the system must be resistant to attacks from malicious peers as well as from grouped attacks.

- Scaling: the system must scale both in convergence speed, accuracy, and overhead for each peer.
2.5.2 Reputation system designs

A reputation system often works in 3 steps:

- Initialization: start of the network.
- Convergence: slow convergence to a system where all nodes are evaluated.
- Update: all nodes are already judged but their states are updated periodically.

A reputation system can be seen like the feedback system of eBay [61]. Its handling can be done in a centralized manner with a server, which will then compute and gather feedback from all peers. But it can also be fully decentralized and therefore the peers need to aggregate feedbacks [60]. The problem of letting peers test themselves goes back to the cheat detection problems in P2P MMOGs: one cannot know for sure that a peer feedback is being honest.

Reputation systems must have the following three properties [62]:

1. entities should have a long life, so that after every first interaction there is always a possibility of future interaction.
2. assessments on current transactions are recorded and distributed.
3. assessments regarding transactions should influence and guide decisions on transactions.

It is crucial to encourage nodes to participate. A reputation system needs regular updates. Without these evaluations it is impossible to assess the reputation. One way to encourage peers to participate is to provide incentives. In PlayerRating [63] peers that do not participate in the system cannot access the ratings.

This principle is often used in websites moderated by users like SlashDot 7. Peers receive regular opportunities to moderate comments. Moderators with positive reviews are more often granted the right to moderate.

The computation of peer reviews follows different models ranging from a simple average of the opinions received to the use of a Bayesian rule. Mixed solutions as in WTR [64] include an approach where nodes monitor areas and proxy traffic in those zones. These super entities can thus control the behavior of nodes under their responsibility and evaluate reputations.

7http://slashdot.org/
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Reputation values are a major part of the reputation systems. In order to generate them it is possible to consider either direct or indirect interactions.

2.5.2.1 Direct Interactions

Direct interactions base themselves on the association of a reputation value modification per transaction. There are three major models for direct reputation assessment:

Average ratings

Average ratings are used for instance in e-commerce services such as Ebay and Amazon. EBay positive reviews are counted as +1 positive or -1 negative reviews. There is no upper bound on the counters, peers can have very high marks. This type of model follows a “power law” described in [60]: peers with high marks will become super peers and peer isolation (peers without reviews) will grow in the network. Figure 2.2 shows a powerlaw distribution according to this model. Peers with high marks are very rare while the majority of them will remain non evaluated. The Amazon model is based on averaged notes. Although analogous to eBay where sellers with good grades will be promoted, this model limits the gap with new young peers.

Bayesian models

Bayesian systems take binary values as notation inputs (positive or negative) and then use beta probability density functions (BetaPDF) to compute feedbacks. The result of these functions combines the old rating opinion with the new. BetaPDF expresses the view of a reputation as a tuple \((\alpha, \beta)\) representing the amount of positive and negative reviews. These functions provide a basis for calculating changes in reputation. Youtube videos possess a number of ”Likes” and ”Dislikes” per video, which corresponds to \(\alpha\) and \(\beta\) in the Bayesian model.

Reputation of discrete systems

Some systems [65, 66] use discrete values such as ”Good, Bad, Average ... ”. The advantage of these systems is that they are easy to understand for humans. But they make it difficult to apply the complex computation of Bayesian models. These systems are not used directly, but are often a user-friendly overlay for numeric notations. These systems are a kind of abstraction layer for reputation systems.
2.5.2.2 Indirect feedback

Indirect judgments induce transitivity of reputation values. Transitivity of trust accelerate convergence but opens vulnerabilities.

If a Node B carries out a good transaction with node A, but node B trusts four nodes wishing to downvote A. The nodes wishing to down vote A only need to send negative reviews to B to sway its opinion about A.

Solutions to this issue include:

Involving a large number of peers

The more peers are involved, the faster the reputation will be built. There is a risk when including reputations received by other nodes messages: malicious nodes can try to falsify the reputation data they are supposed to be relaying.

To mitigate the impact of some malicious nodes we can consider that, correct nodes are in a vast majority and a simple mean will leverage the impact of incorrect nodes.
In case of systems where one cannot assume the correctness of nodes two other possibilities remain:

To counter false reviews generation by malicious nodes a good way is to increase the cost of generating a single review. Correct nodes which generate reviews sporadically are not impacted by a periodic computational cost. Malicious nodes that targets at altering multiple reputation values at high rate will have a huge summed up computational cost, rendering the task impossible.

Reputation values can be tagged with their transaction id. Therefore a node receiving a reputation message can check if reputation values mismatch for a specific transaction. The reputation computation is then computed locally on each node after aggregation of all transactions. The downside of this approach is the increased number of messages.

2.5.3 Countermeasures to reputation systems attacks

Reputation systems are often target to the same types of attacks as P2P MMOGs:

Single attacks

Isolated attacks either:

- lie about transactions to give a false impression about another peer
- oscillate between correct and malicious behavior to deceive other peers.

A peer can make a series of correct transactions in order to achieve a strong note, and then do an evil deed regularly that will not decrease the reputation too much. Solutions exist to protect against this kind of attack [67, 68]. In order to isolate the nodes who emit unfair reputations, it is possible to increase the punishment to compensate the good actions they did. A punishment corresponds to an unconditional lowering of the reputation values, thus ensuring incorrect nodes are visible as quickly as possible.

Another option protecting against single attacks is to analyze the history of actions in order to detect patterns of cyclical behavior [69]. As an example, in [70] the authors use pattern matching in order to detect intrusion into a system. In a reputation system, once a cyclic behavior is detected, the concerned node can be excluded from the network or ignored.
Identity theft

If a node manages to steal the identity of a trusted node, it can handle the requests on its behalf. This mode of attack is very difficult to prevent as it requires a system that can "authenticate" identifiers [71].

To protect against identity theft, many of the solutions require human interaction and are therefore beyond the scope of this thesis [72, 73].

Grouped attacks

This type of attacks uses a large group of colluding nodes in the system to artificially raise/decrease the rating of a node, or oppositely bring down the rating of another node. These attacks are countered by example in eBay by associating a unique sale to a feedback. As eBay takes a commission on the sale, a "false opinion" has a financial cost thus discouraging naturally to forge many fake reviews.

Sybil attacks

Sybil attacks aim to create multiple identities to control a part of the network, and thus generate sufficient weight to influence reputation. The parry to the creation of new accounts is to judge new nodes as malicious. The system then becomes resistant to this type of operation, but converges slower. Another solution is to make it computationally difficult to obtain multiple identities [74]. This solution is expensive in terms of CPU usage but does not force the reputation system to converge more slowly.

2.6 The current state of MMOGs services

This chapter described the flaws and nature of two MMOG services. In current games matchmaking services, solutions rely on client/server approaches and do not scale well. P2P solutions exist but would require a redesign of the current MMOGs platforms. Moreover, gaming matchmaking is particular in a way that it does not always require a perfect match and will prioritize a faster answer. Existing approaches can therefore not be applied to gaming matchmaking.

MMOGs are very popular systems aimed at scaling with a high number of concurrent players. Contrary to what they were designed for, it is observable that the services need improvement not only in scalability but also in cheat protection. P2P solutions
handling virtual worlds lack a good cheat detection mechanism but scale well, while centralized ones fail at achieving the amount of concurrent players required but provide cheat detection.

I decide for this thesis to use a reputation system to assess the cheat detection part. As reputation systems have been vastly studied a lot of inherent vulnerabilities are covered, making reputation systems a good candidate for a P2P scalable cheat detection for MMOGs.
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The matchmaking for Multiplayer Online Games (MOGs), is a crucial service that allows players to find opponents. Current solutions raise important issues regarding player
experience. They often lead to mismatches where strong players face weak ones, a situation which satisfies none of the players involved. Furthermore, response times can be very long: ranging up to hours of waiting until a game session can begin.

Most game production teams focus on improving graphics and playability to compete with one another. As a consequence, game supporting software such as engines and middleware services consists mainly of legacy components that are widely reused and often quite old.

The improvement of game services requires an extensive study of how they behave when used by real players. To do so, it is crucial to obtain and analyze data from real platforms. Such data is very hard to get by because game developers want to prevent its reuse by their competitors and by potential cheaters.

In this work, I focus on acquiring real game data in order to improve matchmaking services. I use data gathered from a popular online game server \(^{1}\) to show that mismatches and response times are indeed critical issues for matchmaking. I then study and compare matchmaking approaches, both theoretical ones and implementations from the industry. The main contributions are the following:

1. a description of my freely available dataset which covers information about over 28 million game sessions [75].
2. a detailed analysis of the acquired data and highlight the main issues raised by one of the game’s crucial services: namely its matchmaking.
3. a study of different matchmaking approaches regarding their accuracy and scalability

Part of this work was published in NOSSDAV 2014 [76].

The chapter is organized as follows. Section 3.1 presents my dataset and describes how I retrieved user traces. Section 3.2 analyzes these traces to highlight the issues raised by matchmaking for MMOGs. I will finally define MyMatch, a formula of my own evaluating if a matching is valid, to compare all the wide range of different approaches I introduce in 3.3.2, and analyze their scalability and correctness in section 3.5.

\(^{1}\)http://euw.leagueoflegends.com/
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3.1 Gathering data about League of Legends

In order to acquire data for my study, I gathered public information from a League of Legends server. The resulting data set covers information about more than 28 million game sessions obtained over a month of crawling, and is freely available as a database [75]. This section describes the nature of the data I acquired and my retrieval method.

3.1.1 The nature of the retrieved data

I distinguish three categories of data among the dataset I acquired:

**Avatar information:** The first category, regroups data that characterizes a player’s status inside the game. This category is common to many games such as World of Warcraft or Diablo 3, where the main purpose is avatar evolution and competitiveness. For example, the items that an avatar possesses or the damages dealt to others are fields that can be found in every role playing game and in every first-person shooter. This category is by far the largest, accounting for 43 data fields out of 77.

**Company handlers:** The second category, gathers content that is specific to League of Legends. The company handlers are variables that exist only to help the company maintain the game, such as player identification numbers and timestamps. This 13 data fields of this category helped sorting my players in the database. Although it represents data specific to League of Legends, some of it allows analysis for business related concerns. Such is the case with data about skins that players apply to their avatars. *Skins* are add-ons that players buy in exchange for real money in LoL. Relating the summoner level of the players in the game with the first time they played with a skin provides insight about the moment players tend to buy their first skins, and which kind of skin they first buy.

**Data related to the matchmaking of the game:** The third and last category intersects with the previous categories: it includes avatar information and precise network latency monitoring. The *userServerPing* reveals the average latency incurred by a player during the game. The *timeInQueue* data field is also crucial for my analysis as it represents the waiting time before a player gets matched with other players. I also use some avatar data in my LoL matchmaking analysis, such as the number of kills dealt by the avatar (*kill*), and the number of times it died (*num_death*), in order to detect imbalanced games.
3.1.2 Services used to retrieve data

To retrieve LoL information I used a free open source code [77] to pack/unpack the contents of the messages sent to the game server.

LoL servers follow a function call paradigm to handle requests. A message must be constructed in such a way that it identifies the right function from the right service and contains the function parameters.

An example of a typical request is: `<"summonerService" "getSummonerByPhoneNumber" "darkKnight67">`.

My first task was to examine all LoL services (there are over a hundred) to identify the ones associated with game statistics. Among the latter, I identified two specific services: the first handles the recent games history of players, and the second provides statistics about any given game once its identifier is known.

More specifically in terms of LoL server requests, I used the `getSummonerByName` function of the `summonerService` to translate `accountId` values into what RiotGames stores internally as `summonerId` values. Once this `summonerId` is obtained I can then call `getRecentGames` on the `playerStatsService` to get an array of games from the LoL server.

Each player history contains 10 games or less, depending on the number of games played during the last seven days.

LoL servers process game data as a `hasMap` of (key, value) couples, but send it through the network as raw content. A big part of my work was to redefine a proper Java class describing game statistics, with which I could grab all the fields sent by the server when requesting for games histories. Once this was achieved I fed all possible `summonerId` values to the server to obtain games histories data, and stored it into a database for long-term usage. This allowed efficient searches and statistical computations for my analysis presented in section 3.2.

After thorough verification, I discovered that the LoL servers I queried fail to fill in some data fields and hand out invalid NULL values instead. Unfortunately, such is the case for data that I deemed really valuable for my analysis: in particular the predicted win percent, and the `KCoefficient` that is used to compute the Elo gain.
3.2 Analysis of a matchmaking system

This section presents my analysis of the data concerning the LoL matchmaking service. I evaluate the impact of this service on the game experience in terms of waiting time, matching precision, and server response time.

3.2.1 Influence of ranking on waiting times

My first assessment concerns the distribution of LoL players in terms of ranking, displayed as the solid line in Figure 3.1. Besides allowing correlations between player skills and quality of service, such information is very valuable for designing and evaluating new matchmaking solutions. The initial ranking value for LoL beginners is 1200, which explains why there is a large majority of players around and just above this value. As expected the number of players diminishes as the ranking increases, since it requires increasing skills to attain higher rankings. An obvious consequence of this distribution is that matching highly ranked players together is harder, and thus should take more time.

Figure 3.1 illustrates this issue through the dashed line which represents the average waiting time with respect to player ranking. Above rank 1700 the average waiting time increases exponentially. It actually reaches up to 45 minutes for the highest ranks, but I did not include this in the graph to preserve its readability, as most waiting times are below 100 seconds.

In the LoL dedicated forums, Riot Games developers state that they aim for an average waiting time that will not exceed 30 seconds. My observations show that the slowdown incurred by the vast majority of players brings the overall average waiting time closer to 90 seconds. One might consider 90 seconds an acceptable duration; however further calculations show that, out of 825000 ranked game requests, 65259 took more than 5 minutes to get matched, affecting all player ranks alike. This amounts to 7.9% of matches that fail to start within an acceptable time-frame.

An important conclusion to be drawn from these observations is that the current LoL matchmaking system does not scale well. Both curves top out simultaneously around the Elo value of 1200. This demonstrates the bottleneck effect of the matchmaking service trying to deal with huge numbers of similarly skilled players. Since my information covers more than a month of crawling, this conclusion is unlikely to result from temporary server issues.
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3.2.2 Impact of the matching distance on the game experience

My next assessment studies the impact of the matching distance on the gaming experience. The matching distance is computed by taking the distance between the average ranking of players of the same team and the one of the enemy team. This value is close to what Riot Games uses for its game.

Getting matched against opponents with extremely different skill levels usually results in a boring session: an outclassed player will experience a half-hour of severe pounding from the opponents, while a very superior player will have a very unchallenging session. Even though a reasonable amount of challenge in games is good, getting matched with people from two leagues away constitutes in any case a true handicap. This sometimes...
results in a player simply quitting the game. It is important to keep in mind, however, that defections are rare in LoL as they often lead to banishment from the game.

For the purpose of my study, I first computed a coefficient associated with the frequency of game defections; a value of 1 corresponds to the highest number of defections encountered for any given matching distance. Figure 3.2 correlates these results with the average waiting time. Both curves are inversely proportional, which means that a quick matching resulting in a significant ranking difference often leads to a defection. The two defection peaks observed before 300 and before 600 correspond to the ranking distances between different Ranked Leagues in LoL. In other words, players pitted against opponents in a different category of competition are more likely to defect.

### 3.2.3 Impact of latency on the game experience

Even though Sheldon et al. [31] show that latency bears little importance in real time strategy games such as Warcraft 3, such might not be the case for MOBAs. Hence I evaluated the impact of latency on LoL gameplay.

To begin with, I studied the distribution of the latencies within the player population; Figure 3.3 presents my results. It shows that the ping remains between 30ms and 50ms for a vast majority of users. Since this is a very low value, my first intuition was that the results from [31] stand true for LoL. However on closer inspection, I observed that pings above 100ms were found in more than 1.2 million games, representing 7% of the total.

![Figure 3.3: Distribution of the players’ ping in League of Legends](image)

Ranking is not a good metric for evaluating the effect of latency on the gameplay, as lags will impede poorly skilled and highly skilled players in similar ways. Besides it affects single players instead of teams. Therefore, I used another metric associated with
player performance: the killed death assist ratio, or KDA. It is possible to die, kill or assist in killing enemy avatars multiple times in a LoL session. Hence, the ratio between killing/assisting and dying gives a good insight on the in-session performance of a player.

The formula used to compute the KDA is the following:

\[
\text{kda} = \frac{\text{assists} + \text{kills}}{\max\{\text{deaths}, 1\}}
\]

The KDA is computed by summing the number of assists done in game with the number of kills, then dividing by the number of death. When the player never died the KDA is a sum of the number of kills and assists. A KDA inferior to 1 reflects poorly on a player’s general skills. A KDA of 0 could show a person that is disconnected for all the game duration, or making everything possible to avoid being helpful. A high KDA shows a good understanding of the game mechanics.

Figure 3.4: Impact of the latency on the player performance

The dotted curve in Figure 3.4 illustrates the relation between the KDA and the ping. Since the KDA decreases steadily as the ping increases, ultimately dividing the maximum KDA by a factor of 8, I conclude that latency does indeed impede on playability.

Latency may also affect player defections. 16% of players that leave games early incur a latency superior to 100ms. Considering that the proportion of all players with a latency superior to 100ms is 7%, high latency and premature leaves seem to correlate.

My conclusion is that matchmaking ought to include ping values as a criterion in order to improve the overall game experience for MOBAs. The same conclusion is drawn in [78]: MOBA games are close to FPS games in this aspect that latency strongly impacts gameplay. However, LoL’s current matchmaking service fails to answer on time without any extra criteria for a very large majority of ranked players.
Overall, the experiments described in this section corroborate that current matchmaking architectures could use the following improvements: reduced waiting times, better gaming experience, and extended matching criteria in order to satisfy players further.

### 3.2.4 Crosscheck with data from another game

Defense of the Ancients 2 (DotA2), a MOBA developed by Valve, is a direct competitor of LoL. DotA2 is more recent than LoL and offers some noticeable improvements. First of all, it includes player behavior in the matchmaking criteria. A special queue called the low priority punishes players who misbehave: those who frequently leave online game sessions before the end, and those who often get bad reports from other players. Low priority players cannot use in-game communication and thus cannot abuse their opponents verbally. They also wait longer before getting matched, which often results in game sessions that involve low priority players only.

Valve matchmaking includes several visible preferences that the player can select from, for example game mode, language spoken, or server location. However these preferences will be discarded as soon as the matching time increases beyond a default duration.

I gathered valuable data about the matchmaking of DotA2 from an open access website that exports the ValveAPI. This data covers two weeks of DotA2 matchmaking: figure 3.5 plots the number of matchmaking requests sent to the service as time passes, and figure 3.6 shows the average waiting times during the same period. Peaks of matchmaking requests match peaks of waiting time: similarly to LoL, it appears that the waiting time and the matchmaking requests load correlate. This comforts the conclusion that scalability is an issue with respect to matchmaking.

### 3.3 Tools for a better player matching

My trace study of matchmaking systems supports the necessity for improvements. The question remains which algorithms are best suited to match players together. As a first step towards an answer, this section defines a metric to measure the quality of a matching and describes six different matching algorithms.
3.3.1 Measuring the quality of a matching

The objective of a matching algorithm is to bring together players with similar characteristics and preferences in a minimal amount of time. A utility function is a good tool for performing such a task.
In order to propose a utility function for matchmaking, I first define the matching distance \( D(p_1, p_2) \) between two players \( p_1 \) and \( p_2 \) as their weighted N-dimensional euclidean distance, with \( N \) the number of matching criteria.

\[
D(p_1, p_2) = \sqrt{\sum_{i=1}^{N} w_i \ast (p_1(i) - p_2(i))^2}
\]

Weight values \( w_i \) depend on the priorities of the game designers. To give an example: in my experiments with the LoL dataset, I match players according to their ranking and their latency. I consider that ranking is as important as latency, and I set \( w_r = 0.5 \) and \( w_l = 0.5 \) as the respective weights for ranking and latency.

Let \( \delta t(p) \) be the waiting time (in seconds) of player \( p \) in the matchmaking queue. I propose the following function for matchmaking where the longer the waiting time is, the looser the matchmaking precision becomes:

\[
MyMatch(p) = \begin{cases} 
1 & \text{if } \exists o, \min(\delta t(p) \ast \alpha_t, \text{MAX}_t) > D(p, o) \\
0 & \text{if } \delta t(p) \ast \alpha_t > \text{MAX}_t 
\end{cases}
\]

\( p \) is the player who requests a match, and \( o \) is a potential opponent in the waiting queue. \( \alpha_t \) and \( \text{MAX}_t \) are parameters of the system: \( \alpha_t \) is a weight associated with the waiting time, and \( \text{MAX}_t \) is a constant that prevents a request from lingering indefinitely in the waiting queue. This addresses cases where players have rare characteristics and are therefore hard to match.

In the case of League of Legends, I set \( \text{MAX}_t = 300 \) as it corresponds to the distance of three rankings. The original matchmaking scheme of LoL uses also this value. Hence setting \( \alpha_t = 10 \) imposes a 30 second timeout for players that prove impossible to match in a balanced game. They will afterwards be matched in a best effort manner.

Matching two groups of more than one player is achieved by computing the distance between groups as the average of all the distances between players of each group; the same average applies to waiting times. The algorithms studied in Subsection 3.3.2 will all target grouped matchmaking of five versus five players as League of Legends does.

### 3.3.2 Various algorithms for matchmaking

I propose six different matchmaking approaches, sorted by their increasing degree of complexity.
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- **First Come First Served (FCFS) algorithm.** FCFS matches players as soon as it receives ten matching requests. It forms two teams regardless of the players’ characteristics and the game can start.

- **Simple List (SL) algorithm.** SL (Figure 3.8) targets small playerbases: it maintains a single list of player requests on a centralized server, and applies function $MyMatch$ to form opposing teams.

- **World of Warcraft (WoW) algorithm.** World of Warcraft, developed by Blizzard, is not in the same game category as LoL: it is an MMORPG. However it is among the most popular games nowadays, which means that it handles a huge playerbase and must contend with scalability issues. It also proposes a game mode that is very close to a MOBA: Dungeon Finder picks players from all servers of a common virtual realm to form 5-player teams that explore a closed dungeon. Players can choose a dungeon and ask for a specific role in the team. Blizzard published the matchmaking algorithm of Dungeon Finder in a public release: WoW (Figure 3.9) picks players from a single list to form teams, but breaks incomplete teams to the benefit of larger incomplete teams. Consider two incomplete teams $A$ and $B$: if $\text{card}(B) < \text{card}(A)$ then WoW removes enough players from $B$ to complete $A$. WoW uses its own matching formula $\text{WoWMatch}$, which enforces a maximum ranking distance of 100 among players of a group and waiting times under 30 seconds.

- **CutLists (CL) algorithm.** CL (Figure 3.10) is an optimization of SL: it cuts the single list into sublists and inserts player requests directly in their assigned sublist. Every sublist corresponds to a distinct range of values for a matching criteria. For example with LoL, each sublist contains players whose ranking $R$ returns the same value for the euclidean division of $R$ by 100; and each of these sublists gets divided into lists of players whose latency $L$ returns the same value for $L/10$. Players in the same sublist are very likely good matches, so ranged sublists ought to speed up the matching process.

- **Multi-Threaded CutLists (TCL) algorithm.** TCL (Figure 3.11) is a further optimization of CL that exploits concurrency. The server creates as many isolated threads as there are sublists for the first matching criterion, and a coordinator thread (Figure 3.11) dispatches the matching requests.

- **Peer-to-peer (P2P) algorithm.** The last approach is a fully decentralized algorithm on top of an unstructured peer-to-peer overlay (Figure 3.12). It introduces a two phase matching. The first phase propagates requests to close neighbors: since the distribution of player characteristics is generally very skewed, this phase will satisfy
a vast majority of matching requests. The second phase handles requests that remain after an unsuccessful first phase and targets players with rare characteristics that are hard to match: it performs a full fanout gossip to reach every node in the overlay. The list of requests allows to filter request a node already received. It is set to a tenth of the network size in order to adapt to different scale, and is at least of 100 requests.

All algorithms use a task of group management. This task described in Figure 3.7 is ran in the background and browse the list of waiting groups in order to try to match complete groups together. Once the groups have been found, the task send a reply so that the players can start the game.

**Data:** list of waiting groups G

```
%search for compatible preformed groups
for (Groups g in G) do
  for (Groups g2 in G) do
    if (g.size()==5 && g2.size()==5 && MyMatch(g,g2))
      sendReplies(g,g2)
      G.remove(g,g2)
  end
end
```

**Figure 3.7:** Preformed groups handler task

**Data:** list of waiting players L
list of waiting groups G

```
Task 1: Upon reception of a request
L.add(request)

Task 2:
%search for preformed groups
for (Request r in L) do
  for (Group g in G) do
    if (MyMatch(r,g) && g.size()<5)
      g.add(r);
      L.remove(r);
  end
end

%create new groups
for (Request r in L) do
  for (Request r2 in L) do
    if (MyMatch(r,r2))
      G.add(new Group(r,r2));
      L.remove(r,r2);
    break to Task 2;
  end
end
```

**Figure 3.8:** Simple List algorithm
Data: list of waiting groups LG

<table>
<thead>
<tr>
<th>Task 1: Upon reception of a request</th>
</tr>
</thead>
<tbody>
<tr>
<td>LG.add(new Group(request.player))</td>
</tr>
</tbody>
</table>

Task 2:
%group creation algorithm of WoW
for (Group g in LG) do
  for (Group g2 in LG) do
    for (Player p in g) do
      if (WoWMatch(p, g2) and g2.nbPlayers > g.nbPlayers and g2.waitingTime > g.waitingTime)
        g2.add(p)
        g.remove(p)
      end
    end
  end
end

Figure 3.9: World of Warcraft algorithm

Data: N times P lists of waiting nodes, NP
list of waiting groups G

<table>
<thead>
<tr>
<th>Task 1: Upon reception of a request</th>
</tr>
</thead>
<tbody>
<tr>
<td>x=floor(request.player.ranking/100);</td>
</tr>
<tr>
<td>y=floor(request.player.ping/10);</td>
</tr>
<tr>
<td>NP[x][y].insert(request);</td>
</tr>
</tbody>
</table>

Task 2:
for (i in [0..NP.xDim]) do
  for (j in [0..NP.yDim]) do
    %search for preformed groups
    for (Requests r in NP[i][j]) do
      for (Groups g in G) do
        if (MyMatch(r, g) && g.size() < 5)
          g.add(r);
          NP[i][j].remove(r);
        end
      end
    end
    %create new groups
    for (Requests r in NP[i][j]) do
      for (Requests r2 in NP[i][j]) do
        G.add(new Group(r, r2));
        NP[i][j].remove(r, r2);
      end
    end
  end
end

Figure 3.10: 2-dimension CutLists algorithm for LoL

3.4 Measuring up to an optimal match

In order to assess the capacity of my matchmaking formula to form balanced groups of players, I compared it with an optimal match.

I achieved an optimal match for a limited subset of the LoL traces with the CPLEX
Data: Ts: list of working threads

Task 1: Upon reception of a request
\[
x = \text{floor}(\text{request.player.ranking}/100);
\]
\[
\text{Ts}[x].\text{send(request)};
\]

Thread Task:
Cutlist Task 1 and 2

---

Figure 3.11: Multi-Threaded CutLists coordinator thread

Data: list of recently seen requests L
matched=false

Task 1: Upon reception of a request
\[
\text{if (request is a request of accepted match)}
\]
\[
\text{if (MyMatch(myRequest, request) and !matched)}
\]
\[
\text{sendMatchingAcceptedRequest(request.sender)};
\]

matched=true;

else if ((L contains request))
\[
\text{sendToProportionOfNeighbors(r,30%)};
\]
\[
\text{if (L.size() > max(network.size() / 10, 100))}
\]
\[
\text{L.pop();}
\]

end

L.insertLast(r);

end

Task 2:
%Phase 1
\[
\text{sendRequestToNeighborsTTL(myRequest, 3); % 3 hops}
\]
\[
\text{sleep 3 seconds}
\]
%Phase 2
\[
\text{if (!matched)}
\]
\[
\text{sendRequestToNeighborsTTL(myRequest, -1); % unlimited hops}
\]

end

---

Figure 3.12: 2-phase dissemination of the P2P algorithm

solver [79]. To do so, I took the first 50 traces from the League of Legends database as matching requests and looked for the optimal matching distance with CPLEX. CPLEX set aside two of the requests as unmatchable, so I removed these. CPLEX took 2 days to compute an optimal match with the remaining 48 requests.

I then made a mathematical model of my matchmaking function, and applied it to the 48 requests optimally matched by CPLEX. To push the comparison further, I also included matches computed by FCFS and WoW for the same subset. I selected these two in particular because they don’t use MyMatch.

Figure 3.13 gives the average matching distance resulting from each algorithm. Both MyMatch and WoWMatch produce matches that are not too far from the optimum, which is reassuring, while FCFS unsurprisingly produces very loose matches. WoWMatch has a better matching precision than MyMatch, but Subsection 3.5.1 shows that
the price of this higher precision comes at the price of an inability to handle high rates of matching requests. Conversely, FCFS forms groups very fast at the cost of very imprecise matches; note that the matching precision of FCFS remains within the limit of 300 officially enforced by LoL.

Now that I’ve shown my matching formula to produce acceptable matches in comparison with an optimum, I follow up with a performance comparison of matchmaking algorithms along several metrics described hereafter.

### 3.5 Performance evaluation

The aim of the present performance evaluation is to study the capacity of each algorithm in terms of matching. To remove the influence of the network on my results, a single client process runs on the same machine as the server, requests are sent in UDP to get the maximum bandwidth, and UDP sockets are set with a high buffer of incoming packets and threaded in a non-blocking manner to dissociate matchmaking from the network management load. I ran experiments in a cluster computer composed of dual Xeon X5960 3.46Ghz processors with 124GB of DDR3 memory. Experiments last five minutes in real time and every measure is an average on 20 runs. I set the distance boundaries of the lists to 300 and 50 respectively for algorithms CL and TCL; Subsection 3.5.4 justifies these values.
3.5.1 Matching capacity

In order to analyze how the different matchmaking algorithms hold up to an increasing rate of matching requests, I defined a metric called the matching capacity. The matching capacity of an algorithm represents the number of matching requests it successfully processes over a period of 5 minutes. A matching capacity of 1 means that the algorithm successfully matched all client requests received during the 5 minute period, while a value of 0 means that none of the requests got matched.

According to my dataset League of Legends handles a requests insertion rate of 250 requests per second during peak hours, and exhibits a matching capacity of 1 at these times.

Figure 3.14 represents the matching capacity of each algorithm as the requests insertion rate increases up to 1,000 requests per second. FCFS is my baseline algorithm in these experiments since it is guaranteed to exhibit the best matching capacity (at the cost of the matching distance). WoW and SL don’t perform well at all. SL incurs fast degradation when the insertion rate exceeds 400 requests per second, and the matching capacity of WoW is exceedingly low (under 0.36) from the start. Both algorithms suffer from having to manage a single list of requests that grows ever faster with the insertion rate. The particularly poor performance of WoW results from its constant breaking of groups to satisfy others: some requests get pre-matched several times before WoW achieves a final match. Conversely, algorithms that manage multiple shorter lists perform rather well in terms of matching capacity.
These results indicate that the data structure for indexing matching requests has a strong impact on the matching capacity of a matchmaking approach.

### 3.5.2 Average waiting time

Figure 3.15 illustrates the impact of increasing insertion rates on the average waiting time. Please note that the plots discard waiting times for requests that never get matched: they are thus strongly associated with the matching capacity plots. For instance the low waiting times for WoW are not very significant given its poor matching capacity. This also explains why waiting times for CL decrease very fast after the initial increase: requests that do get served are fewer and are therefore matched quicker. Another result that is consistent with those of Figure 3.14 is that FCFS keeps outshining all other algorithms at the cost of the matching distance. The most interesting result stems from the comparison between CL and TCL: the matching capacities of both algorithms are very similar, but the introduction of multi-threading significantly reduces waiting times by enhancing the beneficial impact of an indexation in multiple shorter lists.

### 3.5.3 Matching precision

I finally compare the precision of the matching algorithms by computing the average matching distance they produce. With respect to LoL traces, the matching distance
between two players is their bi-dimensional euclidean distance in terms of latency and ranking (see Subsection 3.3.1).

Figure 3.16 shows the impact of increasing insertion rates on the average matching distance. These results only represent requests that got matched eventually, which explains once more why the plots for SL and WoW decrease as the request rate increases. The results of FCFS do not appear in the Figure because they are very high and would hinder the readability of the other plots. Overall, CL and TCL achieve distances well within acceptable ranges, that is they are likely to result in well balanced game sessions.

### 3.5.4 Adjusting the size of the cutlists

Cutlists algorithms require a phase of testing to find the best suitable size of slice. I ran experiments for both the single-threaded and the multi-threaded version of the cutlists.

Figures 3.17 and 3.18 show that, in terms of matching capacity, the cutlist size has inverse effects on CL and TCL. CL performs better with shorter cutlists, while TCL holds up better to increasing request rates with larger cutlists. This difference in optimal size comes from lock costs when TCL accesses many lists concurrently. Conversely, shorter lists produce faster matches for CL: a result that is consistent with those of SL.

As explained in Sections 3.5.2 and 3.5.3, the matching capacity bears strong impact on the plots associated with waiting times matching precision. Nonetheless, these plots
Figure 3.17: Impact of the cutlist size on the matching capacity for the single-threaded approach

Figure 3.18: Impact of the cutlist size on the matching capacity for the multi-threaded approach
show that, regardless of the cutlist size, both CL and TCL produce well balanced groups within a decent timeframe.

Figures 3.19 and 3.20 display the respective matching distances achieved by CL and TCL respectively. Despite the increasing request rate and regardless of the cutlist size, neither CL nor TCL ever produces a distance greater than 70. Put in perspective with the optimal distance computed in Section 3.4, this value appears acceptable.
Figure 3.21: Impact of the cutlist size on the waiting time for the single-threaded approach

Figure 3.22: Impact of the cutlist size on the waiting time for the multi-threaded approach
With respect to waiting times, the results of Figures 3.21 and 3.22 both plead in favor of shorter cutlists.

In the case of CL, this outcome tips the balance towards size 50. Matters are more complex for TCL: it is more important to satisfy a larger proportion of requests if their waiting time remains acceptable. With a waiting time that never exceeds 40 seconds, a cutlist size of 300 appears to be the best for TCL.

### 3.5.5 P2P scalability and performance

This section describes the performance evaluation of the P2P algorithm separately from the others because I conducted the experiments on a different testbed. All experiments are run on top of PeerSim [80] and involve an increasing number of nodes: 10K, 60K, 100K, 200K, 300K, and 500K. Every node possesses asymmetric connections typical of those obtained through current broadband Internet providers: 800KB/s download and 100KB/s upload. The computing power required by the algorithm on each node is low, so I did not set any CPU limitations.

Every node sends a matching request at the start of the experiment. The work of a node is then circumscribed to routing and comparing messages.

The following experiments show that a P2P matchmaking scales much better than a centralized approach: up to thousands of requests per second. Please note that the request rates are 500 orders of magnitude higher than all previous experiments.

![Figure 3.23: Matching capacity of the P2P approach](#)

In terms of matching capacity, Figure 3.23 plots the ratio of requests that were matched successfully within 5 minutes as the request rate increases. This ratio starts very high...
up and degrades gracefully, remaining above 86\% at 500,000 matching requests per second. The degradation is a consequence of the dissemination process: huge burst phases saturate the bandwidth of the nodes.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{matching_speed_p2p}
\caption{Matching speed of the P2P approach}
\end{figure}

P2P also exhibits very high matching speeds (Figure 3.24), and the average waiting time increases logarithmically. Even at 500,000 matching requests per second, it is well under 2 seconds.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{matching_precision_p2p}
\caption{Matching precision of the P2P approach}
\end{figure}

In terms of matching distance, Figure 3.25 shows that P2P is not nearly as good as its centralized counterparts. It does achieve a distance that is overall 40\% better than that of FCFS, however. Bear in mind that these distances must be mitigated with the high matching capacity: matching a larger proportion of incoming requests makes it harder to approach an optimal match.
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### 3.6 Conclusion

User traces enable to improve game software through careful study and analysis. However, game companies seldom make such data available. In this work, I show how to gather a huge quantity of publicly available information about players of a very popular online game. I also analyze this information to draw conclusions about how to improve a critical service for multiplayer online games, namely matchmaking.

I push this analysis further by conceiving several matching algorithms and by comparing their performance in terms of speed, precision, and capacity.

Table 3.1 draws a summarized comparison of the benefits and drawbacks associated with every matchmaking algorithm presented in this Chapter.

<table>
<thead>
<tr>
<th>Service type</th>
<th>FCFS</th>
<th>WoW</th>
<th>SL</th>
<th>CL</th>
<th>TCL</th>
<th>P2P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small playerbase</td>
<td>++</td>
<td>+</td>
<td>++</td>
<td>+</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>Medium playerbase</td>
<td>++</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Huge playerbase</td>
<td>++</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Fast reply</td>
<td>++</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>++</td>
</tr>
<tr>
<td>Low cost</td>
<td>++</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>N/A</td>
</tr>
<tr>
<td>Accurate</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>++</td>
<td>+</td>
</tr>
</tbody>
</table>

Table 3.1: A comparison of matchmaking algorithms

FCFS can only be recommended for applications where there is a single criterion: matching speed.

Algorithms which maintain a single list of matching requests can perfectly handle small playerbases, but are not suitable for games that scale. World of Warcraft’s scheme of re-breaking formed groups produces finely balanced teams, but drastically impedes throughput.

Approaches that partition matching requests from the start handle throughput very well, and multi-threading speeds up the matching.

Finally a matchmaking service built on top of a P2P overlay ought to be considered. Its matching capacity and matching speed are comparable to those of FCFS, and although there is room for improvement it exhibits a fair matching precision.

I draw two main conclusions. Firstly, matching precision involves many factors beyond waiting time. Secondly, the choice of the matching algorithm has significant impact on the quality of the service and therefore depends heavily on the type of game it supports.
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Massively Multi-player Online Games (MMOGs) aim at gathering an infinite number of players within the same virtual universe. Yet among all of the existing MMOGs, none scales well. By tradition, they rely on centralized client/server (C/S) architectures which impose a limit on the maximum number of players (avatars) and resources that can coexist in any given virtual world [1]. One of the main reasons for such a limitation is the common belief that full decentralization inhibits the prevention of cheating.

Cheat prevention is a key element for the success of a game. A game where cheaters can systematically outplay opponents who follow the rules will quickly become unpopular among the community of players. For this reason, it is important for online game providers to integrate protection against cheaters into their software.

C/S architectures provide good control over the computation on the server side, but in practice they are far from cheat-proof. A recent version of a popular MMOG, namely Diablo 3, fell victim to an in-game hack that caused the game’s shutdown for an entire day [81]. Not so long ago, someone found a security breach in World of Warcraft [82] and proceeded to disrupt the game by executing admin commands. Given that centralized approaches are neither flawless security-wise nor really scalable, there is room for improvement.

This chapter presents a scalable game refereeing architecture. My main contribution is a fairly trustworthy peer to peer (P2P) overlay that delegates game refereeing to the player nodes. It relies on a reputation system to assess node honesty and then discards corrupt referees and malicious players. My secondary contribution is a speedup mechanism for reputation systems which accelerates the reputation-assessment by challenging nodes with fake game requests. It has been published in the Multimedia Systems journal [83].

This chapter is organized as follows. Section 4.1 makes a case for decentralized architectures as building blocks for game softwares. Section 4.2 depicts my main contribution: a decentralized approach for game refereeing that scales easily above 30,000 nodes and allows detecting more than 99.9% of all cheating attempts, even in extremely adverse situations. Section 4.4 outlines the characteristics of the reputation system my solution requires in order to achieve such performance, and details the simple reputation system I designed following this outline. Section 4.5 gives a preliminary performance evaluation obtained by simulating my solution. Finally section 4.6 describe the extended performance evaluation of our platform.
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4.1 Scalability issues for cheat prevention

Scalability is a crucial issue for online games; the current generation of MMOGs suffers from a limit on the size of the virtual universe. In the case of online role-playing games, the tendency is to team up in *parties* to improve the odds against other players and the game itself. Being unable to gather a party of avatars in the same virtual world because there are not enough slots left on the server is a fairly frequent cause for frustration among players. The limitation on the scale also has consequences on the size and complexity of a virtual world. Players usually favor games that offer the largest scope of items/characters they can interact with.

Decentralized architectures usually scale far better than C/S architectures. They remove the limitations on the number of concurrent players and on the complexity of the virtual world, or at least relax these limitations significantly.

One solid argument against full decentralization is that cheat detection is very hard to enforce in a distributed context, and it may thus be less effective.

In a C/S architecture, the server side acts as a trustworthy referee as long as the game provider operates it. Let us take an example of a player who tampers with his client to introduce illegal movement commands. This provides an unfair advantage to the cheater as his avatar then acquires the ability to instantly reach places where it cannot be attacked. All it takes for a centralized server to set things right is to check every movement command it receives from player nodes. Such a solution will have a strong impact on the performance of the server, and especially on its ability to scale with respect to the number of concurrent avatars. It is possible to reduce the computational cost of this solution by skipping checks of the received commands. However, it entails that some cheating attempts will succeed eventually.

There are also cheating attempts that a C/S architecture is ill-fitted to address. A player about to lose can cancel a battle by launching a DDOS attack (distributed denial-of-service [84]) on the server and causing its premature shutdown. A decentralized architecture would be far more resilient against such an attack.

In a decentralized architecture, it is not easy to select which node or set of nodes can be trusted enough to handle the refereeing. For instance, let us roll back to the example where a player node sends illegal movement commands. A naïve approach could be to delegate the refereeing to the node of the cheater’s opponent. Unfortunately this would introduce a breach: any malicious player node could then discard legitimate commands to their own advantage. As a matter of fact, delegating to any third party node is particularly risky: a malicious referee is even more dangerous than a malicious player.
Reaching a referee decision by consensus among several nodes boosts its reliability. Since it is both hard and costly for any player to control more than one node, the trustworthiness of a decision grows with the number of nodes involved. On the other hand, involving too many nodes in every single decision impacts heavily on performance. Even in a P2P context with no limit on the total number of nodes, waiting for several nodes to reach a decision introduces latency.

4.2 Design of a decentralized refereeing system

The main goal of my approach is to provide efficient means for cheat detection in distributed gaming systems. In this work, I focus on player versus player interactions through the means of fights between them.

The cheat detection mechanism relies on the integration of a large scale monitoring scheme. Every player node participates to the monitoring of game interactions among his neighbor nodes. As such, every node takes on the role of game referee and possess an additional entity executing the game engine in order to assess events. To limit collusions among players/referees in order to gain an unfair advantage, no player should have the ability to select a referee. For this purpose, my architecture relies on a reputation system to discriminate honest nodes from dishonest ones. This allows picking referees among the more trustworthy nodes, as detailed in subsection 4.3.2.

4.2.1 System model

Every player possesses a unique game identifier and associates it with a network node, typically the computer on which the player is running the game software. Every node runs the same game engine: the code that defines the world, rules, and protocols of the game.

An avatar represents a player within the game world. Data describing the dynamic status of the avatar is called the player state; it is stored locally on the player’s node and replicated on other peers to prevent its corruption.

Players will interact with each other by the mean of battles. Battles are a succession of events that lead to a battle conclusion with one winner. Players will emit alternatively a state event when they want to change their own state and an action event when they want to impact the other player. In order to check for cheating attempts, players event will pass through referees. Figure 4.1 depict this particular process between players and referees that aims at reproducing in each referee the behavior of an MMOG server.
The player "Node 1" here is the initiating player of the battle. He will request first an opponent from his player list to fight with him. If the player is agreeing, the initiator node then ask a trusted referee from his list of referees to assess the fight. Once the referee accepts, the initiator node propose the referee to the other player. If both players agree on the same trusted referee, the battle can start. Events are sent until one of the two player life points reach 0 and can be declared loser of the battle by the referee. Each event sent is checked by the referee and the referee is the only authority allowed to make communications with players during the battle. If a player attempt to bypass this rule, he will be seen as incorrect by the other player client.

There is no limit on the total number of player nodes in the system. Player states are stored/replicated on network nodes and every player node maintains a list of geographical neighbors. The game downloading phase is considered complete: all static game content is installed on every node. All data exchanges are asynchronous. Nodes communicate by messages only; they do not share any memory.

I assume that all shared data to the game and the virtual universe can be accessed in an RTT between the data location and the node. Systems such as [22, 23, 85] already address this issue.

Both the player and the referee codes and protocols can be edited by third parties: my approach aims at detecting and addressing such tampering. The matchmaking system, the part of the game software that selects opponents for a battle, falls out of the scope of this work. Leaving it on a centralized server would have little or no effect on the overall performance, and I assume it to be trustworthy.

4.2.2 Failure model

My distributed approach aims at offering a secure gaming protocol, so as to detect every corrupted game content that passes through the network and impacts other players. My goal is to ensure the lowest cheat rate even when possible failures occur.

Section 2.3 describes different type of cheating attempts that can be found in MMOGs. I set the system to rely on software based cheat detection and will use the computing power residing in nodes in order to assess players transactions.

I want my distributed approach to at least match the degree of protection guaranteed by traditional C/S architectures. For this purpose my solution addresses all of the following failures:

- delays or modifications of the communication protocol,
Figure 4.1: Player/referee interactions during battles

- modifications of stored data,
- denial of service attacks,
- collusions between nodes as long as there is at least a majority of correct referees per battle.
In order to scale, my decentralized architecture requires trustworthy nodes to act as referees. It is risky to confer referee statuses indiscriminately, as it provides an easy way for dishonest nodes to turn the game to their advantage. Hence my solution relies on the availability of a distributed reputation system [59] in order to identify the most trustworthy nodes. Any such system [58, 60] would work, as long as it collects feedback about node behaviors and computes values that describe these behaviors.

### 4.2.3 Architecture model

Every node is part of two overlays, and thus maintains two neighbor lists: a list of the player’s immediate neighbors within the virtual world of the game, and a list of neighbor nodes within the reputation P2P overlay.

The first overlay is loaded at startup and link players together with a number of neighbors following a powerlaw distribution. The second is built over time with player interactions: by gathering reputation values from the referees transactions, players fill their list of available referees. In the rest of this work, I use the term *neighborhood* to refer to both lists.

### 4.3 Distributed refereeing protocol

My decentralized refereeing approach starts with an initialization phase that allows the reputation system to complete a first estimation of node behaviors. Afterwards, any node can decide to initiate a battle with any other node, and asks one or more referees to help arbitrate the outcome. A battle between two opponents contain a series of event exchange until a victory occurs. During a battle, every referee monitors the game commands sent by both opponents, and then decides the outcome of the battle based on the game data and on the correctness of the commands.

#### 4.3.1 Node supervision

When the reputation system is ready, players can initiate “real” battles under the supervision of one or more referees. Section 4.4.3 details the reputation initialization issues.

Once a battle has been initiated, the opponent nodes can create events they send to referees. Those events are based on the current player states. There are two types of events: *actions* describing inputs and *states* containing player states.
In my model, a cheater is a player node which either (a) makes up an event which does not match its state according to the game engine, or (b) delays the emission of an event. 

Upon receiving an event from a player, a referee checks if the event is valid before transferring it to the player’s opponent. Events are thus exchanged between two opponents under the supervision of one or more referees, until the battle ends. Three possible conditions lead to the end of a battle: (i) one of the player health drops to 0, there is a winner; (ii) one or both players are cheating, the battle is canceled; or (iii) both players agree to call it a draw. If a cheater attempts to declare itself a winner illegally, both the referees and the opponent will detect his attempt.

4.3.2 Referee selection

In order to optimize cheat detection, the system picks referees among the trustworthy nodes in the list of available referees. As described in Section 2.5, trustworthy nodes are those whose reputation is above a fixed threshold $T$. A node $A$ will only consider another node $B$ as a potential referee if the reputation value associated with $B$ as a referee increases above $T$. Self-refereeing is prohibited for obvious reasons: therefore player nodes are excluded from the referee selection for battles they are involved in.

I designed my referee selection mechanism to reduce the control any single node can have over battles. A single player node will have a low probability of managing to impose referee nodes. To achieve this goal, two player nodes involved in a battle must agree on the selection of referees. The player that initiates the battle first searches for available referees and books them for a battle. The player will then suggest this list of referees to its opponent. The opponent then double checks that those referees are trustworthy. A node that makes a lot of incorrect selections will quickly go down in the node reputation values, thus leading to its detection and possible exclusion from the system.

Since reputation values are dynamic, it is possible for a referee to lose its trustworthiness in the middle of a battle. In this case, the battle is canceled: all refereeing requests associated with the corrupt referee are tagged as fakes and will only be used as information for the reputation system.

4.3.3 Cheat detection

Every battle is composed of an event stream which one of the opponents may try to corrupt. The refereeing system verifies events as follows.
Any player node creates events based on the game engine. Event can be of three types: state event, action event and victory event. In order to change the state of his avatar, a player node must issue a refereeing request containing an event description called action. In reply to every action emitted, a state event will be required to verify that the player applied the action fairly. Finally, when the battle ends, a victory event is sent to the referee for verification.

Upon receiving the two events—one for each opponent—, a referee will use the game engine to verify:

- the initial state sent by the players and their consistency with the replicas stored in the P2P overlay;
- every action, to assess whether it is coherent with the player state by replaying it on the referee;
- the new state of every player, to ensure that the actions got applied by comparing with the result of the replay done on the referee;
- victory announcements if any, to prevent the most obvious cheating attempts.

Overall, the protocol consist on a redirection of the messages that usually arrive on a centralized server towards nodes of the network. This set of verifications are not as intrusive for a game as they might seem.

A battle triggers a loop of verifications on the referee (Figure 4.2); one verification per skirmish, until a victory occurs or until the battle gets canceled.

![Figure 4.2: Referee automaton used to analyze a full battle.](image)
Referees for a same battle send their decisions back to the player nodes directly; they don’t communicate to reach a consensus. This does not introduce a breach in my security, as I can detect incorrect nodes while they try to cheat on decisions.

My architecture systematically detects cheating attempts, whether they come from a malicious player or from a malicious referee:

If one of several referees sends a wrong decision to the players, the players will detect the inconsistency by observing which referee is a minority. This protect from incorrect referees emitting influenced decisions as long as we have a majority of correct referees per fight.

If an incorrect player wants to cheat and decides to take into account a wrong decision, correct referees will detect an incorrect player state at the next iteration. This protects from arbitrary player choices.

Finally, if an incorrect node turn an event into a victory event incorrectly, both its opponent and the referees will consider it as malicious.

4.3.4 Multiplying referees to improve cheat detection

One referee isn’t enough to ensure that my approach is sufficiently cheat-proof. A malicious node can temporarily send correct responses to gain a good reputation, and then issue corrupt decisions if it manages to acquire a legitimate referee status. Associating more than one referee with the same battle counters such behaviors.

My solution enables players to select \( N \) referees for the same battle, with \( N \) an odd number. This is done to obtain a majority over the referees replies. Once they have agreed on the referee selection, the players submit their requests concurrently to every referee. It is considered that using our reputation system, \( \frac{N}{2} + 1 \) referees will be correct in most of the battles (see Section 4.5.5 for cheat detection ratio details). A player that receives \( \frac{N}{2} + 1 \) identical replies may then consider the result as trustworthy. Figure 4.3 represents the overall communication links the two players will have with their \( N \) shared referees.

![Figure 4.3: N-referee configuration](image)
This approach strengthens the trustworthiness of the arbitration, since the probability of picking \( \frac{N}{2} \) malicious referees at the same time is considerably lower than that of selecting a single malicious referee. At the same time, it improves the detection of both malicious players and malicious referees and helps preventing collusions between a player and a referee. As referees assess players behaviors adding more of them creates more interactions and thereby more reputation values which speeds up detection. Collusion is a costly strategy, and the cost grows with the number of nodes involved. This is enforced by my approach since:

- a player alone cannot influence the selection of the referees,
- colluders must first work to obtain good reputations before starting to cheat,
- a node can never know whether it is handling a legitimate or a fake refereeing request with the testing system (see Section 4.4.3).

I analyzed the impact of the number of referees on the efficiency of the cheat detection and on the overhead. The results of this analysis, along with other results, are presented in section 5.3.

Avoiding collusions for a given battle requires an assessment by a majority of correct referees (correct referees do not collude). Collusions among referees, or among players, or even between referees and players will result in a detection: (i) players will always receive a majority of correct referee decisions as there is a majority of correct referees by assumption, different decisions come from faulty referees; (ii) correct referees detect players that do not respect their decisions when they receive further messages from both players; (iii) the majority of correct referees will detect collusions between players and referees and updates of the virtual world data remain reliable anyway as they require a majority of referees. Thus, no possible configuration provides the ability to undergo an illegal action as long as, for each battle, a majority of referees are correct. Notice that if there is a majority of malicious referees for a given battle, they might behave badly, however this can be detected by correct players, leading to a reputation decrease for the referees.

### 4.4 Reputation management

In order to scale, the decentralized architecture requires nodes to act as referees. It is risky to confer the referee status to every node indiscriminately, as it provides an easy
way for dishonest nodes to turn the game to their advantage. Therefore my approach requires a way to pick out nodes that are reliable enough to act as referees.

My solution integrates a distributed reputation system to identify the most trustworthy nodes. A reputation system [59] aims to collect and compute feedback about node behaviors. Feedback is subjective and obtained from past interactions between nodes, yet gathering feedback about all the interactions associated with one node produces a relatively precise opinion about its behavior in the network. This allows to detect players that cheat and to avoid potentially malicious referees.

There are two levels of trustworthiness for every node: as a player within the game (player reputation), and as a referee for the game (referee reputation). I dissociate both levels entirely as a node play two roles in our system: the player, and the referee. A node can be correct as a player but have his machine infected therefore issuing incorrect referee requests. This would penalize correct players by removing them the capability to play. With a reputation value for players and referees the system allows a finer assessment as to which entity of a node is faulty.

4.4.1 Assessment of the reputation

Every node stores a local estimation of the player reputation and of the referee reputation associated with every node in its neighborhood. Given the failure model, it makes no sense to fully trust a remote node, and therefore a reputation value can never equal the maximum value. A reputation value belongs to $[0, 1000]$. Value 0 represents a node which cannot be trusted, whereas the reputation value of a very trustworthy node approaches the unreachable 1000. Initially, when assessing a node that has no known history as a player (respectively as a referee), its player reputation (resp. referee reputation) value is set to 0. They will be chosen as the last available nodes.

There are two types of direct interaction between nodes that lead to a reputation assessment. A refereeing request causes the referee node to assess the player reputation of the requester, and the player node to assess the referee reputation of the requested. The referee selection process triggers a mutual player reputation assessment between nodes.

Every time a node interacts with another node, both nodes assess the outcome of the interaction and update their local value for the reputation of their counterpart. A valid outcome increases this value (reward), while an incorrect outcome will decrease it (punishment). Punishments must always have a greater impact on the reputation value than rewards. This prevents occasional cheaters from working their way to a good
reputation value, which in turn confers an advantageous position for avoiding cheat detection or for acquiring referee status.

Evaluating a reputation through direct interactions only is a bad idea. Firstly it means that, in order to consolidate its reputation assessment, every single node must carry out multiple transactions with each other node it wants an opinion about: it is costly both in terms of time and resources. Secondly a malicious node may act honestly with a restricted set of nodes in order to escape banishment from the game if it gets detected by other nodes.

Nodes exchange their local reputation assessments for both players and referees sporadically to their neighborhood to help build a common view of their neighborhood in terms of player/referee trustworthiness. Reputation values are then carried to the neighbors, which will apply them locally, and spread them in the next iteration. Reputation updates resulting from an incorrect interaction are sent immediately while those that sanction honest behaviors are delayed until the end of the battle. This saves bandwidth and prevents reputation increases for nodes that exhibit an erratic behavior with respect to trustworthiness.
Figure 4.4 gives an example of the way reputation assessments get propagated among nodes. Node O(ther) starts interacting with node R(eferee) to get information about a node it intends to fight. It so happens that node R is currently refereeing a battle between nodes M(alicious) and G(ood), and has therefore assessed their reputations. Node R piggybacks its assessments on its messages to node O.

The indirect reputation assessment of a node A by another node B generally relies on three types of information:

1. the current reputation value that B associates with A,
2. the evolution of the behavior of A as perceived by B,
3. and the recent opinions that B or other nodes may express about A.

Upon receiving fresh data about the behavior of a node, reputation systems such as TrustGuard [86] use a PID (proportional-integral-derivative) formula on these three pieces of information to compute a new reputation value. The principle of a PID formula is to carry out a weighted sum of the local reputation value at \( t - 1 \), of the integral of the local reputation values since the system startup, and of the differential with newly received reputation values:

\[
R(t + 1) = \alpha * R(t) + \beta * \frac{1}{T} * \int_0^t R(t) \, dt + \gamma * \frac{d}{dt} * R(t)
\]

The values for parameters \( \alpha, \beta \) and \( \gamma \) are totally dependent on the application. A high value for \( \alpha \) will confer a greater importance to past reputation values stored locally. This is useful in systems where close neighbors cannot be trusted. Parameter \( \beta \) focuses on the consistency of the behavior of a node. Systems with a high value for \( \beta \) prevent malicious nodes from wiping their slate clean with a few honest transactions. Finally, parameter \( \gamma \) reflects the transitivity of the reputation, in other words the direct impact of a new opinion on the local assessment. A high value for \( \gamma \) implies that the local reputation value of a node will be more sensitive to new values expressed locally or by other nodes.

My reputation system simplifies this computational model to facilitate its implementation. I achieve this simplification by transforming the model into an arithmetic progression. Let \( I(t) \) be the value of the integral at time \( t \), \( D(t) \) the value of the differential at time \( t \), and \( a(t) \) a reputation value received from another node at time \( t \).

My first transformation is to reduce the integral to an iterative average:

\[
I(t) = \frac{I(t-1) + a(t)}{2}
\]
This transformation adds a fading factor to the past behavior of the evaluated node. Most reputation systems introduce a similar factor to increase the impact of the recent behavior, and therefore to be more responsive to sudden changes in the behavior of the evaluated node.

The second transformation reduces the derivative to a difference between two values:

$$D(t) = a(t) - R(t)$$

The computation for $R(t)$ in my implementation thus breaks down to:

$$R(t + 1) = \alpha \ast R(t) + \beta \ast I(t) + \gamma \ast (a(t) - R(t))$$

In terms of reputation assessment, the requirements of my refereeing architecture are very basic. I need every node to store subjective values about the behaviors of the other nodes in their neighborhood. With this in mind, I designed my own reputation system because it was simpler to prototype it quickly and integrate it into my simulations. Other reputation system with similar characteristics [58, 60] would be able to get adapted to my architecture.

### 4.4.2 Parameters associated with my reputation system

Several parameters allow to adapt the reputation system to the requirements of the application. Setting the parameter values is closely related to player/referee behaviors that are specific to every game. Hence the fine tuning of these values requires extensive benchmarking during the test phase of the game software. Nevertheless, there are some pointers for the parameterization of the reputation system in a gaming context.

The first obvious set of parameters $\alpha, \beta, \gamma$ characterizes every reputation assessment. As mentioned earlier, in the context of cheat detection the system should focus on its reactivity to incorrect actions. As the main component of the formula for this purpose, $\gamma$ ought to be set to a high value.

Values $\upsilon$ (up) and $\delta$ (down) correspond respectively to rewards and punishments. As mentioned earlier, setting $\delta$ significantly superior to $\upsilon$ discourages malicious behaviors and prevents the promotion of corrupt nodes to referee status.

Every local reputation value associated with neighboring nodes is reset after $\rho$ updates; $\rho$ is a parameter of the game code, as it depends on the robustness of the game design. This reset strategy helps prevent dishonest nodes from earning a good reputation, and
at the same time protects honest nodes from bad recommendations spread by dishonest nodes.

I determine whether a node acts honestly by enforcing a global threshold $T$ on reputation values. This threshold has two main uses:

- it serves as the main metric for the referee selection mechanism described in Subsection 4.3.2,
- it reduces the overall CPU load by randomly skipping refereeing requests from reputable nodes, as described in Subsection 4.4.4.

Similarly to $\rho$, the value of $T$ is highly dependent on the game design; it must be set to the best trade-off between cheat detection and efficiency. If the game software designers expect a proportion of cheaters that is extremely high, then the threshold value must be set very high. Indeed in such cases the reputation of incorrect nodes will be close to that of correct nodes, as few battles will be able to finish and cheaters will be harder to detect. Therefore a high threshold value will ensure that fewer malicious nodes will pass through the cheat detection. Conversely, a system that encounters a moderate proportion of cheaters will witness the emergence of two distinct reputation value averages among nodes: one average for honest nodes and another average for dishonest ones. The threshold becomes easier to set, as its value can be chosen somewhere between both averages.

### 4.4.3 Jump start using tests

Identifying trustworthy nodes is particularly tricky in two specific situations:

1. during the game startup,
2. and when a new node joins the application.

In both cases, reliable reputation values cannot be assessed for lack of transactions in sufficient number to study node behaviors.

I solve this issue by integrating both fake testing and an initialization phase.

Fake testing consists in hiding fake requests into the flow of legitimate refereeing requests. Fake requests are identical to legitimate requests, and therefore recipient nodes cannot distinguish between both types. When two player nodes fail to book enough trustworthy referees for a real battle arbitration, they initiate a referee testing phase
and pick a currently untrustworthy node in their neighborhood. The testing phase consists in sending requests associated with a normal battle, according to the following rules.

1. Requests contain both incorrect and correct actions/states.
2. Player nodes verify the referee answers to every action/state request.
3. Player nodes maintain a ratio of correct/incorrect event requests high enough to protect their own player reputation.

Since the tested referee cannot discern test requests, it may suspect the requesting nodes of being malicious and cause their player reputation value to be reset to 0. Rule 3 avoids this situation by balancing incorrect test requests with correct ones.

The testing phase lasts until the referee reputation value allows one of two possible decisions: either the launch of a real battle with the tested node as referee, or a reputation message is issued to neighbors to notify that the tested node is suspected unfit for refereeing. At that point, both player nodes notify the referee to cancel the battle. All games provide a surrender procedure: It is used here as a mean to end the testing phase in such a way that it remains undetectable for the referee.

New nodes start with an initialization phase where they only send out fake requests to their neighbor nodes in order to fill its referee list. A node ends its initialization phase as soon as it has identified enough potential referees to start a battle – the minimum number of referees required for a battle is discussed in Section 4.5. The initialization phase has a very negative impact on the player reputation of the node as it sends both correct and incorrect commands to test for potential referees. The system compensates for this by enforcing a full reset of the reputation value periodically, as described in Subsection 4.4.2.

New nodes also incur a high probability of getting tested when entering the system as they arrive in an available state. Malicious new nodes may use this knowledge to their own advantage by acting honestly for a long period of time and then cheating. This strategy will be short-lived since no node is ever fully trusted: a correct node will inflict a heavy punishment as soon as it detects a malicious interaction. Moreover the fake testing accelerates the reputation assessment among nodes, and also discourages cheating attempts: tampering is already risky, why try it for potentially no benefit if my reputation value will be destroyed later? A variant strategy, reentrance to regain a clean slate, is not valid as each player node is associated with a unique game identifier.
Fake testing remains effective for the whole game duration. Besides accelerating the
detection of malicious nodes and the integration of honest nodes, it maintains a list of
potential referees in the neighborhood of every node. This list is used when the most
trustworthy neighbors are busy refereeing other battles. Maintaining this list also offers
redemption to correct nodes that got their reputation spoiled by malicious nodes, or to
nodes that exhibited an incorrect behavior because of a latency spike during a battle as
they are never excluded from the list. With the frequent resets of reputation value, a
good behavior will raise their position in the list.

4.4.4 Reducing the overhead induced by the cheat detection

Refereeing is a costly mechanism in terms of CPU and network usage as referees have to
frequently replay players events. In order to reduce these costs, C/S architectures intro-
duce heuristics aimed towards skipping some refereeing requests. My solution extends
this idea by identifying situations where skipping requests is more logical, that is when
the request comes from a node with a good player reputation.

I use the following formula to decide how often refereeing requests can be skipped:

\[
\text{SkipRatio} = \frac{R-T}{V-T+1}
\]

With \( R \) the reputation value of the requesting node, \( T \) the threshold value and \( V \) the
maximum reputation value in the system.

\( \text{SkipRatio} \) will increase as the reputation value of the requesting node gets closer to
the maximum value. The threshold guarantees that requests from trustworthy players
are the only ones that get skipped. I added the plus one to the denominator in order
to ensure that even the most trustworthy node requests get tested once in a while. As
reputation values grow very slowly, a node can only get to this point if it has acted
honestly towards a significant number of other nodes for a long time.

4.5 Performance evaluation

This Section details the results of the performance evaluation I conducted in order to
check the scalability and efficiency of my solution. I base my evaluation on simulations
in order be able to analyze the behavior of my system when thousands of nodes are
involved.
My distributed refereeing system aims at offering an alternative to the C/S architecture in the MMOG context. To prove that my approach is worthwhile, the overhead generated by my solution must be kept low in order to allow scalability and to offer a user experience that is indistinguishable from classic C/S performances. Obviously, I also expect my solution to detect the highest possible number of cheating attempts.

### 4.5.1 Simulation setup and parameters

I use the discrete event simulation engine of PeerSim [80] to conduct simulations of my system. The present performance evaluation constitutes a first assessment of feasibility. I intend to validate my solution further by plugging it over a P2P gaming overlay with a world component later on, but virtual world management falls out of the scope of this work.

My simulation aims at reproducing the topology of real game overlays: a node distribution with zones of varying densities following a powerlaw. Player states, accordingly to what I expect to find in most MMORPG games, are all different. Player levels differ, producing both short and long battles. The world is infinite: players probe their neighborhood every five minutes to find opponents, and I set the average battle duration at two and a half minutes. In the extended performance section, this time will be extended to 15 minutes in order to test longer battles. Battle related messages are sent when a player emits an action. Inputs are polled 25 times per second to respect a decent frame rate. Other messages such as testing messages and reputation messages are sporadic. Reputation messages are sent either when a battle ended without incurring any incorrect action, or when a node tried to input too many incorrect actions. To prevent side effects and cyclic behaviors produced by the fixed periodicity of battles, I introduced skewness by ensuring that waiting times between battles, fighting states initial values, inputs, and so on, differ for every node.

Every run simulates game interactions among 30,000 nodes over a 24 hours period, and uses random seeds provided by PeerSim to generate original player states. Every measure presented hereafter is a mean value computed with results from 40 different simulation runs.

I performed my simulations on a Dual-CPU Intel Xeon X5690 running Debian wheezy v3.2.0-4 at 3.47Ghz, with 128GB of available memory. Every run generated an average of 24 CPU threads.

In order to find appropriate values for the parameters of my reputation system, I ran several simulations prior to the ones presented in this Section. I found the optimal
parameter setting to be as follows: threshold $T = 300$, reset frequency $\rho = 50$, $\alpha = 0.2$, $\beta = 0.2$, and $\gamma = 0.8$. $\gamma$ is much higher than $\alpha$ and $\beta$ because I want the detection mechanism to focus on quick reactions to the strong punishments that incorrect nodes can receive.

Punishment $\delta$ and reward $\upsilon$ produce specific behaviors in my reputation system. $\delta$ forces the reputation value to converge quickly towards 50 when small errors are detected. Multiple preliminary simulations yield 50 as the average reputation value an untrustworthy node achieves on the long run in my system. Conversely, $\upsilon$ enforces a slower convergence of the reputation value for honest nodes towards 500, the overall average for trustworthy nodes.

I set the concurrent number of nodes in my system to the largest value my simulator could handle while running on my hardware: 30,000 nodes. It still is twenty times as big as the unofficial client/server concurrent limit I identified through various Internet sources[87, 88]. I also ran some short simulations with up to 60,000 nodes, and observed no difference in the behavior of my system.

The metrics I used to assess the scalability and efficiency of my system are:

- the latency,
- the network bandwidth consumption,
- the CPU overhead introduced by my architecture,
- the percentage of undetected cheating occurrences.

### 4.5.2 Latency

I introduce a uniformly random latency for every exchange between two nodes and set the lower and upper bounds to 10 and 40 ms respectively. I first estimated these values by monitoring the traffic I generated while playing *Guild Wars 2*, and later backed my estimations by interrogating a database I have put together with data acquired from a *League of Legends* server, and covering over 20 million games.

### 4.5.3 Bandwidth consumption

Similarly to latency, I evaluated the bandwidth consumption of my solution per message. I kept count of the number and the size of all the messages exchanged during every
simulation run. With these logs, I correlated message contents and real memory usage of data such as integers or floats in classic games to compute realistic message sizes.

There are two cases: state messages and action messages. In my scenario, state messages contain all the game related information a node knows about itself. This amounts to 84 bytes when serialized before being sent on the network, and matches the value found in the literature [89]. Action messages are a bit smaller (16 bytes when serialized), as they only contain incremental information. By correlating these values with the message count of every node, I deduce the average bandwidth used on a single node over time.

As shown in Figure 4.5, each node (player plus referee) consumes a mean of 4KB/s once the system has stabilized. Given that the maximum consumption never exceeds 8KB/s, the bandwidth consumption is very low.

![Figure 4.5: P2P node bandwidth usage over time](image)

I also performed a theoretical comparison between my approach and the client/server approach. For this purpose, I defined a virtual centralized server as a computer with unlimited resources, able of handling all concurrent requests without crashing. I then summmed up the average workloads handled by every peer in my distributed solution during the simulation runs and divide it by the number of referees I run in the decentralized version, with three referees per battle. Figure 4.6 shows that the total bandwidth used peak in the client/server architecture reaches 67MB/s. With this load in a real game
deployment, the server would crash and the players would be disconnected. Such situations occur pretty frequently with existing games nowadays. A cluster of servers might be able to handle this direct overload, but then comes the need to put in place a complex coordination between the servers.

![Server relative bandwidth usage over time](image)

**Figure 4.6:** Server relative bandwidth usage over time

My approach is based on a reputation system: its ranking provides the ability to pick out trusted referees. I checked how much bandwidth my own in-built reputation mechanism uses in those 4KB/s. It appears that, compared to the real size of the game protocol messages, it uses only around 1.5% of all network data sent (as illustrated by Figure 4.7).

Reputation messages are sent only when needed, as I really took care about this part of the reputation system, and they also are small. They share roughly the same size as the action messages and weight 16 bytes, they contain a descriptor of a node, and the new reputation value I want to share for this node.

### 4.5.4 CPU load

To estimate the CPU overhead introduced by my refereeing system, I assigned 1 "cpu load point" to every action/state creation (cpu usage associated with the game software) and to every action/state test (cpu usage induced by my approach). Please note that this
method inevitably leads to an overestimation of the overhead induced by my approach. In a real implementation the CPU usage associated with tests is really small compared to the other CPU dependent operations a game can produce, such as Nvidia PhysX or scenery creatures random walk animations. Referees do not have to handle such computations as they are only related to visual effects having no impact on the game engine.

<table>
<thead>
<tr>
<th>Number of referees</th>
<th>One</th>
<th>Three</th>
<th>Five</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU overhead</td>
<td>27.85%</td>
<td>64.59%</td>
<td>210.56%</td>
</tr>
</tbody>
</table>

Table 4.1: CPU overheads

I computed the values of the CPU overhead compared to running only the player code, and display the results in Table 4.1. Results are not linear as the multiplication of referees introduce an increasing amount of referee need per battle. This leads to an overall CPU increase to handle the supplementary messages sent. Obviously, my CPU overhead is closely related to the number of referees per battle. In spite of my test skipping optimization, the 5 referees per battle configuration induces a prohibitive overhead. Considering that most current games require a dual CPU core, a 100% CPU overhead on a quad-core processor seems an acceptable maximum. Once again, I wish to emphasize that my CPU load measurements are vastly overestimated.
I also monitored on desktop PCs the CPU usage of several games that are typical targets for my solution. These games use roughly 50% of the quad-cores and nearly fully the dual-cores. Multiplayer online battle arenas such as *League of Legends*, *Defense of the Ancients 2*, and *Bloodline Champions* all ran perfectly when bound to only one or two cores. MMORPGs like *Tera online* and *Rift* ran also without issues when placed on 2 cores only. The more recent *Guild Wars 2* showed some different frame rates when bound to 2 cores only, as Extreme graphics options can produce a bottleneck effect by increasing the quantity of information the CPU sends to the GPU.

### 4.5.5 Cheat detection ratio

With respect to cheat detection, since there are no available statistics on the number of cheating occurrences that go undetected in the gaming industry, I set the percentage and distribution of incorrect nodes arbitrarily, while trying to remain realistic with respect to both my own gaming experiences and the literature on byzantine behaviors in P2P networks.

For instance, there are diverse malicious behaviors in the context of gaming. A person using the service may want to cheat as a player, but may not want to disturb other players. Conversely some attackers only focus on damaging the system and do not care to play at all. The distinction between *player reputation* and *referee reputation* reflects this analysis: it implies that the player component and the referee component on a single node can behave independently from one another.

In the literature about reputation systems[86], 5% is often a higher proportion of incorrect/malicious nodes compared to what is commonly considered. I chose to stretch this value even further: I set the proportion of potentially malicious players to 30% and the proportion of potentially malicious referees to 10%. The latter is lower than the former because a lack of reputable referees has a perverse effect on the simulation: it decreases substantially the number of battles that can proceed, and hence the overall number of cheating attempts.

To study the impact of the proportion of incorrect referees on the quality of the cheat detection in my solution, I initially ran simulations with a proportion of incorrect referees varying between 0% and 45%. Figure 4.8 illustrates the rapid decrease in the number of battles per day that such a variation brings. I believe that 10% of incorrect referees remains a high value anyway, probably above the proportion any real game faces.

Despite this negative outcome my simulation results shown in table 4.2 demonstrate that, regardless of the number of battles that do proceed, *the proportion of undetected*
Figure 4.8: Number of possible battles as the proportion of correct referees decreases

<table>
<thead>
<tr>
<th>Number of referees</th>
<th>One</th>
<th>Three</th>
<th>Five</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cheat percentage</td>
<td>1,17%</td>
<td>0,0128%</td>
<td>0,0099%</td>
</tr>
</tbody>
</table>

Table 4.2: Undetected cheat ratio

Cheating occurrences always remain stable under 0,013% with three or more referees per battle. This shows that my solution is effective for detecting and avoiding both incorrect referees and incorrect players.

In Table 4.3, I correlate the measures from Tables 4.2 and 4.1 to obtain the CPU overhead multiplied by the percentage of cheating attempts that went undetected. This is done in order to understand that even though the CPU overhead increases, a solution with multiple referees can be beneficial. The results show that the "many-referees" configurations are CPU cost efficient compared to the single referee one as they detect more cheat attempts. The most CPU efficient configuration is the 3 referee per battle approach.

<table>
<thead>
<tr>
<th>Number of referees</th>
<th>One</th>
<th>Three</th>
<th>Five</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU overhead multiplied by % cheat undetected</td>
<td>32,6625%</td>
<td>0,83%</td>
<td>2,10%</td>
</tr>
</tbody>
</table>

Table 4.3: CPU overhead relative to undetected cheat percentage
4.6 Performance in distributed environments

In order to assess my system in a distributed environment, I implemented a prototype of my platform in Java. Each node (both player and referee entity) is a process containing three threads: the player thread, the referee thread and the UDP network communications queues thread.

I conducted two waves of experiments. The first wave of experiments runs 150 nodes locally on a single quad 8 cores Xeon CPUs 2.4GHz. The second wave tests my implementation both on PlanetLab[90] and on Grid’5000 [91]; its aim is to double check the results of the first wave, and also to assess the ease of deployment and the scalability of my platform both in a dedicated and in a non-dedicated network. Every experimental measure is a mean value computed from 10 different runs; since the variance of every measure was extremely low, I consider that these results are reproducible and do not justify a larger number of runs.

Every experiment processes input that reproduces real in-game interactions. For this purpose, the input is a randomly generated reproduction of the distributions associated with node latencies, battle outcomes and mean times between battles coming from the League of Legends database. I arbitrarily set a proportion of malicious nodes: 30% cheat as players and 10% perform incorrect refereeing.

4.6.1 Evaluation in a dedicated environment

This set of experiments corresponds to the first wave: the platform runs 150 nodes on a single host. The resulting assessment discards the impact of the network and of other applications on the performance of my platform.

The first two metrics of my assessment are inspired from the literature about failure detectors [92]. Failure detectors have a similar objective: to discriminate between correct and incorrect nodes.

- The **average mistake rate** represents the proportion of wrong assessment of events my system makes over time (correct events judged incorrect and vice versa). I compute it by dividing this number of wrong assessments the system makes by the total number of assessments.

- The **correctness duration** gives the average amount of time elapsed on every node since their last incorrect assessment.
Figure 4.9 gives the average mistake rate of my implementation: after a short initialization phase of 30 minutes (the duration of two battles), the average mistake rate remains under 0.5% and converges slowly towards 0.25%.

Figure 4.10 gives the average correctness duration of my platform. Its value increases steadily, demonstrating that the node assessment of my platform keeps getting better over time.

Although their mistake rate and their correctness duration improve over time, referees remain fallible. Please keep in mind that adding more referees would allows for an even higher cheat detection ratio.

I also measure the bandwidth and CPU consumption of my platform.

In the case of bandwidth usage, I isolate the consumption of the reputation system from that of the whole cheat detection platform. I measure bandwidth consumption by logging every message and its size once packed into the network, and then by adding them all.
Figure 4.11 shows the total bandwidth consumption of my implementation. It peaks at the launch of the system, when all nodes enter the initialization phase and exchange a lot of messages in order to identify potential referees. The bandwidth usage quickly decreases and stabilizes under 2kB/s.

Figure 4.12 isolates the bandwidth consumption of my reputation system, which is much lower than that of the whole platform: on average 2.5%. To achieve such a low consumption, my reputation system implementation delays the propagation of reputation values. Every node only sends reputation values that have changed by more than 5%. Overall the bandwidth consumption of my reputation system remains under 0.12kB/s per node through more than two hours and a half of experiment. In comparison, the bandwidth consumption of most games averages around 5kB/s [89].

The CPU load of a cheat detection system is also critical: a system that consumes too much CPU intrudes on the game experience. Figure 4.13 shows that the highest CPU
load corresponds to the initialization phase where nodes assess one another with fake requests. Once my platform stabilizes, the average CPU load drops by 50% to less than 4% of the total CPU computational power of a node.

4.6.2 Deployment on Grid’5000 and on PlanetLab

I conducted a first test of scalability by deploying my platform on 1200 nodes of Grid’5000 [91]. All 1200 player nodes are located on the single cluster of Rennes and execute the same code as that of the experiment described in Subsection 4.6.1. Even though this experiment involves a large number of nodes, latencies are too low to be realistic (below 1 millisecond). Therefore, I carried out the same latency injection as the one described in Subsection 4.5.2.

To assess its behavior in a non-dedicated environment, I also deployed and ran my platform on 150 nodes from all around the world through PlanetLab [90].

Table 4.4 gives the ping distribution of my allocated PlanetLab nodes. Some of these nodes had very little bandwidth available (less than 50kB/s), yet the results that follow show the good performance of my implementation despite this limitation.

Figure 4.14 plots the average number of battles that every node manages to finish over time. The Grid5000 deployment confirms the results obtained on the fully dedicated
node, however it eventually clears 40% more fights. The reason is simple: 1200 nodes offer far more possible fights than 150. With nearly 40% of incorrect nodes, a higher number of nodes increases the availability of correct referees at any given time. With 150 nodes, the PlanetLab results shows a slowdown of 50% when network conditions are worse by at least two times in the majority of the nodes. This result shows that an overall bad network condition will impact the solution but the presence of fast replying referees still avoid a major slowdown.

Another performance metric is the average amount of time a player must wait until it acquires enough suitable referees to start a fight. Figure 4.15 compares the waiting times in all three environments and the outcome is similar to that of the previous comparison. The deployment of 1200 nodes on a Grid5000 cluster performs much better than the deployment of 150 nodes on PlanetLab, and the results of the dedicated node are a little better but remain pretty close to those of the PlanetLab deployment.

### 4.7 Conclusion

MMOGs built on top of fully decentralized P2P architectures may scale, but prohibit the implementation of a refereeing authority that is totally trustworthy.

Several research works [22, 48, 93, 94] propose distributed cheat detection mechanisms. In [22] and [93] the authors use trusted entities to handle security, and in [48] super-peers serve as proxies for overall security. These solutions introduce the basic mechanisms
for fully decentralized P2P gaming. However they do not tolerate a high number of incorrect nodes. RACS [93] limits the arbitration to a single referee. It deals neither with cooperations amongst multiple referees, nor with the selection of trusted referees.

In this work, I propose a solution based on a reputation system. It tests the behavior of nodes by submitting fake refereeing requests and then picks out nodes it identifies as trustworthy to referee real game actions. To improve the detection of dishonest arbitrations by malicious referees, every request can be submitted to multiple referees concurrently.

I ran experiments to test whether my solution is viable real network conditions are involved. Experimental results included in this work show that it is possible to provide an efficient anti-cheat mechanism in peer to peer MMOGs without degrading their scalability.

My approach could be extended to detect other kinds of cheating, such as malicious behaviors that remain legal within the game. For instance, *goldfarming* consists in gathering virtual resources in order to sell them for profit in the real world; it is a source of intense frustration for MMORPG players because it tips the balance in favor of wealthy users. Using the multi-agent paradigm might help solve this issue. Agent-based systems are good at representing and monitoring complex behaviors and rich interactions between nodes. One such system could log player actions and referee decisions to spot abnormal behaviors linked to stolen accounts and gold farming. Additionally this improvement could allow retroactive removal and replacement of bad referees.
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This chapter is not a work in relation with gaming but shows the usability of a reputation system in a generic service: failure detection. Failure detection plays a central role in the engineering of such systems. Chandra and Toueg introduced in [95] the notion of unreliable failure detector (FD). An FD is an oracle which provides information about process crashes. It is unreliable as it can make some mistakes for a while; for instance, some live nodes can be considered as having crashed. FDs are used in a wide variety of settings, such as network communication and group membership protocols, computer cluster management and distributed storage systems. Numerous implementations of FDs have been proposed, where each node monitors the state of the others. However, most FD implementations have two severe limitations:

- they consider all the nodes in a same way, there is no distinction between well and bad behaved nodes;
- local oracles gather information from the other nodes without any coordination [96–98].

In stable and homogeneous configurations such as clusters, where nodes of a same type are linked through low latency networks and subject to crash failures at the same rate, these limitations have a low impact on the quality of the failure detection. However, in large and dynamic systems such as gaming platforms or large cloud infrastructures, nodes are very different: some nodes (eg. Server) are powerful and connected to the network with a high speed link whereas some others have a limited power and slow connections. Taking into account such differences is essential for the quality of the detection. Furthermore, in such dynamic environments sharing information on the state of the nodes could greatly increase the global view of the distributed system. If one node has a good connection to the other ones, it can share its view to slowly connected nodes and thus prevent wrong views about failures.

In this chapter, I propose a new collaborative failure detector which exploits reputation of nodes to increase its detection quality both in terms of detection time (completeness) and mistake avoidance (accuracy). To obtain reputation information nodes periodically exchange heartbeat messages. The reputation of a node dynamically increases if it sends its heartbeat on time, and decreases if some heartbeats get lost or arrive after the expected dates.
I conducted an extensive evaluation of my failure detection on distributed configurations using real traces to inject failures and message losses. I show that my detector outperforms well-known implementations [97, 99]: it provides a better accuracy while keeping short detection times, especially when the network is subject to message losses.

The rest of the chapter is organized as follows. Section 5.1 presents the reputation system I use to implement my failure detection service and details the detector implementation. Section 5.2 describes two standard failure detector implementations I then compare to my solution in the performance evaluation of Section 5.3. Finally, Section 5.4 explores related work and Section 5.5 concludes the chapter.

5.1 Detecting failures with a reputation system

My solution uses a distributed reputation system to detect failures. A reputation system [59] aims to collect and compute feedback about node behaviors. Feedback is subjective and obtained from past interactions between nodes, yet gathering feedback about all the interactions associated with one node produces a rather accurate representation of its behavior. In my case, the reputation system focuses on behaviors that fall within the scope of a given failure model.

The reputation system I present in this section is basic and aims to reproduce the qualities of a good reputation system according to [60]: fast convergence, precise notation of nodes, resistance to malicious nodes, small overhead, scalability, and adaptivity to peer dynamics. My reputation system can be used for a wide variety of middlewares and services. In a previous work, I describe in details and use this reputation system to support another kind of application, namely cheat detection in massively multiplayer online games [83].

5.1.1 Assessment of the reputation

Every node stores a local estimation of the reputation associated with every node in the network. In my system, a reputation value belongs to $[0, 1000]$. Value 0 represents a node which never delivers its service correctly, whereas the reputation value of a very trustworthy node tends to 1000. Initially, a node with no known history in the network has its reputation value set to 0.

A reputation assessment primarily consists in comparing inputs from neighborhood nodes with an expected behavior. Applying this scheme to failure detection is simple: if a node sends its heartbeat in a timely manner its reputation value increases,
otherwise it decreases according to a reputation punishment. I call this primary assessment a direct assessment; it is in all ways similar to traditional failure detection. To improve the detection in dynamic environments, I combine the direct assessment with an indirect assessment. Please refer to Chapter 4 in order to get a full description of the formulas used in our reputation system.

5.1.2 Parameters associated with my reputation system

Several parameters associated with my reputation system allow to adapt it to the requirements of the application. Fine tuning the values of these parameters requires a test phase on the target network. Subsection 5.3.1 includes a description of my benchmarking methodology to adjust the settings of my reputation-based failure detector. The present Subsection gives general pointers for the parameterization of the reputation system dedicated to failure detection.

The first obvious set of parameters \( \alpha, \beta, \gamma \) characterizes every reputation assessment. A high value for \( \alpha \) will confer a greater importance to past reputation values stored locally. This is useful in systems where close neighbors behave erratically. Parameter \( \beta \) focuses on the history of the behavior of a node. Systems with a high value for \( \beta \) slow down reputation decreases induced by sporadic changes in the network such as bursts of message losses. Finally, parameter \( \gamma \) reflects the direct impact of a new opinion on the local assessment. A high value for \( \gamma \) implies that the local reputation value of a node will be more sensitive to new values expressed locally or by other nodes. In the context of fault detection, I believe the system should focus on its tolerance to jitter and to message losses. As the main component of the formula for this purpose, \( \beta \) ought to be set to a high value.

In order to detect failures the threshold \( T \) is used again. As this threshold is a crucial metric for determining faulty nodes, I also describe how I fix its value in Subsection 5.3.1.

There are other, more secondary parameters with respect to detection. Values \( \upsilon \) (up) and \( \delta \) (down) correspond respectively to rewards and punishments. Also, a decay factor affects all locally stored reputation values upon a reassessment timeout. This strategy aims to force nodes to reassess reputations for nodes with which they have no direct interaction for some time. High values for the reassessment frequency and the decay factor reduce the detection time, but increase the rate of false detections.
Algorithm 1: Reputation based failure detector algorithm

5.1.3 The reputation based failure detector

Algorithm 1 presents my reputation-based failure detector implementation. In task T1, every node sends its neighbors a heartbeat message every $\Delta_H$. Every heartbeat encapsulates the reputation information the node cares to propagate. When a node $p$ receives a heartbeat message from a node $q$ (task T2), it computes a new reputation $R_q(t+1)$ which rewards $q$ with a maximum update value $a = v$ (line 11). Then for each reputation information included in the message, $p$ updates the reputation of the corresponding node (lines 17–18). For an eventual decrease of the reputation of all known faulty nodes, a reputation reassessment occurs every $HC$ heartbeats: $p$ then applies a decay factor to all locally known reputation values (lines 14–15). To boost local detection, $p$ punishes nodes which haven’t sent heartbeats for two periods (task T3). I used this value to be responsive whilst being resistant to small jitters. Finally, task
T4 handles fault detection requests from the application layer. My detector considers a node is correct if its reputation value is greater than a given threshold $T$.

### 5.1.4 Scalability

In order to scale up to a large number of nodes, my reputation system imposes a network topology that avoids all-to-all communication. We conceived a simple algorithm (Algorithm 2) for the random generation of connected digraphs where every common node has an average degree of 3. In order to reproduce the skewness of connectivity in large scale overlays, my algorithm also randomly designates super nodes that possess direct links towards a third of the network. A node has a probability $P_{\text{super}}$ of being a super node. My algorithm uses a coordinator node that builds a static network topology for all connected nodes. Initially each node sends its identifier to the coordinator (Task T1). The coordinator then sends each node the list of its neighbors in the overlay (Task T3). In the algorithm, $\text{Random}()$ generates a random number in the interval $[0, 1]$ and $\text{Subset}(S, c)$ returns a random subset of set $S$ with a cardinality equal to $c$.

```plaintext
1 $P_{\text{super}} \leftarrow 0.1$
2 $\text{min}_\text{neighbors} \leftarrow 2$
3 $\text{max}_\text{neighbors} \leftarrow \text{network}_\text{size}/3$
4 network $\leftarrow \emptyset$
5
6 Task T1 [Node Initialisation]
7     Send $\text{id}(p_i)$ to Coordinator
8
9 Task T2 [Neighbors reception]
10 Upon reception of $\text{neighbors}(\text{list})$ from Coordinator
11     neighbors $\leftarrow \text{list}$
12
13 Task T3 [ID reception]
14 Upon reception of $\text{id}(p_i)$
15     network $\leftarrow$ network $\cup p_i$
16     If $|\text{network}| = \text{network}_\text{size}$ Then
17         For each node $n$ in network Do
18             If $\text{Random}() > P_{\text{super}}$ Then
19                 list $\leftarrow \text{Subset}(\text{network}, \text{max}_\text{neighbors})$
20             Else
21                 list $\leftarrow \text{Subset}(\text{network}, \text{min}_\text{neighbors})$
22             Send $\text{neighbors}(\text{list})$ to $n$
```

**Algorithm 2:** Overlay generation

As I showed in [83], my reputation system scales extremely well with respect to the number of nodes involved. Even though the solution may sound resource intensive, it only
uses 160 bytes per second per node in a system with 30000 nodes running the reputation system. This is due to the small size of the reputation data that gets exchanged.

In the performance evaluation of Section 5.3, I limited the size of the network to 10 nodes to allow for a large number of experiments over varying configurations. In particular, Subsection 5.3.8 studies and compares the bandwidth consumption of the three approaches in various experimental scenarios. However we also ran an experiment involving 250 nodes to check how my reputation-based failure detector behaves over a larger network. I observed that, regardless of the network size, the bandwidth consumption of my detector remains steady. Every node that participates to my reputation system consumes an average bandwidth of 144 Bytes per second, with almost no deviation. I consider that this value is very low and well within the capacity of most Internet connections nowadays.

5.2 Comparison with other failure detectors

In order to assess my reputation oriented approach, I compare it with two other oracle-based failure detectors: Bertier [97] and Swim [99]. These failure detectors constitute references of efficient and well-known failure detectors. They are briefly presented in this section, along with a first assessment of each detector’s impact on the network.

5.2.1 Bertier’s failure detector

Bertier’s failure detector combines one of Chen’s estimations [100] for the arrival time of heartbeat messages and a dynamic safety margin based on Jacobson’s algorithm [101]. Chen’s estimation computes the expected arrival time $EA$ of heartbeat messages, and adds a constant safety margin $\alpha$ to avoid false detections caused by transmission delay or processor overload. $EA$ results from adjusting the theoretical arrival time of the next heartbeat with the average jitter incurred upon the $n$ latest heartbeat receptions. The value of $\alpha$ requires a calculation with respect to QoS requirements prior to starting the system; it can not account for radical alterations of the network behaviour.

Bertier’s failure detector solves this issue by using Jacobson’s algorithm to compute a dynamic safety margin. Jacobson’s estimation assumes little knowledge about the system model; it is used in TCP to estimate the delay after which the transceiver retransmits its last message. This estimation relies on the error incurred upon reception with respect to the estimated arrival time, and includes user-defined parameters to weight the result.
5.2.2 Swim’s failure detector

Swim [99] relies on a ping approach. An initiator node invites $k$ other nodes to form a group, pings them and waits for their replies. If a node does not reply in time, the initiator then judges this node as suspicious and asks the other group members to check the potentially faulty node. If this node remains silent after three consecutive pings from all group members, the detection is confirmed and the node is finally considered as incorrect.

Swim’s failure detector allows a fair comparison in that, instead of requiring an all to all communication, it shares the same type of network footprint as a reputation system.

5.2.3 Communication complexity

The three algorithms I compare have different impacts on the network.

**Bertier.** Bertier’s failure detector induces all to all communication. Upon every period, every node sends a heartbeat to every other node: their message complexity is $n^2$ messages per period.

**Swim.** The failure detector in Swim has two operational modes: a standard one where the initiator assesses its group of K nodes, and a degraded mode where all K nodes assess a non-responsive node. This derives two message complexities: (i) $k \times n$ messages per period in standard mode, and (ii) $k \times n^2$ in the worst case of the degraded mode.

**My reputation-based detector.** Reputation systems usually incur a high communication complexity, so I reduced my network footprint as much as possible. Nodes send periodic heartbeats to their neighbors only, and propagate reputation data by piggybacking it on the heartbeats. To reduce network consumption even further, nodes only emit reputation values that differ significantly from the last emitted value. This produces a difference of behavior between good and bad nodes as I will save a lot of bandwidth on good nodes reputation propagation. In my experiments, setting the minimal variation before emission to 50 on a 0–5000 scale reduced message size by 50%, with no effect whatsoever on the quality of the detection.

Let $d$ be the average degree of nodes in the system: the complexity of my detector is $d \times n$ messages per period.
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5.3 Performance evaluation

This section presents an evaluation of my approach. I assess its performance and compare it with both Bertier’s [97] and Swim’s [99] state of the art failure detectors. Throughout this section I use BertierFD, SwimFD, and RepFD to refer respectively to Bertier’s, Swim’s, and my reputation-based failure detector.

5.3.1 Experimental settings

Application settings All scenarios are run on ten nodes for a duration of five minutes, with a heartbeat/ping period of one second. Each experiment is run fifty times. The standard deviation consistently remained very low: under 4% for all my experiments. Hence I chose not to include it in my figures.

Network settings I ran my experiments on a cluster made out of dual-Intel Xeon X5690 running at 3.47Ghz and equipped with 143GB of RAM. Since my cluster incurs near zero latency, I injected a 59ms latency for each message to reproduce typical user broadband connections. This value comes from my study of user experience that capitalizes on statistics published by a very popular online game [102]. My code uses the UDP protocol for message exchanges, thus preventing detections caused by connection closures.

BertierFD relies on all to all communication so I organized the network in a clique. For SwimFD, I fixed the membership set to involve all ten nodes. Finally, I generated the topology for my reputation system at random upon every experiment by using the algorithm described in Subsection 5.1.4. The resulting graph is connected and the degree of every node is greater than or equal to two. This topology limits communications overhead while ensuring the liveness of the propagation of reputation information among nodes that generate the global view.

Failure detector settings I set $\Delta_H = 1s$ for all the assessed failure detectors. BertierFD and RepFD send heartbeat messages every second. SwimFD also sends ping messages every second in order to obtain coherent detection times.

BertierFD requires an additional setting: the initial detection time beyond which a missing heartbeat determines its sender as suspicious. I followed the original implementation and set this value to $\Delta_H$. All other parameters were also set to the values advocated in [97].
RepFD relies on a reputation assessment which requires some parameterization. The essential parameters of this assessment are the weights $\alpha$, $\beta$, and $\gamma$ of the PID formula that computes reputation values, as well as the threshold $T$ that distinguishes suspicious nodes from correct ones according to their computed reputation value. To adjust the values for these parameters, we first ran brute force simulations on top of the Peersim simulator [80]. I set the reward value $\upsilon$ to 1000 (maximum reputation value), the punishment value $\delta$ to 0 (minimal reputation value), decay value to 50, $HC$ to the size of the network, and then ran simulations where $\alpha$, $\beta$, and $\gamma$ varied from 0 to 1 and $T$ varied from 400 to 800. My detector achieved its best quality of detection with the following settings: $\alpha = 0$, $\beta = 0.8$, $\gamma = 0.2$, and $T = 700$.

To reach a better understanding of why these settings work well, I experimented further on top of my ten-node cluster. I set threshold $T$ to 700 and measured both the accuracy and the detection time of my detector with varying values for $\alpha$, $\beta$, and $\gamma$. I started with a separate study of each weight. To do so, I initially incremented the value of a single weight by 0.1 between 0 and 1, and set the other two weights equal to $1 - \frac{\text{studied parameter}}{2}$. Conversely to $\beta$ and $\gamma$ in these experiments, I observed that no value of $\alpha$ leads to a good quality of detection. $\alpha > 0.25$ prevents any detection, while values below 0.25 induce detection times of at least 3.74 seconds. I will show in the following experiments that this is a poor detection time, but one can reach this conclusion intuitively as it represents almost four times the period between heartbeats. Hence the first conclusion I can draw from my study is that the local view of past detections bears too much influence on future detections and should be discarded entirely.
I therefore focused my study on $\beta$ and $\gamma$: I incremented the value of $\gamma$ by 0.1 between 0 and 1, and set $\beta = 1 - \gamma$. Figure 5.1 plots the detection time and the accuracy for all values of $\beta$ in this last series of experiments. Introduced in [100], query accuracy probability (noted $P_A$) reflects the probability that a failure detector’s output is correct at any random time. These results confirm those reached through my simulations: beyond $\beta = 0.8$ the detection time will not decrease much further, but the accuracy starts shooting down. My understanding is that detection assessments from distant nodes, included in $\gamma$, actually slow down the local detection and help avoid mistakes. Meanwhile, $\beta$ has a positive influence on detection time as it reflects the consistency between the latest local detections and those of neighbor nodes.

This extensive study leads to the following settings for my reputation-based detector throughout my experiments: $\alpha = 0$, $\beta = 0.8$, $\gamma = 0.2$, and $T = 700$.

### 5.3.2 Measuring the accuracy of multiple detectors

In order to measure the accuracy of the detection, I introduce a metric we call *global node correctness*. The *global node correctness* of a node $n$ is the average number of correct nodes that deemed $n$ correct. A value of 1.0 means that all nodes consider $n$ as correct.

First I define a *correctness* value for any node $n$ of the network as:

$$\text{correctness}(n, p) = \begin{cases} 
1, & \text{if } n \text{ is deemed correct by } p \\
0, & \text{otherwise} 
\end{cases}$$

With my reputation system, a node $n$ with reputation $R_n$ is deemed correct if $R_n > T$.

To calculate *global node correctness* at any given moment, I compute the *global node correctness* of a node $n$ as the average correctness associated with $n$ throughout the network.

$$\text{global node correctness}(n) = \text{average}(\text{correctness}(n, p), \forall p \in \text{network})$$

For example with a perfect detector all nodes will detect incorrect nodes as incorrect, therefore the average *global node correctness* of the incorrect nodes will be 0.

### 5.3.3 False positives in the absence of failures

I first measure and compare the accuracy of the studied failure detectors by testing for false positives in the absence of failures.
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BertierFD initializes its heartbeat detection period to $\Delta_H$, and then requires some time to estimate the real RTT of nodes which includes the latency. It takes approximately 14 seconds to converge but behaves extremely well once the system stabilizes: it does not produce a single false positive. The resulting plot, a straight line, is therefore uninteresting and I decided not to include the figure in this work.

SwimFD also converges very fast: its stabilization time is similar to that of BertierFD, around 14 seconds. However, even in the absence of failures, SwimFD does not handle jitter of connection very well. As shown in Figure 5.2, small changes of latency quickly drive nodes into SwimFD’s list of suspicion. A suspicion does not directly translate to a detection for SwimFD, though: an overdue heartbeat launches the degraded mode where nodes in the same group exchange their views on the suspected nodes. Overall, SwimFD introduces a lot of false suspicions and thus generates significant network usage overhead, but it does not produce false detections.

RepFD is noticeably slower at converging: it takes about 30 seconds to stabilize. This is the time required by the underlying reputation system to build its view of the network. Upon stabilization, RepFD also behaves well: it produces no false detection in the absence of failures. Figure 5.3 plots the average reputation value over time. RepFD initializes reputation values at 0, but starts storing them after the first call to $PID$ function: hence the first reputation value represented on the graph is higher than 600. Since a correct behavior systematically entails a reward $\nu$ for the observed node, the reputation of correct nodes quickly converges towards the highest possible value and will never decrease below the 700 threshold value.

5.3.4 Permanent crash failures

After analyzing the behavior of the detectors in a failure free environment, we introduce silent crash failures. At the initialization of the experiment, the system randomly designates two nodes as faulty. Nodes programmed for incorrect behaviors crash silently and never recover. An incorrect node implements the silent crash by shutting down its network connections after the full stabilization time of the studied detectors. I therefore set the crash time to 50 seconds in order to ensure that all systems have fully converged.

The detection time corresponds to the time elapsed between the moment the failure occurs and the moment all correct nodes detect the failure. As such it is relative to the length of the heartbeat period but, in my case, setting the same heartbeat period for all three detectors offers a fair comparison.
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Figure 5.2: Accuracy of SwimFD in a failure free environment

Figure 5.3: Accuracy of RepFD in a failure free environment
Table 5.4 displays the average detection times exhibited by the detectors. All three detectors react within the same timeframe. SwimFD may seem faster: its displayed detection time is roughly 20% shorter than those of BertierFD and RepFD. However, SwimFD’s detection time corresponds to the time elapsed from the moment of the crash to the moment all correct nodes have pushed the faulty node in their list of suspicion. The true detection requires three more RTTs among the nodes of the detection group.

<table>
<thead>
<tr>
<th>Detection time (s)</th>
<th>BertierFD</th>
<th>SwimFD</th>
<th>RepFD</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.48</td>
<td>1.97</td>
<td>2.578</td>
<td></td>
</tr>
</tbody>
</table>

Figure 5.4: Detection time of a permanent crash failures

I also study the accuracy of the detection for each detector. For this purpose, I measure the global node correctness of correct nodes and that of faulty nodes separately over time. Figures 5.6, 5.7, and 5.8 represent my results for BertierFD, SwimFD, and RepFD respectively. All three detectors behave similarly towards faulty nodes: once they start suspecting a permanent failure, they will not reconsider. SwimFD does not handle correct nodes as well as BertierFD and RepFD, however: it keeps suspecting them intermittently.

The overall conclusion of this set of experiments is that, even though SwimFD takes a little less time to reach a decision towards suspicion, it pays a heavy price in terms of accuracy. RepFD and BertierFD are much more stable in their estimation of correctness. It is important to point out that BertierFD achieves this over an all to all communication protocol, whereas a connected graph suffices for my failure detector.

5.3.5 Crash/recovery failures

The following set of experiments evaluates the behavior of the studied failure detectors in a more complex environment, where faulty nodes stop receiving/sending messages for a given amount of time and then resume communications. In my crash/recovery scenario, faulty nodes cease their network interactions every 30 seconds for a duration of 30 seconds. Please note that this scenario is not common in the literature about failure detectors; most studies focus on permanent crashes. However, crash/recovery failures are far more representative of the large and dynamic systems I target.

I first study the detection time in this series of experiments, and collect measures taken after each detector’s respective stabilization time. Table 5.5 displays the average detection times for all three detectors.

<table>
<thead>
<tr>
<th>Detection time (s)</th>
<th>BertierFD</th>
<th>SwimFD</th>
<th>RepFD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

My first observation is that, in this scenario too, all three detectors spot failures within the same timeframe. Yet upon closer inspection, it appears that introducing recovery
does affect the detection times of BertierFD and of SwimFD: compared to the permanent crash scenario, they increase by 28% and by 32% respectively. Conversely, the introduction of recoveries does not impact the average detection time of RepFD. The increase is not surprising in the case of SwimFD. SwimFD does not rely on a history of past detections but on a group decision. Given its lower accuracy and the fact that it generates a considerable amount of network overhead upon suspicion, its average detection time converges towards that of the other detectors when repeated occurrences of multiple crash/recoveries complicate the detection. The more complicated it is to reach a common decision, the more time it takes for SwimFD detectors to reach it. BertierFD and RepFD both rely on past detections, so in light of the permanent crash experiment results we were expecting their detection times to be similar again. However I was underestimating the sensitiveness of Bertier’s RTT estimation to latency variations. An analysis of my logs showed indeed that my cooperative reputation assessment adjusts much faster to crash/recovery than Bertier’s RTT estimation computed single-handedly on every node.

I then study the accuracy of each studied detector in my crash/recovery scenario. As expected, SwimFD has a hard time avoiding mistakes in its assessment of both correct and faulty nodes. Figure 5.10 illustrates this situation: both graphs show that all nodes incur a lot of suspicion, even nodes that behave correctly throughout the experiment. BertierFD is far more stable (Figure 5.9): there are no haphazard mistakes once a node is considered either correct or suspect. But changes of state of faulty nodes lead to some degree of hesitation for BertierFD: the points where faulty nodes stop/resume their communications do not appear as sharp angles on the associated graph. This hesitation comes from the RTT reevaluation every time a change of state occurs. My reputation-based detector produces the results shown in Figure 5.11b: no jitter and clear-cut angles. This shows that RepFD responds very well to the crash/recovery scenario. Figure 5.11a explains why by plotting the evolution of the reputation values used to determine correctness. The uncertainty associated with the assessment translates to the oscillation of the reputation values, while the threshold enforces both mistake avoidance and a quick discrimination between correct and faulty nodes.

Another interesting point of my approach is that, while detectors gather reputation values, they also build a global view of the network. Therefore, even temporarily isolated nodes will still have a global view of the system while the network link is down. This provides meaningful data for identifying points of failure.
In order to test the failure detectors in an environment that reproduces realistic failures, I took the Overnet trace from the Failure Trace Archive [21]. Overnet is representative of the large and dynamic environments I target: it constantly sustains a high number of omissions from all nodes.

During each experiment, every node reads a separate node trace selected at random, and then connects to or disconnects from the system according to the trace. This creates an
environment where incorrect nodes omit heartbeat emissions. The average time between two disconnections is 4 seconds; incorrect nodes generate an average of 1 failure every 10 heartbeats. My testbed produced more than 280,000 node reconnections throughout this series of experiments.

I start by studying the detection time of each detector in this scenario. The presentation of my results differs from previous Subsections because average values would mask the important detection time variations incurred by the detectors. Figure 5.12 uses boxes to represent the second and third quartile; the crossing line inside the boxes represents
the median; and finally the whiskers represent the 90th and 10th percentile. All three detectors produce very similar behaviors in terms of detection time: this confirms the results we obtained for SwimFD and RepFD in the crash/recovery scenario of Subsection 5.3.5. The high frequency of the reconnections explains that the detection times of BertierFD remain close to those of SwimFD and RepFD. As soon as BertierFD starts suspecting a faulty node, the latter resumes its communications and BertierFD cancels its RTT reevaluation. While this helps BertierFD maintain reasonable detection times, it seriously impacts its accuracy.
Chapter 5. Reputation Systems as failure detectors

5.3.7 Query accuracy probability

Query accuracy probability \( (P_A) [100] \) reflects the probability that a failure detector’s output is correct at any random time. I computed the \( P_A \) associated with each detector in every experiment. Table 5.13 compiles the resulting values.

In a failure free context, all detectors exhibit a \( P_A \) above 0.9. Yet in this experiment as in all others, the \( P_A \) of SwimFD is notably lower than those of BertierFD and RepFD. SwimFD frequently suspects nodes because of the jitter induced by its suspicion list. It spends roughly 10% of its time suspecting nodes due to longer response times and pinging them to infirm the detection.
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Figure 5.12: Overnet - Comparison of the detection times

<table>
<thead>
<tr>
<th>Experiment</th>
<th>BertierFD</th>
<th>SwimFD</th>
<th>RepFD</th>
</tr>
</thead>
<tbody>
<tr>
<td>No crash</td>
<td>0.999</td>
<td>0.904</td>
<td>0.998</td>
</tr>
<tr>
<td>Permanent crashes</td>
<td>0.999</td>
<td>0.886</td>
<td>0.997</td>
</tr>
<tr>
<td>Recovery</td>
<td>0.965</td>
<td>0.824</td>
<td>0.997</td>
</tr>
<tr>
<td>Frequent omissions</td>
<td>0.854</td>
<td>0.812</td>
<td>0.951</td>
</tr>
</tbody>
</table>

Figure 5.13: Query accuracy probability of the studied detectors

In the permanent crashes experiment, BertierFD exhibits a $P_A$ that is consistent with its original crash detection results [97]. The accuracy of RepFD also remains constant in this experiment. SwimFD has to produce more messages when a crash occurs. This slightly impacts the whole system, lowering the detector’s $P_A$ down from 0.904 to 0.886: a 2% degradation.

In the crash/recovery experiment, both BertierFD and SwimFD incur a noticeable decrease of their $P_A$: a 3.5% and a 9.7% degradation respectively. As the delay of one detection is reproduced multiple times in the experiment, the accuracy of both state of the art detectors decreases. Note that the $P_A$ for BertierFD remains above 0.96. My detector actually produces the best $P_A$ value in this experiment. The responsiveness of the PID computation shines when it comes to addressing node recoveries repeatedly over time.

The FTA trace generating frequent omissions impacts strongly on both SwimFD and BertierFD, whereas it bears little impact on my detector. Their respective $P_A$ results verify this observation: whereas my detector keeps a steady $P_A$ value, strong dynamicity impedes the accuracy of BertierFD ($P_A = 0.854$). The accuracy of SwimFD remains the lowest but switching from infrequent crash/recoveries to frequent omissions degrades the accuracy of BertierFD the most: 11% degradation, whereas the accuracy of both
SwimFD and RepFD only incurs a 1% degradation. Bertier’s RTT estimation does not converge fast enough, hence the important degradation of the accuracy of BertierFD during this experiment. Conversely, since SwimFD does not rely on past detections, the level of dynamicity of the system impacts less on the degradation of its accuracy.

### 5.3.8 Bandwidth usage

<table>
<thead>
<tr>
<th>Experiment</th>
<th>BertierFD</th>
<th>SwimFD</th>
<th>RepFD</th>
</tr>
</thead>
<tbody>
<tr>
<td>No crash</td>
<td>840.0</td>
<td>100.8</td>
<td>144.1</td>
</tr>
<tr>
<td>Permanent crashes</td>
<td>840.0</td>
<td>102.5</td>
<td>144.9</td>
</tr>
<tr>
<td>Recovery</td>
<td>840.0</td>
<td>109.2</td>
<td>145.7</td>
</tr>
<tr>
<td>Frequent omissions</td>
<td>840.0</td>
<td>336.2</td>
<td>252.0</td>
</tr>
</tbody>
</table>

Figure 5.14: Bandwidth consumption of the studied detectors in bytes/s per node

Another important metric for comparing failure detectors is their network cost. Subsection 5.2.3 assesses their respective message complexities, but I chose to measure the overhead generated by each detector in my experiments too. To assess this overhead, I measure bandwidth consumption by logging the number of messages sent and by assuming a default size of ping/heartbeat of 84 bytes: 20 bytes for IP headers, 8 bytes for the ICMP header, followed by the default 56 bytes of extra data as specified for Unix ping requests. In the case of RepFD, the size of heartbeats also includes updates of reputation values. The table of Figure 5.14 compares the network costs of the three studied detectors: it shows the average bandwidth consumption per node and per second in every scenario.

All the values in this table remain low by the standards of current broadband connection networks. However, it is important to remember that I target large and dynamic systems where network overloads are common. Moreover, some of the failures I aim to detect can be induced by such overloads. In this context, a lightweight protocol is paramount for failure detection.

As expected, the all to all heartbeat protocol of BertierFD is the most costly. It generates a constant overhead of nearly 1 kilobyte per second per node, regardless of the scenario.

Under favorable conditions, for instance a low frequency of failures, the optimistic approach of SwimFD is very cost-efficient. On the contrary, in a context of high omissions the suspicion mechanism of SwimFD triggers the degraded mode often. This generates a lot of network overhead, and the costs would rise even higher in a larger network.

RepFD also proves very cost-efficient. Its overhead is slightly higher than that of SwimFD when the frequency of failures is low. But RepFD reacts well to nodes with
very erratic heartbeat emissions: it consumes 25% less bandwidth than SwimFD in the Overnet experiment. Two factors contribute to this behavior: the low average degree of nodes imposed by my reputation system, and the fact that variations of the reputation values are piggybacked on heartbeats. An added advantage of this design is that it scales well.

5.3.9 PlanetLab experiment: introducing realistic jitter

In this section, I compare the performance of BertierFD, SwimFD, and RepFD in a realistic and jittery environment: the PlanetLab network [103]. The PlanetLab infrastructure holds no control over user processes: every user can launch any number of concurrent VMs. The resulting environment is well known as a challenging platform for any type of distributed algorithm. In particular, PlanetLab communications often incur heavy jitter, and a PlanetLab trace would allow a fair comparison of the detectors in a strongly degraded network.

To the best of my knowledge there is no database that provides reusable PlanetLab traces. I therefore built such a database, and made it freely available online \(^1\). My database stores the all-to-all network latencies incurred by 116 nodes spread all around Europe over 4 days. During those 4 days, every node pinged every other node every 500ms, and logged the latency associated with each ping. The 4-day duration might seem small but it is the longest period over which I monitored a significant number of nodes that remained stable enough for the results to be exploitable.

Figure 5.15 plots the median latency of all connections over four days. A relatively long phase of stability appears around the middle of day 2. This actually checks out as normal, as day 2 was a Sunday. \(\ldots\) Figure 5.16 complements the previous results by plotting the median standard deviation of these latencies: it represents the most common behavior of a PlanetLab connexion in terms of latency, even during stable periods, and shows that it is very erratic indeed.

Armed with my PlanetLab traces, I set up my detector comparison on top of 250 nodes: each of them replays a 1-hour sequence selected at random from the traces. To test quality of the detection in the case of crashes, I manually force 10 nodes to crash after 30 minutes and measure the average detection time resulting from these crashes.

The results of this experiment, summarized in Table 5.17, confirm my previous comparisons. BertierFD and SwimFD respectively produce false positives 57.8% and 61.8% of the time, while RepFD remains correct 96.7% of the time. In conclusion, RepFD

\(^1\)https://pages.lip6.fr/Maxime.Veron/planetlab_pings.sql.bz2
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Figure 5.15: Median link latencies over four days

Figure 5.16: Median standard deviation of the latencies over the same period

<table>
<thead>
<tr>
<th>FD</th>
<th>Detection time</th>
<th>PA</th>
</tr>
</thead>
<tbody>
<tr>
<td>RepFD</td>
<td>2.6776</td>
<td>0.967</td>
</tr>
<tr>
<td>BertierFD</td>
<td>2.714</td>
<td>0.422</td>
</tr>
<tr>
<td>SwimFD</td>
<td>3.397</td>
<td>0.382</td>
</tr>
</tbody>
</table>

Figure 5.17: Performance comparison with PlanetLab traces
is much better than SwimFD and BertierFD at handling networks with high levels of jitter.

5.4 Related work

Since the introduction of the notion of unreliable failure detectors by Chandra and Toueg in 1996 [95] there have been many research efforts in this area.

A first class of detectors, such as Swim [99], is based on probing: nodes periodically probe their neighbors by sending ping messages. A second class relies on heartbeats: Bertier [97] and Chen [100] belong to this second class. Several efforts have been made towards scaling up failure detectors implementations. In [104], a hierarchical topology is used to reduced message complexity. Larrea et al. also aim to diminish the amount of exchanged information in order to scale up. To do so, they propose to use a logical ring to structure message exchanges [105]. Finally, Swim [99] scales by using a probabilistic approach: nodes randomly choose a subset of neighbors to probe.

In a recent work, Leners et al. propose Falcon [106]. It focuses on the fault detection speed and on the reliability of failure detectors: a process detected as faulty is never up (i.e., always effectively faulty). Falcon may kill components to ensure this property. It is mainly designed to be used among processes within a same local area network (e.g., a single data center).

All the failure detectors presented above classify processes either as correct or as faulty. Accrual failure detectors [96] associate a value with each process, which represents the risk that the process is indeed faulty.

My failure detector, based on a reputation mechanism, can rely on a more global (yet still fuzzy) view of the system than the state-of-the-art detectors. In this work I use my own reputation system presented in Section 4.4.1 to detect faults among nodes. However, other reputation systems such as [86] or systems with more advanced concepts like the ones described in [59, 107] could also act as failure detectors as long as the system is well tuned to detect faults. For short, the aim of this work is not to propose a novel reputation system, but to demonstrate that a reputation system can be used to build efficient failure detectors for large and dynamic networks.
5.5 Conclusion

This chapter presents an approach for implementing a reputation based failure detector that targets large scale networks where dynamic reconfigurations are frequent. I show that a failure detector built on top of a reputation system improves accuracy and completeness while tolerating high levels of omissions. The exchange of subjective assessments among nodes leads to an efficient cooperation towards an accurate and up-to-date view of failures. Overall, a reputation-based detector combines reasonable detection times with good accuracy when the system runs well, and slows down the local detection just enough to prevent false positives when the system incurs frequent omissions.

Possible extensions of my work include a study on how well RepFD withstands network partitions, and a cooperative exploitation of the reputation assessments to identify simultaneous failures of multiple nodes.
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The scalability of massively multiplayer online games is a hot issue in the gaming industry. MMOGs aim at gathering an infinite number of players within the same virtual universe. Yet all existing MMOGs rely on centralized client/server architectures which impose a limit on the maximum number of players (avatars) and resources that can coexist in any given virtual universe.

6.1 Contributions

In order to improve the scalability of MMOGs services, I propose a set of contributions in three particular domain in relation with MMOGs: matchmaking, cheat detection, and more generically failure detection.

**Matchmaking:** I study multiple scalable matchmaking approaches that rely either on P2P architectures or centralized server regarding the playerbase size.

Throughout my study, I first of all revealed the flaws of current matchmaking solutions. In order to address this open issue, I describe some simple but efficient ways to make a matchmaking approaches scalable using the collected real gaming data.

From this experiment, I deduce target solutions for different services size by depicting both flaws and advantages of all different approaches. Changing the way algorithms are designed can easily improve the current approaches matching quality both in terms of matching response time and in terms of precision.
Cheat detection: I offer a scalable cheat detection protocol using a reputation system to assess nodes.

In this work, I propose a probabilistic solution based on a reputation system. It tests the behavior of nodes by submitting fake refereeing requests. By selecting those it identifies as trustworthy, it can referee real game actions. I ran experiments to test whether my solution is viable when real network conditions are involved. Experimental results included in this work show that it is possible to provide an efficient anti-cheat mechanism in peer to peer MMOGs without degrading their scalability.

Failure detection: I propose a generic failure detector, RepFD, allowing to detect nodes even under noisy network environments.

I show that a failure detector built on top of a reputation system achieves accuracy and completeness while tolerating high levels of omissions. The exchange of subjective assessments among nodes leads to an efficient cooperation towards an accurate and up-to-date view of node failures.

6.2 Future work

This thesis opens both direct and indirect paths in the domain of high scalability gaming. The three direct future work are in close relation to my three main contributions:

Matchmaking: This work offers many deeper studies of matchmaking and other gaming services using the database that we publicly offer. This study leads to the perspective that gaming matchmaking can scale using a P2P model, but does not need it as better implementations behave just as good if not better. In order to address current matchmaking issues, changes will have to be done either in the algorithmic way matchmaking is achieved or in the architecture itself, moving towards a high scale P2P solution.

Cheat detection: The solution can allow an extension of the cheat detection to more complex tasks such as gold farming detection, or behavioral patterns matching. As the reputation system is at the core of the system, it will also be relevant to analyze the importance and impact of the reputation computation in the whole system performance.

Failure detection: RepFD currently relies on a knowledge of the network quality in order to tune its PID parameters. A solution to this issue would be to propose an auto-tuning mechanism to RepFD. Using an online monitoring of the network it is possible to inject the past scenario and train RepFD parameters to converge towards the recent network performance. RepFD would therefor be able to be deployed in a
network without requiring a particular initial setup at the cost of a small startup phase of unreliability.

The indirect future work this thesis opens concerns a long term change of the gaming industry towards cloud gaming:

Cloud deployment is a step towards decentralization and a growing trend within the digital games industry [108, 109]. The work presented in this thesis focuses on a fully decentralized approach over P2P overlays, yet it also has potential as an extension to cloud deployment.

Cloud gaming extends the traditional C/S cluster-based approach and allows dynamic provisioning of server resources. Additionally, it can help alleviate the computing load on the client side by running all computations on cloud servers and streaming the resulting video feed [110].

The cloud gaming model has two main limitations. Firstly, dynamic resource provisioning is extremely complex [24] and can be very costly. Secondly, even current high-end clouds such as Amazon’s EC2 cannot provide support for cloud gaming to 25% of their total end-user population because of latency issues [111]. In 2012 the combination of these issues almost lead to the bankruptcy of OnLive [112], one of the major cloud gaming pioneers.

Merging my P2P approaches with cloud deployment might mitigate these limitations. Exploiting freely available resources on peers increases the cost-efficiency of a hybrid architecture and eliminates the negative impact of overprovisioning. The delegation of computation loads to CPU-potent peers on the same LAN as CPU-deficient devices contributes to solving the latency issues. At the same time, adding cloud support to my solutions would definitely improve its performance and increase its reliability further, as cloud servers can constitute a core set of efficient and trusted nodes.
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