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Fossil energy is widely used since the 1900s to satisfy the global increasing energy demand. However, combustion is a process releasing pollutants such as $CO_2$ and $NO_x$. One of the major challenges of the 21st century is to reduce these emissions and car manufacturers are involved in this race. To increase fuel efficiency of piston engines, some technical solutions are developed such as 'downsizing'. It consists in reducing the engine size while maintaining its performances using a turbocharger to increase the trapped mass in the combustion chamber. Unfortunately, downsizing can lead to abnormal combustions: intense cycle to cycle variations can appear, the fresh mixture can auto-ignite (ignition before spark-plug ignition) leading to knock or rumble. Large Eddy Simulation has proven to be a reliable tool to predict these abnormal combustions in real engines. However, such computations are performed using models to predict the flame propagation in the combustion chamber. Theses models are generally based on correlations derived in cases where turbulence is assumed to be homogeneous and isotropic. Defining theoretically or numerically such a turbulence is a simple task but experimentally it is more challenging. This thesis focuses on an apparatus used in most experimental systems: fans stirred vessel. The objective of this work is twofold:

- characterize the turbulence generated inside the vessel to check whether it is homogeneous and isotropic or not,
- finely characterize laminar and turbulent combustion in this setup in order to increase the knowledge in this field, and thereby improve models used.

First, a laminar flame propagation study has been conducted to address both confinement and curvature effects on the laminar flame speed in a spherical configuration. The main difficulty to perform the simulation of the whole configuration consists in finding a numerical method able to compute accurately the flow generated by one fan and able to handle six fans simultaneously too. Two numerical methodologies have been tested. First an Immersed Boundaries method was implemented. Despite good results obtained on academic test cases, this method was shown to be unadapted to compute accurately the flow generated by one fan. On the other hand, a numerical approach, coming from turbomachinery calculations and based on code coupling (called MISCOG), demonstrates its ability to do it and it is used to compute the flow generated by the six fans inside the closed vessel. Non-reacting flow is first analyzed and reveals a zone at the vessel center of around 6 cm of diameter where mean velocity is near zero and turbulence is almost homogeneous and isotropic. After that, the premixed fresh mixture is ignited depositing a hot gases kernel at the vessel center and the turbulent propagation phase is analyzed. In particular, it is shown that the amount of energy deposited at ignition is a critical parameter.

**Keywords:** fan-stirred vessel, premixed flames, immersed boundaries, code coupling, turbulence, ignition
Les énergies fossiles sont largement utilisées depuis les années 1900 pour satisfaire l’augmentation mondiale de la demande d’énergie. Cependant, la combustion est un procédé qui libère des polluants comme le $CO_2$ et les $NO_x$. Un des principaux challenges du 21ème siècle est de réduire ces émissions et les constructeurs automobiles sont impliqués dans cette course. Pour augmenter le rendement des moteurs à pistons, des solutions techniques, tels que le "downsizing", sont développées. Cette technique consiste à réduire la cylindrée des moteurs tout en maintenant leurs performances grâce à un turbocompresseur qui permet d’augmenter la masse enfermée dans la chambre de combustion. Malheureusement, l’augmentation de la pression dans les cylindres induite par le turbocompresseur est à l’origine de combustions anormales: des variations cycliques importantes apparaissent, les gaz frais peuvent s’auto-allumer (allumage avant le claquage de la bougie) entraînant des phénomènes de cliquetis ou de rumble. La Simulation aux Grandes Échelles (SGE) a déjà prouvé qu’elle était un outil fiable pour prévoir ces combustions anormales. Cependant ces calculs reposent sur des modèles pour prédire la propagation de la flamme dans la chambre de combustion. Ces modèles sont généralement issus de corrélations réalisées dans des cas où la turbulence est supposée homogène et isotrope. Définir théoriquement ou numériquement une telle turbulence est relativement simple mais expérimentalement la tâche est plus délicate. Cette thèse s’intéresse à un dispositif classiquement utilisé: une enceinte fermée dans laquelle la turbulence est générée par des ventilateurs. L’objectif de ce travail est donc double:

- caractériser la turbulence générée dans ce type d’enceinte pour vérifier si elle est homogène et isotrope.
- caractériser finement la combustion, laminaire et turbulente, afin d’enrichir les connaissances dans ce domaine et ainsi améliorer les modèles utilisés.

Une première étude sur la propagation des flammes laminaires a été menée. Elle présente les effets de l’étirement et du confinement sur la vitesse de flamme laminaire. La principale difficulté pour la simulation de l’enceinte complète consiste à trouver une méthode numérique permettant de reproduire précisément l’écoulement généré par un ventilateur mais aussi d’en gérer plusieurs simultanément. Deux méthodes ont alors été testées. Premièrement, une méthode type Frontières Immergées a été implémentée dans le code de calcul AVBP. Malgré les bons résultats obtenus sur des cas tests simples, cette méthode ne s’est pas montrée adaptée pour reproduire précisément l’écoulement généré par un seul ventilateur. Une autre approche, provenant du monde du calcul des turbomachines, et basée sur le couplage de codes (appelée MISCOG), a quant à elle démontré ses capacités à le faire et est donc utilisée pour calculer l’écoulement généré par les six ventilateurs à l’intérieur de l’enceinte. L’écoulement non réactif est d’abord analysé: les résultats montrent qu’il existe une zone d’environ 6 cm de diamètre au centre de l’enceinte dans laquelle la vitesse moyenne de l’écoulement est proche de zéro et dans laquelle la turbulence est quasiment homogène et isotrope. Enfin, le pré-mélange de gaz frais est allumé en déposant un noyau de gaz chauds au centre de l’enceinte et la phase de propagation turbulente est analysée. En particulier, il est montré que la température
des gaz brulés déposés au moment de l’allumage est un paramètre critique.

**Mots clés:** enceinte agitée par ventilateurs, flammes de pré-mélange, frontières immergées, couplage de codes, turbulence, allumage
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## Roman characters

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Delta h_{f,k}^{0} ) ([\text{J/kg}])</td>
<td>mass enthalpy of formation of species ( k ) at ( T = T_0 ), p.14</td>
</tr>
<tr>
<td>( \dot{F}_{p,i} ) ([\text{N.m}^{-3}])</td>
<td>( i )-component of the source term added in the momentum equation for IBM, p.73</td>
</tr>
<tr>
<td>( \dot{Q}_p ) ([\text{kg.m}^{-1}.\text{m}^{-3}])</td>
<td>source term added in the energy equation for IBM, p.73</td>
</tr>
<tr>
<td>( \lambda ) ([\text{W.K}^{-1}.\text{m}^{-1}])</td>
<td>heat conduction coefficient, p.19</td>
</tr>
<tr>
<td>( \vec{d}_f ) ([-\text{ ]})</td>
<td>fan direction-vector, p.42</td>
</tr>
<tr>
<td>( B_0 ) ([-\text{ ]})</td>
<td>bomb center, p.43</td>
</tr>
<tr>
<td>( C_D ) ([-\text{ ]})</td>
<td>drag coefficient, p.89</td>
</tr>
<tr>
<td>( C_L ) ([-\text{ ]})</td>
<td>lift coefficient, p.89</td>
</tr>
<tr>
<td>( D_k ) ([\text{m}^2.\text{s}^{-1}])</td>
<td>molecular diffusion coefficient of species ( k ) in the mixture, p.55</td>
</tr>
<tr>
<td>( D_{th} ) ([\text{m}^2.\text{s}^{-1}])</td>
<td>thermal diffusion coefficient, p.55</td>
</tr>
<tr>
<td>( F ) ([-\text{ ]})</td>
<td>thickening factor, p.33</td>
</tr>
<tr>
<td>( f^n_i ) ([\text{kg.m.s}^{-2}])</td>
<td>( i )-component of the forcing term (before projection on the grid nodes), p.75</td>
</tr>
<tr>
<td>( J_{i,k} ) ([\text{kg.m}^{-2}.\text{s}^{-1}])</td>
<td>( i )-component of the diffusive flux of species ( k ), p.14</td>
</tr>
<tr>
<td>( L_{r,exp} ) ([\text{m}])</td>
<td>experimental integral length scale at the bomb center, p.118</td>
</tr>
<tr>
<td>( Le_k ) ([-\text{ ]})</td>
<td>Lewis number of species ( k ), p.19</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
</tr>
<tr>
<td>$M$ [- ]</td>
<td>normalized parameter of the proportional controller, p.76</td>
</tr>
<tr>
<td>$M_p$ [kg]</td>
<td>mass of product $p$, p.54</td>
</tr>
<tr>
<td>$N$ [- ]</td>
<td>normalized parameter of the integral controller, p.76</td>
</tr>
<tr>
<td>$N^b_c$ [- ]</td>
<td>number of cores allocated to the bomb instance, p.121</td>
</tr>
<tr>
<td>$N^f_c$ [s]</td>
<td>number of cores allocated to the fan instances, p.121</td>
</tr>
<tr>
<td>$N_{fan}$ [tr.mn$^{-1}$]</td>
<td>fan rotation speed, p.42</td>
</tr>
<tr>
<td>$P$ [Pa]</td>
<td>static pressure, p.14</td>
</tr>
<tr>
<td>$R$ [m]</td>
<td>flame radius, p.50</td>
</tr>
<tr>
<td>$R_0$ [m]</td>
<td>radius of the experimental vessel, p.42</td>
</tr>
<tr>
<td>$R_f$ [m]</td>
<td>flame radius based on the mass of fuel, p.55</td>
</tr>
<tr>
<td>$R_p$ [m]</td>
<td>flame radius based on the mass of product $p$, p.54</td>
</tr>
<tr>
<td>$R_c$ [- ]</td>
<td>ratio of the number of cores allocated to the bomb instance to the number of cores allocated to the fan instances, p.121</td>
</tr>
<tr>
<td>$s_c$ [m.s$^{-1}$]</td>
<td>consumption flame speed, p.53</td>
</tr>
<tr>
<td>$s^f_c$ [m.s$^{-1}$]</td>
<td>flame speed based on fuel conservation, p.55</td>
</tr>
<tr>
<td>$s^{p,expe}_c$ [m.s$^{-1}$]</td>
<td>’classical’ flame speed used experimentally. Based on conservation of burnt gases and constant densities assumption, p.54</td>
</tr>
<tr>
<td>$s^p_c$ [m.s$^{-1}$]</td>
<td>flame speed based on conservation of burnt gases, p.54</td>
</tr>
<tr>
<td>$s_L$ [m.s$^{-1}$]</td>
<td>laminar flame speed, p.51</td>
</tr>
<tr>
<td>$s^0_L$ [m.s$^{-1}$]</td>
<td>unstretched laminar flame speed, p.50</td>
</tr>
<tr>
<td>$S_{ij}$ [J/m$^3$]</td>
<td>deformation tensor, p.14</td>
</tr>
<tr>
<td>$Sc_k$ [- ]</td>
<td>Schmidt number of species $k$, p.19</td>
</tr>
<tr>
<td>$St$ [- ]</td>
<td>Strouhal number, p.89</td>
</tr>
<tr>
<td>$T_c$ [s]</td>
<td>computational time, p.120</td>
</tr>
<tr>
<td>$T^b_c$ [s]</td>
<td>bomb standalone computational time, p.120</td>
</tr>
<tr>
<td>$T^f_c$ [s]</td>
<td>fan standalone computational time, p.120</td>
</tr>
<tr>
<td>$T_e$ [s]</td>
<td>exchanging time, p.120</td>
</tr>
</tbody>
</table>
Nomenclature

\[ T_w \ [s] \] \quad \text{waiting time, } p.120

\[ T_{\text{it}}^b \ [s] \] \quad \text{time needed by the bomb to compute one iteration, } p.120

\[ T_{\text{it}}^f \ [s] \] \quad \text{time needed by each fan to compute one iteration, } p.120

\[ u_i \ [m.s^{-1}] \] \quad i\text{-component of the velocity, } p.14

\[ u_{\text{rms, exp}} \ [m.s^{-1}] \] \quad \text{experimental velocity fluctuations at the bomb center, } p.118

\[ V_i^c \ [m/s] \] \quad i\text{-component of the correction velocity, } p.14

\[ V_m \ [m^3] \] \quad \text{fictitious volume surrounding each grid node, } p.75

\[ X_k \ [-] \] \quad \text{mass fraction of species } k, \ p.14

\[ y^+ \ [-] \] \quad \text{non-dimensional wall distance, } p.110

\[ Y_k \ [-] \] \quad \text{mass fraction of species } k, \ p.14

Greek characters

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha ) \ [kg.s^{-1}]</td>
<td>parameter of the proportional controller, ( p.75 )</td>
</tr>
<tr>
<td>( \beta ) \ [kg.s^{-2}]</td>
<td>parameter of the integral controller, ( p.75 )</td>
</tr>
<tr>
<td>( \mathcal{L} ) \ [m]</td>
<td>Markstein length, ( p.51 )</td>
</tr>
<tr>
<td>( \delta_0 ) \ [m]</td>
<td>thermal flame thickness, ( p.55 )</td>
</tr>
<tr>
<td>( \dot{\omega}_k \ [kg.m^{-3}s^{-1}] )</td>
<td>reaction rate of species ( k ), ( p.14 )</td>
</tr>
<tr>
<td>( \dot{\omega}_T \ [W/m^3] )</td>
<td>heat release due to combustion, ( p.14 )</td>
</tr>
<tr>
<td>( \eta_{\text{exp}} ) \ [m]</td>
<td>experimental Kolmogorov length scale at the bomb center, ( p.118 )</td>
</tr>
<tr>
<td>( \kappa ) \ [s^{-1}]</td>
<td>stretch, ( p.51 )</td>
</tr>
<tr>
<td>( \Phi ) \ [-]</td>
<td>equivalence ratio, ( p.55 )</td>
</tr>
<tr>
<td>( \tau ) \ [s]</td>
<td>experimental integral time scale at the bomb center, ( p.118 )</td>
</tr>
<tr>
<td>( \tau_I ) \ [s^{-1}]</td>
<td>response time of the integral controller, ( p.76 )</td>
</tr>
<tr>
<td>( \tau_P ) \ [s^{-1}]</td>
<td>response time of the proportional controller, ( p.76 )</td>
</tr>
<tr>
<td>( \tau_{ij} ) \ [J/m^3]</td>
<td>viscous tensor, ( p.14 )</td>
</tr>
</tbody>
</table>
\[ \Xi \ [\ - \] \] efficiency function, p.34

### Short names

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALE</td>
<td>Arbitrary Lagrangian Eulerian, p.70</td>
</tr>
<tr>
<td>BC</td>
<td>Body Conformal, p.70</td>
</tr>
<tr>
<td>BL</td>
<td>Bomb Limited case, p.120</td>
</tr>
<tr>
<td>BOMB</td>
<td>configuration to mimic a flame propagating in a closed vessel, p.52</td>
</tr>
<tr>
<td>DNS</td>
<td>Direct Numerical Simulations, p.16</td>
</tr>
<tr>
<td>FL</td>
<td>Fan Limited case, p.120</td>
</tr>
<tr>
<td>IBM</td>
<td>Immersed Boundaries Method, p.70</td>
</tr>
<tr>
<td>INF</td>
<td>configuration to mimic a flame propagating in an infinite medium, p.52</td>
</tr>
<tr>
<td>LES</td>
<td>Large Eddy Simulations, p.16</td>
</tr>
<tr>
<td>MISCOG</td>
<td>Multi Instances Solver Coupled on Overlapping Grids, p.106</td>
</tr>
<tr>
<td>PIV</td>
<td>Particle Image Velocimetry, p.43</td>
</tr>
<tr>
<td>RANS</td>
<td>Reynolds Average Navier-Sokes, p.16</td>
</tr>
</tbody>
</table>
The number of combustion systems used in power generation and transportation industries is growing rapidly. Today, combustion of fossil and biofuels provides more than 90% of the world’s energy [1]. However, burning these fuels causes very dramatical environmental problems in our society. It is known that anthropological activities are the leading cause of air pollution and global warming. Despite the global energy consumption increase, pollutant emissions and greenhouse gases must be controlled that is why players in the energy sector must produce energy with systems as efficient as possible. It is clear that an improvement of the performance - even of a few percent - of devices using combustion leads to huge decrease of pollutant emissions.

Transport industry is involved in this challenge and especially the road transport. Indeed, the worldwide passenger car production increase linearly since 1945, end of the second world war, to reach more than 80 millions of units today (see Fig. 1). In Europe the production reaches near 15 millions cars even tough it was affected by the 1993 and 2009 crisis. According to the European Environment Agency, 93% of greenhouse gas emissions from transport came from road transport in 2004. To face this environmental issue, European standards in term of pollutant emissions (see Tab. 1) were setup in 1992 to make car manufacturers do more and more efficient engines. In addition, the French government implemented in 2010 a bonus/penalty system on CO$_2$ emissions: one the one hand, if the car does not reach the objective clients have to pay a fee; on the other hand, if the car emits few pollutants clients receive a financial aid. Moreover the fuel price has still increased since 1990 (see Fig. 2) which encourages consumers to buy the most fuel-efficient car possible. Regarding all reasons described before, car manufacturers have to develop new solutions to make piston engines as efficient as possible to remain competitive: at the beginning of september 2013, the French president François Hollande presented the national industrial priorities. These priorities are organized in 34 recovery plans. The second of these 34 plans - highlighting its importance - consists in developing a car consuming less than 2 liters of fuel per 100 km. This challenge can be handled only if new technological breakthroughs are found.

Internal combustion piston engines can be classified into two categories: spark-ignition (SI) engines (typically gasoline engines) where ignition is controlled by a spark from a
spark plug and compression-ignition (CI) engines (typically diesel engines) where pressure and temperature conditions inside the combustion chamber leads to auto-ignition. In France, diesel engines represent about 70% of the automotive fleet. But the Euro 6 standard enforces a drastic reduction (50 %) for diesel engines in term of nitrogen oxides NO\textsubscript{x} emissions. Moreover, the recent controversy on particles produced by diesel engines have been classed by the World Health Organization in 2012 as one of most carcinogen substances. For the reasons mentioned above, this trend is changing and new development for gasoline engines are encouraging this reversal. This thesis focuses only on gasoline engines.

The operating principle of spark-ignition engines is described in the next paragraph.
The spark-ignition (SI) engine

Basically, the SI engine transforms chemical energy into mechanical energy according to combustion process. Most of SI engines are based on a four-stroke cycle describes below (see Fig. 3):

1. Intake Stroke. During this stroke the piston moves downward forcing the air into combustion chamber through the intake valve. The exhaust valve remains closed
in this stroke.

2. Compression Stroke. The piston moves upward and intake and exhaust valve remain closed so that the fresh gases mixture is compressed. Just a little before the end of the compression stroke, the mixture is ignited by a spark produced by the spark plug.

3. Power Stroke. The air-fuel mixture which burns at the end of compression stroke expands due to heat of combustion. Under this impulse the piston moves downward thus doing useful work. Intake and exhaust valves remain closed during this stroke.

4. Exhaust Stroke. During this stroke the intake valve remains closed while the exhaust valve opens. The greater part of burnt gases escape because of their own expansion. The upward movement of piston pushes the remaining gases out of the open exhaust valve.

In the early development of gasoline engines, engines work at atmospheric pressure and a stoichiometric premixed mixture was generated using a carburetor and introduced in the combustion chamber. In the last twenty years, new strategies and technical solutions were developed to improve the efficiency of these engines and are described below:

**Direct injection and stratified combustion:** Nowadays, stratified combustion using direct fuel injection are commonly used in gasoline engines instead of injecting fuel in the intake pipe (see Fig. 4). Thanks to direct injection, the gasoline engine can work with a global equivalence ratio lower than the unity: the flame propagates in a stoichiometric zone near the spark-plug while a very lean mixture takes place in the rest of the combustion chamber.

**Controlled auto-ignition:** Auto-ignition is used for diesel engine but this ignition mode can be used for gasoline engines. Homogeneous-charge compression-ignition (HCCI), see Fig. 4, is now used because this technology can achieve up to 15% fuel savings and generate lower peak temperature leading to lower pollutant emissions.
**Downsizing:** From the point of view of CO₂, gasoline engines suffer from an handicap in comparison to diesel engines due to a lower efficiency. Size reduction of gasoline engines appears to be a promising way to improve engines efficiency [3]. For gasoline engines, the power depends on the mass of fresh gases to burn. In order to balance the reduction of the size of the engine, a turbocharger is added to increase the mass of fresh gases in the combustion chamber and thus maintain the engine power. However, the pressure increase in the combustion chamber can lead to abnormal combustions such as important cycle-to-cycle variations and auto-ignition leading to knock or rumble.

**Objectives and motivations of this work**

This work is part of a project funded by the French National Agency denoted ICAM-DAC¹ involving the IFP Énergies Nouvelles, the laboratory PRISME at Orléans, CERFACS, PSA Peugeot Citroën, Renault and the Institut de Mécanique des Fluides de Toulouse (IMFT) in order to study instabilities and abnormal combustions in downsized gasoline piston engines. In this project, the objective at IMFT is to use DNS and high resolution LES to study the ignition and propagation phase of laminar and turbulent pre-mixed flames which is one of the key-point in CFD codes and especially in piston engine computations. As previously shown by L. Thobois [4], B. Enaux [5] and V. Granet [6], one of the critical phase in gasoline engines, in terms of abnormal combustions, is the ignition and flame propagation in the combustion chamber (power stroke in Fig. 3).

Turbulence has been studied for decades in its most canonical form: homogeneous isotropic turbulence (HIT) [7, 8, 9, 10, 11, 12, 13]. This limit case is the cornerstone of multiple theoretical approaches as well as the building brick of Large Eddy Simulation (LES) models where the Kolmogorov cascade assumption allows to model the effects of small scales from information available for the resolved ones [14, 15]. HIT is also the only generic case where the interaction of other phenomena with turbulence can be defined using a limited number of parameters: evolution of large droplets in HIT [16, 17, 18], interaction of evaporating droplets with HIT [19], flame / turbulence interaction [20, 21, 22].

While defining HIT theoretically or numerically is a reasonably simple and clear task, creating HIT experimentally is more challenging. This thesis focuses first on one classical technique used to generate HIT: fan-stirred closed vessels. Sometimes these apparatus are called ‘bombs’, a denomination that will be used in this report. Stirring vessels with fans to study turbulent flame propagation has been used for more than a century (see Laffitte’s book [23]). A classical paper where this turbulence was qualified as HIT is due to Semenov [24] who showed that properly designed bombs with multiple fans were able to generate reasonable HIT in a zone located near the center of the chamber where the mean flow is almost zero and turbulence is homogeneous and isotropic. A significant amount of work has been based on correlations obtained in such bombs. The most famous example is probably the quest for ‘turbulent flame speed’ correlations in which the speed \( s_T \) of premixed turbulent flames is expressed as a function of the initial turbulent velocity \( u' \).

¹From the original French name: Instabilités et Combustions Anormales dans les Moteurs Downsize à Allumage Commandé.
Such correlations continue to be frequently published [25, 26, 27, 28, 29] and interestingly, few of them agree. One reason for this may be that the notion of a generic turbulent flame speed depending only on a limited number of flow and flame parameters may not be relevant [20]. Another one could be that the initial turbulence in such bombs is not really close to HIT and that more parameters should be taken into account. Therefore, since most models are based on measurements performed in bombs, an interesting question is to study whether the flow created in a fan-stirred bomb really mimics HIT and over which spatial extent. This question has been investigated experimentally [24, 30, 31] but using CFD would be a useful addition.

Even though the largest CFD simulations to date have been published for HIT with meshes up to 64 billions points [32], all of them were performed in simple cubic meshes, initialized with a flow which has all the properties of theoretical HIT. None of these simulations address the question of how HIT is created (if it is) in a real fan-stirred bomb. This question is much more complicated and existing experimental diagnostics are not always sufficient to guaranty that the flow in this situation matches all properties of theoretical HIT: in a bomb, fans obviously induce a strong mean, pulsed flow. In the center of the vessel, the mean flow is expected to be zero and turbulence assumed to diffuse to a central zone where HIT is expected. This involves a series of questions which are rarely addressed:

- By which mechanisms does turbulence transfer from the fan region to the central zone?
- Since the number of fans is usually limited, are there preferential straining axes in the bomb which could affect isotropy near its center?
- The fans flow being by nature unsteady, is turbulence at the center of the apparatus sensitive to the pulsating nature of the flow created by the blades rotation?
- How large is the zone where HIT is obtained?

The two main objectives of this work, in order to answer issues presented above, are the following:

- to compute the full geometry of the fan-stirred vessel experiment conducted in the PRISME laboratory in Orléans, including the fans geometry, using high-resolution LES to check whether turbulence is homogeneous and isotropic or not. This simulation is used to complement experimental diagnostics.
- finely characterize laminar and turbulent combustion in this setup in order to increase the knowledge in this field, and thereby improve models used.

Here again, instead of producing extensive sets of results for various fuels, pressure and temperature this work focuses on methodologies and questions the accuracies of the methods used in these vessels. For example, the methods used to extract flame speeds from measurements of spherical flame radii versus time will be specifically discussed. Similarly, we will discuss initialization methods used to create the first flame kernels in DNS and LES and show that this part, which is often viewed as a secondary element of the simulation, actually plays an important role.
Outline of the manuscript

This manuscript is divided into seven chapters. These chapters are briefly described below and Fig. 5 presents a graphic overview of the actions performed to achieve the project:

1. Chapter 1 gives a general introduction to Computational Fluid Dynamics, presents the concept and the governing equations for Large Eddy Simulations of turbulent reactive flows. This chapter describes models used in fluid mechanics codes and thereby in the AVBP code. In particular, turbulent combustion modeling and mesh movement are briefly described.

2. Chapter 2 presents the Orléans bomb configuration conducted in the PRISME laboratory. The geometry of the experiment is presented before describing the operating procedure. This apparatus is a spherical closed vessel where turbulent or laminar premixed flames propagates. This setup is the target numerical configuration.

3. Chapter 3 discusses methods used to obtain laminar flame speeds in spherical laminar premixed flames. Most recent studies express the laminar flame consumption speed as \( \frac{\rho_b}{\rho_a} \frac{dR}{dt} \), where \( R \) is the flame radius and \( \frac{\rho_b}{\rho_a} \) is the ratio of the burnt to the fresh gas density (\( \rho_b \) is evaluated at chemical equilibrium and supposed to be constant). This chapter investigates the validity of this assumption by reconsidering it in a more general framework. Other formulae (first proposed by Bradley and Mitcheson in 1976) are derived and tested on a DNS of cylindrical flames.

4. In order to compute the flow inside the closed vessel stirred by six fans, a numerical method able to deal with rotating parts must be setup. First an Immersed Boundaries Method (IBM) was implemented in the AVBP code and is presented in Chapter 4. The formalism implemented in the code is described. Several academic test-cases of increasing complexity were successfully performed and are presented in this chapter. Finally, the IBM is tested on a configuration with one isolated fan. It is shown that the IBM implemented is not able to compute this flow which shows that this method can not be used to compute the full geometry (vessel with the six fans).

5. Since IBM can not be used to compute the flow generated by one fan, another technique coming from the framework of turbomachinery calculations is presented in Chapter 5. The method is based on running multiple instances of the same solver, working on different subdomains and communicating through small overlapping zones where interpolations allow to handle moving meshes. First the accuracy of this Multi Instances Solver Coupled on Overlapping Grids (MISCOG) approach is evaluated for the convection of a single vortex. Then the configuration with one isolated fan is computed. Results show a reasonable agreement between numerical simulations and experimental data (in terms of mean and fluctuating velocities) which confirms that the MISCOG approach can be used to compute the full geometry.

6. In Chapter 6, the MISCOG approach is applied to the LES of the six fan-stirred
configuration: then non-reacting flow inside the closed vessel is computed. Mean and fluctuating velocity fields obtained by LES are compared to experimental data. The structure of the turbulence generated at the center of the vessel is studied and the mechanisms allowing turbulence to travel from fans to the center of the vessel are analyzed. The parallel efficiency of MISCOG is discussed in this chapter too.

7. Chapter 7 presents well resolved LES of the flame propagation and compares turbulent and laminar flame propagation in the closed vessel. The turbulent flame propagates in the turbulence generated by fans computed in Chapter 6. The influence of the velocity field and the temperature in the burnt gases kernel imposed at the ignition time is studied.
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1.1 An introduction to Computational Fluid Dynamics

This chapter gives a general introduction to Computational Fluid Dynamics, presents the concept and the governing equations for Large Eddy Simulations of turbulent reactive flows. This chapter describes models used in fluid mechanics codes and thereby in the AVBP code. In particular, a reduced kinetic scheme for octane have been developed and is presented. Transport coefficients for octane / air flame used in the AVBP code have been validated and the ignition procedure is presented. Finally, turbulent combustion modeling and mesh movement are briefly described.

(a) Claude Louis Navier (1785-1836).
(b) George Gabriel Stokes (1819-1903).

1.1 An introduction to Computational Fluid Dynamics

The aim of fluid mechanics is to study liquids and gases properties in various configurations. It starts by being able to predict its motion. The history of the equations governing the motion of a fluid started in 1757 when Leonhard Paul Euler published an important set of equations to describe the motion of inviscid flows that are known as the Euler equations. Then in 1822 Claude-Louis Navier, a French engineer, introduced the notion of viscosity. Finally in 1845 George Gabriel Stokes wrote the final equations describing the motion of a viscous fluid (including the terms proposed by C.L. Navier). These equations are now known as the 'Navier-Stokes equations'. These equations are nonlinear partial differential equations and they are used to study a wide range of situations: the design of aircraft and cars, the study of blood flows, the weather or ocean currents. These nonlinear equations can not be solved analytically, except in some very simple cases that is why they are solved numerically thanks to computers.

This first section is divided in two parts. Section 1.1.1 presents the governing equations in fluid dynamics and a short description of the methods available to solve them is given in Sec. 1.1.2.
1.1.1 The Navier-Stokes equations

All the physics required to predict the exact behavior (including turbulence) of non-reacting and reacting flows in a given configuration is contained in the ‘full’ Navier-Stokes equations:

\[
\frac{\partial \rho}{\partial t} + \frac{\partial}{\partial x_i} (\rho u_i) = 0 \quad (1.1)
\]

\[
\frac{\partial \rho u_j}{\partial t} + \frac{\partial}{\partial x_j} (\rho u_i u_j) = -\frac{\partial}{\partial x_j} (P \delta_{ij} - \tau_{ij}) \quad (1.2)
\]

\[
\frac{\partial \rho E}{\partial t} + \frac{\partial}{\partial x_j} (\rho E u_j) = -\frac{\partial}{\partial x_j} [u_i (P \delta_{ij} - \tau_{ij}) + q_j] + \dot{\omega}_T + Q_r \quad (1.3)
\]

\[
\frac{\partial \rho Y_k}{\partial t} + \frac{\partial}{\partial x_j} (\rho Y_k u_j) = -\frac{\partial}{\partial x_j} (J_{i,k}) + \dot{\omega}_k \quad (1.4)
\]

with \( \rho \) the density, \( u_i \) the \( i \)-component of the velocity, \( P \) the static pressure, \( \tau_{ij} \) is the viscous tensor, \( E \) the energy, \( q_i \) the \( i \)-component of the the energy flux, \( \dot{\omega}_T \) the heat release due to combustion, \( Q_r \) the heat source term due for example to an electric spark, a laser, a radiative flux which must not be confused with the reaction term \( \dot{\omega}_T \), \( Y_k \) the mass fraction of species \( k \), \( J_{i,k} \) is the \( i \)-component of the diffusive flux of species \( k \) and \( \dot{\omega}_k \) the reaction rate of species \( k \).

The viscous tensor for Newtonian fluids is (Boussinesq [33] model):

\[
\tau_{ij} = 2 \mu \left( S_{ij} - \frac{1}{3} \delta_{ij} S_{kk} \right) \quad (1.5)
\]

with \( \mu \) the dynamic viscosity and \( S_{ij} \) is the deformation tensor:

\[
S_{ij} = \frac{1}{2} \left( \frac{\partial u_j}{\partial x_i} + \frac{\partial u_i}{\partial x_j} \right) \quad (1.6)
\]

The reaction term is expressed as:

\[
\dot{\omega}_T = -\sum_{k=1}^{N} \Delta h_{f,k}^0 \dot{\omega}_k \quad (1.7)
\]

where \( N \) is the number of species in the flow, \( h_{f,k}^0 \) is the mass enthalpy of formation of species \( k \) at \( T = T_0 \) and \( \dot{\omega}_k \) is the reaction rate of species \( k \). All details on \( \dot{\omega}_k \) are given in Sec. 1.4. The computation of the exact formulation of the diffusive flux of species \( k \), \( J_{i,k} \), is a very difficult and costly task. The best first-order approximation is the Hirschfelder and Curtiss approximation [34]. The diffusive flux of species \( k \), \( J_{i,k} \), is expressed as:

\[
J_{i,k} = -\rho \left( D_k \frac{W_k}{W} \frac{\partial X_k}{\partial x_i} - Y_k V_i^c \right),
\]
where $D_k$ is not a binary diffusion but an equivalent diffusion coefficient of species $k$ in the rest of the mixture:

$$D_k = \frac{1 - Y_k}{\sum_{j \neq k} X_j/D_{jk}} \quad (1.8)$$

$W_k$ is the molecular weight of species $k$ and $\overline{W}$ is the mean molecular weight of the mixture. $X_k$ is the mole fraction of species $k$ and $Y_k$ is the mass fraction of species $k$. $V_i^c$ is a correction velocity to ensure global mass conservation:

$$V_i^c = \sum_{k=1}^{N} D_k \frac{W_k}{\overline{W}} \frac{\partial X_k}{\partial x_i} \quad (1.9)$$

For multi-species flows, an additional heat flux term appears in the diffusive heat flux. This term is due to heat transport by species diffusion. The total heat flux vector then writes:

$$q_i = -\lambda \frac{\partial T}{\partial x_i} - \rho \sum_{k=1}^{N} \left( \frac{D_k W_k}{\overline{W}} \frac{\partial X_k}{\partial x_i} - Y_k V_i^c \right) h_{s,k} \quad (1.10)$$

where $\lambda$ is the heat conduction coefficient of the mixture.

### 1.1.2 How to solve them?

Unfortunately, the exact resolution of Eqs. 1.1 - 1.4 using Computational Fluid Dynamics (CFD) for turbulent flows in complex geometries is and will remain a challenge for a long time. Indeed, turbulent flows are characterized by a wide range of length scales (eddy): from the integral scale (the largest) to the 'Kolmogorov' scales (the smallest). The size of the largest eddies $l_t$ is typically of the order of the geometry considered. These structures contain most of the energy of the flow. The smallest eddies are the ones where the energy is dissipated. There is a 'cascade' of energy from the large scale to the smallest scales because large eddies interact with each other and breakdown into smaller eddies. The size of the Kolmogorov scale is noted $\eta$. Kolmogorov showed in 1941 [35] that the ratio between the integral length scale $l_t$ and $\eta$ is (see Fig. 1.2):

$$\frac{l_t}{\eta} = Re_t^{3/4} = \frac{\rho u' l_t}{\mu} \quad (1.11)$$

where $Re_t$ is the turbulent Reynolds number based on a turbulent velocity $u'$ and the integral length scale. The ratio $l_t/\eta$ represents the number of points in each direction required to compute all the scales in the flow. Therefore, the total number of points $N_{pt}$ needed to compute the flow in the three dimensions scales as:

$$N_{pt} \simeq \left( Re_t^{3/4} \right)^3 = Re_t^{9/4} \quad (1.12)$$
For example, let imagine the number of points required to compute the flow around a car moving at $U_{\text{car}} = 100 \, \text{km/h} \simeq 30 \, \text{m/s}$. The turbulent velocity can be estimated at $u' \simeq 0.1 \times U_{\text{car}} = 3 \, \text{m/s}$. If the car has a length $L_{\text{car}} \simeq l_t \simeq 4 \, \text{m}$, the turbulent Reynolds number is:

$$Re_t = \frac{\rho U_{\text{car}} L_{\text{car}}}{\mu} = \frac{1.2 \times 3 \times 4}{1.8 \times 10^{-5}} \simeq 8 \times 10^5 \quad (1.13)$$

According to Eq. 1.12, the total number of grid points needed to compute this configuration is around $N_{pt} = 2 \times 10^{13}$. It is not feasible to compute such huge grids with current computer resources.

Three numerical approaches have been developed to describe flows using CFD:

- The Reynolds Averaged Navier-Stokes (RANS) computations have historically been the first possible approach thanks to their affordable computational costs. RANS techniques were developed to solve the mean values of all quantities. The balance equations for the averaged quantities are obtained by averaging the instantaneous balance of equations and require closure models for turbulence and combustion.

- The second level corresponds to Large Eddy Simulations (LES). The largest scale of the turbulence are explicitly calculated whereas the effects of smaller scales are modeled using subgrid closure rules. The balance of equations for LES are obtained by filtering the instantaneous balance of equations. Opposite to RANS, LES capture instantaneous motions. Not only mean values are calculated.

- The third level of computations is Direct Numerical Simulations (DNS) where the full instantaneous Navier-Stokes equations are solved without any model for turbulent motions: all turbulence scales are explicitly determined. DNS would predict all time variations exactly like a high-resolution sensor would measure in an experiment. This approach changed the analysis of turbulent combustion. DNS represent a very important computational cost however it is developing thanks to High Performance Computing (HPC). Today, this approach is mainly used to study flows in academic configurations (low Reynolds number, very small configuration).

Figure 1.1 shows an example of the time evolution of local temperature predicted by RANS, LES or DNS for a stabilized flame. RANS capture only the mean value, LES capture the low frequency variations and DNS captures all time variations. These properties can also be presented in terms of energy spectra as shown by Fig. 1.2. All spatial frequencies are resolved in DNS. In LES, the largest scales (up to a cut-off wave number $k_c$) are computed whereas the smallest are modeled. By construction, LES is expected to tend toward DNS when the cut-off length goes to zero (i.e. the mesh is fine). In RANS, only mean flow fields are resolved: no turbulent motion is explicitly calculated.

\section{1.2 The LES concept}

Large Eddy Simulation is nowadays recognized as an intermediate approach in comparisons to the more classical RANS methodologies and the very expensive DNS. As previously discussed, in RANS, only mean fields are calculated (the derivation of the
Figure 1.1: Time evolutions of local temperature computed with RANS, LES or DNS in a turbulent brush [20].

Figure 1.2: Log-log turbulence energy spectrum versus wave number. $k_c$ is the cut-off wave number used in LES.
method consists in a temporal averaging of the Navier-Stokes equations Eqs. 1.1 - 1.4). It means that only a steady state can be expected. The unclosed terms (appearing during the derivation of the mean equations) are representative of the physics taking place over the entire range of frequencies (see Fig. 1.2) and the closure models have an important forecasting job to do. It explains the big impact of the model on the results. In LES, the operator is a spatially localized time independent filter of given size $\Delta$. Resulting from this ‘spatial average’ is a separation between the large (greater than the filter size) and small (smaller than the filter size) scales. The unclosed terms are in LES representative of the physics associated with the small structures (with high frequencies) present in the flow. LES allows a dynamic representation of the large scale motions whose contributions are critical in complex geometries. The LES predictions of complex turbulent flows are henceforth closer to the physics since large scale phenomena such as large vortex shedding and acoustic waves are embedded in the set of governing equations. It was shown for example by Rodi [36], Lübcke et al. [37], Cheng et al. [38] and Salim et al. [39] that significantly better predictions have been obtained with LES methods compared to RANS.

For these reasons, LES has a clear potential in predicting turbulent flows encountered in industrial applications. All simulations performed in this thesis are LES (and DNS for laminar flows). They were realized with the AVBP code.

### 1.3 Multi-species flows

Combustion necessarily involves multi-species flows: at least one fuel (for example methane $CH_4$) and one oxidizer (for example $O_2$). In this section, the equation of state, the transport coefficients and the thermodynamical variables (enthalpy, energy and entropy) of such flows are presented.

#### 1.3.1 The equation of state

In a flow composed of $N$ species, the proportion of each species $k$ can be described by its mass fraction $Y_k$ or by its molar fraction $X_k$. $Y_k$ (resp. $X_k$) is defined as the mass (resp. the mole number) of species $k$, $m_k$ (resp. $n_k$) divided by the total mass $m$ (resp. the total mole number $n$) in a given volume: $Y_k = m_k/m$ (resp. $X_k = n_k/n$). Necessarily, $\sum_k X_k = \sum_k Y_k = 1$.

The equation of state for an ideal gas mixture writes:

$$ P = \rho r T $$

(1.14)

where $r$ is the gas constant of the mixture dependent on time and space: $r = R/W$ where $W$ is the mean molecular weight of the mixture:

$$ \frac{1}{W} = \sum_{k=1}^{N} \frac{Y_k}{W_k} $$

(1.15)
The gas constant $r$ and the heat capacities of the gas mixture depend on the local gas composition as:

$$r = \frac{R}{W} = \sum_{k=1}^{N} \frac{Y_k}{W_k} R = \sum_{k=1}^{N} Y_k r_k$$ \hspace{1cm} (1.16)

$$C_p = \sum_{k=1}^{N} Y_k C_{p,k}$$ \hspace{1cm} (1.17)

$$C_v = \sum_{k=1}^{N} Y_k C_{v,k}$$ \hspace{1cm} (1.18)

where $R = 8.3143 \text{ J/mol.K}$ is the universal gas constant. The adiabatic exponent for the mixture is given by $\gamma = C_p/C_v$. Thus, the gas constant, the heat capacities and the adiabatic exponent are no longer constant. Indeed, they depend on the local gas composition as expressed by the local mass fractions $Y_k(x,t)$.

The temperature is deduced from the sensible energy, using Eqs. 1.27 and 1.28.

### 1.3.2 Transport coefficients

In CFD codes for multi-species flows the molecular viscosity $\mu$ is often assumed to be independent of the gas composition. However, it depends on the temperature and a power-law gives a good estimation of this evolution:

$$\mu = \mu_0 \left( \frac{T}{T_0} \right)^b$$ \hspace{1cm} (1.19)

with $b$ typically ranging between 0.5 and 1.0. For example $b = 0.76$ for air. The heat conduction coefficient of the gas mixture can then be computed by introducing the molecular Prandtl number of the mixture as:

$$\lambda = \frac{\mu C_p}{Pr}$$ \hspace{1cm} (1.20)

The Prandtl number $Pr$ is supposed to be constant in time and space and is given in an input file in the AVBP code. For the molecular diffusion coefficients $D_k$ the same approximation can be used in CFD codes. The Schmidt number of species $k$, $Sc_k$, is supposed to be constant (in space and time) so that the diffusion coefficient for each species is computed as:

$$D_k = \frac{\mu}{\rho S_{c,k}}$$ \hspace{1cm} (1.21)

An important dimensionless number is defined in combustion: the Lewis number $Le$. It compares the thermal heat diffusivity $D_{th} = \lambda/(\rho C_p)$ to the molecular diffusivity $D_k$:

$$Le_k = \frac{D_{th}}{D_k}$$ \hspace{1cm} (1.22)
1.3.2.a Octane / air flame transport coefficients

To find the Schmidt number of species $k$, $Sc_k$, and the Prandtl number $Pr$, a reference flame with a complex transport is computed with CANTERA [40]. CANTERA is an object-oriented, open source suite of software tools for reacting flow problems involving detailed chemical kinetics, thermodynamics and transport processes. For example, this software can compute one-dimensional laminar premixed flames with detailed chemistry and complex species transport. Then the same flame is computed with AVBP using a one-dimensional mesh. In both codes, flames are computed using a the 2S_C8H18_AB two-step chemical scheme (described in Sec. 1.4.1) for a octane / air flame.

Figure 1.3(a) presents the evolution of the Schmidt number of octane through the flame. With CANTERA, the Schmidt number is not assumed to be constant but in AVBP it is. Procedure recommanded by CERFACS to choose a Schmidt value is that the value chosen for AVBP should match the value given by CANTERA in the burnt gases. With this value, the diffusion coefficient of octane is well predicted in AVBP (see Fig. 1.3(b)). This methodology is applied for all species. The same methodology

\[ D_{C8H18} [m^2/s] \]

\[ Sc_{C8H18} \]

\[ x [mm] \]

is followed for the thermal diffusion. Figure 1.4(a) presents the evolution of the Prandtl number through the flame. In AVBP this number is constant and is chosen at $Pr = 0.74$. With this value the heat conduction coefficient computed in AVBP is in agreement with the coefficient computed in CANTERA.

As a result, Fig. 1.5 compares the same flame computed with AVBP and CANTERA. All profiles match very well which means that the approximation which consists in assuming that the Schmidt and the Prandtl numbers are constant is valid (it does not change the flame structure) if these values are well chosen. Table 1.1 summarizes the Schmidt number for each specie.
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Figure 1.4: Validation of the heat conduction coefficient at \( P_0 = 101325 \) Pa and \( T_0 = 323 \) K.

- CANTERA (complex transport) ; --- AVBP.

<table>
<thead>
<tr>
<th>Specie</th>
<th>( S_{ck} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C_5 H_{18} )</td>
<td>2.06</td>
</tr>
<tr>
<td>( CH_4 )</td>
<td>0.68</td>
</tr>
<tr>
<td>( O_2 )</td>
<td>0.74</td>
</tr>
<tr>
<td>( N_2 )</td>
<td>0.70</td>
</tr>
<tr>
<td>( H_2O )</td>
<td>0.54</td>
</tr>
<tr>
<td>( CO )</td>
<td>0.75</td>
</tr>
<tr>
<td>( CO_2 )</td>
<td>0.95</td>
</tr>
</tbody>
</table>

Table 1.1: Schmidt numbers for all species.

The diffusion coefficients characterize the diffusion of each species in the mixture. However, in practice, these values can be used independently of the equivalence ratio since the mixture is mostly represented by air.

1.3.3 Thermodynamical variables

Species energy and enthalpy are defined in reference to a given temperature \( T_0 \). Mass enthalpy of species \( k \), \( h_k \), is the sum of a reference enthalpy at \( T = T_0 \) and a sensible enthalpy \( h_{s,k} \):

\[
h_k = h_{s,k} + \Delta h^0_{f,k} \tag{1.23}
\]

The internal energy of species \( k \), \( e_k = h_k - RT/W_k \), can also be split into a sensible and a chemical contribution \( e_k = e_{s,k} + \Delta h^0_{f,k} \).
Figure 1.5: Validation of species transport for octane / air flames at $P_0 = 101325$ Pa and $T_0 = 323$ K.  — CANTERA (complex transport) ; — AVBP.
The standard reference state used in AVBP is $P_0 = 1$ bar and $T_0 = 0$ K. The sensible mass enthalpies ($h_{s,k}$) and entropies ($s_k$) for each species are tabulated for 51 values of the temperature ($T_i$ with $i = 1 \ldots 51$) ranging from 0K to 5000K with a step of 100 K. Therefore these variables can be evaluated by:

$$h_{s,k}(T_i) = \int_{T_0=0K}^{T_i} C_{p,k}dT = \frac{h_{s,k}^m(T_i) - h_{s,k}(T_0)}{W_k}$$  \hspace{1cm} (1.24)

and:

$$s_k(T_i) = \frac{s_k^m(T_i) - s_k^m(T_0)}{W_k}$$  \hspace{1cm} (1.25)

The superscript $m$ corresponds to molar values. The tabulated values for $h_{s,k}(T_i)$ and $s_k(T_i)$ can be found in the JANAF tables [41]. With this assumption, the sensible energy for each species can be reconstructed using the following expression:

$$e_{s,k}(T_i) = \int_{T_0=0K}^{T_i} C_{v,k}dT = h_{s,k}(T_i) - r_k T_i$$  \hspace{1cm} (1.26)

Note that the mass heat capacities at constant pressure $C_{p,k}$ and volume $C_{v,k}$ are supposed constant between $T_i$ and $T_{i+1} = T_i + 100$. They respectively are defined as the slope of the sensible enthalpy and the slope of the sensible energy ($C_{p,k} = \partial h_{s,k}/\partial T$ and $C_{v,k} = \partial e_{s,k}/\partial T$). The sensible energy henceforth varies continuously with the temperature and is obtained by using a linear interpolation:

$$e_{s,k}(T) = e_{s,k}(T_i) + (T - T_i) \frac{e_{s,k}(T_{i+1}) - e_{s,k}(T_i)}{T_{i+1} - T_i} \hspace{1cm} \text{for } T \in [T_i; T_{i+1}]$$  \hspace{1cm} (1.27)

The sensible energy and enthalpy of the mixture may then be expressed as:

$$\rho e_s = \sum_{k=1}^{N} \rho_k e_{s,k} = \rho \sum_{k=1}^{N} Y_k e_{s,k}$$  \hspace{1cm} (1.28)

$$\rho h_s = \sum_{k=1}^{N} \rho_k h_{s,k} = \rho \sum_{k=1}^{N} Y_k h_{s,k}$$  \hspace{1cm} (1.29)

### 1.4 Kinetics

During combustion, reactants are transformed into products once a sufficiently high energy is available to activate the reaction. This process can be modeled by a global reaction where a budget between reactants and major products is written. For example, the global reaction of octane oxidation is:

$$C_8H_{18} + \frac{25}{2} O_2 \rightarrow 8CO_2 + 9 H_2O$$  \hspace{1cm} (1.30)
Such a global reaction does not describe elementary reactions that effectively occur during combustion process. Combustion of reactants is in fact a set of reactions involving major and minor species. Generally, $N$ species $\mathcal{M}_{kj}$ react through $M$ reactions:

$$
\sum_{k=1}^{N} \nu'_{kj} \mathcal{M}_{kj} \rightleftharpoons \sum_{k=1}^{N} \nu''_{kj} \mathcal{M}_{kj}, \quad j = 1, M
$$

(1.31)

The reaction rate of species $k$, $\dot{\omega}_k$, is the sum of rates $\dot{\omega}_{kj}$ produced by all $M$ reactions:

$$
\dot{\omega}_k = \sum_{j=1}^{M} \dot{\omega}_{kj} = W_k \sum_{j=1}^{M} \nu_{kj} Q_j
$$

(1.32)

where $\nu_{kj} = \nu''_{kj} - \nu'_{kj}$ and $Q_j$ is the rate progress of reaction $j$. The total mass conservation gives:

$$
\sum_{k=1}^{N} \dot{\omega}_k = 0
$$

(1.33)

$Q_j$ is written:

$$
Q_j = K_{f,j} \prod_{k=1}^{N} \left( \frac{\rho Y_k}{W_k} \right)^{\nu'_{kj}} - K_{r,j} \prod_{k=1}^{N} \left( \frac{\rho Y_k}{W_k} \right)^{\nu''_{kj}}
$$

(1.34)

$K_{f,j}$ and $K_{r,j}$ are the forward and reverse rates of reaction $j$:

$$
K_{f,j} = A_{f,j} \exp\left( -\frac{E_{a,j}}{RT} \right)
$$

(1.35)

where $A_{f,j}$ and $E_{a,j}$ are the pre-exponential factor and the activation energy given in an input file. $K_{r,j}$ is deduced from the equilibrium assumption:

$$
K_{r,j} = \frac{K_{f,j}}{K_{eq}}
$$

(1.36)

where $K_{eq}$ is the equilibrium constant defined by:

$$
K_{eq} = \left( \frac{p_0}{RT} \right)^{\sum_{k=1}^{N} \nu_{kj}} \exp \left( \frac{\Delta S_j^0}{R} - \frac{\Delta H_j^0}{RT} \right)
$$

(1.37)

where $p_0 = 1$ bar. $\Delta H_j^0$ and $\Delta S_j^0$ are respectively the enthalpy (sensible + chemical) and the entropy changes for reaction $j$:

$$
\Delta H_j^0 = h_j(T) - h_j(0) = \sum_{k=1}^{N} \nu_{kj} W_k (h_{s,k}(T) + \Delta h_{f,k}^0)
$$

(1.38)
\[ \Delta S_j^0 = \sum_{k=1}^{N} \nu_{kj} W_k s_k(T) \]  

(1.39)

where \( \Delta h_{f,k}^0 \) is the mass enthalpy of formation of species \( k \) at temperature \( T_0 = 0 \) K and is given in an input file (molar value). The heat released by combustion \( \dot{\omega}_T \) in the initial enthalpy equation [20] is calculated as:

\[ \dot{\omega}_T = -\sum_{k=1}^{N} \dot{\omega}_k \Delta h_{f,k}^0 \]  

(1.40)

### 1.4.1 2S_C8H18_AB reduced scheme

In real flames, the combustion process involves many species and reactions. For example, the widely used GRI-MECH 3.0 mechanism describes the reaction of methane with air. It consists of 325 reactions that involve 53 species. These full schemes can be used only on very simple configurations (one-dimensional laminar flames for example). In an LES or DNS code, it is nor reasonable neither necessary to transport such a large number of species (the code must solve one conservation equation for each specie). Moreover some of these reactions can be very fast and could limit the time step. One possible solution consists in reducing the true chemistry. Reduced mechanisms are built to reproduce a minimum of flame features. In practice reduced schemes with two reactions are sufficient to reproduce the flame speed, the adiabatic flame temperature and the flame thickness for lean flames. Three criteria are usually sufficient to capture the important kinetic phenomena in most lean premixed turbulent flames.

1. For methane a scheme [42] called 2S_CH4_CM2 is employed.

\[ CH_4 + \frac{3}{2} O_2 \rightarrow CO + 2 H_2O \]  

(1.41)

\[ CO + \frac{1}{2} O_2 \leftrightarrow CO_2 \]  

(1.42)

2. For octane, a scheme called 2S_C8H18_AB was developed following the same methodology\(^1\).

\[ C_8H_{18} + \frac{17}{2} O_2 \rightarrow 8 CO + 9 H_2O \]  

(1.43)

\[ CO + \frac{1}{2} O_2 \leftrightarrow CO_2 \]  

(1.44)

\(^1\)The 2S_C8H18_AB scheme is now available in the chemical library of AVBP.
Both schemes account for fuel oxidation through an irreversible reaction at a rate $q_1$ while a second reaction accounts for the equilibrium between CO and CO$_2$ with a rate $q_2$:

$$q_1 = A_1 \left( \frac{\rho Y_F}{W_F} \right)^{n_F} \left( \frac{\rho Y_{O_2}}{W_{O_2}} \right)^{n_{O_2}} \exp \left( \frac{E_{a,1}}{RT} \right)$$

$$q_2 = A_2 \left[ \left( \frac{\rho Y_{CO}}{W_{CO}} \right)^{n_{CO}} \left( \frac{\rho Y_{O_2}}{W_{O_2}} \right)^{n_{O_2}} - \frac{1}{K_e} \left( \frac{\rho Y_{CO}}{W_{CO}} \right)^{n_{CO2}} \right] \exp \left( \frac{E_{a,2}}{RT} \right)$$

(1.45)

(1.46)

where $K_e$ is the equilibrium constant for the CO/CO$_2$ equilibrium and $R$ the perfect-gas constant. The coefficients for the two schemes are recalled in Tab. 1.2. While the reduced scheme for methane has already been validated [42], the validation of the 2S_C8H18_AB scheme for octane versus a detailed scheme proposed by Jerzembeck [43] is presented in Fig. 1.6 (the CANTERA code is used to compare these two chemical schemes). For a one-dimensional planar flame at $P_0 = 101325$ Pa and $T_0 = 323$ K, the reduced scheme reproduces accurately the laminar flame speed and burnt gases adiabatic temperature, for equivalence ratios up to $\Phi = 1.2$ which cover all experiments performed in Orléans. Franzelli et al. [44] developed a methodology to get better results in terms of flame speed and adiabatic temperature when computing reach flames ($\Phi > 1.2$) with two-step schemes. This is done by introducing two functions $f_1(\Phi)$ and $f_2(\Phi)$ which modify the pre-exponential constants in the chemical scheme: $A_1 = A_1^{} f_1(\Phi)$ and $A_2 = A_2^{} f_2(\Phi)$. This strategy is not necessary here and is not employed in this thesis because all computed flames are lean.

### Table 1.2: Coefficients for the reduced kinetic scheme 2S_C8H18_AB

<table>
<thead>
<tr>
<th></th>
<th>$q_1$</th>
<th>$A_1$</th>
<th>$E_{a,1}$</th>
<th>$n_F$</th>
<th>$n_{O_2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>methane</td>
<td>$2.00 \times 10^{15}$</td>
<td>35000</td>
<td>0.9</td>
<td>1.1</td>
<td></td>
</tr>
<tr>
<td>octane</td>
<td>$6.05 \times 10^{11}$</td>
<td>41500</td>
<td>0.55</td>
<td>0.9</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>$q_2$</th>
<th>$A_2$</th>
<th>$E_{a,2}$</th>
<th>$n_{CO}$</th>
<th>$n_{O_2}$</th>
<th>$n_{CO2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>methane</td>
<td>$2.00 \times 10^{9}$</td>
<td>12000</td>
<td>1.0</td>
<td>0.5</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>octane</td>
<td>$4.50 \times 10^{10}$</td>
<td>20000</td>
<td>1.0</td>
<td>0.5</td>
<td>1.0</td>
<td></td>
</tr>
</tbody>
</table>

1.5 **Governing equations for non-reactive LES**

As previously discussed, the LES concept consists in applying a spatially localized time independent filter of given size $\Delta$ on the Navier-Stokes equations. This filtering introduces a separation between the large (greater than the filter size) and small (smaller than the filter size) scales. This operation also exhibits unclosed terms which must be
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modeled. These equations and the closure models are presented in this section. It is a close transposition of the AVBP handbook.

1.5.1 The filtering operation

A low-pass (in wavenumber) filter, $G_\Delta$, is applied to the Navier-Stokes equations Eqs. 1.1 - 1.4. Mathematically, it consists of a convolution of any quantity, $\tilde{f}$, with the filter function $G_\Delta$.

$$\tilde{f}(x) = \int f(x') G_\Delta(x - x') dx'$$  \hspace{1cm} (1.47)

The resulting filtered quantity, $\tilde{f}$, represents the large-scale structures of the flow (ie. resolved in the LES) whereas all the structures of size smaller than the filter length, $\Delta$, are contained in the residual field, $f' = f - \tilde{f}$. Contrary to RANS averaging, the filtered value of a LES perturbation is not zero: $\overline{f'} \neq 0$ and the double filtered values are not equal to the filtered values in general: $\overline{f'} \neq \overline{f}$. For variable density $\rho$, a mass-weighted Favre filtering is introduced according to:

$$\rho \overline{f'}(x) = \int \rho f(x') G_\Delta(x - x') dx' = \overline{\rho f}$$  \hspace{1cm} (1.48)

Filtering the instantaneous balance equations (Eqs. 1.1 - 1.4) leads to the following equations:

$$\frac{\partial \rho}{\partial t} + \frac{\partial}{\partial x_i}(\rho \tilde{u}_i) = 0$$  \hspace{1cm} (1.49)

---

The validation plots are shown in Figure 1.6:

(a) Laminar flame speed.
(b) Adiabatic temperature.

Figure 1.6: Validation of the reduced scheme 2S_C8H18_AB for octane / air flames at $P_0 = 101325$ Pa and $T_0 = 323$ K. © Jerzembeck et al. [43], 2S_C8H18_AB.
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\[
\frac{\partial \rho \tilde{u}_j}{\partial t} + \frac{\partial}{\partial x_j}(\rho \tilde{u}_i \tilde{u}_j) = -\frac{\partial}{\partial x_j}(P \delta_{ij} - \tau_{ij} - \overline{\tau}_{ij}) \tag{1.50}
\]

\[
\frac{\partial \rho \tilde{E}}{\partial t} + \frac{\partial}{\partial x_j}(\rho \tilde{E} \tilde{u}_j) = -\frac{\partial}{\partial x_j}[u_i(P \delta_{ij} - \tau_{ij}) + \overline{\tau}_j + \overline{\omega}_j] + \overline{\omega}_T + \overline{Q}_r \tag{1.51}
\]

\[
\frac{\partial \rho \tilde{Y}_k}{\partial t} + \frac{\partial}{\partial x_j}(\rho \tilde{Y}_k \tilde{u}_j) = -\frac{\partial}{\partial x_j}[J_{j,k} + J_{j,k}'] + \overline{\omega}_k \tag{1.52}
\]

where \(\tilde{u}_j, \tilde{E}\) and \(\tilde{Y}_k\) denote the filtered velocity vector, total energy per unit mass and species mass fractions, respectively. A repeated index implies summation over this index (Einstein’s rule of summation). Note also that the index \(k\) is reserved for referring to the \(k^{th}\) species and does not follow the summation rule.

Writing the vector of the filtered conservative variables as follows: \(\vec{w} = (\bar{\rho} \tilde{u}, \bar{\rho} \tilde{v}, \bar{\rho} \tilde{w}, \bar{\rho} \tilde{E}, \bar{\rho} \tilde{Y}_k)\), Eqs. 1.50 - 1.52, can be expressed as:

\[
\frac{\partial \vec{w}}{\partial t} + \nabla \cdot \vec{F} = \vec{s} \tag{1.53}
\]

where \(\vec{s}\) is the filtered source term and \(\vec{F}\) is the flux tensor which can be divided in three parts:

\[
\vec{F} = \vec{F}^I + \vec{F}^V + \vec{F}^t \tag{1.54}
\]

where \(\vec{F}^I\) is the inviscid term, \(\vec{F}^V\) is the viscous term and \(\vec{F}^t\) is the turbulent subgrid-scale term.

1.5.1.a The inviscid term \(\vec{F}^I\)

The three spatial components of the inviscid flux tensor are the same as in DNS but based on the filtered quantities:

\[
\vec{F}^I = \begin{pmatrix}
\bar{\rho} \tilde{u}_i \tilde{u}_j + P \delta_{ij} \\
\bar{\rho} \tilde{E} \tilde{u}_j + P \tilde{u}_j \delta_{ij} \\
\bar{\rho}_k \tilde{u}_j 
\end{pmatrix} \tag{1.55}
\]

1.5.1.b The viscous term \(\vec{F}^V\)

The components of the viscous flux tensor take the form:

\[
\vec{F}^V = \begin{pmatrix}
-\overline{\tau}_{ij} \\
(\overline{u}_i \overline{\tau}_{ij}) + \overline{q}_j \\
J_{j,k}
\end{pmatrix} \tag{1.56}
\]

The filtered diffusion terms are:
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- Laminar filtered stress tensor \( \overline{\tau}_{ij} \) (for Newtonian fluids)

\[
\overline{\tau}_{ij} = 2\mu \left( S_{ij} - \frac{1}{3}\delta_{ij}S_{kk} \right)
\]  (1.57)

approximation: \( \overline{\tau}_{ij} \simeq 2\bar{\mu} \left( \tilde{S}_{ij} - \frac{1}{3}\delta_{ij}\tilde{S}_{kk} \right) \)  (1.58)

with: \( \tilde{S}_{ij} = \frac{1}{2} \left( \frac{\partial \tilde{u}_j}{\partial x_i} + \frac{\partial \tilde{u}_i}{\partial x_j} \right) \)  (1.59)

and: \( \bar{\mu} \simeq \mu(\tilde{T}) \)  (1.60)

- Diffusive species flux vector \( \overline{J}_{i,k} \)

\[
\overline{J}_{i,k} = -\rho \left( D_k \frac{W_k}{W} \frac{\partial \tilde{X}_k}{\partial x_i} - \tilde{Y}_k \tilde{V}_i^c \right)
\]  (1.61)

approximation: \( \overline{J}_{i,k} \simeq -\tilde{\rho} \left( D_k \frac{W_k}{W} \frac{\partial \tilde{X}_k}{\partial x_i} - \tilde{Y}_k \tilde{V}_i^c \right) \)  (1.62)

with: \( \tilde{V}_i^c = \sum_{k=1}^{N} D_k \frac{W_k}{W} \frac{\partial \tilde{X}_k}{\partial x_i} \)  (1.63)

and: \( D_k \simeq \frac{\bar{\mu}}{\bar{\rho}Sc_k} \)  (1.64)

- Filtered heat flux \( \overline{q}_i \)

\[
\overline{q}_i = -\lambda \frac{\partial \tilde{T}}{\partial x_i} + \sum_{k=1}^{N} \overline{J}_{i,k} \overline{h}_{s,k}
\]  (1.65)

approximation: \( \overline{q}_i \simeq -\tilde{\lambda} \frac{\partial \tilde{T}}{\partial x_i} + \sum_{k=1}^{N} \overline{J}_{i,k} \overline{h}_{s,k} \)  (1.66)

with: \( \tilde{\lambda} \simeq \frac{\bar{\mu}C_p(\tilde{T})}{Pr} \)  (1.67)

These forms assume that the spatial variations of molecular diffusion fluxes are negligible and can be modeled through simple gradient assumptions.

1.5.1.c The turbulent subgrid-scale term \( \mathbf{F}^t \)

The components of the turbulent subgrid-scale flux take the form:

\[
\mathbf{F}^t = \begin{pmatrix} -\overline{r}_{ij}^t \\ \overline{q}_{j,k}^t \\ \overline{J}_{j,k}^t \end{pmatrix}
\]  (1.68)

As highlighted above, filtering the transport equations leads to a closure problem evidenced by the so called “subgrid-scale” (SGS) turbulent fluxes. For the system to be solved numerically, closures need to be supplied. Details on the closures are:
- The Reynolds tensor $\overline{\tau}_{ij}^t$

\[
\overline{\tau}_{ij}^t = -\bar{\rho} \left( \bar{u}_i \bar{u}_j - \bar{u}_i \bar{u}_j \right) \quad (1.69)
\]

modeled as (Boussinesq [33] model):

\[
\overline{\tau}_{ij}^t = 2\bar{\rho}_t \nu_t \left( \bar{S}_{ij} - \frac{1}{3} \delta_{ij} \bar{S}_{kk} \right) \quad (1.70)
\]

with:

\[
\bar{S}_{ij} = \frac{1}{2} \left( \frac{\partial \bar{u}_j}{\partial x_i} + \frac{\partial \bar{u}_i}{\partial x_j} \right) - \frac{1}{3} \frac{\partial \bar{u}_k}{\partial x_k} \delta_{ij} \quad (1.71)
\]

In Eq. 1.70, $\overline{\tau}_{ij}^t$ is the SGS tensor, $\bar{S}_{ij}$ is the resolved rate tensor and $\nu_t$ is the SGS turbulent viscosity. The modeling of $\nu_t$ is explained in Sec. 1.5.2.

- The subgrid scale diffusive species flux vector $\overline{J}_{i,k}^t$

\[
\overline{J}_{i,k}^t = -\bar{\rho} \left( \bar{u}_i \bar{Y}_k - \bar{u}_i \bar{Y}_k \right) \quad (1.72)
\]

modeled as:

\[
\overline{J}_{i,k}^t = -\bar{\rho} \left( D^t_k \frac{W_k}{W} \frac{\partial \bar{X}_k}{\partial x_i} - \bar{Y}_k \bar{V}_{i,t}^c \right) \quad (1.73)
\]

with:

\[
\bar{V}_{i,t}^c = \sum_{k=1}^N D^t_k \frac{W_k}{W} \frac{\partial \bar{X}_k}{\partial x_i} \quad (1.74)
\]

and:

\[
D^t_k = \frac{\nu_t}{Sc_k^t} \quad (1.75)
\]

The turbulent Schmidt number $Sc_k^t = 0.6$ is the same for all species. Note also that having one turbulent Schmidt number for all the species does not imply, $\bar{V}_{i,t}^c = 0$ because of the $W_k/W$ term in Eq. 1.73.

- The subgrid scale heat flux vector $\overline{q}_{i}^t$

\[
\overline{q}_{i}^t = -\bar{\rho} \left( \bar{u}_i \bar{E} - \bar{u}_i \bar{E} \right) \quad (1.76)
\]

modeled as:

\[
\overline{q}_{i}^t = -\lambda_t \frac{\partial \bar{T}}{\partial x_i} + \sum_{k=1}^N \overline{J}_{i,k}^t \bar{h}_{s,k} \quad (1.77)
\]

with:

\[
\lambda_t = \frac{\mu_t C_p}{Pr^t} \quad (1.78)
\]

The turbulent Schmidt number is fixed at $Pr^t = 0.6$.

### 1.5.2 Models for the subgrid stress tensor

LES models for the subgrid stress tensor (see Eq. 1.70) are derived on the theoretical ground that the LES filter is spatially and temporally invariant. Variations in the filter size due to non-uniform meshes or moving meshes are not directly accounted for in the LES models. Change of cell topology is only accounted for through the use of the local cell volume, that is $\Delta = V_{cell}^{1/3}$.
The filtered compressible Navier-Stokes equations exhibit SGS tensors and vectors describing the interaction between the non-resolved and resolved motions. Generally, the influence of the SGS on the resolved motion is taken into account by a SGS model based on the introduction of a turbulent viscosity, $\nu_t$ (Boussinesq [45] model). Such an approach assumes the effect of the SGS field on the resolved field to be purely dissipative. This hypothesis is essentially valid within the cascade theory of turbulence introduced by Kolmogorov [35].

LES models for the subgrid stress tensor only differ through the estimation of $\nu_t$. In this document, only the two models used during the thesis are presented: the Smagorinsky model and the WALE (Wall Adapting Local Eddy-viscosity). More information on the other models implemented in $AVBP$ can be found for example in [46].

- **The Smagorinsky model**

$$\nu_t = (C_S \Delta)^2 \sqrt{2\tilde{\Sigma}_{ij}^S \tilde{\Sigma}_{ij}^S}$$

(1.79)

where $\Delta$ denotes the filter characteristic length (cube-root of the cell volume), $C_S$ is the model constant set to 0.18 but can vary between 0.1 and 0.18 depending on the flow configuration. The Smagorinsky model [47] was developed in the sixties and heavily tested for multiple flow configurations. This closure has the particularity of supplying the right amount of dissipation of kinetic energy in homogeneous isotropic turbulent flows. Locality is however lost and only global quantities are maintained. It is known to be 'too dissipative and transitioning flows are not suited for its use [12].

- **The WALE model**

$$\nu_t = (C_w \Delta)^2 \frac{(s_d^{ij} s_d^{ij})^{3/2}}{\left(\tilde{\Sigma}_{ij}^S \tilde{\Sigma}_{ij}^S\right)^{5/2} + (s_d^{ij} s_d^{ij})^{5/2}}$$

(1.80)

with:

$$s_d^{ij} = \frac{1}{2} \left( \tilde{g}_{ij}^2 + \tilde{g}_{ji}^2 \right) - \frac{1}{3} \tilde{g}_{kk}^2 \delta_{ij}$$

(1.81)

where $\Delta$ denotes the filter characteristic length (cube-root of the cell volume), $C_w = 0.4929$ is the model constant and $\tilde{g}_{ij}$ denotes the resolved velocity gradient. The WALE model [48] was developed for wall bounded flows in an attempt to recover the scaling laws of the wall. Similarly to the Smagorinsky model locality is lost and only global quantities are to be trusted.

1.5.3 Numerical schemes

To resolve equations presented in Sec. 1.5.1, numerical schemes are needed. The $AVBP$ solver is based on the finite volume method [49] with a cell-vertex discretization. Because they are less dissipative than non-centered schemes (up-wind or downwind), centered numerical schemes are implemented in $AVBP$. All the numerical schemes developed in $AVBP$ are presented in [50]. The two numerical schemes used in this thesis are:
- The Lax-Wendroff (LW) scheme

The LW scheme [51] is a finite volume centered scheme. This scheme uses an explicit time integration with a single Runge-Kutta step. Its accuracy in both space and time is of second order. The scheme is quite robust due to a diffusive term that stabilizes it very effectively (even if it is a centered scheme in space). Furthermore, it is characterized by low computational cost.

- The Two step Taylor-Galerkin 'C' scheme

The TTGC scheme [52] is a finite element centered scheme. Its accuracy in both space and time is of third order (4th on regular grids [53]). It is characterized by very good properties regarding dissipation and dispersion making it well-suited for LES applications. However, it is less robust than the LW scheme and approximately 2.5 more expensive in terms of computational cost.

1.5.4 Artificial viscosity

The numerical discretization methods in AVBP are spatially centered. These types of schemes are known to be naturally subject to small-scale oscillations in the vicinity of steep solution variations. This is why it is common practice to add a so-called artificial viscosity (AV) term to the discrete equations, to avoid these spurious modes (also known as “wiggles”) and in order to smooth very strong gradients. These AV models are characterized by the “linear preserving” property which leaves unmodified a linear solution on any type of element. The models are based on a combination of a “shock capturing” term (called 2nd order AV) and a “background dissipation” term (called 4th order AV). In AVBP, adding AV is done in two steps:

- first a sensor detects if AV is necessary, as a function of the flow characteristics,
- then a certain amount of 2nd and 4th AV is applied, depending on the sensor value and on user-defined parameters.

The 2nd order AV acts just like a “classical” viscosity activated only in certain regions of the flow. It smoothes local gradients, and introduces artificial dissipation. The 4th order AV is mainly used to control spurious high-frequency wiggles.

1.6 Combustion modeling

As described in Sec. 1.4, combustion is a process in which reactants are transformed into products. The domain where these transformations take place, called the flame front, is very small. Typically a flame thickness at atmospheric pressure for gasoline/air flames is around 0.1 to 0.5 mm. This raises a problem encountered for Large Eddy Simulation of reactive flows: the thickness $\delta_0^L$ of a flame is generally smaller than the standard mesh size $\Delta$ used for LES. In order to resolve the flame front correctly, about 5 to 10 points are needed. This leads to very large grids, out of the capacity of the current calculators for large and complex industrial configurations.

Different models have been proposed to approximate the filtered species reaction rates $\tilde{\omega}_k$ (see Eq. 1.52) for turbulent premixed combustion using the LES approach. They may be separated into two main categories:
1. Models assuming an infinitely thin reaction zone: the turbulent premixed flame is modeled by fresh reactants and burnt products separated by an infinitely thin reaction zone. The local structure of the flame is assumed equal to a laminar flame for which the inner structure is not affected by turbulence (flamelet assumption). The Bray-Moss-Libby (BML) models [54], the flame surface density models [55], and G-equation models [56, 57] are some of the most common examples.

2. Models describing the structure of the reaction zone thickness: the turbulent premixed flame is characterized by a finite thin reaction zone that could interact with the turbulent flow and often behaves as a stretched laminar flame. Some examples are the Probability Density Function (PDF) models [58, 59], the F-TACLES approach (the chemistry is tabulated as a function of a progress variable) developed by Fiorina et al. [60] and the artificially Thickened Flame (TF) models [61, 62].

Only the Thickened Flame model is described in details in this document because only this model was used during the thesis.

1.6.1 The Thickened Flame model for LES (TFLES)

An attractive solution to propagate a flame on a 'coarse' grid consists in artificially thicken this flame. This idea was first proposed by Butler and O’Rourke in 1977 [63]. Figure 1.7 presents the concept of this approach. For sufficiently large values of the thickening factor $F$, the thickened flame front can be resolved explicitly on the grid nodes. Since the reaction rate is still expressed using Arrhenius law, various phenomena can be accounted for without requiring ad-hoc submodels (ignition, flame/wall interactions). Following

![Figure 1.7: Thickened flame approach. The flame is artificially thickened but it flame speed is conserved.](image_url)

simple theories of laminar premixed flames [64, 65], the flame speed $s_L$ and the flame
thickness $\delta^0_L$ may be expressed as:

$$s_L \propto \sqrt{D_{th}B}; \quad \delta^0_L \propto \frac{D_{th}}{s_L} = \frac{\sqrt{D_{th}}}{B}$$

(1.82)

where $D_{th}$ is the thermal diffusivity and $B$ the pre-exponential constant. If the thermal diffusivity is multiplied by a factor $F$ while the pre-exponential constant is divided by $F$, the flame thickness $\delta^0_L$ is multiplied by a factor $F$ but the flame speed $s_L$ is conserved. So the flame propagates to the good speed on the computational domain.

When the flame is thickened by a factor $F$, the interaction between the flame and the turbulence is modified: the flame becomes less sensitive to turbulent motions and vortex may affect the reaction zone. This interaction is characterized by the Damköhler number $D_a$ which compares turbulent $\tau_t$ to chemical $\tau_c$ time scales (for large values of $D_a$, turbulence is not able to affect the inner flame structure which remains close to a laminar flame wrinkled by turbulence motions):

$$D_a = \frac{\tau_t}{\tau_c} = \frac{l_t}{u' \delta^0_L}$$

(1.83)

It is straightforward to show that increasing the flame thickness by a factor $F$ decreases the $D_a$ number by the same factor $F$ ($D_a^{\text{thick}} = D_a/F$). This point has been investigated using DNS by Angelberger et al. [66] and Colin et al. [61] (see Figure 1.8). To account for this unwanted effect, an efficiency function $\Xi$, corresponding to a subgrid scale wrinkling factor has been derived. This efficiency function depends on velocity ($u'/s_L$) and length scale ($\Delta/F\delta^0_L$) ratios.

**Figure 1.8:** DNS of flame turbulence interactions. Reaction rate and vorticity fields are superimposed. Left: Reference flame ; Right: flame artificially thickened by a factor $F = 5$ [20].

In practice, the thickened flame approach is implemented by changing the thermal
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diffusivity and the reaction rate according to:

\[
\begin{align*}
\text{Diffusivity: } & \quad D_{th} \Rightarrow FD_{th} \Rightarrow \Xi FD_{th} \\
\text{Pre-exponential constant: } & \quad B \Rightarrow B/F \Rightarrow \Xi B/F
\end{align*}
\]

thickening wrinkling

According to Eq. 1.82, the flame speed \( s_L \) and the flame thickness \( \delta_L^0 \) become respectively:

\[
s_T = \Xi s_L ; \quad \delta_T = F\delta_L^0
\]

This TFLES model has been first developed for perfectly premixed combustion. But applying a uniform thickening in the whole domain accelerates diffusion in non reactive zones, where thickening is not necessary. In other words, the TF model can remain unchanged in the flame zone but must be adapted outside the flame region. So a dynamic thickening procedure [62] (called D-TFLES) depending on the flame position and the local resolution has been developed and is therefore preferred.

The thickening factor \( F \) is not a constant any more but it goes to \( F_{max} \) in flame zones and decreases to unity in non reactive zones. This is obtained by writing:

\[
F = F_{max}S
\]

with:

\[
F_{max} = \frac{N_c}{\Delta} \delta_L^0
\]

\( N_c \) being the number of cells used to resolve the flame front (typically \( N_c = 5 \) guarantees a good behavior). \( S \) is a sensor depending on the local temperature and mass fractions:

\[
S = \tanh(\beta' \frac{\Omega}{\Omega_0})
\]

where \( \beta' \) is a constant equal to 500, \( \Omega \) is a sensor function detecting the presence of a reaction front and \( \Omega_0 \) corresponds to its maximum value. One possible method to construct \( \Omega \) is to use the kinetic parameters of the fuel breakdown reaction:

\[
\Omega = Y_F^{n_F} Y_O^{n_O} \exp\left(-\Gamma \frac{E_a}{RT}\right)
\]

\( \Omega_0 \) can be found running a 1D premixed non-thickened flame and measuring \( \Omega_0 \) on it. \( \Gamma \) is used to start the thickening before the reaction, that is why \( \Gamma < 1 \) (usually \( \Gamma = 0.5 \)).

The main advantages of the TFLES model are its simplicity and its performances for premixed and stratified flames. It has been used successfully in multiple configurations [61, 67, 42, 68, 69] and is also integrated now in commercial softwares such as Fluent or Charles (from Cascade Technologies). In the present work, even though the TFLES was used, grids were sufficiently refined to offer a ‘DNS-like’ accuracy. The results will show that most thickening factors were less than 1.4 leading to efficiency functions less than 1.3. For such fine grids, the effect of the TFLES model is clearly very small.
1.6.2 Ignition procedure

In most combustion devices, and especially in gasoline piston engines, spark-plugs are used to ignite flames. A very high-tension (∼ 30 kV) is applied between two electrodes which generates a plasma at a very high temperature containing enough energy to ignite the flame. Physics of this complex process has been widely studied [70, 71, 72, 73] and 4 main phases have been highlighted:

1. The pre-breakdown phase where the electrical discharge occurs.
2. The breakdown phase when voltage decreases and current increases between the two electrodes. A plasma phase at about 60,000 K is generated at this moment. Then this plasma generates a shock wave which propagates, absorbing a large portion of the initial energy.
3. The arc phase: the volume of the plasma phase increases while its temperature decreases to reach about 6000 K. During this phase, chemical radicals are produced due to high-temperature.
4. The glow phase: during this final phase which last about 1 ms, the gas temperature close to the spark-plug is near 3000 K. It is during this phase that most of the energy is transmitted from the spark-plug to the gas.

The first three phases, where the plasma phase is generated, can not be fully described in a simulation CFD code because they involve very short times and length scales so that models have been developed and are presented below.

To ignite a flame in CFD codes, two classical approaches are commonly used in the combustion community:

1. **The Energy Deposition (ED) model**: A gaussian (in time and space) source term is added in the energy equation [74]. The AVBP code can not compute the plasma phase but the ED model mimics the discharge of a spark beginning at the end of the plasma phase.

2. **The kernel deposition**: A burnt gases kernel is artificially imposed in the fresh gases. If the energy contained in the kernel is sufficient, the kernel grows and the flame propagates. This method is used in this thesis and more details are given below.

The ignition with a burnt gases kernel (method 2) raises the problem of the composition of this kernel. Profiles of temperature and species at the instant where the kernel is introduced are supposed to match the flow state after the plasma phase when only a hot sphere of burnt gases is left. Choosing such profiles involves some arbitrariness since the plasma phase can leave certain traces in the flow (temperature higher than the adiabatic flame temperature for example). Here we decided to deposit a kernel at a temperature equal to or larger than the adiabatic temperature. These conditions are sufficient to ignite a flame but AVBP is a compressible code and acoustic waves are created if the initial solution is too far from reality. To avoid these acoustic waves a good method consists in using the profiles of a one-dimensional flame previously computed with CANTERA. Thus the species mass fractions, density, temperature are closer to a real flame. Moreover, for laminar spherical propagations, the velocity profile can also be derived and introduced at $t = 0$. Assuming that the velocity is only a function of the radial coordinates $r$ (spherical
symmetry), the mass conservation writes in spherical coordinates:

$$\frac{\partial \rho}{\partial t} + \frac{1}{r^2} \frac{\partial \rho u_r r^2}{\partial r} = 0$$  \tag{1.89}$$

To solve Eq. 1.89, the three-dimensional density profile is assumed to be the same as the one-dimensional one \(\rho_{td}\) (previously computed with CANTERA) convected at the flame speed velocity \(\frac{\rho_1}{\rho_2} s^0_L\):

$$\rho(r) = \rho_{td}(r - \frac{\rho_1}{\rho_2} s^0_L t)$$  \tag{1.90}$$

By injecting Eq. 1.90 in Eq. 1.89 an analytical solution for \(u_r\) can be derived:

$$u_r(r) = \frac{1}{\rho_{td}(r) r^2} \frac{\rho_1}{\rho_2} s^0_L \int_0^r r^2 \frac{\partial \rho_{td}(r)}{\partial r} \, dr$$  \tag{1.91}$$

Equation 1.91 offers a correct behavior for limit cases \((r = 0 \text{ and } r = \infty)\): one can show that if \(r < R_f\), \(u_r = 0\) (burnt gases do not move) and if \(r > R_f\):

$$u_r(r = R) = \left( \frac{R_f}{R} \right)^2 \left( 1 - \frac{\rho_1}{\rho_2} \right) \frac{dr}{dt} ; \text{ with } R > R_f$$  \tag{1.92}$$

which is in agreement with the relation proposed by Poinsot and Veynante [20] for an infinitely thin flame. Figure 1.9 displays the radial velocity profile \(u_r\) and the one-dimensional density profile \(\rho_{td}\) used to compute \(u_r\).

### 1.7 Moving mesh

The computation of turbomachinery or piston engine requires to deal with moving boundaries (a rotation for the blades of the turbomachinery and a translation for the piston). In CFD codes, two numerical approaches are usually found:

1. **The Immersed Boundaries Method method (IMB)** [75, 76]: This method consists in imposing a given speed on an arbitrary surface (or immersed boundary) which does not necessarily coincide with the mesh. This speed is imposed by adding a right-hand-side source term in the momentum equation (see Eq. 4.2). Thus, complex moving geometries can be simulated even on fixed Cartesian grids. But an important drawback is that imposing characteristic boundary conditions is very difficult. During this thesis, one IBM method has been implemented and tested in the AVBP code. More details are given in Chapter 4.

2. **Arbitrary Lagrangian–Eulerian (ALE) method** [77]: In this method each grid node \(i\) has a given displacement speed. This approach was first proposed by Hirt et al. [77] and has been implemented in AVBP by Moureau [78, 79]. The development of this method has been motivated by the relative facility to transpose the boundary conditions on fixed mesh to moving mesh. The movement of the mesh is supposed to be linear during a time step \(\Delta t\) so that the grid speed
Figure 1.9: Ignition radial velocity profile. — One dimensional density profile (input from CANTERA); -- Radial velocity profile for a spherical flame.

Figure 1.10: ALE method principle. Each grid node $i$ has a given displacement speed $\dot{X}_i^n$ (constant during the iteration $n$).
$\dot{X}_i$ is piecewise constant. This approximation allows to integrate the governing equations on moving node-centered volumes and on moving cell-centered volumes.

The ALE method was derived for all convective schemes in AVBP. All details of the derivation of the LW and TTGC schemes can be found in [78]. Corrective terms appear in this new formulation of the numerical schemes due to the mesh displacement and the mesh deformation. In this thesis this method is used for moving mesh (the computation of rotating axial fans) but without mesh deformation (more details are given in Chapter 5 where the TurboAVBP code is described).

1.8 Few words about the AVBP code

Historically, the AVBP code was started at CERFACS in January 1993 as an initiative of Michael Rudgyard and Thilo Schönfeld. The aim of this project was to build an efficient code handling unstructured grids of any cell type. Nowadays, AVBP is a parallel CFD code that solves the laminar and turbulent compressible reactive (or non-reactive) Navier-Stokes equations in two and three space dimensions\(^3\). It is also the baseline code of the ERC (European Research Council) advanced grant won by IMFT in 2013 on thermoacoustics (http://intecocis.inp-toulouse.fr).

The important development of the physical models done at CERFACS is completed by academics studies carried out at the IFP Energies Nouvelles, the EM2C lab of École Centrale Paris (ECP) and the Institut de Mécanique des Fluides de Toulouse (IMFT). The ownership of AVBP is shared with IFP-Energies Nouvelles (IFP-EN), following an agreement of joint code development oriented towards piston engine applications. Important links to industry have been established with Safran Group (Snecm, Snecm DMS, Herakles, Turbomeca), Air Liquide, Gaz de France as well as with Alstom, Ansaldo and Siemens Power Generation.

\(^3\)More details on AVBP here: http://www.cerfacs.fr/4-26334-The-AVBP-code.php.
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CHAPTER 2

DESCRIPTION OF THE ORLÉANS BOMB CONFIGURATION
This chapter presents the Orléans bomb configuration conducted at the PRISME laboratory. Geometries of the vessel and the fans are presented. The basic operating procedure is described. Average and fluctuating measured velocity fields are also shown (non-reactive case) to illustrate the flow inside the spherical vessel.

The configuration studied in this thesis is the spherical vessel experiment of the PRISME laboratory in Orléans [80] (see Fig. 2.1). This apparatus is used to study both laminar and turbulent premixed spherical flames. The radius of the closed vessel $R_0$ is 100 mm and it has six windows for experimental visualizations. Six fans are placed inside the spherical vessel. A mixture of fresh gases is trapped in the closed vessel and flames are ignited at the bomb center by a spark (electrodes can be seen in Fig. 2.1(b)). For laminar flames, fans are removed so that the flow inside the vessel remains immobile. For turbulent flames, fans rotate at a given speed to generate a turbulent flow inside the vessel. Once steady state is reached, flames are ignited. A wide range of operating points can be handled with this experimental device:

- four fan geometries have been tested,
- the fan rotation speed $N_{fan}$ was varied from 1,000 rpm to 15,000 rpm,
- the pressure $P_0$ inside the vessel was varied from 1 bar to 10 bar,
- the temperature $T_0$ from 323 K to 473 K,
- the equivalence ratio $\Phi$ was varied from 0.6 to 1.5.

With such an experiment, initial conditions (temperature, pressure, composition, etc.) are well controlled.
In this thesis, only one fan geometry has been computed. Figure 2.2 presents the geometry of the fan. The fan is an axial turbomachinery device with an external diameter of 60 mm, the blade thickness is 0.8 mm and the fan length is 22 mm. At a rotation speed of $N_{fan} = 10,000$ rpm, the Reynolds number, based on tip radius (30 mm) and rotor tip speed (31.5 m/s) is about 60,000.

![Fan Geometry](image)

**Figure 2.2:** Characteristics of the fans.

Table 2.1 gives the position of each fan in the bomb. They are localized by a point $F_b$ and a direction-vector $\vec{d}_f$. $F_b$ is located at the center of the rear face of the fan and the direction-vector is aligned with the fan body (see Fig. 2.3). The point $F_f$ is at the center of the front face of the fan. 4 fans are located in the $y + z = 0$ plane and distributed uniformly ($90^\circ$ between each fan). The two others are located in the $x = 0$ plane and the axis of these fans ($\vec{d}_f$) is perpendicular to the $y + z = 0$ plane. The distance between two fans diametrically opposed (two times the distance from $F_f$ to the bomb center $B_0$) is 93 mm and the distance from the wall bomb and fans backside is 31.5 mm.

To place fans in the numerical domain, only one fan is meshed in a reference position: the center of the fan backside $F_b$ is located at the bomb center $B_0 = (0;0;0)$ and the fan direction-vector $\vec{d}_f$ is oriented in the $-z$ direction. Then this initial mesh is duplicated and each fan is moved at the right place following geometrical transformations (1 or 2 rotations and 1 translation). Table 2.2 summarizes these transformations for all fans.

Figure 2.4 displays average and fluctuating velocities measured using Particle Image Velocimetry (PIV) in the XY plane. Experimental measurements are performed in this
Chapter 2: Description of the Orléans bomb configuration

Figure 2.3: Reference initial fan position.

Figure 2.4: Experimental average and fluctuating velocities measured using PIV. Fans rotation speed is $N_{fan} = 10,000$ rpm.
Table 2.1: Position of each fan in the bomb. Positions are given defined using a direction-vector $\mathbf{d}_f$ and a point located at the center of the rear face of the fan (the coordinates of the bomb center are (0;0;0)).

<table>
<thead>
<tr>
<th>Fan n° 1</th>
<th>$n_1 = \begin{pmatrix} 0 \ \sqrt{2}/2 \ \sqrt{2}/2 \end{pmatrix}$</th>
<th>$F_b = (0; -48.36; -48.36)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fan n° 2</td>
<td>$n_1 = \begin{pmatrix} 0 \ -\sqrt{2}/2 \ -\sqrt{2}/2 \end{pmatrix}$</td>
<td>$F_b = (0; 48.36; 48.36)$</td>
</tr>
<tr>
<td>Fan n° 3</td>
<td>$n_1 = \begin{pmatrix} -0.709 \ 0.500 \ -0.497 \end{pmatrix}$</td>
<td>$F_b = (48.36; -34.20; 34.20)$</td>
</tr>
<tr>
<td>Fan n° 4</td>
<td>$n_1 = \begin{pmatrix} 0.709 \ -0.500 \ 0.497 \end{pmatrix}$</td>
<td>$F_b = (-48.36; 34.20; -34.20)$</td>
</tr>
<tr>
<td>Fan n° 5</td>
<td>$n_1 = \begin{pmatrix} 0.709 \ 0.500 \ -0.497 \end{pmatrix}$</td>
<td>$F_b = (-48.36; -34.20; 34.20)$</td>
</tr>
<tr>
<td>Fan n° 6</td>
<td>$n_1 = \begin{pmatrix} -0.709 \ -0.500 \ 0.497 \end{pmatrix}$</td>
<td>$F_b = (48.36; 34.20; -34.20)$</td>
</tr>
</tbody>
</table>

plane since there is no fan in front of corresponding windows which enable the laser sheet to go through the closed vessel. The full geometry of this experiment is computed in this study: only the rods which maintain fans in the bomb have been removed in simulations compared to the experimental device. This simplification has been done in order to avoid the sliding condition between the rear face of the fan and the extremity of the rod, which is not easy to handle in CFD codes. This simplification should have a very limited impact on the flow inside the vessel. Figure 2.5 presents the numerical configuration.
Figure 2.5: Sketch of the geometry computed. Velocity instantaneous field in the central plane and isosurfaces of vorticity in fan regions (for 2 fans only).
Table 2.2: Description of the transformations to place fans in the bomb (the coordinates of the bomb center are (0;0;0)).

<table>
<thead>
<tr>
<th>Fan n°</th>
<th>Transformation n° 1: rotation</th>
<th>Transformation n° 2: rotation</th>
<th>Transformation n° 3: translation (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fan n° 1</td>
<td>$n_1 = \begin{bmatrix} 1 \ 0 \ 0 \end{bmatrix}$; $\phi = 135 \frac{\pi}{180}$</td>
<td>X</td>
<td>$T = \begin{bmatrix} 0 \ -48.36 \ -48.36 \end{bmatrix}$</td>
</tr>
<tr>
<td>Fan n° 2</td>
<td>$n_1 = \begin{bmatrix} 1 \ 0 \ 0 \end{bmatrix}$; $\phi = -45 \frac{\pi}{180}$</td>
<td>X</td>
<td>$T = \begin{bmatrix} 0 \ 48.36 \ 48.36 \end{bmatrix}$</td>
</tr>
<tr>
<td>Fan n° 3</td>
<td>$n_1 = \begin{bmatrix} 1 \ 0 \ 0 \end{bmatrix}$; $\phi = 55 \frac{\pi}{180}$</td>
<td>$n_2 = \frac{1}{\sqrt{0.7^2+1}} \begin{bmatrix} -0.7 \ 0 \ 1 \end{bmatrix}$; $\phi = -30 \frac{\pi}{180}$</td>
<td>$T = \begin{bmatrix} 48.36 \ -34.20 \ 34.20 \end{bmatrix}$</td>
</tr>
<tr>
<td>Fan n° 4</td>
<td>$n_1 = \begin{bmatrix} 1 \ 0 \ 0 \end{bmatrix}$; $\phi = 55 \frac{\pi}{180}$</td>
<td>$n_2 = \frac{1}{\sqrt{0.7^2+1}} \begin{bmatrix} 0.7 \ 0 \ 1 \end{bmatrix}$; $\phi = -210 \frac{\pi}{180}$</td>
<td>$T = \begin{bmatrix} -48.36 \ 34.20 \ -34.20 \end{bmatrix}$</td>
</tr>
<tr>
<td>Fan n° 5</td>
<td>$n_1 = \begin{bmatrix} 1 \ 0 \ 0 \end{bmatrix}$; $\phi = -55 \frac{\pi}{180}$</td>
<td>$n_2 = \frac{1}{\sqrt{0.7^2+1}} \begin{bmatrix} 0.7 \ 0 \ 1 \end{bmatrix}$; $\phi = 30 \frac{\pi}{180}$</td>
<td>$T = \begin{bmatrix} -48.36 \ -34.20 \ 34.20 \end{bmatrix}$</td>
</tr>
<tr>
<td>Fan n° 6</td>
<td>$n_1 = \begin{bmatrix} 1 \ 0 \ 0 \end{bmatrix}$; $\phi = -55 \frac{\pi}{180}$</td>
<td>$n_2 = \frac{1}{\sqrt{0.7^2+1}} \begin{bmatrix} 0.7 \ 0 \ 1 \end{bmatrix}$; $\phi = 210 \frac{\pi}{180}$</td>
<td>$T = \begin{bmatrix} 48.36 \ 34.20 \ -34.20 \end{bmatrix}$</td>
</tr>
</tbody>
</table>
Chapter 2: Description of the Orléans bomb configuration
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During the ICAMDAC project, an important part of the work has been devoted to the characterization of turbulent flames in the turbulent bomb of Orléans. Before doing this, performing the same exercise for a laminar flame had to be done both experimentally and numerically, this is what the present chapter describes. Interestingly, even though the determination of the flame speed of a spherical laminar flame might appear as one of the 'easy' problems in combustion science, it is not and multiple controversial issues must be discussed, many of them due to the importance of stretch effects and of the finite thickness of the flame front. These issues were studied during this PhD work and we used theory and simulation to revisit methods which can be used experimentally to analyze data (flame radii vs time and bomb pressure). This chapter discusses this work which has also appeared in Combustion and Flame in 2013 [81].

3.1 Introduction

The experimental determination of the laminar consumption flame speed, \( s^L_0 \), is an overarching problem in combustion [82]. Indeed the knowledge of the rate at which the fresh gases are consumed is instrumental in the study of flame dynamics as well as the development of kinetic schemes. For modeling purposes, the laminar flame speed is the central ingredient of most turbulent-combustion models [83, 84, 21, 85, 20].

Despite the apparent simplicity in the formulation of the problem, measuring accurately \( s^L_0 \) is a delicate task. Since the early attempts, which date as far back as a hundred and fifty years ago [86, 87, 88, 89, 23], a variety of methods have been devised. These methods find their roots in analytical solutions of reacting fluid mechanics but most of them suffer from approximations or experimental difficulties that strongly affect their precision. For example, the flat flame propagating in a tube is strongly perturbed by instabilities or the presence of walls [90, 91]. Other techniques require extrapolation or correcting factors in order to account for the effects of curvature or strain [92, 93, 64, 94].

In the present work, we revisit the classical technique of the ‘spherical flame in a bomb’ (Fig. 3.1): in a closed vessel, a mixture of fresh gases is ignited, a spherical flame develops and its radius, \( R(t) \), is measured versus time using simple optical methods. Such experiments are fairly easy to conduct. Moreover initial conditions (temperature, pressure, composition, etc.) are well controlled and can be extended to high temperatures and pressures.

However, extracting flame speed values from spherical flames is a much more difficult exercise which has lead to multiple controversies in the past [95, 96, 97, 98, 99]. Two quantities can be measured experimentally to construct a flame speed in a bomb: (1) the flame radius evolution \( R(t) \) and (2) the bomb pressure \( P(t) \). Most existing methods use one of these two quantities (or the two) to deduce flame speeds\(^1\).

Assuming that \( R(t) \) and/or \( P(t) \) are available, two independent steps are then required

\(^1\)Recent methods using direct flow and front speed measurements have begun in the last two years [100] but they are not discussed here.
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Figure 3.1: Generic configuration for a spherical flame in a bomb.

to obtain flame speeds:

- **STEP I:** the instantaneous flame speed must be obtained from $R(t)$ and/or $P(t)$,
- **STEP II:** since a spherical flame is a stretched flame, the speed which is measured in
  STEP I is not the unstretched laminar flame speed $s^0_L$ but a stretched flame speed
  $s_L(\kappa)$ where $\kappa = 2/R \frac{dR}{dt}$ is the instantaneous flame stretch. Therefore a model
  for $s_L(\kappa)$ is needed to obtain $s^0_L$. This model is usually based on a Markstein-type
  correlation [98, 101, 102], for example the linear expression:

$$ s_L(\kappa) = s^0_L - \mathcal{L} \kappa \quad (3.1) $$

where $\mathcal{L}$ is the Markstein length which becomes an additional unknown quantity to
determine [103]. In the past five years, other expressions have also been proposed
to replace Eq. 3.1 (mostly based on the non linear form of $s_b$ advocated by Kelley
and Law [104] and the Orléans group [98]).

This work does not discuss STEP II and focuses on STEP I. During this step, approximations between the various flame speeds characterizing a front are utilized and the
present work shows that they can have a direct impact on the result. Indeed, the only
speed which is unambiguously measured in a bomb is the flame speed of the front relative
to the burnt gases $s_b(\kappa) = dR/dt$ because the burned gases do not move.

Obtaining a relation between $s_b(\kappa)$ and $s_L(\kappa)$ is a delicate task because it requires
well chosen assumptions. A classical, albeit approximate, relation used in multiple recent
studies is:

$$ s_L(\kappa) = \frac{\rho_b}{\rho_u} s_b(\kappa) \quad (3.2) $$

where $\rho_b$ is the density of the burnt gases and $\rho_u$ that of the unburnt gases.

In addition to stretch, other factors modify the flame speed in a spherical explo-
sion [104, 98, 105, 106]:

1. In the early stages, the energy of the spark modifies the burnt gases temperature
   as well as the flame speed.
2. Curvature effects induce preferential diffusion phenomenon (for non unity Lewis number) which also influence the evolution of the flame and the burnt gases temperature. In Eq. 3.2, most authors recognize that $s_b$ depends on stretch but neglect the influence of stretch on $\rho_b$. However, the burnt gases density, like the burnt gases temperature, is affected by stretch too. And even if this effect is smaller than the effect of $\kappa$ on $s_L$ it must be taken into account.

3. For large radii, the confinement of the flame in a closed vessel influences $\rho_u$ and $\rho_b$ and therefore changes the flame speed.

The objective of this chapter is to revisit the formulation of Eq. 3.2 and to propose theoretical expressions for the consumption flame speed that alleviate the problems of Eq. 3.2. The derivations are presented in Sec. 3.2 and Direct Numerical Simulations (DNS) are conducted in Sec. 3.3 where the formulae can be compared to the true consumption speed based on the integral of the reaction rate [20] in the case of a cylindrical flame. All derivations are performed in two cases (see Fig. 3.2): (1) INF where the flame propagates in an infinite medium, confinement effects do not exist and curvature effects due to non-unity Lewis number can be isolated, and (2) BOMB where the flame propagates in a closed bomb where both curvature and confinement affect the burnt and fresh gases density.

![Figure 3.2: Configuration for expanding flames.](image)

### 3.2 Theoretical results

Deriving an expression for flame speeds in a spherical or cylindrical flame (cf. Fig. 3.1) is a complex exercise [104, 107, 108, 109]. It is presented here without invoking an infinitely-thin-flame assumption. The formulae for the consumption flame speed presented in this work are based on the conservation equation for the species. The definition of the consumption flame speed in a spherical flame is obtained from the integral of the reaction
rate $\dot{\omega}_k$ of one species $k$ (fuel or products for example):

$$s_c = \frac{1}{\rho_u(Y^b_k - Y^u_k)R^2} \int_{0}^{R_0} \dot{\omega}_k r^2 dr$$  (3.3)

where $\rho_u$ is the fresh gases density, $Y^u_k$ and $Y^b_k$ are the mass fraction of species $k$ in the fresh and burnt gases respectively and $R_0$ is the integration boundary ($R_0 > R$). Since $\dot{\omega}_k$ cannot be measured experimentally, other indirect expressions are required for $s_c$. They can be derived by starting from the conservation equation of species $k$ (see Eq. 1.4):

$$\frac{\partial \rho Y_k}{\partial t} + \nabla \cdot (\rho (u + V_k) Y_k) = \dot{\omega}_k$$  (3.4)

$V_k$ is the diffusion velocity of species $k$:

$$V_k = -D_k \nabla X_k + V_c$$  (3.5)

where $V_c$ is the correction velocity to ensure mass conservation (see Eq. 1.9). Integrating Eq. 3.4 over the control volume $(0 \leq r \leq R_0)$ yields:

$$\frac{dM_k}{dt} + 4\pi R_0^2 \rho_u Y_k(r = R_0) [u_r(r = R_0) + V_{k,r}(r = R_0)] = \int_{0}^{R_0} \dot{\omega}_k 4\pi r^2 dr$$  (3.6)

where $M_k$ is the total mass of species $k$ in the domain: $M_k = \int_V \rho Y_k dV$. The second left hand side term represent the flux of species $k$ leaving the domain at $r = R_0$. Including the definition of the flame speed $s_c$ (Eq. 3.3) in Eq. 3.6 gives:

$$\frac{dM_k}{dt} + 4\pi R_0^2 \rho_u Y_k(r = R_0) [u_r(r = R_0) + V_{k,r}(r = R_0)] = s_c 4\pi R^2 \rho_u [Y^b_k - Y^u_k]$$  (3.7)

To obtain an explicit relation linking $s_c$ to $R$, the second left hand side term in Eq. 3.7 must be cancelled. So the optimal choice of the species $k$ depends on the configuration:

- In a hypothetical infinite medium (INF configuration) $u_r(r = R_0) > 0$. But if a product is used ($Y^p_y(r = R_0) = 0$), as long as the flame has not reached the position $r = R_0$ the second term on the LHS of Eq. 3.7 is also cancelled.
- In a closed vessel (BOMB configuration) $u_r(r = R_0) = 0$ and $V_{k,r}(r = R_0) = 0$, so that any species can be used in Eq. 3.7.

At this point in the derivation a consumption speed has been defined but no assumptions were made. The idea is now to link $M_k$ to the flame radius $R$ in order to get an expression for $s_c$ that is accessible to experimental measurements. Two cases are distinguished depending on which species $k$ is used:

\[R_0 \text{ goes to the infinity for the case of a flame propagating in an infinite medium.}\]
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1. **A product** \((k = p)\): a flame radius \(R_p\) based on the mass of products is defined as:

\[
R_p^3 = \frac{M_p}{\frac{4}{3} \bar{\rho}_b Y^b_p}
\]

(3.8)

where \(Y^b_p\) is the mass fraction of the product (e.g. \(CO_2\)) in the burnt gases and \(\bar{\rho}_b\) is the burnt gases density (averaged spatially between \(r = 0\) and \(r = R_p\)). 

Eq. 3.8 does not imply that the flame is thin: the mass of products \(M_p\) is defined unambiguously and \(R_p\) is the 'equivalent' radius of a sphere containing this mass. Combining Eqs. 3.7 and 3.8 to eliminate \(M_p\) yields:

\[
s^p_c = \frac{\bar{\rho}_b}{\rho_u} \frac{dR_p}{dt} + \frac{R_p}{3 \bar{\rho}_b} \frac{d\bar{\rho}_b}{dt}
\]

(3.9)

where the product mass fraction \(Y^b_p\) is supposed to be constant. Eq. 3.9 is derived without assumptions on the domain where the flame propagates: it can be used in a bomb of any size or in an infinite domain [110].

In a simulation Eq. 3.9 can be used directly because \(\bar{\rho}_b\), \(\rho_u\) and \(R_p\) can be measured. In an experiment, however, assumptions on \(\bar{\rho}_b\) and \(\rho_u\) are required. The most usual is to suppose that densities are constant (in space and time). Thus, it is generally assumed than \(\rho_u\) remains equal to its initial value (neglecting confinement effects, as expected if the bomb is sufficiently large). And \(\bar{\rho}_b\) is obtained by assuming that its value does not vary with \(r\) from 0 to \(R_p\) and is equal to the burnt gases density at equilibrium \(\rho^e_b\) so that Eq. 3.9 leads to:

\[
s^p_{c,expe} = \frac{\rho^e_b}{\rho_u(t = 0)} \frac{dR_p}{dt}
\]

(3.10)

which is the expression used in most studies\(^3\).

2. **The fuel** \((k = f)\): in an infinite domain, fuel can not be used in Eq. 3.7 because its flux is not zero at \(r = R_0\). However, in a bomb where \(u(r = R_0) = 0\) and \(V_k(r = R_0) = 0\), fuel can be used in Eq. 3.7 leading to a formulation given by [111]. In this case, the radius of the flame based on the mass of fuel is defined by \(^4\):

\[
R^3_f = R^3_0 - \frac{M_f}{\frac{4}{3} \rho_u Y^u_f}
\]

(3.11)

\(^3\)Note that an intermediate formulation could be \(s^p_{c,expe,2} = \bar{\rho}_b/\rho_u dR_p/dt\) if a good approximation can be found for \(\bar{\rho}_b\). We tested this solution but it shows that in Eq. 3.9 a good evaluation of both \(\bar{\rho}_b\) and \(d\bar{\rho}_b/dt\) is important. In practice, even if this solution had worked in the DNS where we can have access to \(\rho_b\), it would have been difficult to use in an experiment since \(\rho_b\) is hardly measurable. \(s^p_{c,expe,2}\) is not discuss anymore in this work.

\(^4\)The present derivation is valid for lean flames and is based on the fuel balance. For rich flames, a similar derivation based on oxygen leads exactly to the same expression.
where \( Y^u_f \) is the mass fraction of the fuel in the unburnt gases, which is constant. Combining Eqs. 3.7 and 3.11 yields:

\[
\frac{ds_c}{dt} = \frac{dR_f}{dt} - \frac{R_0^3 - R_f^3}{3R_f^2} \frac{1}{\rho_u} \frac{d\rho_u}{dt} \tag{3.12}
\]

Assuming an isentropic compression for the fresh gases which is a very reasonable approximation here, one has \((1/\rho_u)d\rho_u/dt = 1/(\gamma_a P) \ dP/dt\), where \( \gamma_a \) is the ratio of the heat capacities in the fresh gases. Equation 3.12 is then recast into:

\[
\frac{ds_c}{dt} = \frac{dR_f}{dt} - \frac{R_0^3 - R_f^3}{3R_f^2} \frac{1}{\gamma_a P} \frac{dP}{dt} \tag{3.13}
\]

Note that Eqs. 3.10 and 3.13 are very different: Eq. 3.13 includes no density ratio in front of \( dR_f/\)dt which suggests that the pressure term \( dP/\)dt is important. Both expressions use a flame radius which is defined differently. For Eq. 3.10, the flame radius \( R_p \) is defined from the mass of products while for Eq. 3.13, the flame radius \( R_f \) is obtained from the mass of fuel. In practice, experimentally, the flame fronts are thin and it is probably impossible to distinguish \( R_p \) and \( R_f \) which are both equal to the observed flame radius \( R \). In other words, an infinite thin flame assumption is implicitly done when post processing experiments. Eq. 3.13 can be used in bombs but not in an infinite medium. It has been previously derived [108, 107, 111] but it does not seem to be used, even though it is directly accessible in an experiment because it requires only \( R_f \) and \( P \) versus time as input data. It will be shown in Sec. 3.3.2.c using DNS that Eq. 3.13 is insensitive to curvature and confinement effects, unlike Eq. 3.10.

### 3.3 Validation with numerical simulations

Direct Numerical Simulations are performed using the AVBP code [53, 112, 113] with a third-order (in space and time) scheme called TTGC [52]. Flames are ignited using the procedure presented in Sec. 1.6.2.

The definition of the true consumption speed, given in Eq. 3.3, can not be used in an experiment but can easily be computed from a DNS. Eqs. 3.9, 3.10 and 3.13 are compared here with the true consumption flame speed \( s_c \) defined by Eq. 3.3. All flame speed expressions derived in Sec. 3.2 are summarized in Tab. 3.1.

In order to address both confinement and Lewis number effects, two simulations with different fuels are conducted: a lean methane/air \((Le_{CH_4} = 0.996, \Phi = 0.8)\) flame and a lean octane/air flame \((Le_{C_8H_{18}} = 2.78, \Phi = 0.8)\). The Lewis number compares thermal diffusion \( D_{th} \) to the diffusion coefficient of species \( k \), \( D_k \) (see Sec. 1.3.2). The thermodynamic conditions for all simulations presented in this chapter are \( \Phi = 0.8, P_0 = 101325 \text{ Pa and } T_0 = 323 \text{ K} \). In these conditions, the thermal flame thickness, defined by \( \delta_t = (T_b - T_u) / \max (dT/dr) \) is 0.43 mm for octane and 0.51 mm for methane.

Three configurations are also compared. First, a one-dimensional configuration is computed to mimic the propagation of a planar flame in an infinite medium. Then, two
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<table>
<thead>
<tr>
<th>Symbol</th>
<th>Name</th>
<th>Expression</th>
<th>Validity</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s_c$</td>
<td>True consumption speed</td>
<td>$s_c = \frac{1}{\rho_u(Y_b^u - Y_u^u)R_p^2} \int_0^{R_0} \omega_k r^2 dr$ (Eq. 3.3)</td>
<td>Definition</td>
</tr>
<tr>
<td>$s_{c,p}$</td>
<td>Speed based on conservation of burnt gases</td>
<td>$s_{c,p} = \frac{\rho_b}{\rho_u} \frac{dR_p}{dt} + \frac{R_p}{3\rho_u} \frac{d\rho_b}{dt}$ (Eq. 3.9)</td>
<td>Bombs or infinite medium</td>
</tr>
<tr>
<td>$s_{c,expe}$</td>
<td>Speed based on conservation of burnt gases &amp; constant densities assumption</td>
<td>$s_{c,expe} = \frac{\rho_{eq}^b}{\rho_u(t=0)} \frac{dR_p}{dt}$ (Eq. 3.10)</td>
<td>Bombs of very large size or infinite medium</td>
</tr>
<tr>
<td>$s_{c,f}$</td>
<td>Speed based on fuel conservation</td>
<td>$s_{c,f} = \frac{dR_f}{dt} - \frac{R_3 - R_f^3}{3R_f^2} \frac{1}{\gamma_u} \frac{dP}{dt}$ (Eq. 3.13)</td>
<td>Bombs only (of any size)</td>
</tr>
</tbody>
</table>

Table 3.1: Consumption flame speed expressions in laminar deflagrations. $R_0$ is the radius of the spherical bomb. $R$, $R_p$, and $R_f$ are evaluations of the flame radius. $\rho_{eq}^b$ is the burnt gases density at equilibrium.

Cylindrical configurations are tested: the first one mimics the propagation of cylindrical flames in an infinite medium (called INF) while the other one corresponds to ignition in a closed vessel (called BOMB).

#### 3.3.1 One-dimensional propagation

First, a one-dimensional simulation of a laminar premixed flame is performed to study a flame propagation with no curvature and confinement effects.

##### 3.3.1.a Numerical configuration

A one-dimensional propagating flame is considered to mimic the propagation of a planar flame. The sketch of the configuration is presented in Fig. 3.3. Only octane is used in this configuration ($L_{EC_{8H_{18}}} = 2.78$) and the flame propagates from left to right. The length of the domain is 4 cm and the cell size is 20 $\mu$m to ensure that the flame front is fully resolved: 20 points in the thermal flame thickness ($\delta_l^0 = 0.43$ mm for octane). The left
boundary is a wall and the right one is a non reflecting outlet [114]. This configuration looks like a spherical propagation because the velocity of the burnt gases is zero. However there is no curvature effect because the flame is flat (one-dimensional) and there is no confinement because the right boundary is an outlet which mimics an infinite domain (pressure does not go up). The flame is initialized with a burnt gases kernel (note that the velocity profile is not initialized here: it is set to zero in the whole domain). The temperature of the burnt kernel is the adiabatic flame temperature. We will see that this temperature plays an important role in turbulent case (Sec. 7). For laminar flames, its influence was not tested to avoid the introduction of an additional parameter. This simplification is justified if the spark energy remains small to avoid ‘overdriven’ flames where the initial kernel is warmer than the adiabatic flame temperature.

3.3.1.b Results

Figure 3.4 shows temperature profiles along the x-axis at several times when the flame propagates. Figure 3.4 confirms that if the flame is flat (not curved), non unity Lewis effects do not appear and the burnt gases temperature remains constant and equal to the adiabatic burnt gases imposed in the initial kernel.

As a result, Fig. 3.5 displays the consumption speed versus time$^5$. If there is no

$^5$In a one-dimensional framework, Eq. 3.3 writes $s_c = \frac{1}{\rho_a (\dot{Y}_b - \dot{Y}_u)} \int_{-\infty}^{\infty} \dot{\omega}_k dx$ and Eq. 3.10 writes
Figure 3.5: Normalized consumption speed versus time for an octane/air flame in a configuration without compression and confinement with $s_L^{0,\text{C8H18}} = 0.264$ m/s. $s_c$ (Eq. 3.3); $s_c^{\text{exp}}$ (Eq. 3.10).
confinement and curvature effects, the ‘classical’ relation Eq. 3.10 predicts very well the true consumption flame speed Eq. 3.3 (even for non unity Lewis fuel).

3.3.2 Cylindrical configurations

Simulations of spherical flames are presented here. First the two numerical configurations (BOMB and INF) are presented then results are discussed.

3.3.2.a Numerical configurations

A cylindrical flame propagating in a domain of size $R_0 = 10$ cm is considered (Fig. 3.2). When non reflecting boundary conditions [114] are used at $r = R_0$, the configuration mimics an infinite medium where pressure is constant (INF configuration). If a wall is setup at $r = R_0$, the configuration corresponds to a closed vessel (BOMB configuration). Table 3.2 summarizes these two configurations. Using symmetry boundary conditions, only a quarter of the bomb is meshed. The grid is refined within a radius $r < 30$ mm from the center with a cell size $\Delta = 25\mu m$ to ensure that the flame front is fully resolved: 17 to 20 points in the thermal flame thickness ($\delta_0^l = 0.43$ mm for octane and $\delta_0^l = 0.51$ mm for methane). As suggested by Bradley [110], the time interval used for plots corresponds to phases where the flame has grown enough ($R > 5.5$ mm) to have forgotten initial conditions but is still small enough compared to the size of the bomb ($R < 26.5$ mm) to avoid wall effects and remain perfectly spherical. The flame is initialized by introducing a sphere of burnt gases of radius 1 mm. As presented in Sec. 1.6.2, temperature, density and species mass fractions come from a previous computation (CANTERA) and the velocity profile is initialized following the relation Eq. 1.91.

<table>
<thead>
<tr>
<th>Case</th>
<th>Boundary conditions at $r = R_0$</th>
<th>Expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>INF</td>
<td>Non reflecting outlet at $P = P_0$</td>
<td>Infinite medium, constant pressure</td>
</tr>
<tr>
<td>BOMB</td>
<td>$u = 0$</td>
<td>Bomb of radius $R_0$, pressure goes up</td>
</tr>
</tbody>
</table>

Table 3.2: Computed configurations: in real systems, only the BOMB case can be tested but in simulations both can be computed.

3.3.2.b Curvature effects only: cylindrical flame in an infinite medium

Numerical simulations are performed now in an idealized spherical case (INF configuration) where there is no compression in order to study the impact of the curvature effects only. This is achieved by using a non reflecting outlet boundary condition [114] (cf. Fig. 3.2) at $r = R_0$. Thus, pressure, fresh-gases temperature and density remain constant. In this configuration, there is a flux of fresh gases through the boundary $r = R_0$ so that Eq. 3.9, based on the conservation of the product species is used. Equation 3.13 can not be used in the INF configuration. Consequently, Fig. 3.6 presents the comparison of

$$s_{p,expe}^c = \frac{n_p^c}{\rho_u(t=0)} \frac{dX_p}{dt}$$

where $X_p$ is the position of the flame according to the mass of product.
Figure 3.6: Normalized consumption speed versus stretch for a configuration without compression (INF) with $s_{0,CH4}^L = 0.255 \text{ m/s}$ and $s_{0,C8H18}^L = 0.264 \text{ m/s}$ : $s_c$ (Eq. 3.3) ; $s_{c,expe}$ (Eq. 3.10) ; $s_c^p$ (Eq. 3.9).
Eq. 3.9 and Eq. 3.10 with the true consumption flame speed $s_c$ (Eq. 3.3) for both fuels.

Equation 3.9 matches the true consumption speed for both fuels. Moreover all curves extrapolate to $s^0_L$ at $\kappa = 0$. Interestingly, the simplified expression used by most authors (Eq. 3.10) shows a different behavior for the two fuels: while for methane it matches the true consumption speed, except in the very early times, for octane, there is a clear gap between the two curves. In other words, Eq. 3.10 does not predict the correct stretched flame speed for the octane / air flame. This phenomenon is due to a Lewis number effect. Unlike the planar flame of Sec. 3.3.1.b, the present flame is stretched and this affects the burnt gases temperatures. When the flame is stretched, the burnt gases temperature is not equal to the adiabatic burnt gases temperature $T_{ad}$. Figure 3.7 displays various temperature profiles versus radius $r$ when the octane / air flame propagates. Shortly after ignition, the maximum temperature drops from equilibrium $T_{ad} = 2051$ K to about 1840 K. When the flame propagates, the temperature goes up again and comes back to $T_{ad}$ at the end of the simulation. These changes are due to stretch: like the flame speed,

\[
\frac{T_b - T_{ad}}{T_{ad}} = \left( \frac{1}{Le} - 1 \right) \frac{D}{s^0_L} \tau^\kappa
\]  

\hspace{1cm} (3.14)

**Figure 3.7:** Temperature profiles versus the flame radius $R$ when the octane / air flame propagates. — Initial solution ($T_b = T_{ad}$); ——— Temporal evolution: time varies from $t = 0$ to $t = 17.5$ ms by step of 2.5 ms.

the adiabatic flame temperature is influenced by stretch and this effect has been analyzed in the literature [115, 116]. The relation between the burnt gases temperature $T_b$ and stretch $\kappa$ is:
where $Le$ is the Lewis number of the limiting reactant and $D$ a characteristic diffusivity. For the methane / air flame since $L_{eCH4} = 0.996$, $T_b$ is almost insensitive to stretch so that $\bar{\rho}_b$ is close to its equilibrium value and Eq. 3.10 is close to the true flame speed (Fig. 3.6(b)). This result is similar to the result obtained in Sec. 3.3.1.b where the flat octane/air flame propagates (no confinement and no Lewis effect because the flame is not curved). On the other hand, for octane ($L_{eC8H18} = 2.78$), $T_b < T_{ad}$ so that $\bar{\rho}_b > \rho_{ad}^b$ leading to an underestimation of $s_c(\kappa)$ in Fig. 3.6(a) by 2 to 3 %. To compare Eq. 3.14 and simulations, a temperature that represents fairly the burnt gases temperature for a given stretch must be defined. The maximum temperature $T_b^{max}$ seems to be reasonable, as presented by Fig. 3.8. Here, the characteristic diffusivity $D$ used is the fuel molecular diffusivity in the fresh gases $D_f^u$. Figure 3.9 presents the comparison of Eq. 3.14 and results obtained in methane and octane air flame simulations. A good agreement between theory and simulation is found: it confirms that the burnt gases temperature (and therefore the burnt gases density in Eq. 3.10) is not constant and changes with stretch if the Lewis number is not equal to unity. Figure 3.9 shows that for methane, Lewis effects are negligible but not for octane. This explains why in Fig. 3.6, $s_{c,exp}$ matches the true consumption flame speed $s_c$ for methane ($Le \simeq 1$) but not for octane ($Le \simeq 2.75$).
Validation with numerical simulations

3.3.2.C Combined curvature and confinement effects: cylindrical flame in a closed bomb

Figure 3.10 shows the evolution of the various expressions for the consumption speed\(^6\), normalized by the unstretched laminar flame speed \(s_{L}^{0}\), versus stretch. Using the classical expression Eq. 3.10 (open circles) one recovers the classical shape for the flame speed: fairly linear at high stretch (small radii) but bent downward for lower stretch (large radii). However, the true consumption speed based on the integral of the fuel consumption rate (Eq. 3.3, solid line in Fig. 3.10) does not show a reduction as the flame grows. In the present configuration, for \(\kappa < 150 \text{ s}^{-1}\), the departure between Eq. 3.3 and Eq. 3.10 is significant (\(\simeq 8\%\) at low stretch).

The reason why Eq. 3.10 is not right here is that it uses the approximation \(\bar{\rho}_b = \rho_{ad}\).

Figure 3.11 displays the time variation of \(\bar{\rho}_b\) is the BOMB case for octane and methane. As expected:

- for methane, at small times, curvature effects have no influence on \(\bar{\rho}_b\). At later times, curvature effects decrease but confinement effects appear: pressure goes up and so does \(\bar{\rho}_b\), an effect which is ignored by Eq. 3.10.

\(^6\)Equations 3.9 and 3.13 are derived for a spherical flame but it is straightforward to modify them for a cylindrical flame. In this case Eq. 3.9 becomes

\[
\dot{r}^c_s = \frac{\dot{\rho}_b}{\rho_b} \left( \frac{dR}{dt} \right) - \frac{R_s^3 - R^3_f}{2 \kappa} \frac{1}{\gamma \rho} \frac{dp}{dt}.
\]

Figure 3.9: Normalized burnt gases temperature \((T_{b}^{\text{max}} - T_{ad})/T_{ad}\) versus the flame radius \(R\).
- – C8H18 ; – CH4 ; Theoretical expression of Clavin and Williams (Eq. 3.14).
Figure 3.10: Normalized consumption speed versus stretch in a closed bomb (BOMB) with $s_{L}^{0, \text{CH}_4} = 0.255 \text{ m/s}$ and $s_{L}^{0, \text{C}_8\text{H}_{18}} = 0.264 \text{ m/s}$: $s_c$ (Eq. 3.3); $s_c^{p, \text{expe}}$ (Eq. 3.10); $s_c^{p}$ (Eq. 3.9); $s_c^{f}$ (Eq. 3.13)
3.3 Validation with numerical simulations

Figure 3.11: Normalized burnt gases density $\bar{\rho}_b/\rho_{ad}$ versus time. $\text{C8H18}$ ; $\text{CH4}$ ; isentropic compression ($P/\bar{\rho}_b^{\gamma_b} = \text{cste}$).

- for octane flames the situation is not better: curvature effects lead to an increase of $\bar{\rho}_b$ at small times and confinement effects only make it worse at later times.

The standard procedure with such data is to extrapolate the linear portion of the curve towards $\kappa = 0$. As illustrated in [104] (their Fig. 5), the length of this linear portion is greatly influenced by the size of the apparatus, i.e. by confinement. This sensitivity affects the precision of the extrapolation procedure, as shown in [106] using both linear and non-linear methods. However, the consumption speed $s_c^p$ (Eq. 3.9, open squares in Fig.3.10) does not match exactly the true consumption flame speed $s_c$ (Eq. 3.3) at large stretch. This can be explained by the difference between $R_f$ and $R_p$, especially when the flame is very small. Indeed, replacing $R_p$ by $R_f$ in Eq. 3.9 leads to a better result. In practice, $s_c^p$ is not used in an experiment because $d\bar{\rho}_b/dt$ is not easily accessible. Conversely, the consumption speed $s_c^f$ based on the conservation of the fuel (Eq. 3.13) is can be measured and is unaffected by the confinement as shown in Fig. 3.10. This expression matches perfectly the true consumption flame speed $s_c$.

For methane, in the early development of the flame $\kappa > 150 \text{ s}^{-1}$, $s_c^f$ does not seem to match the true consumption speed because the pressure increase is very small initially. At later times (the region in which we are interested and where stretch is smaller) the accuracy of Eq. 3.13 is very good as shown in Fig. 3.10.

Note that the simulations of Sec. 3.3.2.b and 3.3.2.c were conducted in a 2D configuration. In a cylindrical flame, the pressure increase is stronger than for a spherical
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flame so that confinement effects are overestimated in the present simulations. The first consequence is that for a spherical bomb with the same radius $R_0$, the diminution of $s_L$ at low stretch would be less pronounced. Nevertheless, even with an exaggerated pressure increase, Eq. 3.13 is more precise than the classical formulae, which can only improve the accuracy of the extrapolation method. The second consequence is that even at moderate flame radii, the pressure and temperature increase in the fresh gases changes the flame speed. This is particularly striking for the methane flame in Fig. 3.10(b) as the normalized consumption flame speed exceeds unity at $\kappa < 70$ s$^{-1}$ because the fresh gases are not in the nominal conditions any more. This peculiarity of the cylindrical flame does not affect the conclusion about the precision of Eq. 3.13 versus Eq. 3.10.

3.4 Conclusion

This chapter has discussed the post-processing methods of flame radii, obtained from spherical flames in bombs, to deduce laminar flame speeds and Markstein lengths. These experiments raise difficult questions [104]: when the flame is too small, it is influenced by curvature and non-unity Lewis number effects; when it is too large, it is affected by the confinement effect of the bomb. In the present work, the limitations of the classical formula used experimentally to construct flame speeds from flame radius measurements ($s_L = \rho_b/\rho_u \, dR/dt$) are discussed.

Two expressions for the consumption speed were derived from the conservation equation of the species, without the assumption of an infinitely-thin flame front. The first one:

$$s^p_c = \frac{\bar{\rho}_b}{\rho_u} \frac{dR_p}{dt} + \frac{R_p}{3\rho_u} \frac{d\bar{\rho}_b}{dt}$$

is the generalization of the classical formula that accounts for the temporal evolution of the density in the fresh and burnt gases. Because this formula requires the mean burnt gases density as an input, a quantity which can not be measured in experiments, another expression using only the flame radius and the pressure inside the bomb (two quantities which are directly measured):

$$s^f_c = \frac{dR_f}{dt} - \frac{R_f^3 - R_i^3}{3R_i^2} \frac{1}{\gamma_u P} \frac{dP}{dt}$$

is presented (existing in the literature [111] but seldom used).

A cylindrical flame computed with DNS was used to evaluate the precision of these two expressions for the consumption flame speed. In a configuration where confinement effects do not exist (propagation in an infinite medium where pressure is rigorously constant but never happens in experiments),

$$s^p_{c,\text{expe}} = \frac{\rho^e_b}{\rho_u(t = 0)} \frac{dR_p}{dt}$$
incorrectly predicts the flame speeds for non-unity Lewis number (octane) but performs correctly for methane because Lewis number is close to unity in this case. In a second configuration, corresponding to a bomb, results show that $s^{p,expe}_c$ incorrectly predicts flame speeds for both octane and methane / air flames because the burnt gases density increases with pressure (in addition to curvature effects for octane) while $s^f_c$ captures the correct consumption speeds. Since $s^f_c$ only requires the knowledge of $R(t)$ and $P(t)$, it is simple to use experimentally and the present work suggests that it is a good candidate for a more precise determination of the flame speeds.

The main difficulty of this method may be the measurement and treatment of the pressure signal because the pressure increase in a large bomb may be difficult to measure accurately and to post process to obtain the pressure derivative required in $s^f_c$. The experimental measurement of the flame radii $R_f$ and $R_p$ is not possible but these radii are very close, except at the very early stage of propagation. Assuming $R(t) = R_f = R_p$ should have a limited impact on flame speed definitions.
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There have been quite a few numerical studies dedicated to turbulent flame propagation in isotropic turbulence. Such DNS or LES are usually performed in cubic boxes where turbulence is introduced at $t=0$ assuming a given spectrum for the fluctuations. In the ICAMDAC project, it was decided to try a more ambitious strategy where the turbulence itself would be computed and not arbitrarily imposed at the initial simulation time. In other words, the complete bomb with the fans had to be computed before ignition to propagate the flame in a realistic turbulent flow. This required a complete shift in DNS paradigms: instead of using a cubic box with high-order compact schemes [117, 118, 119] or spectral methods [120, 121] and an ad-hoc initial condition for turbulence, an unstructured mesh solver had to be used, incorporating the six fans in the bomb and therefore representing a much more difficult numerical challenge. The first step for this challenge was to identify a code and we chose to use AVBP [53, 112, 113] because it offered high-fidelity schemes together with unstructured mesh capacities. The second step was to choose a mesh movement strategy since the movement of the six fans had to be explicitly captured. At this point, the ALE (Arbitrary Lagrangian Eulerian) [78, 122, 53] strategy available in AVBP for piston engine LES [5, 74] was discarded because it was not adapted to fans and two other strategies were evaluated. The first one is based on Immersed Boundaries Methods (IBM) and is described in this chapter. First the method implemented is presented, then academic test-cases of growing complexity are performed. Finally, the method is tested on a one-fan isolated test-case where results are not satisfactory. The second strategy is called MISCOG (for Multi Instances Solver Coupled on Overlapping Grids). Initially developed at CERFACS [123, 124, 125] for turbomachinery simulations, it is the method which proved to be the most precise for our simulations and it will be discussed in Chapter 5.

I would like to acknowledge Dr. Antoine Dauplaine and Dr. Olivier Vermorel from CERFACS for their help when I worked on IB. Thanks to their knowledge of the AVBP code sources and their scientific background in the IB field, they gave me very precious advices to develop the method.

4.1 Introduction to Immersed Boundaries Methods

In traditional CFD, a flow domain is first discretized (meshed) and boundary conditions are applied to the domain boundaries (typically inlet/outlet or walls). As long as boundaries do not move this approach is very efficient. But fluid-structure interactions, piston engine or turbomachinery computations (this list is non-exhaustive) require to deal with moving boundaries. As presented in Sec. 1.7, one approach to handle moving boundaries is to use Immersed Boundaries Methods (IBM). Meshes are generated over the whole domain and do not have to match the shape of the moving body. The body boundary conditions are introduced later into the governing equations via forcing terms. Figure 4.1 shows an example for a standard Body-Conformal (BC) mesh and an IB representation of an ellipsoidal shape.
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(a) Standard Body Conformal approach.  (b) Immersed Boundaries Method.

Figure 4.1: Comparison of the Immersed Boundaries Method (IBM) to the classic Body Conformal (BC) approach.

The approach which consists in decoupling the mesh generation from the body geometry makes the method particularly interesting for complex and moving geometries. Indeed, the mesh does not move nor deform and only one mesh is needed. This is a very interesting point in terms of complexity meshing time. That is why the implementation of an IBM method in the AVBP code seems very attractive to compute the flow generated by fans.

IBM were first introduced by Peskin in 1972 [126] to simulate the flow inside the beating human heart. So far, IBM have been applied to a wide range of applications: compressible [127, 128] particulate flows [129], micro-scale flows [130], interaction with solid bodies [131], conjugate heat transfer [132], environmental flows [133] or bio-fluids [134]. However, only a small number of studies have been published for cases with high Reynolds numbers. All these techniques differ essentially by the formulation of the forcing term. The introduction of a forcing function leads to a division of IB methods into two groups [135], namely direct (or discrete) forcing or continuous forcing.

1. Direct forcing method: This approach consists of an imposition of the velocity boundary conditions on the immersed surface: the forcing term is computed so that it directly compensates for the differences between the calculated velocities and the desired velocities on the IB.

2. Continuous forcing method: This approach consists in adding a source term in the right-hand-side term of the Navier-Stokes equation to force the fluid velocity at the boundary position to be equal to the boundary velocity.

A review on immersed boundary methods for solid surfaces can be found in [136]. In this work an IBM based on a continuous forcing method was implemented (based on the initial development of A. Dauplain and O. Vermorel at CERFACS) in the AVBP code. The formulation of the source term used is the one proposed by Goldstein in 1993 [137]. More recently, Saiki and Biringen [138] applied this method to simulate the flow past a
cylinder. This method is implemented on the basis of the Lagrangian module introduced by M. Garcia [46] in 2009: indeed, many features required to implement an IB technique can be obtained from the Lagrangian modules of AVBP initially developed for droplets and described below.

4.2 The Lagrangian module in AVBP

To deal with two-phase flows using a Euler-Lagrange approach, a Lagrangian module was implemented in 2009 by M. Garcia [46] in the AVBP code. This Lagrangian module includes:

- a specific data structure. Two arrays are dedicated to particles depending on their data type: integer or real. The integer data type contains the particle identifier, the processor number containing the particle, the cell number containing the particle and the kind of particle (solid, liquid). The real data type contains the particle position \((x_p, y_p\) and \(z_p\)), the particle velocity \((u_p, v_p\) and \(w_p\)), the particle temperature \(T_p\) and its radius \(r_p\).
- an efficient algorithm to locate and track the particles (based on neighbor to neighbor approach),
- an algorithm to find gas-phase properties at the particle position (in general, the particle position does not match with a grid node). This data is obtained by interpolating the gas-phase variables at the vertices of the cell that contains the particle using Taylor series, Linear Least Square or Lagrangian polynomials.
- two-way coupling. The flow can modify the particles behavior and the particles can modify the flow.

In Lagrangian two phase flow modeling, the filtered Navier-Stokes equations (see Eqs. 1.49 - 1.52) can be modified to take into account particles and droplets mass, momentum and energy exchanges with the gas. This is done by adding to the right-hand side of gas equations, the corresponding source terms, \(\dot{\rho}_p\), \(\dot{F}_{p,i}\), \(\dot{Q}_p\) and \(\dot{S}_{p,k}\) for mass, momentum, energy and species equations, respectively:

\[
\frac{\partial \rho}{\partial t} + \frac{\partial}{\partial x_i} (\rho \bar{u}_i) = \dot{\rho}_p \tag{4.1}
\]

\[
\frac{\partial \rho \bar{u}_j}{\partial t} + \frac{\partial}{\partial x_j} (\rho \bar{u}_i \bar{u}_j) = -\frac{\partial}{\partial x_j} (\bar{P} \delta_{ij} - \tau_{ij} - \tau_{ij}^\prime) + \dot{F}_{p,i} \tag{4.2}
\]

\[
\frac{\partial \rho \bar{E}}{\partial t} + \frac{\partial}{\partial x_j} (\rho \bar{E} \bar{u}_j) = -\frac{\partial}{\partial x_j} \left[ u_i (P \delta_{ij} - \tau_{ij}) + q_j + q_j^\prime \right] + \bar{\omega}_r + \bar{Q}_r + \dot{Q}_p \tag{4.3}
\]

\[
\frac{\partial \rho \bar{Y}_k}{\partial t} + \frac{\partial}{\partial x_j} (\rho \bar{Y}_k \bar{u}_j) = -\frac{\partial}{\partial x_j} \left[ \bar{J}_{j,k} + \bar{J}_{j,k}^\prime \right] + \bar{\omega}_k + \dot{S}_{p,k} \tag{4.4}
\]
4.3 Implementation of the Immersed Boundaries Method

During this thesis, the IBM has been developed to mimic adiabatic no-slip walls. Thus, all terms with variations in the particle mass are zero. This leads directly to:

\[ \dot{\rho}_p = 0 \quad \text{and} \quad \dot{S}_{p,k} = 0 \]  \hspace{1cm} (4.5)

In two-phase flow modeling the \( \dot{F}_{p,i} \) term is the fluid-particle interaction force (taken into account through drag force). But this source term can easily been modified to introduce the source term proposed by Goldstein [137]. Note that \( \dot{F}_{p,i} \) is a volume force expressed in [N/m\(^3\)]. The term added in the energy equation (Eq. 4.3) \( \dot{Q}_p \) writes \( \dot{Q}_p = \dot{F}_{p,i} \tilde{u}_i \).

4.3 Implementation of the Immersed Boundaries Method

The implementation of the Immersed Boundaries Method (IBM) in the AVBP code is based on the Lagrangian module developed by Marta Garcia [46] for the treatment of two-phase flows. Figure 4.2 shows how a wall can be modeled by Lagrangian particles on an eulerian mesh. To define a wall, each eulerian cell must have at least one particle to be airtight. In this thesis, it was decided to put Lagrangian particles only on the skin of the solid part to save Lagrangian particles (calculations with a large number of Lagrangian particles requires more memory and increases the CPU cost of the simulation) but it could also be possible to add particles within the solid part. The wall can be motionless or at a known/imposed velocity \( \mathbf{u}_p \). Then the objective is to set the fluid velocity at the position of the particle \( \mathbf{u}_{f\theta p} \) equal to \( \mathbf{u}_p \). In practice, the fluid velocity is not imposed at the exact position of particles but at the grid nodes surroundings particles.

![Figure 4.2: Modeling of a wall with Lagrangian particles. Particles are only located on the wall but could also be added within the solid part.](image)

Figure 4.2: Modeling of a wall with Lagrangian particles. Particles are only located on the wall but could also be added within the solid part.
Lagrangian source term

Various formulations can be used for the fluid-particle interaction force \( \dot{F}_{p,i} \). During this thesis a feedback forcing, first proposed by Goldstein et al [137], was implemented. The expression for the source term in the eulerian momentum equation (Eq. 4.2) at node \( m \) writes:

\[
\dot{F}_{p,i}^m = \frac{1}{\sum_{n=1}^{N_p} W_i(x_i^n, x_i^m)} \sum_{n=1}^{N_p} f_i^n W_i(x_i^n, x_i^m)
\] (4.6)

where \( N_p \) is the number of particles, \( f_i^n \) is the fluid-particle interaction force on a single particle located at \( x_i^n \) and \( W_i \) is the projection weight of the Lagrangian force onto the grid node \( m \). The weights in the projection operation are constructed to be inversely proportional to the distances \( d_j \) between the particle and the nodes of the cell containing the particle:

\[
W_j = \frac{1/d_j}{\sum_{k=1}^{N} 1/d_k} W_p
\] (4.7)

where \( j \) is the index of the cell vertex and \( N \) is the number of vertices of the cell. Figure 4.3 sketches the coupling force exerted by a particle on the fluid and its projection onto the grid nodes. The source term in the energy equation yields:

\[
\dot{Q}_p = \sum_i \dot{F}_{p,i} u_{p,i}
\] (4.8)

![Figure 4.3: Example of projection of a particle two-way coupling contribution into the vertices of a quadrilateral cell](image)

The formulation of the forcing term \( f_i^n \) proposed by Goldstein [137] is:

\[
f_i^n = \beta \int_0^t u_{p,i}^n - u_{f@p,i} dt' + \alpha (u_{p,i}^n - u_{f@p,i})
\] (4.9)
where $u_{f@p,i}$ is the $i$-component of the gas velocity at the particle position. $\alpha$ and $\beta$ are two case-dependent parameters. This feedback forcing is a straightforward feedback of the velocity field at the particle velocity $u_p$. In the framework of control systems theory, it is called a Proportional-Integral (PI) controller. One should think that using concepts from linear control theory in simulations of turbulent and highly non-linear flows would be difficult but we only need to control small regions of the flow where near-linear responses might be expected. The first term in Eq. 4.9 with integral feedback is sufficient to create a force field that will bring the flow to rest on the surface points: the force increase (or decrease) with time to oppose the flow to go through the interface. But in practice this integral controller is 'slow' and a proportional controller (the second term in Eq. 4.9) is added to handle fast variations which could occur in a turbulent flow. A general description of possible forms for Eq. 4.9 is given below.

1. **The proportional controller (P):**

   $$f^n_i = \alpha (u^n_{p,i} - u_{f@p,i})$$  \hspace{1cm} (4.10)

   Equation 4.10 is a particular case of the feedback forcing (Eq. 4.9). Considering the Navier-Stokes equation Eq. 4.2, if $\alpha \to 0$, the forcing vanishes and Eq. 4.2 recovers the standard Navier-Stokes equation. In contrast, if $\alpha \to \infty$, the forcing becomes dominant in the equation yielding the solution $u_{f@p} = u_p$. For $0 < \alpha < \infty$, the forcing can be modulated to provide a momentum loss in a desired region, thus simulating porous media.

2. **The integral controller (I):**

   $$f^n_i = \beta \int_0^t (u^n_{p,i} - u_{f@p,i}) \, dt'$$  \hspace{1cm} (4.11)

   This formulation accumulates a force from zero to the force leading to $u_{f@p} = u_p$. Thanks to a ‘system regulation’ analogy, this formulation is slower than the direct forcing method but it has the advantage of giving a null static error. Like in the proportional method, the forcing can be modulated for $0 < \beta < \infty$.

The problem with these formulations is the determination of the $\alpha$ and $\beta$ coefficients. The choice of this value is case dependent: if the values are too high, the source terms become too big and the code crashes but if the values are too low, the source terms are not sufficient and the wall is porous. So that the ‘classical’ formulation of $f^n_i$ in Eq. 4.9 is not easy to parametrize in terms of $\alpha$ and $\beta$ and a new formulation is proposed below.

The objective is to determine a new formulation for $f^n_i$ which is easier to use than Eq. 4.9. Typically the method should not depend on the mesh and the configuration. The intensity of the source terms could be controlled by the user only by specifying a relaxation time: the number of iterations needed to reach the equilibrium $u_{f@p} = u_p$. To do this normalization, a simplified analysis is necessary. The equation really solved by the code can be reduced to:

$$\rho \frac{\partial u}{\partial t} = \frac{F_p}{V_m}$$  \hspace{1cm} (4.12)

where $F_p$ is a force expressed in Newton and $V_m$ is the fictitious volume surrounding each grid node $m$. The proportional and the integral formulation can be injected in $F_p$. 

---

**4.3 Implementation of the Immersed Boundaries Method**
1. The proportional formulation (P)

The source term is $F_p = \alpha (u_p - u)$. Injecting $F_p$ in Eq. 4.12 yield:

$$\frac{\partial u}{\partial t} = \frac{\alpha}{V_m} (u_p - u) \quad (4.13)$$

Equation 4.13 is a linear ordinary differential equation of first-order with constant coefficients. A trivial solution of this equation is:

$$u - u_p = A \exp\left(-\frac{\alpha}{\rho V_m} t\right) \quad (4.14)$$

The ratio $\rho V_m / \alpha$ is the relaxation time $\tau_P$ associated to the proportional corrector:

$$\tau_P = \frac{\rho V_m}{\alpha} \quad (4.15)$$

Then $\tau_P$ can be expressed as a number $N$ of iterations : $\tau_P = N\Delta t$. Thus an expression for $\alpha$ can be found:

$$\alpha = \frac{\rho V_m}{N\Delta t} \quad (4.16)$$

2. The integral formulation (I)

The source term is $F_p = \beta \int_0^t u_p - u \, dt'$. A similar derivation for the integral formulation leads to:

$$\beta = \frac{\rho V_m}{M^2 \Delta t^2} \quad (4.17)$$

where $M$ is the number of iterations in the relax time associated to the integral formulation $\tau_I = M \Delta t$.

Finally, the formulation for $f^n_i$ is the following (it replaces Eq. 4.9):

$$f^n_i = \frac{\rho V_m}{N\Delta t} (u^n_{p,i} - u_{f\bar{a}p,i}) + \frac{\rho V_m}{M^2 \Delta t^2} \int_0^t u^n_{p,i} - u_{f\bar{a}p,i} \, dt' \quad (4.18)$$

where $M$ and $N$ are respectively the relaxation time, in number of iterations, for the integral and proportional source term. $N$ must be higher than one (the code can not impose $u_{f\bar{a}p} = u_p$ in less than one iteration). Typically $N \in [2; 10]$. $M$ must be higher than one: the objective of the integral source term is to find the mean force to apply to fluid to ensure the no-slip condition and must be 'slower' than the proportional. Typically $M \in [100; 1000]$.

To monitor the IMB, two quantities were added in the real data type array (presented in Sec. 4.2) dedicated to particles:

- the slip velocity at the particle position $|u_{f\bar{a}p} - u_p|$. This quantity checks the accuracy of the method and is a measure of the error since the objective is to get $u_{f\bar{a}p} = u_p$
- the Lagrangian source term $f^n_i$. It is important to verify that the $N$ and $M$ parameters allow $f^n_i$ to remain in a reasonable range.
4.4 Numerical strategy for the Immersed Boundaries

A robust numerical strategy to perform computations using IB is presented in this chapter. This numerical strategy is employed for all simulations (using IB) realized in this thesis. In order to evaluate the behavior of the IBM, a very simple computation with only one Lagrangian particle translating at constant velocity in a stagnant fluid is performed.

![Image of numerical configuration]

**Figure 4.4:** Sketch of the numerical configuration used to develop the numerical strategy to perform computations using IB.

It is expected that the slip velocity at the particle position goes to zero: the fluid velocity goes from zero (stagnant fluid) to the velocity of the particle. In control systems theory, this test characterizes the response of the fluid to a step. The response using the P controller, the I controller or a combination of both are presented in this section.

### 4.4.1 The proportional controller (P)

First the computation is performed using only the proportional controller (P). Three different values of $N$ are tested: $N = 1$, $N = 10$ and $N = 100$. $M$ is set to infinity (in practice $M = 1 \times 10^9$) to disable the effect of the I controller. Figure 4.5 presents the results: as expected, the response time of the controller depends on the coefficient $N$ ($N$ controls the response time). The proper trend is recovered: when $N$ is increased the time response of the P controller increases too. Moreover, one can see that the accuracy of the P controller depends on $N$. When $N = 100$ the slip at the particle position is bigger than when $N = 1$. So one would choose $N = 1$ but the problem is that when $N = 1$ the source term at the first iteration is 100 times bigger than when $N = 100$. This overshoot can lead to crash depending on the configuration. Moreover setting $N = 1$ always leads to large oscillations of the source term because the history of the source term is not taken into account when using a P controller.
### 4.4.2 The integral controller (I)

The computation is now performed using only the integral controller (I). Three different values of \( M \) are tested: \( M = 10 \), \( M = 50 \) and \( M = 100 \). \( N \) is set to infinity (in practice \( N = 1 \times 10^9 \)) to disable the effect of the P controller. Figure 4.6 presents the results obtained. Once again, the response time depends on the coefficient \( M \). But in this case,
the slip at the particle position does not depend on the value of $M$. This is a typical behavior for an integral controller. The source term is continuously adapted (thanks to the integral formulation) to reduce the error between the instantaneous value of the fluid velocity and the target. This controller is slower than the proportional controller but it always reaches the target.

### 4.4.3 The proportional-integral controller (PI)

When using the PI controller, the computation is performed in two steps. First the I controller is used to find the steady value of the source term needed to get $u_{f\partial p} = u_p$ without overshoot on the source term at the beginning of the simulation. Then the PI controller is turned on with an infinite response time for the I controller ($M = \infty$) and a very strong P controller ($N = 1$). Figure 4.7 presents the results. This methodology is very robust and can be applied to a wide range of applications (all further cases presented later are performed using this methodology): there never are overshoots on the source term. It combines the integral controller which finds the good steady state value at the beginning of the simulation (in practice about 1,000 iterations are enough) then the PI controller is turned on. The P controller is turned on with a response time equal to one iteration $N = 1$ and the I controller is turned on with an infinite response time (the objective is just to store the steady state value). The P controller can be set with $N = 1$ because it just needs to add a ‘small’ contribution since the mean value is added by the I controller. In other words, in a turbulent flow, the I controller get the mean value of the source term (at the beginning of the simulation) and the P controller handles fluctuations to ensure the no-slip condition at the particle position.

![Figure 4.7: Lagrangian source term and slip at the particle position when using I ($N = \infty$ and $M = 100$) then PI ($M = \infty$ and $N = 1$) controller.](image)
4.5 Validation test-cases of the Immersed Boundaries Method

Various academic test-cases were performed to validate the IBM implemented in AVBP. These test-cases are of growing complexity and the solutions obtained are compared to analytical solutions or/and solutions obtained with the classic 'Body Conformal' (BC) approach.

4.5.1 Two-dimensional Poiseuille flow

The first test-case computed is a 2-dimensional Poiseuille flow. Lagrangian particles mimic the channel walls. These two walls do not move. The flow goes from left to right. To be able to compare the solution found to an analytic one, the flow remains laminar. The sketch of the configuration is presented in Fig. 4.8. There are several particles in each cell to ensure that no cell is empty which can lead to a leak through the wall. The main characteristics of the configuration are summarized in Tab. 4.1. With a ratio $e/L \simeq 100$, the channel can be considered as an infinitely channel. With a Reynolds number $Re = 130$, the flow remains laminar. Table 4.1 summarizes the flow conditions.

![Figure 4.8: Sketch of the 2-dimensional Poiseuille flow configuration: within the domain delimited by the Lagrangian particles a classical Poiseuille flow is expected.](image)

Figure 4.8: Sketch of the 2-dimensional Poiseuille flow configuration: within the domain delimited by the Lagrangian particles a classical Poiseuille flow is expected. □ Computational domain ; --- Lagrangian particles.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e$</td>
<td>1 mm</td>
</tr>
<tr>
<td>$U_{inlet}$</td>
<td>2 m·s$^{-1}$</td>
</tr>
<tr>
<td>$L$</td>
<td>93.4 mm</td>
</tr>
<tr>
<td>$\mu$</td>
<td>$1.807 \times 10^{-5}$ kg·m$^{-1}$·s$^{-1}$</td>
</tr>
<tr>
<td>$Re$</td>
<td>130</td>
</tr>
</tbody>
</table>

Table 4.1: Main characteristics for the 2-dimensional Poiseuille flow.

Figure 4.9 presents a magnitude velocity field with a vector velocity field. Before the inlet of the channel, the flow is uniform with an inlet velocity $U_{inlet} = 2$ m/s and
a pressure $P_{\text{inlet}} = 101372$ Pa. In the channel, at the Lagrangian particles position the velocity is expected to be zero and maximum at the center. The analytical solution of the axial velocity in a Poiseuille flow is well-known and can be expressed as:

$$u(y) = 4U_{\text{max}} \frac{y}{e} \left( 1 - \frac{y}{e} \right)$$

where $U_{\text{max}}$ is the maximum velocity reach at the center of the channel. $U_{\text{max}}$ writes:

$$U_{\text{max}} = \frac{3}{2e} Q_v = \frac{3}{2e} \int_0^e \vec{u} \cdot \vec{x} \, dy$$

$Q_v$ is the flow rate calculated with the velocity found in the simulation. An analytical expression can also be derived for the pressure gradient [139] along the x-axis:

$$\frac{\partial P}{\partial x} = -\frac{3}{2} \frac{\mu}{(e/2)^3} Q_v$$

Figure 4.10 plots analytical velocity and pressure profiles. A very good agreement is found between the analytical and the IBM velocity profiles. The velocity at the Lagrangian particles is zero as expected (the mean value over all particles is $7.10^{-4}$ m/s and the maximum value is $6.5.10^{-3}$ m/s during all the simulation), the maximum of velocity is recovered as well as the shape of the curve. The pressure drop is slightly overestimated using IBM however the agreement is reasonable.

### 4.5.2 Two-dimensional Couette flow

The second test-case is a 2-dimensional Couette flow. This configuration is based on two co-axial cylinders. The inner-one rotates while the other remains fixed. Figure 4.11 presents the sketch of the configuration. This test-case is more complicated than the Poiseuille flow because the particles of the inner cylinder move: they rotate. However, this test-case is still laminar and steady. The main characteristics of the configuration are summarized in Tab. 4.2. At this operating point, no Taylor-Couettte instabilities are expected (the Taylor number is lower than 1700). The grid contains 18532 cells (triangles). The analytical solution of this flow is known. The radial velocity $u_r$ is zero.
Figure 4.10: Velocity profile. ○ Theoretical profile ; —— Immersed Boundaries Method

Figure 4.11: Sketch of the 2-dimensional Couette flow configuration. —— Computational domain, —— Lagrangian particles (to mimic a wall)
and the tangential velocity $u_\theta$ is function of the radius $r$:

$$u_\theta = \begin{cases} \frac{2\pi}{60} N r & \text{if } r \in [0, R_i] \\ \frac{2\pi}{60} N \frac{R_i^2 - R_e^2}{R_i^2 - r^2} \left( \frac{R_i^2}{r} - r \right) & \text{if } r \in [R_i, R_e] \end{cases}$$ (4.22)

Figure 4.12 shows the comparison between the analytical velocity profile and the results obtained with the IBM. A very good agreement between theoretical and numerical solutions is found. The shape of the curve is retrieved: from $r = 0$ to $r = R_i$ the curve is linear then from $r = R_i$ to $r = R_e$, the curve is non-linear. Over all the particles, the mean slip value is $5.5 \times 10^{-3}$ m/s and the maximum value is $1.4 \times 10^{-3}$ m/s during the simulation.

4.5.3 Cylinder in a flow

A classical validation test-case performed to evaluate numerical methods is the cylinder in a free stream. This configuration is widely studied experimentally and numerically in the literature [138, 140, 141, 142, 143, 144, 145, 146, 147]. In this test-case the cylinder of diameter $D$ is fixed and a flow coming from left to right. Figure 4.13 presents the sketch of the configuration. The results obtained with IB are compared both to the literature
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Figure 4.13: Sketch of the configuration computed and to a 'classical' computation called Body Conformal (BC). In the Body Conformal approach the cylinder is meshed and a no-slip boundary condition is applied. Figure 4.14 shows the two different approaches. With the IBM, the flow inside the cylinder is resolved too. This test-case is conducted at two operating points. First it is computed in laminar regime at $Re = 20$ then it is computed at a transitional regime (where vortices start to appear) at $Re = 100$. The main characteristics of the configuration are summarized in Tab. 4.3. For practical reasons the Reynolds number is changed by modifying the fluid

Figure 4.14: Zoom on the mesh closed to the cylinder
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<table>
<thead>
<tr>
<th></th>
<th>( Re = 20 )</th>
<th>( Re = 100 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( D )</td>
<td>2 mm</td>
<td>2 mm</td>
</tr>
<tr>
<td>( P_0 )</td>
<td>101325 Pa</td>
<td>101325 Pa</td>
</tr>
<tr>
<td>( T_0 )</td>
<td>300 K</td>
<td>300 K</td>
</tr>
<tr>
<td>( U_{inlet} )</td>
<td>10 m·s(^{-1})</td>
<td>10 m·s(^{-1})</td>
</tr>
<tr>
<td>( \mu )</td>
<td>( 1.17 \times 10^{-3} \text{ kg} \cdot \text{m}^{-1} \cdot \text{s}^{-1} )</td>
<td>( 2.34 \times 10^{-4} \text{ kg} \cdot \text{m}^{-1} \cdot \text{s}^{-1} )</td>
</tr>
</tbody>
</table>

Table 4.3: Main characteristics for cylinder case at \( Re = 100 \)

viscosity rather than the inlet velocity.

4.5.3.a Laminar regime \( Re = 20 \)

First a comparison between the Body Conformal approach and the Immersed Boundaries Method is done in a laminar regime (at \( Re = 20 \)). At this regime no vortex appears and it is easy to compare velocity profiles. Table 4.4 compares the computational costs for BC and IBM. The time step in BC is smaller than in IBM because the mesh is refined near the wall but the computational times are almost the same. Figure 4.15 presents the velocity fields obtained with both BC and IB methods. Qualitatively a very good agreement is observed. Getting the good velocity field is one important thing but a more difficult task is to get the good pressure field. Figure 4.16 shows the pressure fields obtained with both methods. Even the pressure fields are qualitatively in good agreement. To compare qualitatively the velocity and pressure fields between the BC approach and the IBM vertical cuts are performed upstream, at \( x_1 = -D \), and downstream of the cylinder at \( x_2 = D \), \( x_3 = 2D \) and \( x_4 = 3D \) (\( x = 0 \) is located at the center of the cylinder). Figure 4.17 presents the axial velocity \( u \), Fig. 4.18 the transversal velocity \( v \) and Fig. 4.19 the pressure \( P \). The velocity and the pressure are well predicted by the Immersed Boundaries Method in a laminar regime. Finally, to compare the BC approach to the IBM, the recirculation zone can be observed. Figure 4.20 displays streamlines around the cylinder. As expected, the shape and the length of this recirculation zone downstream of the cylinder is well predicted too by the IBM.

4.5.3.b Transitional regime \( Re = 100 \)

Since the flow around the cylinder in a laminar regime in Sec. 4.5.3.a was validated, the IB method can be tested in a transient regime where vortices appear. At \( Re = 100 \) a
Figure 4.15: Velocity fields at $Re = 20$ with iso-lines

Figure 4.16: Pressure field at $Re = 20$ with iso-lines
4.5 Validation test-cases of the Immersed Boundaries Method

Figure 4.17: Axial velocity $u$. ○ Body Conformal; —— Immersed boundaries Method

Figure 4.18: Transversal velocity $v$. ○ Body Conformal; —— Immersed boundaries Method
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Figure 4.19: Pressure $P$. ○ Body Conformal; — Immersed boundaries Method

Figure 4.20: Streamline around a cylinder at $Re = 20$
Kármán vortex street appears downstream of the cylinder. This test-case is computed both with the BC approach and with the IBM. Figure 4.21 presents vorticity fields to compare vortex shedding with the two methods. Six solutions are displayed during one period of the vortex shedding (the period of the vortex shedding is known a posteriori). The structure of the vortex is well predicted by the IBM.

To validate the IBM, three coefficients are checked:
1. the Strouhal number $St$ which is the dimensionless frequency of the vortex shedding: 
   $$St = f \ast D/U_{inlet},$$
2. the drag coefficient $C_D$,
3. the lift coefficient $C_L$.

To find the Strouhal number of the vortex shedding, a probe is placed downstream of the cylinder to record the transversal velocity $v$. The signal recorded with IBM is displayed in Fig. 4.22 and a Fast Fourier Transform of the signal is performed to exhibit its spectral content. With the IBM the first mode is found at $f_{IBM} = 827$ Hz. The same treatment is done for the BC approach and the frequency found is $f_{BC} = 821$ Hz. The Strouhal number associated for both approaches is about 0.16 as expected at $Re = 120$ [141, 142, 143].

Because it is based on forces, the drag and lift coefficients can easily be found with the IBM. The principle of the IBM is to apply the force needed to ensure the no slip condition. Integrating this force over the computational domain gives the drag force $F_x$. Then the expression of the drag coefficient is:

$$C_D = \frac{F_x}{\frac{1}{2} \rho DU_{inlet}^2}$$

where $F_x$ writes:

$$F_x = \iiint_V \dot{F}_{p,x} \, dV$$

$\dot{F}_{p,x}$ is the eulerian force applied to the fluid (see Eq. 4.2). The lift coefficient writes:

$$C_L = \frac{F_y}{\frac{1}{2} \rho DU_{inlet}^2}$$

where $F_y$ writes:

$$F_y = \iiint_V \dot{F}_{p,y} \, dV$$

Figure 4.23 displays a field of $\dot{F}_{p,x}$ on the grid mesh. As expected, the force is applied only on the grid nodes surrounding the Lagrangian particles. The major part of the force is applied in the frontside of the cylinder (at the stagnation point). When the boundary layer detaches, the force needed to stop the flow decreases. Figure 4.24 presents the drag and lift coefficients calculated with the IBM and compare these results to those obtained by other authors. These results are presented as a function of a dimensionless time $t^* = tU_{inlet}/D$. An acceptable agreement is found for the mean steady state value
Figure 4.21: Vortex shedding at $Re = 100$. Isolines of vorticity. Temporal evolution from top to bottom. Time step between to filed is $2.01 \times 10^{-4}$ s
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![Temporal signal and Fast Fourier Transform](image)

**Figure 4.22:** Vortex shedding. Signal recorded by a probe downstream the cylinder at $x = 3.75D$

![Eulerian force](image)

**Figure 4.23:** Eulerian force $\dot{F}_p,x$ applied to the fluid with iso-lines of vorticity.
even if there are discrepancies for the growth rate for drag and lift coefficients. The lift coefficient oscillates at a frequency equal to the frequency of the vortex shedding while the drag coefficients varies two times faster. Table 4.5 summarizes the results obtained in this work and those obtained by other authors. Authors do not agree on exact values for the Strouhal number and the drag coefficient and a clear variability can be found in the literature.

<table>
<thead>
<tr>
<th>Case</th>
<th>$f_d$ [Hz]</th>
<th>$St$</th>
<th>$C_D$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Present work - Body Conformal</td>
<td>821</td>
<td>0.164</td>
<td>-</td>
</tr>
<tr>
<td>Present work - IBM</td>
<td>827</td>
<td>0.165</td>
<td>1.35</td>
</tr>
<tr>
<td>Saiki et al. [138]</td>
<td>-</td>
<td>0.171</td>
<td>1.26</td>
</tr>
<tr>
<td>Joran &amp; Fromm [140]</td>
<td>-</td>
<td>0.16</td>
<td>1.28</td>
</tr>
<tr>
<td>Shu et al [141]</td>
<td>-</td>
<td>0.16</td>
<td>1.28</td>
</tr>
<tr>
<td>Tseng &amp; Ferziger [142]</td>
<td>-</td>
<td>0.164</td>
<td>1.42</td>
</tr>
<tr>
<td>Braza et al. [143]</td>
<td>-</td>
<td>0.16</td>
<td>1.28</td>
</tr>
</tbody>
</table>

**Table 4.5:** Reference results

Figure 4.25 shows the probability density function of the velocity slip at the particle position (at the end of the simulation). For both laminar and transient regimes, the slip velocity at the particle position is very low compared to the flow velocity (less than 1% in transient regime). However one can show that the IBM is more efficient when the Reynolds number is low.
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Figure 4.25: Probability Density Function of the slip at the Lagrangian particles. \( \text{Re} = 20 \) (laminar regime); \( \text{Re} = 100 \) (transient regime)

4.5.4 Translating inclined plate

In this test-case, the IBM is tested with a translating inclined plate. The sketch of the configuration is presented in Fig. 4.26. The aim of this test-case is to mimic the movement of a blade of a rotating-fan. The plate thickness is \( e = 1 \) mm, the height of the front surface is \( h = 1.2 \) cm and the laminar viscosity is \( \mu = 1.807 \times 10^{-2} \text{kg.m}^{-1}.\text{s}^{-1} \). This test-case is computed in a laminar regime. The reference computation is performed with the Body Conformal approach where a no-slip boundary condition is applied on the plate. The flows comes from left to right at a velocity \( U_{\text{inlet}} = 20 \) m/s. On this
reference computation, the plate does not move. Then the same computation is done with the IBM. Finally, to test the IBM when the wall are moving, the plate translates from left to right at a velocity \( u_p = -10 \text{ m/s} \) and the flow velocity coming from the inlet is decreased at \( U_{\text{inlet}} = 10 \text{ m/s} \). Thus, the difference \( U_{\text{inlet}} - u_p \) remains constant and the Reynolds number is unchanged for the three computations. The Reynolds number is \( Re = \rho \left( U_{\text{inlet}} - u_p \right) h/\mu \simeq 16 \). Figure 4.27 illustrates the moving and non-moving cases.

The simulations are performed on the same physical time \( T = 18 \text{ ms} \). The initial position of the translating plate is chosen so that at the end of the simulation, the plate reaches the position of the non-moving plate. To compare the results, Figure 4.28 and Fig. 4.29 shows the axial and transversal velocities. Once again, the agreement between the BC approach and the IBM is very good. However, in the configuration where the plate is moving, results are worse than when the plate is non-moving. Several tests have been conducted to explain this. The temporal convergence was tested (the physical time of the simulation was doubled), the mesh grid was refined (8 points in the plate thickness instead of 4) but this phenomenon is not explained yet.

### 4.6 One-fan validation test case: failure

All academic test-cases previously presented in Sec. 4.5 give very encouraging results: all the comparisons between results obtained with the IBM and references solutions (analytical solutions and/or ‘body conformal’ solutions) match very well.

Before computing the full configuration (the spherical vessel stirred by six fans), an experiment with only one fan (Fig. 2.2 in Sec. 2) in a rectangular box was setup in the PRISME laboratory in Orléans. Figure 4.30 shows a picture of the experimental setup and Fig. 4.31 presents the sketch of the configuration. The length of the box is 40 cm, the height and the width are 20 cm. The fan is located in the middle left hand side of the box. The back side of the fan is at 11 mm of the backside of the box. The rectangular box has two large windows to do PIV measurements in the axial direction. The box is closed so that the flow recirculates. This setup aims to validate the IBM implemented in a complex configuration (high Reynolds number, complex geometry): numerical and experimental solutions are compared to check if the IBM is able to predict the flow generated by a
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**Figure 4.28:** Axial velocity $u$. ○ Body Conformal ;  IBM with $u_p = 0$ ;  IBM with $u_p = -10$ m/s.

**Figure 4.29:** Axial velocity $v$. ○ Body Conformal ;  IBM with $u_p = 0$ ;  IBM with $u_p = -10$ m/s.
single axial fan. The experiment is conducted in ambient conditions and the fan rotation speed is \( N_{\text{fan}} = 10,000 \text{ tr/mn} \) (the Reynolds number, based on tip radius (30 mm) and rotor tip speed (31.5 m/s) is about 60,000). The procedure to go from the fan geometry (coming from a CAD software) to an immersed boundary is the following. First the interior domain of the fan is meshed. Then a specific tool was developed to find all nodes on the skin of the fan and particles are generated at these points. Thus the number of particle can be easily changed by controlling the mesh resolution at the beginning of the procedure. Figure 4.32 displays the cloud of particles to mimic the fan boundaries. Here 93180 particles are generated with a resolution of about 4 particles in the blade thickness.

Figure 4.33 presents the experimental results obtained with PIV. Figure 4.33 shows average fields of axial \( u \) and transversal velocity \( v \) over 200 instantaneous fields. The convergence is ensured.

The computation with the IBM method is performed with the Lax-Wendroff scheme and the WALE subgrid scale (SGS) model. The grid is presented in Fig. 4.34. 13.7 millions of tetrahedra are used. The entire zone spanned by the fan is meshed with a fine cell size of the order of 0.5 mm (2 points in the plate thickness). This is the minimum cell size acceptable (the computation of the whole bomb with six fans would become impossible if the method requires more points to work). In the region surrounding the fan, the mesh size is 1 mm (about 30 points in the fan radius). Since the zone spanned by fans is meshed with only two points in the blade thickness, the real geometry of the fan is simplified in this computation: the geometry of the leading and trailing edges are originally curved but here they are replaced by flat leading and trailing edges (see 4.35). This simplification is then discussed in Sec. 5.2.2.

Figure 4.30: One-fan experiment setup in the PRISME laboratory in Orléans.
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Figure 4.31: Sketch of the one-fan experiment conducted in the PRISME laboratory in Orléans.

Figure 4.32: Cloud of particles to mimic the fan boundaries (walls). 93180 particles are disposed on the skin of the fan.

The procedure to compute this configuration is the same as the one described in Sec. 4.4. First, the computation is started using only the I controller to find the mean value of the source term. In this case, this value varies with the fan radius. Then the PI
controller is turned on. After that, several fan revolutions are computed to reach steady state. Figure 4.36 displays the mean flow computed with the IBM over 20 fan revolutions (which is enough to ensure fan convergence). Figure 4.33 and Fig. 4.36 show qualitative differences. The typology of the flow is not the same. One can see that the penetration of the air blast computed with the IBM is widely underestimated. The radial component of the flow at the fan outlet is overestimated with the IBM. To get more quantitative comparisons, Fig. 4.37 plots axial and vertical velocities cut downstream of the fan (see black lines in Fig. 4.36 to locate cuts position). Figure 4.37 confirms the previous observations: profiles obtained using the IB method do not match the experimental measurements.

To check the accuracy of the IBM in this test case, Fig. 4.38 shows the slip velocities at the immersed boundary position. The cumulative probability density function shows

Figure 4.33: Average velocities measured experimentally with PIV over 200 instantaneous solutions (black lines display the cuts position).

Figure 4.34: One-fan experiment mesh. 13.7 millions of tetrahedra.
that 90% of the Lagrangian particles have a slip inferior at 0.5 m/s. The maximum slip velocity is about 3 m/s and is located on the tip of the leading edge. At this place, the blade velocity is 31.5 m/s. This indicates that the maximum slip is about 10% of the boundary velocity which is acceptable confirming that the method gives reasonable results in term of no-slip boundary condition.

This test case is not widely described but many tests were performed to try to increase the accuracy of the method on this configuration. Several numerical setups were tested (TTGC scheme, Smagorinsky SGS etc.). Many grids have been tested but this one is the
finest and the one which gives the best results. This failure can be explained by the lack of resolution in the region spanned by the blades. Indeed, the resolution in this region is only of the order of two points in the plate thickness. So the shape of the blade seen by the fluid is not the expected shape (see Fig. 4.39). Even if the intensity of the source term scatter on node $m$ depends on the distance between the node $m$ and the Lagrangian particles, the shape seen by the fluid is not the original shape of the blade. That is why the flow generated is not the good one. The reason of this failure will be confirmed further in Chapter 5 where both geometries (flat and curved) will be computed and compared (flow structure, mean velocity).
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Figure 4.37: Mean axial and radial velocities. - - - - : PIV measurements ; : IBM computation
Figure 4.38: Slip at the particle position.

Figure 4.39: Blade shape seen by the Eulerian mesh.
4.7 Conclusion

An Immersed Boundaries Method was implemented in the AVBP code. This method is based on a continuous forcing approach using a source term in the RHS term in the momentum equation. The formulation of the source term used is the one proposed by Goldstein in 1993 [137].

Various academic test cases were performed such as a Poiseuille flow, a Couette flow, the flow around a cylinder or the flow around an inclined plate. Very good agreements were found between IBM computations and reference solutions for all these simple cases.

Finally, the method was used to compute the flow generated by one isolated fan in a simple configuration. Comparisons between computations and experimental data (obtained using PIV) in terms of mean and fluctuating flow gave bad results showing that the IBM method implemented can not be used to simulate the flow in the fan-stirred bomb.
Chapter 4: Implementation of an Immersed Boundaries Method in AVBP
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An Immersed Boundary Method was implemented in the AVBP code and tested (see Chapter 4). Even though it gave good results on academic test cases, it was shown that the IB method is not able to predict correctly the flow generated by one isolated fan, that is why this approach can not be used to compute the full geometry of the fan-stirred bomb. After this partial failure, a new method had to be used in this PhD work to reach our objectives. Therefore, an approach based on the simultaneous execution of multiple instances of the same solver, called MISCOG for Multi Instances Solver Coupled on Overlapping Grids, first developed for turbomachinery [123, 124, 125] calculations was adapted to handle rotating parts. A three-dimensional vortex case was performed to check the ability of MISCOG to convect vortices, then the one-fan validation test case was performed.

5.1 The MISCOG approach

The objective of this section is to show how the turbulent flow in a fan-stirred bomb can be studied today using high-resolution LES to complement experimental diagnostics. To reach this objective, the simulation code must satisfy three criteria:

1. Considering the complexity of the objects to mesh, the need to correctly capture the blade geometry and the necessity to handle moving objects, unstructured meshes are required so that classical DNS codes used for HIT (spectral methods [120, 121], high-order compact schemes [117, 118, 119]) cannot be used.

2. The method must be able to accommodate a large number of moving objects (the fans) close to each other. Classical techniques such as ALE [78, 122, 53] are difficult to implement for a flow with multiple fans because of meshing issues. Immersed Boundary methods [75, 76, 135] are easier to develop for moving objects but the method implemented in AVBP was shown to be unable to predict correctly the flow generated by one isolated fan. Here a new multidomain high-order LES technique with mesh overlapping (called MISCOG for Multi Instances Solver Coupled on Overlapping Grids) developed by Wang et al. [123, 124, 125] is used on a real bomb.

3. To capture turbulent structures explicitly, a high fidelity LES solver is needed and the corresponding CPU cost is expected to be large so that the implementation of the multidomain method must be fully parallel.

The MISCOG approach, initially developed for turbomachinery [123, 124, 125], was extended to bomb configurations. In MISCOG, two or more instances of the same LES solver (namely AVBP), each with their own computational domain, are coupled through the parallel coupler OpenPALM [149, 150]. For the bomb case, the whole flow domain is initially divided into 7 parts: the bomb itself has a static mesh (AVBP01) while each fan is computing in a moving framework (AVBP0i, i ∈ [2; 7]). For moving parts, the code uses the ALE block rotation approach [77, 79, 53]: the grid is rotated without deformation. The remaining unit AVBP01 simulates the flow in the static part of the bomb in the same coordinate system. The solution retained to handle interfaces between the units involving
rotating and non-rotating parts consists in reconstructing the residuals using an overset grid method and exchanging by interpolation the multi-domain conservative variables wherever needed. To do so an efficient distributed search algorithm is implemented in the OpenPALM coupler to locate the points in parallel partitioned mesh blocks and a linear method is used to interpolate residuals (the interpolation is of 2nd order). This coupling phase is implemented outside the CFD instances in conjunction with second order interpolation.

The domains used for the Orléans bomb configuration are displayed in Fig. 5.1: six cylindrical rotating domains \((i = 2 \text{ to } 7)\) are used for each fan zone while AVBP01 is used for the rest of the bomb. In general, the number of cells used for each domain can be different. Here the grids for the six fans (AVBP02 to AVBP07) have the same number of cells but the bomb grid (AVBP01) is different so that load balancing becomes immediately an issue which will be discussed in Sec. 6.2. The timetable used in the MISCOG approach for each iteration is the following:

1. All AVP0\(i\) (\(i \in [1; N]\)) entities run.
2. When AVBP01 and AVBP02 have computed one iteration, they exchange conservative variables in the buffer zone of regions 1 and 2. After this exchange, AVBP02 starts to compute the next iteration.
3. When AVBP03 finishes its iteration and AVBP01 is done exchanging, AVBP01 and AVBP03 start to exchange, otherwise AVBP01 waits. This is repeated for all AVBP0\(i\) instances (\(i \in [2; N]\)).

Note that AVBP01 starts to compute the next iteration as soon as it has exchanged residuals with the last instance AVBP0\(N\).
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5.2 Validation test cases

Many academic test cases have been performed by CERFACS and University of Sherbrooke to validate the MISCOG approach in cases where a single mesh or an analytical solution can be used as a reference solution. For example, acoustic wave and two-dimensional vortex propagation cases were tested successfully using MISCOG by Wang et al. \cite{123, 124, 125}. Rotor/stator computations with ALE and MISCOG were compared by Duran during its PhD. These results show good performances of the MISCOG approach and a negligible loss of precision through the overlapping zone thanks to the second order interpolation. Here, two test-cases are performed:

- a three-dimensional vortex case through a rotating domain closer to the Orléans bomb geometry was tested by propagating a vortex with the TTGC scheme
- the one-fan validation test case, previously presented in Sec. 4.6, is performed to check the ability of MISCOG to predict the flow generated by one isolated fan.

5.2.1 Convection of a vortex

A first good test case is to compute a flow which can be computed on a fixed grid (for reference) but is computed using a moving part to verify that MISCOG remains accurate when the meshes move. Here a simple vortex convection case was tested in a box where the grid contains a rotating cylinder part (Fig. 5.2). The computational domain is a tri-periodic cubic box where the cylindrical grid is inserted. The cylinder rotates at 10,000 rpm corresponding to the rotation speed of the fans in the real bomb. The mean flow goes from left to right at $U_0 = 50$ m/s. In this test case, the vortex must travel through interfaces without being affected by the inner rotating mesh so that the exact solution is simple to derive as a reference. Indeed, the analytical solution of this case can be derived easily: the velocity field $u(X, t)$ at a given time $t$ is the initial velocity field $u(X, t_0)$ translated at the convection velocity: $u(X, t) = u(X - U_0(t - t_0), t)$ This test case is representative of the target configuration where fans are encapsulated in finite cylinders: vortices created by the fan blades must travel through the coupling interface. This case is simulated both with the MISCOG approach and with a single domain (fixed grid) AVBP computation with the TTGC scheme (LW was successfully tested but results are not shown here). Figure 5.3 shows a qualitative comparison of the velocity field with both methods after two convection times through the full domain. Figure 5.4(a) presents the time evolution of the axial velocity at the center of the rotating cylinder while Fig. 5.4(b) shows a cut of the pressure field after two convection times. A very good agreement is found between the analytical solution, the single domain computation and the MISCOG approach. The vortex is convected at the expected speed $U_0$ (no dispersion) and its structure is preserved (no dissipation). Note that formally, when the vortex goes through the overlapping zone, the third order of the TTGC scheme is lost since the current interpolation is of 2\textsuperscript{nd} order. However, the pressure and the velocity profiles are both well convected.

This test case demonstrates the ability of the MISCOG approach to convect a 3D vortex through different interfaces and confirms the accuracy of this approach for coupled
5.2 Validation test cases

Figure 5.2: Sketch of the 3D convection vortex test case: a rotating cylinder (AVBP02) is placed inside a tri-periodic box (AVBP01). Views are colored by the velocity field.

(a) Side view
(b) Front view
(c) Perspective view

Figure 5.3: Comparison between a 'classic' single mesh AVBP computation and the MISCOG approach. Isolines of velocity after two convection times (the vertical lines in Fig. 5.3(b) indicate the position of the rotating cylinder and of the overlapping zone).

(a) Single instance computation. (b) MISCOG computation.
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5.2.2 One-fan validation test case

The one-fan validation test case is performed now to check if the MISCOG approach is able to give better results than the IB method (presented in Sec. 4) to predict the flow generated by one isolated fan. The configuration is presented in Sec. 4.6. The operating point computed is the same: ambient air conditions and the fan rotation speed is $N_{fan} = 10,000$ tr/mn.

The computational domain is decomposed into two instances (see Fig. 5.5):

- the box which is fixed (AVBP01),
- a rotating domain which contains the fan geometry (AVBP02).

All boundary conditions are no-slip walls. Prism layers are added on all blade-walls to describe the boundary layer [151]. The typical thickness of the prism layers is about 0.04 mm, so that the maximum wall $y^+$ on the first grid point near the blade wall is about 7 and is located at the leading edge of the blade. All around the fan, the mesh size is about 1.5 mm then the cell size is increased until the end of the box. This leads to grid of about 16 millions of tetrahedra. Computations are performed using LW scheme and WALE as SGS model.

Figure 5.4: Comparison between a 'classic' single mesh AVBP computation and the MISCOG approach. — : analytical solution; ---- : single mesh approach; ······· : MISCOG.

LES. On the long term, it is clear that the interpolation method used in the overlapping zone combined with the numerical scheme in each domain leads to global dispersion and dissipation properties which would require a much more precise analysis. This is left for further studies because it would require much more numerical analysis work. Here we will concentrate on the fan-stirred bomb simulations using the existing MISCOG method.

---

\[ y^+ = yu_\tau/\nu \]

\[ u_\tau = \sqrt{\tau_{wall}/\rho} \]

---
Thanks to the MISCOG approach, both geometries of blades (curved and flat leading and trailing edges) presented in Sec. 4.6 (see Fig. 4.35) can be computed and compared. Specialists of turbomachinery CFD insist on the necessity of properly resolving the blade geometrical details, at leading and trailing edges. With the IB method this was difficult (because the shape must be resolved on a mesh which is not body fitted) but the MISCOG technique allows to resolve these details because the mesh rotates with the blade and can capture the exact geometry. This will also allows us to evaluate the impact of any approximations on the results, for example, when leading and trailing edges are assumed to be flat. Here, the curved shape of leading and trailing edges is discretized using 6 points in the blade thickness for the MISCOG computations.

Figure 5.6 compares average axial velocity fields using flat or curved edges. These fields show qualitative differences. The penetration length of the air blast is much more important when the real leading and trailing edges are considered: assuming that they are flat leads to erroneous results.
Figure 5.6: Mean axial velocity comparison between flat and curved leading and trailing edges (black lines in display the cuts position).
Figure 5.7: Mean axial and radial velocities. \(\rightarrow\rightarrow\rightarrow\): PIV measurements; \(\rightarrow\rightarrow\): Flat leading and trailing edges; \(\rightarrow\rightarrow\): Curved leading and trailing edges.
Figure 5.7 shows mean axial and radial velocity cuts downstream of the fan (black lines in Fig. 5.6 display the cuts position). Results are compared to PIV measurements. In all cases, results obtained using the MISCOG approach are much better than results obtained using IB method (Fig. 4.37). Moreover, a significant improvement is obtained when the real geometry of edges (curved) is considered: the airflow opening is narrow and the penetration length is longer. For axial and radial velocities, the position and the magnitude of the maximum of velocity are displaced in the right direction compared to experimental data. In the far field the agreement is good.

Taking into account curved edges leads to important variations in the blade boundary layer (see Fig. 5.8). When flat edges are considered, the leading edge acts like a step and the boundary layer is turbulent all along the blade: from the leading to the trailing edge. On the contrary, when curved edges are considered, the boundary layer is first laminar then becomes turbulent. This ’small’ geometric variation leads to important variations, not only at the boundary layer scale but even at large scales (the mean flow is completely different).

As a conclusion, the MISCOG approach is able to predict the flow generated by an axial fan provided that the exact geometry of blades is computed: even minor simplifications of the fan geometry (at the leading and trailing edges) leads to large errors. This result explains why the IBM is not able to do the job: the mesh resolution required, in the region spanned by the fan, to capture the exact shape of the blade is prohibitive in terms of CPU cost. Indeed, at least 6 points in the blade thickness will be necessary leading to a cell size of 150 µm, which is not realizable especially with the objective of computing the six-fan-stirred vessel. For all result described now, the MISCOG approach will be used. The next chapter describes how it was applied to the full six-fan bomb.
5.3 Conclusion

In order to compute the full geometry of the Orléans closed vessel, an approach coming from turbomachinery calculations was adapted to handle rotating parts. This method couples multiple instances of the same code, exchanging residuals on small overlapping zones. A first test case shows that the MISCOG approach is able to convect vortices with limited dispersion and dissipation effects. The second test case shows that the method is able to predict the flow generated by one isolated fan.
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Chapter 6 : Aerodynamical study of a spherical bomb stirred by six fans

The MISCOG approach, presented in Chapter 5, has demonstrated its ability to simulate the flow generated by one isolated fan. First, the parallel efficiency of MISCOG technique applied to the bomb configuration (closed vessel with six fans) is discussed. Then, this chapter discusses non-reacting flow results in the full closed vessel with six rotating fans: quantities that can be obtained both from LES and PIV are first compared (using mean flow fields and RMS values for all three velocity components). LES results are used to analyze quantities which can not be experimentally obtained such as the velocity tensor to identify the structure of the turbulence or the budget of turbulent kinetic energy in order to understand how turbulence reaches the center of the vessel.

6.1 Numerical setup

Simulations used to gather statistics are performed with the TTGC scheme. The sub-grid scale (SGS) model is WALE [48] which was developed for wall bounded flows. All boundary conditions are no-slip and adiabatic walls (fans and closed vessel).

Experimental results obtained in the PRISME laboratory, give values for the RMS velocity $u_{\text{rms}, \text{exp}}$ and the integral length scale $L_{\tau, \text{exp}}$ at the bomb center: $u_{\text{rms}, \text{exp}} \simeq 3$ m/s and $L_{\tau, \text{exp}} \simeq 3$ mm. The time scale associated to the integral length scale $\tau$ is $\tau = L_{\tau, \text{exp}}/u_{\text{rms}, \text{exp}} \simeq 1$ ms. Knowing the viscosity $\nu = 1.78.10^{-5}$ m$^2$.s$^{-1}$ the turbulent Reynolds number can be evaluated $Re_{t, \text{exp}} = u_{\text{rms}, \text{exp}} L_{\tau, \text{exp}}/\nu \simeq 600$. The experimental Kolmogorov length scale $\eta_{\text{exp}}$ can be estimated with the relation:

$$\eta_{\text{exp}} = L_{\tau, \text{exp}}/Re_{t, \text{exp}}^{3/4}$$

(6.1)

giving a value of the order of $\eta_{\text{exp}} \simeq 40$ $\mu$m. Theses information are summarized in Tab. 6.1. The computation with a constant mesh size in the whole bomb of $\Delta x = 1$ mm in the closed vessel gives a ratio $\Delta x/\eta_{\text{exp}} \simeq 25$ corresponding to a mesh of 21 million of cells for AVBP01. For the mesh of the fan, a fine discretization at the blade-walls is used to capture the flow generated by fans (Fig. 6.1): four prism layers are added on all blade-walls to describe the boundary layer [151]. The typical thickness of the prism layers is about 0.05 mm, so that the maximum wall $y^+$ on the first grid point near the

<table>
<thead>
<tr>
<th>$u_{\text{rms}, \text{exp}}$</th>
<th>3 m/s</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_{\tau, \text{exp}}$</td>
<td>3 mm</td>
</tr>
<tr>
<td>$\tau$</td>
<td>1 ms</td>
</tr>
<tr>
<td>$Re_{t, \text{exp}}$</td>
<td>600</td>
</tr>
<tr>
<td>$\eta_{\text{exp}}$</td>
<td>40 $\mu$m</td>
</tr>
</tbody>
</table>

Table 6.1: Experimental data about the flow at the bomb center.

\footnotetext{1}{The normalized wall distance $y^+$ is defined by $u^+ = yu_\tau/\nu$ where $u_\tau$ is the friction velocity. $u_\tau$ is defined by $u_\tau = \sqrt{\tau_{\text{wall}}/\rho}$}
blade wall is 10 and is located at the leading edge of the blade (see Fig. 6.2). The mesh size around the fan (away from the walls) is 1 mm leading to a mesh of 3.3 million cells for each fan instance AVBP02 to AVBP07. Thus the full mesh including the bomb-mesh and the six fan-meshes contains 41 million cells.

\textbf{Figure 6.1:} Mesh of the fan. Four prism layers were added near blade-walls.

\textbf{Figure 6.2:} $y^+$ field on the fan walls.
6.2 Efficiency of the MISCOG approach in the bomb configuration

The load balancing of the MISCOG approach strategy raises much more questions than the usual optimization of single instance codes on parallel systems: the present configuration requires the coupling of 7 AVBP entities (one for the bomb and 6 six for the fans). Timers were added to measure the times needed for (1) computation, $T_c$, (2) exchange, $T_e$, and (3) waiting, $T_w$.

Defining a waiting time $T_w$ in a multiple instances run requires caution. Here we define $T_w$ using the following convention: $T_w$ is negative when fans (AVBP02 to AVBP07) wait while it is positive if the bomb (AVBP01) waits. Note that $T_e$ corresponds to exchanges between AVBP01 and individual fans: communication times between cores inside each instance are included in the computation time. Two computation times are defined: $T^{f}_c$ and $T^{b}_c$, the fan and the bomb standalone computational times, respectively.

A theoretical model of performance for MISCOG can be derived using simple relations. Two limit cases are considered. The bomb-limited case (BL) where fans have to wait - corresponding to $T_w < 0$ - and the fan-limited case (FL) where the bomb has to wait - corresponding to $T_w > 0$. Timetables of BL and FL cases are displayed in Figs. 6.3 and 6.4, respectively. According to timetables presented in Figs. 6.3 and 6.4 and using the

![Figure 6.3: Timetable of the operations performed in the MISCOG approach for the BL case (only fans wait).](image)

convention previously proposed for the waiting time, leads to an expression for $T_w$, which is valid for all cases:

$$T_w = (T^{f}_c - T^{b}_c) - (N - 2)T_e$$

(6.2)

The exchange time, $T_e$, can not be estimated simply (its dependance on load balancing is not easy to evaluate) and it was measured in the solver. The total time for one iteration $T_{it}$ can be expressed using two relations: communications between instances in MISCOG
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Figure 6.4: Timetable of the operations performed in the MISCOG approach for the FL case (only bomb waits). □: Computing ; ▼▼▼: waiting ; ▧: exchanging

The approach are sequential so that (except for the first iteration) the time needed by the bomb (AVBP01) to compute one iteration $T^b_{it}$ is equal to the time needed by each fan (AVBP02 to AVBP07) to compute one iteration $T^f_{it}$ (Figs. 6.3 and 6.4). This leads to two expressions for $T_{it}$:

$$T_{it} = (N - 1)T_e + T^b_{it} + \max(0, T_w) = T_e + T^f_{it} - \min(0, T_w)$$

(6.3)

To validate this model, computations were performed where the total number of cores was fixed (400 on SGI Altix ICE 8200) and the ratio $R_c = N^b_c/N^f_c$ of the number of cores allocated to the bomb instance AVBP01 ($N^b_c$) to the number of cores allocated to fan instances AVBP02 to AVBP07 ($N^f_c$) was varied (all fan instances have the same number of cores). Table 6.2 summarizes the computations performed to evaluate the performance of MISCOG. Figure 6.5 compares the model (Eqs. 6.2 and 6.3) to waiting and total times measured in simulations. Figure 6.5(a) shows the waiting times. When $R_c$ is increased (more cores are allocated to the bomb instance AVBP01), the waiting time is expected to go from negative (fans wait) to positive (bomb waits) values as shown by Eq. 6.2.

<table>
<thead>
<tr>
<th>Name</th>
<th>$R_c$</th>
<th>$T_e$</th>
<th>$T_w$</th>
<th>$T_{it}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MISCOG 1</td>
<td>2.00</td>
<td>0.593</td>
<td>-4.35</td>
<td>6.19</td>
</tr>
<tr>
<td>MISCOG 2</td>
<td>4.50</td>
<td>0.345</td>
<td>-2.42</td>
<td>4.37</td>
</tr>
<tr>
<td>MISCOG 3</td>
<td>9.90</td>
<td>0.347</td>
<td>-1.28</td>
<td>3.93</td>
</tr>
<tr>
<td>MISCOG 4</td>
<td>19.00</td>
<td>0.423</td>
<td>-0.34</td>
<td>4.03</td>
</tr>
<tr>
<td>MISCOG 5</td>
<td>34.00</td>
<td>0.606</td>
<td>-0.25</td>
<td>7.84</td>
</tr>
</tbody>
</table>

Table 6.2: Simulations performed to evaluate the performance of MISCOG. The ratio $R_c$ is increased for MISCOG 1 to 5. All times are given in seconds per iteration.
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6.3 Characterization of the flow inside the vessel

The LES computation of the spherical bomb is performed using the same operating procedure than the one following experimentally: fans rotate until steady state is reached. Only one operating point is studied numerically: $P_0 = 101325$ Pa and $T_0 = 323$ K.

6.3.1 Velocity at the bomb center

Figure 6.6 presents the temporal evolution of the three velocity components $\mathbf{u} = (u, v, w)$ at the center of the vessel. The signal recorded by the probe is zero until $t^* = 6$. This time represents the time needed by large turbulent scales generated by fans to reach the
center of the vessel. The distance between the fan blades to the center of the vessel is \( L_{fc} = 65 \, \text{mm} \). A velocity \( V_s \) can be estimated by the relation \( V_s = L_{fc}/t^* \simeq 2 \, \text{m/s} \). This velocity is very small compared to the flow velocity at the blade tip \( V_{bt} \simeq 30 \, \text{m/s} \), suggesting that turbulence is not 'convected' from the fan region to the bomb center. The mechanism by which turbulence goes from fan regions to the bomb center will be described in Sec. 6.3.4.

\[ V_s = \frac{L_{fc}}{t^*} \simeq 2 \, \text{m/s}. \]

This velocity is very small compared to the flow velocity at the blade tip \( V_{bt} \simeq 30 \, \text{m/s} \), suggesting that turbulence is not 'convected' from the fan region to the bomb center. The mechanism by which turbulence goes from fan regions to the bomb center will be described in Sec. 6.3.4.

Figure 6.6: Velocity components versus number of fan rotations \( t^* \) at the center of the vessel. 

- - - - : coarse grid LW ; ——— : coarse grid TTGC ; —— : fine grid TTGC.

The RMS velocity values\(^2\) at the center of the vessel are respectively 2.3, 2.0 and 2.1 m/s. Probability density functions of the velocity fluctuations components \( u' \) are plotted on Fig. 6.7. The pdf’s of \( u' \), \( v' \) and \( w' \) are compared to a Gaussian distribution which characterizes random processes. A good agreement is found between a Gaussian distribution and the distribution of the velocity components at the bomb center. These first results suggest that turbulence at the center is close to HIT which is the objective of this experimental set-up.

6.3.2 Mean and RMS velocities in the closed vessel

A second diagnostic is to compare average \( \bar{u} \) and fluctuating \( u_{\text{rms}} \) velocities measured experimentally to those computed by LES. These statistics are performed over 60 fan rotations \((t^* \in [105; 165])\). Figure 6.8 shows fields of the magnitude of the average and fluctuating velocities in the closed vessel. As expected, the average velocity is close to

\[ u_{\text{rms}} = \sqrt{\frac{\sum_{n=1}^{N_s} u'_n^2}{N_s}} \]  

where \( N_s \) is the number of samples and \( u' = u - \bar{u} \). They do not include the SGS contribution.

---

\(^2\)RMS values are defined as \( u_{\text{rms}} = \sqrt{\sum_{n=1}^{N_s} u'_n^2/N_s} \) where \( N_s \) is the number of samples and \( u' = u - \bar{u} \). They do not include the SGS contribution.
zero at the bomb center. To compare these results to experimental data, Fig. 6.9 presents x-axis cuts of average velocity components. As previously observed on Fig. 6.8, average velocities are near zero at the bomb center. The agreement between experimental data and LES calculation is good. Moreover the ‘S’ shape of the $\bar{u}$ and $\bar{v}$ curves observed experimentally is well predicted by the computation. The domain where the average velocity is near zero is a sphere with a radius of about 3 cm. Figure 6.10 presents x-axis cuts of fluctuating velocities components. Once again the agreement between experimental data and LES is good. The $u_{rms}$ and $v_{rms}$ profiles are well captured. The LES results
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Figure 6.9: Comparison of the average velocities $\bar{u}$ and $\bar{v}$ along the x-axis. $\circ$ experimental data (PIV); $\cdots$ LES. (Statistics performed on 60 fan rotations)

slightly under-estimate the velocity fluctuations since only the resolved fluctuations are plotted. Note that RMS velocities (Fig. 6.10) are actually better predicted than the mean velocities (Fig. 6.9). This is unusual and certainly due to the fact that mean velocities are close to zero.

To check the flow structure, streamlines of the average velocity are displayed in Fig. 6.11. Streamlines are colored by the average velocity modulus. These streamlines are plotted for only two fans to simplify the visualization. The fans are opposite to one
Figure 6.11: Streamlines colored by the magnitude of the average velocity modulus. Gray arrows summarize the flow direction.
another so that they generate two counterflowing streams. The stream generated by each fan separates into two streams: one which recirculates directly back to the fan and another which go along the vessel boundary. Only few streamlines go from fans region to the bomb center which is in agreement with Fig. 6.9 showing that the average velocity at the bomb center is near zero.

6.3.3 Turbulence structure

This subsection presents the turbulence structure inside the closed vessel. Integral length and time scales and isotropy are measured.

6.3.3.a Integral length and time scales

Integral length scales are interesting values to analyze the turbulence in the spherical vessel. The following relations [11, 152] are used to measured the integral length scales and integral timescales in the bomb LES computation. The autocorrelation of a signal $s(t)$ is defined by:

$$A_{cs}(\tau) = \frac{s(t)s(t+\tau)}{s(t)^2} \quad (6.4)$$

An integral timescale $\tau_t$ can be deduced by integrating the autocorrelation functions:

$$\tau_t = \int_0^\infty A_{cs}(\tau) \, d\tau \quad (6.5)$$

The velocity fluctuations cross correlations are defined by:

$$Q_{ij}(A,B) = \bar{u_i'(A)}u_j'(B) \quad (6.6)$$

Then correlation coefficients are:

$$R_{ij}(A,B) = \frac{Q_{ij}(A,B)}{\sqrt{u_i'(A)^2} \sqrt{u_j'(B)^2}} \quad (6.7)$$

Finally, the integral length scales are defined by:

$$L_{ij}^l = \int_0^\infty R_{ij}(x_l,0,0) \, dx_l \quad (6.8)$$

If the turbulence is homogeneous and isotropic then $\bar{u_i'u_j'} = 0 \ (i \neq j)$ so that only $L_{jj}^l$ are not zero. Moreover all $L_{ii}^l$ are equals ($L_{11}^1 = L_{22}^2 = L_{33}^3$) and according to the Karman and Howarth relation [153]:

$$L_{ii}^l = \frac{L_{ii}^l}{2} \quad (6.9)$$
Figure 6.12: Autocorrelations functions of the velocity components versus the number of fan rotations. —: u; —-: v; —— : w.

Figure 6.12 presents autocorrelations of the velocity fluctuations components at the bomb center as a function of the number of fan rotations $t^\ast$. Autocorrelations are similar for the three components and after two fan rotations ($t^\ast = 2$), fluctuations are no more correlated. Here the integral timescale found is $\tau_t = 3.5$ ms and is almost the same for the three velocity fluctuations components.

Figure 6.13 presents the velocity fluctuations cross correlations $R_{ij}$ along the bomb axis. $R_{ij}$ functions obtained in LES does not seem to be well converged so that the determination of the integral length scales by integrating these $R_{ij}$ functions would not be precise. However, one can see, for example in Fig. 6.13(a), that the $uu$ correlation along the x-axis $L_{11}^x$ is bigger than the two others ($L_{22}^x$ and $L_{33}^x$). The integral length scales have been calculated by integrating the $R_{ij}(B_0, x_k)$ function along the $x_k$-axis from the bomb center $B_0 (x = 0)$ to the first zero of the function. Integral length scales are summarize in Eq. 6.10.

$$L_{ii}^x [\text{mm}] = \begin{pmatrix} 13.48 & 7.90 & 10.05 \\ 7.61 & 9.81 & 8.05 \\ 9.14 & 10.52 & 11.65 \end{pmatrix}$$ (6.10)

The 0.5 expected factor (Eq. 6.9) is not clearly found but the integral length scale in the LES computation $L_{\tau,\text{LES}}$ can be estimated at $L_{\tau,\text{LES}} \simeq 11.5$ mm. This value is larger than the integral length scale $L_{\tau,\text{exp}}$ measured experimentally. This is probably due to a lack of resolution in the LES computation. Indeed, the mesh resolution in the vessel is $\Delta x = 1$ mm. With such a grid, it is not possible to find an integral length scale of 3 mm: at least 10 points are needed to described the integral length scale which explains the difference between $L_{\tau,\text{LES}}$ and $L_{\tau,\text{exp}}$.

The common way to estimate the integral length-scale was to use Taylor’s hypothesis of isotropic turbulence (Kostiuk et al. [154]): $L_{\tau,\text{LES}} = \tau_t |\bar{u}|$. Clearly, this estimation is not valid for the zero-mean-velocity turbulence, as in our case. For the turbulence
Figure 6.13: Velocity fluctuations cross correlations versus the number of fan rotations.
without mean flow velocities, the relation of \( L_{\tau, LES} = \sqrt{\frac{8}{\pi}|u_{rms}|\tau_t} \) can be used (Abdel-Gayed et al. [155]). According to this relation, with \( \tau_t = 3.5 \) ms, and \( |u_{rms}| = 2.5 \) m.s\(^{-1}\), \( L_{\tau, LES} \approx 13 \) mm which is very close to the first estimation of the integral length-scale founded using cross-correlations. Note that using experimental values for \( \tau = 1 \) ms and \( |u_{rms, exp}| = 2.5 \) m.s\(^{-1}\) gives \( L_{\tau, exp} = 3.7 \) mm which is very close of the integral length scale computed using autocorrelations of the velocity fluctuations components.

### 6.3.3.b Isotropy

To study the structure of the turbulence, the time average invariants defined by Lumley [156, 157] are an useful tool. According to this theory an anisotropy invariant map within which all realizable Reynolds stress invariants must lie can be defined. The borders of this domain describe different states of the turbulence. This theory is based on the analysis of the non-dimensional form of the anisotropy tensor given by:

\[
b_{ij} = \frac{\tau_{ij}}{\tau_{kk}} - \frac{1}{3} \delta_{ij}
\]  

(6.11)

with \( \tau_{ij} = u_i'u_j' \) the average Reynolds stress tensor. The principal components of the anisotropy tensor may be found by solving the relation:

\[
det [b_{ij} - \sigma \delta_{ij}] = 0.
\]  

(6.12)

where \( \sigma \) are the eigenvalues (\( i.e. \) the principal stresses) of \( b \). Equation 6.12 expands to the following third-order equation for :

\[
\sigma^3 - I_1 \sigma^2 + I_2 \sigma - I_3 = 0
\]  

(6.13)

where \( I_1, I_2 \) and \( I_3 \) are respectively the first, second, and third invariants of the tensor \( b_{ij} \). These invariants are related to the tensor terms according to the relations:

\[
I_1 = \text{trace}(b) = b_{kk}
\]

\[
I_2 = \frac{1}{2} ([\text{trace}(b)]^2 - \text{trace}(b^2)) = -\frac{1}{2} b_{ij}b_{ji}
\]

\[
I_3 = \text{det}(b)
\]

(6.14)

\( I_1 \) is zero for incompressible flows and is not used here. The anisotropy invariant map is constructed by plotting \(-I_2\) versus \(I_3\). Isotropic turbulence is found at the origin (\( I_2 = I_3 = 0 \)). When \( I_2 \) or \( I_3 \) differ from zero, they quantify the type of turbulence which is found locally (1, 2 or 3 components, axi-symmetry, etc.). The \( I_2 \) and \( I_3 \) invariants were computed locally (which means that the \( \bar{\cdot} \) operator in Eq. 6.11 is a temporal averaging operator) in the LES on the fine mesh during the established phase (\( t^* > 105 \)). This analysis has been done on the x, y and z-axis (20 points in each direction) of the closed vessel and results are reported in Fig. 6.14. Each point is colored by its distance \( r \) to the center of the bomb.

Figure 6.14 shows that at the bomb center (\( x \in [-30; +30] \) mm), turbulence can be assumed to be isotropic. In this spherical domain all structures generated by the
6.3 Characterization of the flow inside the vessel

Figure 6.14: Anisotropy invariant map (Lumley triangle). Each point is colored by its distance \( r \) to the center of the bomb. • \( r < 15 \) mm ; ○ \( r \in [15; 30] \) mm ; ⊙ \( r > 30 \) mm. The figure in the bottom-right hand side is taken from [157].

six fans impact and mix (by diffusion) leading to an homogenous turbulence. Outside this spherical domain where turbulence is isotropic, the presence of the fans affects the structure of the turbulence: at a distance of more than 35 mm of the bomb center, turbulence becomes ‘rod-like’. This loss of isotropy is confirmed by results obtained experimentally. Figure 6.15 presents the evolution of the ratio \( u_{rms}/v_{rms} \) versus the x-axis. Figure 6.15 shows that turbulence is isotropic at the bomb center. The agreement between LES and experimental measurements is good.

6.3.3.c Spectra

The flow generated by fans is, by nature, a pulsating flow. Because fans have four blades, this flow is expected to exhibit a mode at a frequency \( f_p \) equal to four times the fan rotation frequency \( (f_p = 4/T_{fan}) \). To check if turbulence at the center of the bomb
is affected by the pulsed flow created by the blades rotation, Power Spectral Density\(^3\) (PSD) of the velocity \(v(t)\) can be computed to track the existence of harmonic oscillations at \(f_p\). Moreover, the Reynolds number at the bomb center is small (of the order of 600) and it is interesting to know if the Kolmogorov cascade can develop. To compute PSD, velocity signals (see Fig. 6.6) are sampled at a frequency \(f_s = 5000\) Hz. This cut-off frequency corresponds to a Strouhal number \(St\) based on the mesh size and the RMS velocity equal to unity \(St = f_s u_{\text{rms}}/\Delta x \approx 1\): beyond this cut-off frequency, only noise is recorded and must not appear in the spectral analysis.

Figure 6.16 shows the bomb configuration and the position where PSD are performed. Two points in the domain are analyzed: close to a fan (point P0) and at the bomb center (point P1). At P0, the PSD exhibits a mode at a frequency exactly equal to four times the frequency of the fan rotation as expected. On the other hand, at the bomb center (P1), this mode vanishes and the spectrum follows the Kolmogorov theory [35]. Here the slope of the spectrum is near the -5/3 theoretical slope. This confirms that turbulence at the bomb center is not affected by the periodicity of the unsteady flow generated by fans. Moreover, PSD results show that more energy is contained in the spectrum at point P0 than at point P1 (showing that turbulence decays between these two points as expected).

### 6.3.4 Mean turbulent kinetic energy balance

The objective in this section is to show how turbulence is transferred from the fans regions to the bomb center. A relevant quantity to characterize the turbulence inside the vessel in terms of production, dissipation and transport is the mean turbulent kinetic energy

\(^3\)If \(S(\omega)\) is the Discrete Fourier Transform (DFT) of the temporal signal \(s(t)\), the PSD of \(s(t)\) is \(S(\omega)S^*(\omega)\) where \(S^*(\omega)\) is the conjugate of \(S(\omega)\).
Figure 6.16: Velocity spectra close to a fan and at the bomb center.
(TKE) \( \bar{e} = 1/2u'_i u'_i \). The budget of \( \bar{e} \) is given by Hinze [9]:

\[
\frac{-\bar{u}_i}{\bar{x}_i} \frac{\partial \bar{e}}{\partial x_i} = \frac{\partial}{\partial x_i} \left( p'u'_i \right) + \frac{\partial}{\partial x_i} \left( \bar{e} u'_i \right) + \frac{\partial}{\partial x_j} \left( 2(\nu + \nu_t) s'_{ij} u'_i \right) - 2(\nu + \nu_t) s'_{ij} s'_{ij} - \bar{u}'_i u'_j \frac{\partial \bar{u}_i}{\partial x_j} = 0 \quad (6.15)
\]

where \( p' \) is the pressure fluctuation, \( e \) is the instantaneous turbulent kinetic energy \( e = 1/2u'_i u'_i \) and \( s'_{ij} = 1/2(\partial u'_i/\partial x_j + \partial u'_j/\partial x_i) \) is the deformation tensor [158, 10, 159, 160]. Terms in Eq. 6.15 are calculated over 60 solutions: 1 solution is stored at each fan rotation from \( t^* = 105 \) to \( t^* = 165 \). These solutions are uncorrelated since the time between two solutions is 6 ms and the time scale associated to the integral length scale \( \tau \) is around 1 ms (convergence was checked).

The procedure to compute terms in Eq. 6.15 is presented here. First, mean pressure \( \bar{p} \) and mean velocity \( \bar{u} \) are computed over the 60 instantaneous solutions. Then for each solution, the fluctuating quantities are computed: \( u' = u - \bar{u}, p' = p - \bar{p} \) and \( e = 1/2u'_i u'_i \). With these fluctuating and mean quantities, each instantaneous term in Eq. 6.15 are computed for each solution. After that, these instantaneous terms are averaged over the 60 solutions to get mean values. As an example, the mean convection term \( C_{TKE} \) in Eq. 6.15 is computed as follow. The convection term is computed for the 60 instantaneous solutions (thanks to mean and fluctuating quantities previously computed):

\[
C_{TKE} = \bar{u}_i \frac{\partial \bar{e}}{\partial x_i} \quad (6.16)
\]

Then \( C_{TKE} \) is averaged over the 60 solutions so that the mean convection term \( \bar{C}_{TKE} \) is:

\[
\bar{C}_{TKE} = \bar{u}_i \frac{\partial \bar{e}}{\partial x_i} = \bar{u}_i \frac{\partial \bar{e}}{\partial x_i} \quad (6.17)
\]

Finally, all terms are spatially averaged assuming spherical symmetry so that they are plotted as a function of the bomb radius \( r_b \) (\( r_b = 0 \) at the bomb center). To spatially average these terms, the bomb is divided into 50 concentric spherical caps and terms are averaged in each cap.

Only terms of interest are plotted here: Fig. 6.17 displays the convection, turbulent diffusion, dissipation and the production terms (resolved quantities). A fan is superimposed to the graph to show its position in the bomb. The dissipation rate found in this work is about 100 m\(^2\)/s\(^3\) in the region of the bomb center. This value is in agreement with the dissipation rate measured experimentally by De Jong et al. [161] in an eight-fan cubic turbulence box. The production term is maximum at \( r_b/R_0 \approx 0.5 \): the turbulent kinetic energy is produced by fans which are located at this position. Finally, over a central region of diameter 30 mm, turbulent diffusion dominates convection as expected: the mean flow is around zero in this region (see Fig. 6.9), confirming that turbulence is not convected but diffused towards the bomb center from the fan regions.
Figure 6.17: Budget of resolved TKE terms versus the normalized bomb radius \( r_b/R_0 \). △: Convection; ○: turbulent diffusion; ■: dissipation; ★: production.
6.4 Conclusion

This chapter presented a computation of a spherical vessel stirred by six fans. This configuration corresponds to an experiment conducted at the PRISME laboratory in Orléans to study the propagation of turbulent premixed flames in homogeneous isotropic turbulence. Non-reacting flow was studied in this chapter, just before ignition. At this instant, the Reynolds number associated to the fans is 60,000 while the Reynolds number based on the integral length and RMS speed is of the order of 600 at the bomb center.

A well resolved LES of the full geometry was performed. Average and fluctuating fields match experimental data reasonably well. The structure of turbulence was studied as a function from the distance to the bomb center assuming spherical symmetry, and it was shown that turbulence is almost homogeneous and isotropic at the bomb center in a region of around 6 cm of diameter. The budget of mean turbulent kinetic energy was performed too and showed that turbulence is not convected from fans to the bomb center but diffused since the average velocities are near zero at this location. The trace of the blade passage frequency disappears near the bomb center.
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The non-reacting flow inside the closed vessel was studied in Chapter 6. It was shown that turbulence at the bomb center is homogeneous and isotropic in a sphere of approximately 6 cm of diameter before ignition takes place. Turbulent flame propagation is now studied in this chapter. In the present simulations, flames propagate in the experimental fan-stirred configuration and not in a synthetic homogeneous and isotropic turbulence: its is the originality of this work. LES is used here to compare turbulent and laminar flame propagation in the closed vessel. A very fine mesh in the central zone of the spherical vessel is used to reach a DNS-like computation for combustion. This makes the present simulation an ’embedded DNS’ where LES is active everywhere in the bomb except in the flame zone where a DNS is used.

7.1 Flame speeds in turbulent premixed flames

This chapter presents simulations of laminar and turbulent premixed flames. Before analyzing them, this section discusses how to utilize the results of these simulations in terms of flame surface density $\Sigma$, flame stretch $\kappa$ and flame speeds.

For premixed flames, it is usual to define a progress variable $c$ which goes from 0 in fresh gases to 1 in burnt gases. Here it was decided to define a progress variable based on the fuel mass fraction:

$$c = 1 - \frac{Y_f}{Y_{fu}}$$

From the progress variable, the flame surface density $\Sigma$ can be defined. The flame surface density measures the flame area per unit of volume: $\Sigma = |\nabla c|$. One must paid attention for the post-processing of a LES to measure the flame surface: in a LES, only the Favre filtered progress variable $\tilde{c}$ is computed. To take into account the subgrid scale wrinkling, the efficiency function $\Xi$ is introduced in the flame surface density definition:

$$\Sigma = \Xi |\nabla c|$$

The total flame surface surface $S$ is:

$$S = \int_V \Sigma \, dV = \int_V \Xi |\nabla c| \, dV$$

A flame front propagating in a non-uniform flow is subject to strain and curvature effects which leads to changes in flame area $S$. These changes are measured by the flame stretch which is defined by:

$$\kappa_S = \frac{1}{S} \frac{dS}{dt}$$

A general expression of stretch may be derived from purely kinematic considerations for a thin flame sheet [93]:

$$\kappa = -\tilde{\mathbf{n}} : \nabla \tilde{\mathbf{u}} + \nabla . \tilde{\mathbf{u}} + s_d (\nabla . \tilde{\mathbf{n}}) = (\delta_{ij} - n_i n_j) \frac{\partial u_i}{\partial x_j} + s_d \frac{\partial n_i}{\partial x_i}$$
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where \( \mathbf{n} \) is the unit vector normal to the flame surface pointing towards the fresh gases:

\[
\mathbf{n} = -\frac{\nabla c}{|\nabla c|}
\] (7.6)

The first two terms on the RHS of Eq. 7.5 \((-\mathbf{n} \cdot \nabla \mathbf{u} + \nabla \cdot \mathbf{u})\) represent the tangential strain and \(\nabla \cdot \mathbf{n}\) is the curvature of the flame front. Equation 7.5 gives a local value of the stretch \(\kappa\). To compare this relation to the stretch definition (Eq. 7.4) which is global, the local stretch must be averaged on the flame surface and the following relation is used:

\[
<\kappa> = \frac{1}{S} \int_V \kappa \Sigma \, dV
\] (7.7)

It is easy to show that Eq. 7.4 leads to:

\[
\kappa_R = \frac{2}{R} \frac{dR}{dt}
\] (7.8)

for a perfectly spherical flame of radius \(R\). S. Richard [162] shows that the definition Eq. 7.7 is fully consistent with the relation Eq. 7.8 for an infinitely thin perfectly spherical flame. Whether Eq. 7.7 should also be used in turbulent cases is an open issue which will be tested here.

The ‘speed’ of a flame is a central element in combustion theory. It is also the source of many difficulties because there are multiple definitions for flame speeds. Three flame speeds are introduced (see Fig. 7.1) and are summarized in Tab. 7.1. This section provides a general framework to define flame speeds.

**Figure 7.1**: Notations for flame speed definitions

### 7.1.1 Mean consumption speed

First, a mean consumption speed \(s_c\) based on the fuel consumption can be derived [20]:

\[
s_c = \frac{\dot{m}_f}{\rho_u (Y_f^b - Y_f^u) S} = \frac{1}{\rho_u (Y_f^b - Y_f^u) S} \int_V \dot{\omega}_F \, dV
\] (7.9)
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<table>
<thead>
<tr>
<th>Identification</th>
<th>Symbols</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Consumption</td>
<td>$s_c$</td>
<td>Speed at which reactants are consumed</td>
</tr>
<tr>
<td>Absolute</td>
<td>$s_a$</td>
<td>Flame front speed relative to a fixed reference flame</td>
</tr>
<tr>
<td>Displacement</td>
<td>$s_d$</td>
<td>Flame front speed relative to the flow</td>
</tr>
</tbody>
</table>

Table 7.1: Classification of flame speeds.

Here, $\dot{\omega}_F$ is the D-TFLES fuel consumption term and is equal to the laminar fuel consumption term (Eq. 1.32) multiplied by $\Xi/F$. This speed is a spatially averaged velocity and can be computed from a LES calculation easily and it characterizes the speed at which reactants are consumed.

7.1.2 Absolute speed

Then speeds based on kinematics considerations can also be derived. Let us consider a point on an isosurface $c = c^*$. The velocity $\vec{\dot{w}}$ at which this point must move to remain on the surface is given by:

$$\frac{\partial \Theta}{\partial t} + \vec{\dot{w}} \cdot \nabla \Theta = 0 \quad (7.10)$$

The velocity component normal to the flame front $s_a = \vec{\dot{w}} \cdot \vec{n}$ is the absolute speed at which an isolevel of $c^*$ moves relative to the laboratory frame. Combining Eqs. 7.6 and 7.11 gives:

$$s_a = \vec{\dot{w}} \cdot \vec{n} = \frac{1}{|\nabla \Theta|} \frac{\partial \Theta}{\partial t} \quad (7.11)$$

All $\Theta$-isolevels move at the same speed if the flame thickness remains constant.

7.1.3 Displacement speed

The displacement speed measures the front speed relative to the flow i.e. the difference between the flow speed $\vec{\dot{u}}$ and the front speed $\vec{\dot{w}}$:

$$s_d = (\vec{\dot{w}} - \vec{\dot{u}}) \cdot \vec{n} = \frac{1}{|\nabla \Theta|} \frac{\partial \Theta}{\partial t} + \vec{\dot{u}} \cdot \frac{\vec{\nabla} \Theta}{|\nabla \Theta|} = \frac{1}{|\nabla \Theta|} \frac{D \Theta}{D t} \quad (7.12)$$

Using the energy equation Eq. 1.3 and the definition for the displacement speed given by Eq. 7.12 yields the following expression for $s_d$ where all terms can be obtained in a simulation:

$$s_d = \frac{1}{\rho C_p |\nabla \Theta|} \left[ \dot{\omega}_T + \frac{\partial}{\partial x_i} \left( \Lambda \frac{\partial T}{\partial x_i} \right) - \frac{\partial T}{\partial x_i} \left( \rho \sum_{k=1}^{N} C_{p,k} Y_k V_{k,i} \right) \right] \quad (7.13)$$

Using Eq. 7.12, the displacement speed can easily be computed in simulations. However, the displacement speed is difficult to use. Since the flow accelerates through the flame...
front, $s_d$ changes too and depends on the position where it is measured. It can vary from negative values (on $\Theta$-isolevels where the flame thickness changes) to values of the order of $\rho_u/\rho_b s_L^0$ in the burnt gases.

### 7.2 Combustion regimes

The flame/turbulence interaction is characterized by two dimensionless numbers. The Damköhler number $D_a$ compares turbulent $\tau_t$ to chemical $\tau_c$ time scales (see Eq. 1.83). The Karlovitz number $K_a$ corresponds to the smallest eddies and is the ratio of the chemical time scale $\tau_c$ to the Kolmogorov time $\tau_\eta$:

$$K_a = \frac{\tau_c}{\tau_\eta} = \left( \frac{l_t}{\delta_0^L} \right)^{1/2} \left( \frac{u'}{s_L^0} \right)^{3/2}$$

(7.14)

According to these numbers, turbulent combustion regimes can be identified and are reported in a diagram proposed by Peters in 1999 [163] presented here in Fig. 7.2.

![Turbulent combustion diagram proposed by Peters [163]: combustion regimes are identified in terms of length ($l_t/\delta_0^L$) and velocity ($u'/s_L^0$) ratios. ★ : operating point.](image)

Here, the dimensionless numbers associated to the operating point which is simulated are: $u'/s_L^0 \simeq 10$, $l_t/\delta_0^L \simeq 25$ which gives a Karlovitz number $K_a \simeq 7$. The expected regime is the thickened-wrinkled flame regime: turbulent motions are able to enter and modify the flame preheat zone but not the reaction zone. An illustration of this regime was proposed by Borghi and Destria in 1998 [164]. This regime is representative of piston engine operating points where $l_t/\delta_0^L \in [5; 100]$ and $u'/s_L^0 \in [0.5; 20]$. 
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7.3 Numerical set-up

The numerical setup used here is the one used to compute the non reacting flow in Chapter 6: the numerical scheme is TTGC and the subgrid scale model is WALE. Kinetics are described with the 2S,C8H18,AB reduced mechanism presented in Sec. 1.4.1 and previously used for laminar computations in Sec. 3.3. Two simulations are performed: a laminar flame (where the fans are not rotating) and a turbulent flame where the fans rotate at 10,000 rpm (Fig. 7.4). The laminar flame results will be helpful to understand and compare to results coming from the turbulent flame propagation. It is also a good method to make sure that results for the turbulent case can be fully compared to a reference laminar case.

Figure 7.4: 3-dimensional laminar and turbulent flame propagation. Instantaneous velocity field. A red isosurface of temperature at T=1500 K shows the flame.
7.3.1 Mesh resolution

To compute the non-reacting flow inside the spherical vessel (see Chapter 6) a grid with a constant mesh size (except on fans blades) $\Delta x = 1$ mm has been used. For reacting cases, grid must now be refined in the region where flames are ignited and propagate to minimize the combustion modeling effect. The mesh has been refined in a spherical domain of 50 mm of diameter at the bomb center. Elsewhere the mesh is unchanged compared to the mesh used to compute the non-reacting flow. The mesh size in the refined zone at the bomb center is 0.2 mm. The laminar flame thickness for octane is $\delta_L^0 = 0.43$ mm: imposing 5 points in the flame thickness (D-TFLES model is used in this chapter with $N_c = 5$, see Sec. 1.6.1), the dynamic thickening factor $F$ is expected to be of the order of 2 showing that a DNS-like computation is performed which minimizes the effect of the turbulent combustion model. This resolution leads to a grid of 75 millions of tetrahedra for the AVBP01 instance. Fan grids are unchanged (3.3 millions of cells) so that the whole computational grid is composed of about 95 millions of cells.

To monitor the influence of the turbulent combustion model, Fig. 7.5 plots pdf’s of the thickening factor $F$ and the efficiency function $\Xi$ for the turbulent propagation (which is the worst case). The maximum values for $F$ and $\Xi$ are respectively 1.4 and 1.3 showing that a wide part of the reaction rate is resolved on the grid mesh since the turbulent combustion model parameters ($F$ and $\Xi$) are close to unity. The impact of the turbulent combustion model on the flame propagation is small which confirms that a DNS like computation of the flame is computed.

Figure 7.5: Efficiency function $\Xi$ and thickening factor $F$ for the turbulent propagation 4.5 ms after ignition.
7.3.2 Ignition phase

To ignite flames at the bomb center a kernel of burnt gases is deposited. Temperature, density and species profiles come from of a one-dimensional flame previously computed with CANTERA (see Sec. 1.6.2). For the velocity field at the ignition time for turbulent cases, it was decided that the turbulence inside the kernel, at the initial time, was not affected by the flame so that the velocity field is not modified, even inside the flame kernel (this hypothesis is checked in Sec. 7.5.1). For laminar cases (some of them are repeated here in the bomb geometry for reference and verification purposes), the turbulent velocity field is set to zero and initialized using Eq. 1.92. The flame kernel is a sphere of radius $R_f^0$ of 4 mm. The energy deposited $E_d$ can be estimated using Eq. 7.15:

$$E_d = \frac{4}{3} \pi R_f^0 \rho_b C_{p,b} (T_b^0 - T_u)$$

(7.15)

where $C_{p,b}$ is the heat capacity in burnt gases and $T_b^0$ is the temperature inside the burnt gases kernel. With $R_f^0 = 4$ mm, the energy deposited is $E_d \approx 100$ mJ. This energy is sufficient to ignite the flame. However with an initial flame kernel of radius $R_f^0$ of 3 mm, the energy deposited is of the order of 40 mJ and is not sufficient and computations show that the flame is subject to blow-off. This means that the amount of energy deposited is close to the critical energy.

For the turbulent propagation, 2.7 fan rotations are performed\(^1\) on the new mesh so that turbulence develops before ignition. Figure 7.6 displays the 3 velocity components at the bomb center. The ignition time $t_{ig}$ is highlighted by the red star. Note that at the ignition time, the velocity at the bomb center is not zero for this realization: $u = 1.7$ m/s, $v = 2.8$ m/s and $w = -0.2$ m/s\(^2\). To give an illustration of the new structures created when using a finer mesh, Fig. 7.7 compares two instantaneous vorticity fields when using the ‘cold’ coarse flow mesh and the finer mesh used to compute combustion. Figure 7.8 displays instantaneous isosurfaces of vorticity at the bomb center colored by the velocity magnitude. This mesh ensures a ratio $\Delta x/\eta_{exp} = 5$ in the central zone of the closed vessel which allows very small resolved structures to appear.

7.4 Turbulent flame diagnostics

This section presents diagnostics performed on the octane-air flame propagating in the full closed vessel. Some comparisons with laminar flames are drawn.

Figure 7.9 proposes a visualization of the flame propagation inside the closed vessel. The flame is visualized by an isosurface of temperature at $T = 1500$ K and the velocity field is colored in gray scale. Only two fans are shown to simplify the visualization. As expected (the Karlovitz number $K_a$ is near 7), the flame is very wrinkled and does not

---

\(^1\)2.7 fan rotations represent about 16 ms or 4.5 times the integral time scale $\tau_t$ measured in Sec. 6.3.3.a.

\(^2\)Spatially averaged velocities over the whole burnt gases kernel at ignition time are $u_{BG} = 1.4$ m.s\(^{-1}\), $v_{BG} = 2.24$ m.s\(^{-1}\) and $w_{BG} = -1.39$ m.s\(^{-1}\) confirming that the velocities at the ignition location differ from zero at a given time even if the turbulence is homogeneous and isotropic.
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Figure 7.6: Velocity at the bomb center: ignition time is highlighted by the red star. —— : non reacting flow mesh; —— : reacting flow mesh

Figure 7.7: Instantaneous vorticity field in the bomb before ignition.

(a) Mesh size $\Delta x = 1$ mm everywhere. (b) Mesh size $\Delta x = 0.2$ mm at the bomb center, $\Delta x = 1$ mm elsewhere.
remain spherical. The flame surface is teared up into two pieces. However, the flame is ignited everywhere and keeps growing in this highly turbulent flow. The flame does not remain at the bomb center.

7.4.1 Flame surface measurement

Defining the flame surface for a turbulent premixed flame is not an easy task. Assuming that the flame front is infinitely thin (as done in multiple theoretical approaches or in the G-equation formulation) gives only one unambiguous flame surface. But in practice, the flame front is not infinitely thin and exhibits many different flame surfaces depending on the c-level where it is defined. The flame area can be measured using the area of an isosurface of the progress variable:

\[ S_{c^*} = \int_S \delta(c - c^*) \, dS \]  

(7.16)

where \( \delta \) is the Dirac function. Figure 7.10 shows flame surfaces obtained using different values for \( c^* \) in both laminar and turbulent flames. The flame surface definition based on the flame surface density (Eq. 7.3) is presented too. Turbulent simulations are stopped as soon as the flame leaves the central refined zone and this explains why turbulent simulations are shorter than laminar ones. For the laminar flame, all definitions give almost the same surface. Indeed, the flame front remains thin during the flame propagation. However for the turbulent flame, at the end of the simulation (\( t = 4.5 \) ms), a factor of the order of 3 can be found between the area of a \( \Theta \)-isolevel in the fresh gases (\( \Theta = 0.1 \)) and an isolevel in the burnt gases (\( \Theta = 0.9 \)). Figure 7.11 shows a slice of heat release through the flame to confirm this fact. Two isolines at \( c = 0.1 \) and \( c = 0.9 \) are plotted to show the corresponding flame surface. The flame surface \( S_{c^*=0.1} \) clearly overestimates the flame surface where most of the heat release takes place. Most reaction takes place near the \( c^* = 0.9 \) surface but there is no clear reason to argue that the surface should be measured on \( c^* = 0.7 \) or \( c^* = 0.9 \) while Fig. 7.10(b) shows that the corresponding surfaces can differ significantly.
Figure 7.9: Visualization of the flame propagation in the turbulent flow. Flame is visualized by an isosurface of temperature at $T=1500$ K. The velocity field is colored in black and white.
7.4.2 Stretch and curvature effects on combustion

Laminar and turbulent spherical flames are all subject to stretch. For laminar spherical flames, stretch is only due to the flame expansion and can be written analytically as

\[ \kappa_R = \frac{2}{R} \frac{dR}{dt} \]

where \( R \) is the flame radius. Turbulent flames are also wrinkled by turbulence which leads to additional stretch.

Figure 7.12(a) presents the temporal evolution of stretch and curvature for the laminar flame. Equations 7.4, 7.7 and 7.8 are compared. To compute Eq. 7.8, the flame radius is determined using the isosurface of \( c^* = 0.9 \):

\[ R = \frac{\sqrt{S_{c^*=0.9}}}{4\pi} \]

Equations 7.4 and
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7.8 give same stretch values since all flame surfaces are almost the same (Fig. 7.10(a)), as expected for a perfectly spherical flame. However, Eq. 7.7 underestimates the stretch. This result is unexpected since Eq. 7.7 gives the same result as 7.4 for an infinitely thin flame as shown by S. Richard [162]. The discrepancy observed here can be due to the fact that the flame is not infinitely thin as assumed in the derivation of S. Richard [162].

For turbulent flames, stretch definitions differ since the flame surface is not easy to measure. To illustrate the dispersion of stretch and curvature in the flame front, Fig. 7.13 displays pdf’s function of these quantities. For laminar flames, pdf are sharp since all points in the flame front are subject to the same stretch and curvature, only induced by the flame geometry. For turbulent flames, pdf’s are wider and negative values appear. Turbulence wrinkles the flame and very high (positive and negative) values for stretch and curvature can be generated. Mean values of stretch are positive (pdf’s function are centered on value greater than zero) which is consistent with the fact that the flame is growing.

7.4.3 Consumption flame speed $s_c$

The response of the consumption flame speed $s_c$ to stretch $\kappa$ is usually based on a Markstein-type correlation [98, 101, 102] $s_c(\kappa) = s_0^L - \mathcal{L}\kappa$ where $\mathcal{L}$ is the Markstein length. The Markstein length is a quantity which essentially depends on the fuel and is classically determined using laminar flame (spherical propagating flames are one of the methods available to measure $\mathcal{L}$ [98, 100, 165]). This quantity can be positive or negative, depending on the fuel. The mean consumption flame speed is obtained using Eq. 7.9.

A two-step chemical mechanism is used to describe kinetics (see Eq. 1.44). In this context, the combustion intensity (and thereby the total reaction rate) can be evaluated.
by the rate of progress of the first reaction (fuel oxidation) \( q_1 = q_{1f}^f + q_{1r}^r \) where \( q_{1f}^f \) and \( q_{1r}^r \) are the forward and reverse rates of the reaction (here \( q_{1r}^r \) is zero since the first reaction is irreversible). Figure 7.14 plots a scatterplot of \( q_{1f}^f \) as a function of the variable progress during the propagation phase at \( t = 4 \) ms. Figure 7.14(a) compares \( q_{1f}^f \) for the laminar and

![Figure 7.13: Pdf’s function of local stretch and curvature during the propagation phase 4 ms after ignition. --- : laminar flame ; --- : turbulent flame.](image1)

![Figure 7.14: Scatterplot of the rate of progress of the first kinetic reaction 4 ms after ignition.](image2)
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turbulent flames. All values of $q_1^f$ in the flame front ($0 < c < 1$) are reported in the plot. For the laminar flame, all points are contained in a narrow envelope as expected [20]. For the turbulent flame, the scatterplot of combustion intensity shows a dispersion of the values of $q_1^f$ in the flame front. Even if some higher values are reached in the turbulent flame, most of them are below the envelope of the laminar flame. The scatterplots of $q_1^f$ have been averaged on isosurfaces of the progress variable $c$ in order to get a curve of $q_1^f$ as a function of $c$. The values of $q_1^f$ have been conditioned by the sign of the curvature leading to two curves $q_1^f(c)$: one for positive curvature and one for negative curvature (Fig. 7.14(b)). This diagnostic shows that the combustion intensity is higher in regions of negative curvature. This result is typical of heavy fuel with a Lewis number greater than unity.

The response of the turbulent consumption flame speed $s_c$ to stretch is presented and compared to the response of the consumption speed for a laminar flame in Fig. 7.15(a). For the laminar flame, a classical behavior is found: close to the ignition time, the flame is sensitive to the ignition procedure (the velocity decrease) [110]. After that, for $\kappa < 300$, the flame speed varies linearly with stretch as predicted by the Markstein-type correlation. As previously observed in Chapter 3 on laminar spherical flames, the extrapolation of $s_c(\kappa)$ to zero stretch overestimates the unstretched laminar flame speed for confined flames (Fig. 3.10). Close to the ignition time, turbulent and laminar flames have the same consumption speeds and are subject to the same stretch since turbulence has not started to wrinkle the flame. During the propagation phase, the turbulent flame behaves differently. When it propagates, turbulence wrinkles the flame and the consumption speed

\[ \text{Figure 7.15: Response of the consumption flame speed } s_c \text{ (Eq. 7.9) to stretch } \kappa_{s_c=0.9} \text{ (Eq. 7.4) and curvature.} \]

---

3 The Lewis number $L_e$ of the octane is $L_{e,C_{8}H_{18}} = 2.78$
4 When spherical flames propagate, the global stretch decrease.
5 The ignition procedure for laminar and turbulent flame is the same: a kernel of burnt gases of 4 mm of radius in adiabatic conditions is deposited at the bomb center.
goes down even if the flame is not going to quench. Figure 7.15(b) plots the response to \( s_c \) to curvature. For a laminar flame, the response of \( s_c \) to curvature is very similar to its response to stretch since curvature and stretch play similar roles on \( s_c \). For turbulent flames, when the flame propagates, first, curvature decreases slightly then it increases due to strong flame/turbulence interactions which generates high curvature zone locally in the flame front, especially when pockets of burnt gases are created.

### 7.4.4 Displacement flame speed \( s_d \)

To understand the flame propagation mechanism, the displacement speed (Eq. 7.17) can be split into two main terms: \( s_d = s_{\text{reac}} + s_{\text{diff}} \). These terms can be extracted from a simulation by:

\[
s_d = \frac{1}{\rho C_p |\nabla \theta|} \dot{\omega}_T + \frac{1}{\rho C_p |\nabla \theta|} \left[ \frac{\partial}{\partial x_i} \left( \lambda \frac{\partial T}{\partial x_i} \right) - \frac{\partial T}{\partial x_i} \left( \rho \sum_{k=1}^{N} C_{p,k} Y_k V_{k,i} \right) \right]
\]  

(7.17)

The speed \( s_d \) is a local quantity which is governed by the local balance between molecular diffusion and reaction rate, which together determine its direction and magnitude.

Figure 7.16 displays the flame speed \( s_d \) and the two terms \( s_{\text{reac}} \) and \( s_{\text{diff}} \). Equation 7.17 gives local values of \( s_{\text{reac}} \) and \( s_{\text{diff}} \). To obtain statistical values, these local values are averaged on isosurfaces of the progress variable \( c \) and plotted as a function of \( c \). These terms are compared for laminar and turbulent flames at two different times: just after ignition and during the propagation phase. For laminar flames, \( s_{\text{reac}} \) and \( s_{\text{diff}} \) are the same at the ignition time and during the propagation phase. In the fresh gases \( 0.1 < c < 0.3 \), the displacement speed \( s_d \) is dominated by the diffusion term \( s_{\text{diff}} \) and the reaction term \( s_{\text{reac}} \) is nil. For \( c > 0.5 \), \( s_{\text{reac}} \) is positive and counterbalance \( s_{\text{diff}} \) which is negative. Globally, the displacement speed is positive and the flame grows up.

Turbulent flames exhibit a different behavior (Figs. 7.16(c) and 7.16(d)). Just after ignition, the displacement speed terms are very similar to those obtained for laminar flame. But when the turbulent flame propagates \( (t = 4.0 \text{ ms}) \), turbulence wrinkles the flame and modify the local (and thereby the global) reaction and diffusion term. Turbulence modifies the diffusion term in the fresh gases and the reaction term for \( c > 0.5 \). In fresh gases, the diffusion term \( s_{\text{diff}} \) becomes nil which leads to a displacement speed close to zero. For \( c > 0.5 \), the reaction term is decreased which decreases the flame speed displacement in the burnt gases too.

Turbulence wrinkles the flame surface and induces high curvatures. Locally the flame front is thickened and can make the local displacement speed negative. Figure 7.17 plots pdf’s function of the displacement flame speed \( s_d \). For laminar flames, the displacement speed is always positive while the pdf is centered on zero and almost symmetrical for the turbulent flame.
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Computing the exact flow field and the composition a few microseconds after a sparking event is beyond the capabilities of present solvers: the plasma phase and the high temperature reached in the gas make such a simulation impossible today in a turbulent flow (see Sec. 1.6.2). Therefore all DNS of turbulent flames begin after this plasma phase and use an 'ad-hoc' initialization. In this thesis, flames are ignited using a kernel of burnt gases where the shape of the profiles of composition, temperature and velocity are imposed.
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This choice is an arbitrary one and it is usually assumed that it plays a limited role on the following flame growth so that initial conditions are forgotten after a few flame times. As done before in this thesis, we tried to revisit usual assumptions used in most DNS. We test here the effect of two important parameters on the initialization of a flame kernel in turbulent flow:

- the velocity field in the burnt kernel and,
- the temperature field imposed for the gas inside the burnt gas kernel.

Both fields are unknown in the real world but have to be specified for the DNS. The composition (species profile) is always extracted from a previous CANTERA computation (at equilibrium).

### 7.5.1 Influence of the velocity field

What is the influence of the velocity field inside the burnt gases on the flame propagation? Due to the viscosity increase in the burnt gases, the velocity field is smoother in burnt gases than in the fresh gases. Two extreme options are possible to initialize the velocity field inside the burnt gases kernel: (1) it can be set to zero to mimic the viscosity increase (Fig. 7.18(a)) or (2), it can be unchanged and turbulence inside the kernel is conserved (7.18(b)) from the non-reacting flow computation just before ignition. All other parameters are the same for the two computations: the burnt gases temperature is the adiabatic flame temperature.

Figure 7.19 compares the flame propagation in both cases: the flame is represented by an isoline of progress variable at $c^* = 0.9$. The flame propagation is very similar and does not seem to be affected by the velocity field inside the burnt gases kernel at ignition. The flame surface deformation is comparable in both cases. Here, the flow is highly turbulent and structures go into the flame quickly. Thereby the ignition condition, without
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(a) Velocity field set to zero inside the burnt gases kernel.  
(b) Velocity field unchanged inside the burnt gases kernel.

Figure 7.18: Velocity modulus fields at ignition. Flame is represented by an isoline progress variable at $c^* = 0.9$.

Figure 7.19: Flame propagation illustrated by instantaneous isolines at $c^* = 0.9$.  
- : velocity field unchanged (Fig. 7.18(a));  
- : velocity field set to zero (Fig. 7.18(b)).
turbulence inside the flame kernel, is forgotten rapidly leading to similar propagations.

Finally, Fig. 7.20 compares the flame surfaces. Figure 7.20 confirms the previous observation: flame surfaces match very well which means that the flame propagation is not affected by the velocity field inside the burnt gases kernel at ignition.

7.5.2 Influence of the temperature

Minimum Ignition Energy (MIE) is a critical property for safety standards as well as for the fundamental understandings of the ignition process of combustible mixtures. In particular, it is known that for a given mixture, MIE increases with the ratio $u'/s_L^0$ [166]. In this thesis, MIE is not studied but the influence of the burnt gases temperature imposed at ignition time on the propagation phase is investigated. Obviously, the spark can create a kernel of hot gases of arbitrary temperature. Often, this kernel is super-adiabatic: the temperature can be larger than the adiabatic flame temperature. It is important to investigate the effects of this parameter. Up to now we have used an initial temperature of kernel equal to the adiabatic flame temperature. Here we test higher temperatures.

Two computations are compared: the first one where the flame is ignited with an adiabatic hot gases kernel (procedure described in Sec. 1.6.2) and another one with a temperature inside the burnt gases kernel larger than the adiabatic flame temperature: the initial temperature profile imposed in the burnt kernel is increased to reach 200 K more than the adiabatic temperature (Fig. 7.21). The kernel size is kept constant ($R_f^0 = 4$ mm).
Even if the burnt gases temperature is raised, the energy deposited is almost constant since the product $\rho_b T_b$ is constant: the energy increase is only due to the variation of $C_{p,b}$ with the temperature which is very small.

Figure 7.21: Temperature and density profiles to compare flame kernel at ignition time. ---: adiabatic flame kernel ($T_0^b = T_{ad}$ and $\rho_0^b = \rho_{ad}$); ---: over adiabatic flame kernel ($T_0^b = T_{ad} + 200 = 2250$ K).

Figure 7.22 compares the propagation phase for the two ignition conditions. When

the burnt gases kernel is overheated, the flame develops faster, is more robust and is less affected by velocity fluctuations and stretch. For example, 3.5 ms after ignition, the flame surface is teared in two pieces when the burnt gases temperature is equal to the adiabatic flame temperature while it still is in one piece otherwise.

The flame propagation can be compared using isolines of $c^* = 0.9$ for the two ignition
configurations (Fig. 7.23): using this visualization, flame surfaces can be superimposed to give a more quantitative comparison.

Figure 7.23: Flame propagation illustrated by instantaneous isolines of $c^* = 0.9$. -- $T_0^b = T_{ad} = 2050$ K; ...... $T_0^b = T_{ad} + 200 = 2250$ K.

Figure 7.24(a) compares the flame surfaces for the two ignition conditions. As previously observed on Figs. 7.22 and 7.23, when the burnt gases temperature is upper than the adiabatic flame temperature, the flame grows up faster. Increasing the burnt gases temperature of 10% can lead to large discrepancies in the flame surface: 4.5 ms after ignition, the flame surface is 60% bigger when the burnt gases temperature is larger than the adiabatic temperature. Finally, Fig. 7.24(b) compares the temporal evolution of the mean consumption flame speed $s_c$ (Eq. 7.9) for two ignition conditions. The mean consumption flame speed of the flame ignited with a burnt gases temperature $T_0^b = T_{ad} + 200 = 2250$ K has a consumption speed slightly larger than the flame ignited with a burnt gases temperature equal to the adiabatic flame temperature. However, the two curves have a similar trend and reach an asymptotic value $s_c / s_{L0} \simeq 50$%.

Figure 7.24: Influence of the burnt gases temperature imposed at ignition. -- $T_0^b = T_{ad} = 2050$ K; ...... $T_0^b = T_{ad} + 200 = 2250$ K.

This demonstrates that in all these DNS, there is a hidden parameter in the initialization phase: the temperature of the initial kernel. Since this temperature results from the
plasma phase which is never computed, it is difficult to specify. Unfortunately, it seems to play a strong role. Note that this probably does not affect statistics gathered at later times. It changes the combustion timing but not the flame/turbulence interaction.

7.6 Conclusion

This chapter presents well resolved LES of turbulent premixed flames propagating in the spherical vessel stirred by six fans. The mesh grid used leads to DNS like computations at the bomb center to resolve the flame. First a laminar (fans are stopped) and a turbulent flame propagation are compared. The difficulty of measuring the flame surface in a highly turbulent flow is highlighted and it is shown that the turbulent consumption flame speed is lower than the laminar flame speed. Finally, the influence of the velocity field and the temperature inside the burnt gases kernel imposed at ignition is evaluated. It is shown that the temperature of the burnt gases kernel imposed at ignition is an important parameter controlling the propagation phase. On the other hand, the velocity field (turbulence removed or not) imposed within the initial burnt gases kernel does not modify the flame propagation.
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The context of this PhD was the understanding of abnormal combustions in spark-ignition piston engines. This project was funded by the French Research National Agency through the ICAMDAC project. To increase the engine fuel efficiency and decrease pollutant emissions, engine manufacturers decrease the size of engines (‘downsizing’). To keep the engine power constant, the trapped mass inside the combustion chamber is increased using turbochargers. However, due to in-cylinder pressure increase, this may lead to abnormal combustions (knocking or rumble).

Large Eddy Simulation has proved its ability to predict these abnormal combustions \cite{5, 6} in piston engines. In a spark-ignition engine, the premixed flame is ignited by the energy deposited by the spark plug. Then the flame must propagate in the turbulent premixed flow. This propagation phase is critical and its simulation the heart of this PhD. A better understanding of premixed turbulent flame propagation properties is necessary to improve turbulent combustion models used in full engine computations.

To focus on laminar and turbulent flame propagation, an experiment was setup at the PRISME laboratory (Orléans): it consists in a closed spherical vessel fed with premixed gases. To generate turbulence, six fans are placed in the vessel. A spark-plug located at the vessel center is used to ignite premixed gases. The objective of this work was twofold:

- characterize the turbulence generated inside the vessel to check whether it is homogeneous and isotropic or not,
- finely characterize laminar and turbulent combustion cases in order to increase the knowledge in this field, and thereby improve models used.

Conclusions are drawn below:

- **Reduced kinetic scheme for octane:** First, a reduced kinetic scheme, called 2S_C8H18_AB, has been developed and validated using the reference Jerzembeck scheme \cite{43}. Laminar flame speed and adiabatic flame temperature have been validated for lean mixture by comparison with a detailed scheme.
- **Stretch and confinement effect on laminar flame speed:** Post-processing methods of flame radii for laminar spherical flame to deduce laminar flame speeds and Markstein lengths were discussed. It was shown that the classical relation
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based on time evolution of the flame radius only:

$$s_{p,\text{expe}} = \frac{P_b^{\text{eq}}}{\rho_u(t = 0)} \frac{dR_p}{dt}$$

is not adequate to predict the true consumption speed based on the fuel consumption. An expression using only the flame radius and the pressure inside the bomb (two quantities which are directly measured) [111]:

$$s_f = \frac{dR_f}{dt} - \frac{R_0^3 - R_f^3}{3R_f^2} \frac{1}{\gamma_u P} \frac{dP}{dt}$$

gives better results than $s_{p,\text{expe}}$ and captures reasonably well the evolution of the consumption speed versus flame stretch. Since $s_f$ only requires the knowledge of $R(t)$ and $P(t)$, it is simple to use experimentally. The present work suggests however that this equation is a good candidate for a more precise determination of the flame speeds. Results of this study have been published in Combustion and Flame [81].

- **Immersed Boundary Method in AVBP:** To compute the turbulence generated by fans inside the spherical vessel, two numerical strategies have been tested. Fans rotate so that all strategies involving mesh deformations are proscribed due to complexity and meshing time. First, an Immersed Boundary Method (IBM) was implemented in the AVBP code. It is based on continuous forcing method. To impose a velocity at the immersed boundary, a source term is added in the momentum equation: a feedback scheme [137] was implemented. A procedure was set-up to optimize the IB method efficiency. Various test cases were performed and a very good agreement with reference solutions in simple cases was found. However, the IB method was tested on a one-fan validation test case and very large differences were found between experimental and numerical results. A lack of resolution in the zone spanned by the blades is probably the reason of this failure.

- **MISCOG approach:** To reach our objective, an other numerical strategy was developed. The method comes from turbomachinery calculations: multiple instances of the same solver run simultaneously and these instances are coupled on a small overlapping zone (the method is called MISCOG, for Multi Instances Solver Coupled on Overlapping Grids). A convection vortex test case was performed and showed very good results. Then the method was validated on the one-fan validation test case. First the computation was performed assuming flat leading and trailing edges for the fan blades to save mesh points. Compared to PIV measurements, the computation leads to large errors on the velocity fields. An other computation with the real (curved) leading and trailing edges was performed and gives better results demonstrating the impact of the blade shape on the average flow: taking into account the real blade shape geometry is essential to predict the flow generated by the fan.

- **Non-reacting flow in the fan-stirred vessel:** Using the MISCOG approach, the closed vessel stirred by the six fans was computed. The flow inside the vessel
was studied using a well resolved LES of the full geometry. Average and fluctuating fields match experimental data reasonably well. The structure of the turbulence was studied and it was shown that turbulence is almost homogeneous and isotropic at the bomb center in a region of around 6 cm of diameter. The budget of mean turbulent kinetic energy was evaluated and showed that turbulence is not convected from fans to the bomb center but diffused since the average velocities are near zero at this location. The trace of the blade passage frequency disappears near the bomb center.

- **Reacting flow in the fan-stirred vessel:** Well resolved LES of turbulent premixed flames propagating in the spherical vessel stirred by six fans have been performed. The grid used here leads to 'DNS-like' computation at the bomb center to resolve the flame. Laminar and turbulent flames propagation have been compared in condition of intense turbulence \((u'/s'_L \simeq 10)\). The difficulty of measuring the flame surface in a highly turbulent flow is highlighted and it is shown that the turbulent consumption flame speed is lower than the laminar flame speed for this case, an uncommon result in DNS. Finally, the influence of the velocity field and the temperature inside the burnt gases kernel imposed at ignition is evaluated. It is shown that the temperature of the burnt gases kernel imposed at ignition is an important parameter controlling the propagation phase. On the other hand, the velocity field (turbulence removed or not) within this hot initial kernel does not modify the flame propagation.

More generally, even tough this work has not tried to analyze all DNS results, it has demonstrated that usual DNS could be improved by explicitly computing the flow in turbulent bombs (and not assuming it is homogeneous and isotropic) and that the temperature of the initial kernel was a problem. It is actually the whole plasma phase which is neglected in most DNS and this may have an important effect on all conclusions. Moreover, the grid resolution at the surface of fan blades was clearly shown as a key parameter to get reliable results (in terms of turbulence inside the vessel) since the flow is only piloted by the fans.

Further investigations will be necessary to complete the numerical study in order to compare numerical results to the experimental database. In this PhD, only one fan rotation speed \((N_{fan} = 10,000 \text{ rpm})\) was considered but it was shown experimentally (in the Orléans bomb [80] and in similar configurations [167, 30]) that a linear relation links the fans rotation speed and the velocity fluctuations at the bomb center. It will be interesting to see if LES is able to retrieve this property. Moreover, computing other fan rotation speeds will enable to study turbulent combustion in regimes where turbulence is less energetic (in order to decrease the ratio \(u'/s'_L\)). Finally, this work could be completed by changing the thermodynamic conditions (pressure and temperature) and the equivalence ratio in the spherical bomb before ignition as it was done experimentally.

An important part of this PhD was devoted to develop numerical methods (Immersed Boundaries and MISCOG). These numerical methods are not specific to computations performed during this work but can be applied to a wide range of applications such as piston engine or turbomachinery calculations.
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1. Introduction

The experimental determination of the laminar consumption flame speed, $s_L$, is an overarching problem in combustion [1]. Indeed the knowledge of the rate at which the fresh gases are consumed is instrumental in the study of flame dynamics as well as the development of kinetic schemes. For modeling purposes, the laminar flame speed is the central ingredient of most turbulent-combustion models [2–6].

Despite the apparent simplicity in the formulation of the problem, measuring accurately $s_L$ is a delicate task. Since the early attempts, which date as far back as a hundred and fifty years ago [7–11], a variety of methods have been devised. These methods find their roots in analytical solutions of reacting fluid mechanics but most of them suffer from approximations or experimental difficulties that strongly affect their precision. For example, the flat flame propagating in a tube is strongly perturbed by instabilities or the presence of walls [12,13]. Other techniques require extrapolation or correcting factors in order to account for the effects of curvature or strain [14–17].

In the present paper, we revisit the classical technique of the ‘spherical flame in a bomb’ (Fig. 1a): in a closed vessel, a mixture of fresh gases is ignited, a spherical flame develops and its radius, $R(t)$, is measured vs. time using simple optical methods.

Such experiments are fairly easy to conduct. Moreover initial conditions (temperature, pressure, composition, etc.) are well controlled and can be extended to high temperatures and pressures.

However, extracting flame speed values from spherical flames is a much more difficult exercise which has lead to multiple controversies in the past [18–22]. Two quantities can be measured experimentally to construct a flame speed in a bomb: (1) the flame radius evolution $R(t)$ and (2) the bomb pressure $P(t)$. Most existing methods use one of these two quantities (or the two) to deduce flame speeds.1

Assuming that $R(t)$ and/or $P(t)$ are available, two independent steps are then required to obtain flame speeds:

• STEP I: the instantaneous flame speed must be obtained from $R(t)$ and/or $P(t)$.
• STEP II: since a spherical flame is a stretched flame, the speed which is measured in STEP I is not the unstretched laminar flame speed $s_L$ but a stretched flame speed $s_L(k)$ where $k = 2/R$ (Eq. (1)) is the instantaneous flame stretch. Therefore a model for $s_L(k)$ is needed to obtain $s_L$. This model is usually based on a Markstein-type correlation [21,24,25], for example the linear expression:

$$s_L(k) = s_L^0 - Lk$$

1 Recent methods using direct flow and front speed measurements have begun in the last two years [23] but they are not discussed here.
where $L$ is the Markstein length which becomes an additional unknown quantity to determine [26]. In the past five years, other expressions have also been proposed to replace Eq. (1) (mostly based on the non-linear form of $s_b$ [27,21]).

This paper does not discuss STEP II and focuses on STEP I. During this step, approximations between the various flame speeds characterizing a front are utilized and the present work shows that they can have a direct impact on the result. Indeed, the only speed which is unambiguously measured in a bomb is the flame speed of the front relative to the burnt gases which is unambiguously measured in a bomb is the flame speed of they can have a direct impact on the result. Indeed, the only speed characterizing a front are utilized and the present work shows that this step, approximations between the various flame speeds Eq. (2) and to propose theoretical expressions for the consumption flame speed that alleviate the problems of Eq. (2). The derivations Eq. (2) and to propose theoretical expressions for the consumption flame speed based on the non-linear form of [27,21]).

2. Theoretical results

Deriving an expression for flame speeds in a spherical or cylindrical flame (cf. Fig. 1a) is a complex exercise [27,30–32]. It is presented here without invoking an infinitely-thin-flame assumption. The formulae for the consumption flame speed presented in this paper are based on the conservation equation for the species. The definition of the consumption flame speed in a spherical flame is obtained from the integral of the reaction rate $\omega_k$ of one specie $k$ (fuel or products for example):

$$s_c = \frac{1}{\rho_s} \frac{\partial Y_k}{\partial t} + \nabla \cdot (\rho(u + V_k)Y_k) = \omega_k$$

where $\rho_s$ is the fresh gases density, $Y_k^0$ and $Y_k^0$ are the mass fraction of specie $k$ in the fresh and burnt gases respectively and $R_0$ is the integration boundary $^2 (R_0 \times R)$. Since $\omega_k$ cannot be measured experimentally, other indirect expressions are required for $s_c$. They can be derived by starting from the conservation equation of specie $k$ [6]:

$$\frac{\partial \rho_k}{\partial t} + \nabla \cdot (\rho u_k Y_k) = \omega_k$$

where $Y_k$ is the mass fraction and $V_k$ is the diffusion velocity of specie $k$. Integrating Eq. (4) over the control volume $0 \leq r \leq R_0$ yields:

$$\frac{d M_k}{d t} = 4\pi r^2 \rho_k Y_k (r = R_0) |u_r (r = R_0) + V_k (r = R_0)]$$

$$= \int_0^{R_0} \omega_k 4 \pi r^2 dr$$

where $M_k$ is the total mass of specie $k$ in the domain; $M_k = \int_0^{R_0} \rho Y_k dV$. The second left hand side term represent the flux of specie $k$ leaving the domain at $r = R_0$. Including the definition of the flame speed $s_c$; Eq. (3) in Eq. (5) gives:

$$\frac{d M_k}{d t} + 4\pi R_0^2 \rho_k Y_k (r = R_0) |u_r (r = R_0) + V_k (r = R_0)]$$

$$= s_c 4\pi R_0^2 \rho_s (Y_k^0 - Y_k^0)$$

$$= \frac{1}{\rho_s} \frac{\partial Y_k}{\partial t} + \nabla \cdot (\rho(u + V_k)Y_k) = \omega_k$$

Effects due to non-unity Lewis number can be isolated, and (2) BOMB where the flame propagates in a closed bomb where both curvature and confinement affect the burnt and fresh gases density.

2. Theoretical results

Deriving an expression for flame speeds in a spherical or cylindrical flame (cf. Fig. 1a) is a complex exercise [27,30–32]. It is presented here without invoking an infinitely-thin-flame assumption. The formulae for the consumption flame speed presented in this paper are based on the conservation equation for the species. The definition of the consumption flame speed in a spherical flame is obtained from the integral of the reaction rate $\omega_k$ of one specie $k$ (fuel or products for example):

$$s_c = \frac{1}{\rho_s} \frac{\partial Y_k}{\partial t} + \nabla \cdot (\rho(u + V_k)Y_k) = \omega_k$$

where $\rho_s$ is the fresh gases density, $Y_k^0$ and $Y_k^0$ are the mass fraction of specie $k$ in the fresh and burnt gases respectively and $R_0$ is the integration boundary $^2 (R_0 \times R)$. Since $\omega_k$ cannot be measured experimentally, other indirect expressions are required for $s_c$. They can be derived by starting from the conservation equation of specie $k$ [6]:

$$\frac{\partial \rho_k}{\partial t} + \nabla \cdot (\rho u_k Y_k) = \omega_k$$

where $Y_k$ is the mass fraction and $V_k$ is the diffusion velocity of specie $k$. Integrating Eq. (4) over the control volume $0 \leq r \leq R_0$ yields:

$$\frac{d M_k}{d t} = 4\pi r^2 \rho_k Y_k (r = R_0) |u_r (r = R_0) + V_k (r = R_0)]$$

$$= \int_0^{R_0} \omega_k 4 \pi r^2 dr$$

where $M_k$ is the total mass of specie $k$ in the domain; $M_k = \int_0^{R_0} \rho Y_k dV$. The second left hand side term represent the flux of specie $k$ leaving the domain at $r = R_0$. Including the definition of the flame speed $s_c$; Eq. (3) in Eq. (5) gives:

$$\frac{d M_k}{d t} + 4\pi R_0^2 \rho_k Y_k (r = R_0) |u_r (r = R_0) + V_k (r = R_0)]$$

$$= s_c 4\pi R_0^2 \rho_s (Y_k^0 - Y_k^0)$$

$^2 R_0$ goes to the infinity for the case of a flame propagating in an infinite medium.
To obtain an explicit relation linking $s_c$ to $R$, the second left hand side term in Eq. (6) must be canceled. So the optimal choice of the specie $k$ depends on the configuration:

- In a hypothetical infinite medium (INF configuration) $u_{ik}(r = R_0) > 0$. But if a product is used ($Y_f(r = R_0) = 0$), as long as the flame has not reached the position $r = R_0$ the second term on the LHS of Eq. (6) is also canceled.
- In a closed vessel (BOMB configuration) $u_{ik}(r = R_0) = 0$ and $V_{d,k}(r = R_0) = 0$, so that any specie can be used in Eq. (6).

At this point in the derivation a consumption speed has been defined but no assumptions were made. The idea is now to link $M_k$ to the flame radius $R$ in order to get an expression for $s_c$ that is accessible to experimental measurements. Two cases are distinguished depending on which specie $k$ is used:

1. **A product** ($k = p$): a flame radius $R_p$ based on the mass of products is defined as:

$$ R_p^2 = \frac{M_p}{\rho_p u_{f,p}} $$

(7)

where $Y_{p,b}$ is the mass fraction of the product (e.g. $CO_2$) in the burnt gases and $\rho_p$ is the burnt gases density (averaged spatially between $r = 0$ and $r = R_p$). Eq. (7) does not imply that the flame is thin: the mass of products $M_p$ is defined unambiguously and $R_p$ is the 'equivalent' radius of a sphere containing this mass. Combining Eqs. (6) and (7) to eliminate $M_p$ yields:

$$ s_c^p = \frac{\rho_p u_{f,p}^2}{\rho_u} \frac{dR_p}{dt} - \frac{R_p}{3\rho_p} \frac{d\rho_p}{dt} $$

(8)

where the product mass fraction $Y_{p,b}$ is supposed to be constant. Eq. (8) is derived without assumptions on the domain where the flame propagates: it can be used in a bomb of any size or in an infinite domain [33].

In a simulation Eq. (8) can be used directly because $\rho_p$, $\rho_u$ and $R_p$ can be measured. In an experiment, however, assumptions on $\rho_p$ and $\rho_u$ are required. The most usual is to suppose that densities are constant (in space and time). Thus, it is generally assumed that $\rho_u$ remains equal to its initial value (neglecting confinement effects, as expected if the box is sufficiently large). $\rho_p$ is taken by assuming that its value does not vary with $r$ from 0 to $R_p$ and is equal to the burnt gases density at equilibrium $\rho_u^0$ so that Eq. (8) leads to:

$$ s_c^{exp,p} = \frac{\rho_u^0}{\rho_u^0(t = 0)} \frac{dR_p}{dt} $$

(9)

which is the expression used in most studies.\(^3\)

2. **The fuel** ($k = f$): in an infinite domain, fuel cannot be used in Eq. (6) because its flux is not zero at $r = R_p$. However, in a bomb where $u_{ik}(r = R_0) = 0$ and $V_{d,k}(r = R_0) = 0$, fuel can be used in Eq. (6) leading to a formulation given by [34]. In this case, the radius of the flame based on the mass of fuel is defined by\(^4\):

$$ R_f^3 = \frac{M_f}{\frac{4}{3} \rho_u Y_{f,u}} $$

(10)

where $Y_{f,u}$ is the mass fraction of the fuel in the unburnt gases, which is constant. Combining Eqs. (6) and (10) yields:

$$ s_c^f = \frac{dR_f}{dt} - \frac{R_f^3}{3R_f^2} \frac{d\rho_u}{dt} $$

(11)

Assuming an isentropic compression for the fresh gases which is a very reasonable approximation here, one has $1/(\rho_u) d\rho_u/dt = 1/(\gamma p) dP/dt$ where $\gamma_u$ is the ratio of the heat capacities in the fresh gases. Eq. (11) is then recast into:

$$ s_c^f = \frac{dR_f}{dt} - \frac{R_f^3}{3R_f^2} \frac{1}{\gamma_u} \frac{dP}{dt} $$

(12)

Note that Eqs. (9) and (12) are very different: Eq. (12) includes no density ratio in front of $dR_f/dt$ which suggests that the pressure term $dP/dt$ is important. Both expressions use a flame radius which is defined differently. For Eq. (9), the flame radius $R_p$ is defined from the mass of products while for Eq. (12), the flame radius $R_f$ is obtained from the mass of fuel. In practice, experimentally, the flame fronts are thin and it is probably impossible to distinguish $R_p$ and $R_f$ which are both equal to the observed flame radius $R$. In other words, an infinite thin flame assumption is implicitly done when post-processing experiments, Eq. (12) can be used in bombs but not in an infinite medium. It has been previously derived [31,30,34] but it does not seem to be used, even though it is directly accessible in an experiment because it requires only $R_p$ and $P$ vs. time as input data. It will be shown in Section 3.4 using DNS that Eq. (12) is insensitive to curvature and confinement effects, unlike Eq. (9).

3. **Validation with numerical simulations**

All flame speed expressions derived in Section 2 are summarized in Table 1. To check their accuracy, Eqs. (8), (9) and (12) are compared here in a simulation of cylindrical flames with the true consumption flame speed $s_c$ defined by Eq. (3).

Direct Numerical Simulations of cylindrical flames are performed using the AVBP code [35]. AVBP is an unsteady compressible Navier–Stokes solver. The present simulations are performed with a third-order (in space and time) scheme called TTGC [36]. In order to address both confinement and Lewis number effects, two simulations with different fuels in air are conducted: a lean methane/air ($L_{C_{1/1}} = 0.996$, $\Phi = 0.8$) flame and a lean octane/air flame ($L_{C_{1/1}} = 2.78$, $\Phi = 0.8$). The Lewis number is defined by $L_e = D_m/D_a$, where $D_m = \lambda/(\rho C_p)$ is the heat diffusivity coefficient and $D_a$ is the diffusion coefficient of species $k$ in the mixture. Moreover two geometrical cases are also compared (configuration INF and BOMB).

3.1. **Kinetic schemes**

Reduced two-step mechanisms are used for this work:

1. For methane a scheme [37] called 2S_CH4_CM2 is employed.

$$ 2CH_4 + \frac{3}{2} O_2 \rightarrow CO + 2 H_2O $$

(13)

$$ CO + \frac{1}{2} O_2 \rightarrow CO_2 $$

(14)

2. For octane, a scheme called 2S_C8H18_AB was developed following the same methodology.

$$ 2C_8H_{18} + \frac{17}{2} O_2 \rightarrow 8 CO + 9 H_2O $$

(15)

$$ CO + \frac{1}{2} O_2 \rightarrow CO_2 $$

(16)

\(^3\) Note that an intermediate formulation could be $s_c^{exp,p} = \frac{\rho_u^0}{\rho_u} \frac{dR_p}{dt}$ if a good approximation can be found for $\rho_u$. We tested this solution but it shows that in Eq. (8) a good evaluation of both $\rho_p$ and $d\rho_p/dt$ is important. In practice, even if this solution had worked in the DNS where we can have access to $\rho_u$, it would have been difficult to use in an experiment since $\rho_u$ is hardly measurable. $s_c^{exp,f}$ is not discussed anymore in this work.

\(^4\) The present derivation is valid for lean flames and is based on the fuel balance. For rich flames, a similar derivation based on oxygen leads exactly to the same expression.
Both schemes account for the oxidation of the fuel through an irreversible reaction at a rate \( q_1 \) while a second reaction is included for \( \text{octane} \):

\[
q_1 = A_1 \left( \frac{\rho V_0}{W_0} \right)^{q_1^f} \exp \left( \frac{E_{f0}}{RT} \right) \tag{17}
\]

\[
q_2 = A_2 \left[ \left( \frac{\rho V_0}{W_0} \right)^{q_2^f} \left( \frac{\rho V_0}{W_0} \right)^{q_2^s} - 1 \right] \left( \frac{\rho V_0}{W_0} \right)^{q_2^{CO2}} \exp \left( \frac{E_{f0}}{RT} \right) \tag{18}
\]

where \( K_e \) is the equilibrium constant for the \( \text{CO}/\text{CO}_2 \) equilibrium and \( R \) the perfect-gas constant. The coefficients for the two schemes are recalled in Table 2.

While the reduced scheme for methane has already been validated [37], the validation of the \( 25_{\text{CH4}}/\text{AB} \) scheme for octane vs. a detailed scheme [38] is presented in Fig. 2.

For a one-dimensional planar flame at \( P_0 = 101,325 \text{ Pa} \) and \( T_0 = 323 \text{ K} \), the reduced scheme reproduces accurately the laminar flame speed and burnt gases adiabatic temperature, for equivalence ratios up \( \Phi = 1.2 \).

### 3.2. Numerical set-up

The definition of the consumption speed, given in Eq. (3), cannot be measured in an experiment but it can be easily computed from a DNS: this is how the formulae proposed in this paper (Eqs. (8) and (12)) as well as the approximation of Eq. (9) are validated. A cylindrical flame propagating in a domain of size \( R_0 = 10 \text{ cm} \) is considered (Fig. 1b). When non-reflecting boundary conditions [39] are used at \( r = R_0 \), the configuration mimics an infinite medium where pressure is constant (INF configuration). If a wall is set up at \( r = R_0 \), the configuration corresponds to a closed vessel (BOMB configuration). Table 3 summarizes these two configurations.

Using symmetry boundary conditions, only a quarter of the bomb is meshed. The grid is refined within a radius \( r < 30 \text{ mm} \) from the center with a cell size \( \Delta = 25 \mu \text{m} \) to ensure that the flame front is fully resolved: 17–20 points in the thermal flame thickness, defined by \( \delta_t = (T_\text{a} - T_\text{ad})/\text{max } dT/dr \) (\( \delta_t = 0.43 \text{ mm} \) for octane and \( 0.51 \text{ mm} \) for methane). The thermodynamic conditions for all simulations presented in this paper are \( \Phi = 0.8, P_0 = 101,325 \text{ Pa} \) and \( T_0 = 323 \text{ K} \). As suggested by Bradley [33], the time interval used for plots corresponds to phases where the flame has grown enough \( (R > 5.5 \text{ mm}) \) to have forgotten initial conditions but is still small enough compared to the size of the bomb \( (R < 26.5 \text{ mm}) \) to avoid wall effects and remain perfectly spherical. The flame is initialized by introducing a sphere of burnt gases of radius 1 mm at temperature, density, and species mass fractions corresponding to the equilibrium conditions. This avoids to consider the details of the ignition phase and corresponds to the assumptions required for Eq. (9).

### 3.3. Curvature effects only: cylindrical flame in an infinite medium

First, numerical simulations are performed in an idealized case (INF configuration) where there is no compression to study the impact of the curvature effects only. This is achieved by using a non-reflecting outlet boundary condition (cf. Fig. 1b) at \( r = R_0 \). Thus, pressure, fresh-gases temperature and density remain constant. In this configuration, there is a flux of fresh gases through the boundary \( r = R_0 \) so that Eq. (8), based on the conservation of the product species is used. Eq. (12) cannot be used in the INF configuration.

Consequently, Fig. 3 presents the comparison of Eqs. (8) and (9) with the true consumption speed \( s_c \) (Eq. (3)) for both fuels. Eq. (8) matches the true consumption speed for both fuels. Moreover all curves extrapolate to \( s_f^t \) at \( \kappa = 0 \). Interestingly, Eq. (9) shows a different behavior for the two fuels: while for methane it matches the true consumption speed, except in the very early times, for octane, there is a clear gap between the two curves. In other words, Eq. (9) does not predict the correct stretched flame speed for the octane/air flame. This phenomenon is due to a Lewis number effect. When the flame is stretched, the burnt gases temperature is not equal to the adiabatic burnt gases temperature \( T_\text{ad} \). Figure 4 displays various temperature profiles vs. radius \( r \) when the octane/air flame propagates. Shortly after the ignition, the maximum temperature drops from the equilibrium \( T_\text{ad} = 2051 \text{ K} \) to about 1840 K. When the flame propagates, the temperature goes up again and comes back to \( T_\text{ad} \) at the end of the simulation.

These changes are due to stretch: like the flame speed, the adiabatic flame temperature is influenced by stretch and this effect has been analyzed in the literature [40,41]. The relation between the burnt gases temperature \( T_\text{ad} \) and stretch \( \kappa \) is:

\[
\frac{T_\text{ad} - T_\text{ad}}{T_\text{ad}} = \frac{1}{\kappa^2} - 1
\]

\[
D \frac{\partial K}{\partial s_c}
\]

where \( Le \) is the Lewis number of the limiting reactant and \( D \) a characteristic diffusivity. For the methane/air flame since \( Le_{\text{CH4}} = 0.996 \), \( T_\text{ad} \) is almost insensitive to stretch so that \( \rho_c \) is close to its equilibrium value and Eq. (9) is close to the true flame speed (Fig. 3b).

On the other hand, for octane (\( Le_{\text{CH418} + \text{CH419}} = 2.78 \)), \( T_\text{ad} \) is so that \( \rho_c > \rho_c^t \) leading to an underestimation of \( s_c(\kappa) \) in Fig. 3a by 2–3%.

To compare Eq. (19) and simulations, a temperature that represents...
fairly the burnt gases temperature for a given stretch must be defined. The maximum of temperature $T_{\text{max}}^b$ seems to be reasonable here, as presented by Fig. 5. In this paper, the characteristic diffusivity $D$ used is the fuel molecular diffusivity in the fresh gases $D_u^f$.

Figure 6 presents the comparison of Eq. (19) and results obtained in methane and octane air flame simulations. A good agreement between theory and simulation is found: it confirms that the burnt gases temperature (and therefore the burnt gases density in Eq. (9)) are not constant and change with stretch if the Lewis number is not equal to unity. Figure 6 shows that for methane, Lewis effects are negligible but not for octane. This explains why in Fig. 3, $s_{\text{exp}}$ matches the true consumption flame speed $s_c$ for the methane but not for the octane.

3.4. Combined curvature and confinement effects: cylindrical flame in a closed bomb

Figure 7 shows the evolution of the various expressions for the consumption speed, normalized by the unstretched laminar flame speed $s_0$, vs. stretch. Using Eq. (9) (open circles) one recovers the classical shape for the flame speed: fairly linear at high stretch (small radii) but bent downward for lower stretch (large radii). However, the true consumption speed based on the integral of the fuel

<table>
<thead>
<tr>
<th>Case</th>
<th>Expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>INF</td>
<td>Non-reflecting Infinite medium, constant pressure</td>
</tr>
<tr>
<td>BOMB</td>
<td>$u = 0$ bomb of radius $R_0$, pressure goes up</td>
</tr>
</tbody>
</table>

Table 3 Details on INF and BOMB configurations.

---

methane, Lewis effects are neglectible but not for octane. This explains why in Fig. 3, $s_{\text{exp}}^c$ matches the true consumption flame speed $s_c$ for the methane but not for the octane.
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consumption rate (Eq. (3), solid line in Fig. 7) does not show a reduction as the flame grows. In the present configuration, for \( \kappa < 150 \) \( \text{s}^{-1} \), the departure between Eqs. (3) and (9) is significant (\( \approx 8\% \) at low stretch).

The reason why Eq. (9) is not right here is that Eq. (9) uses the approximation \( \bar{p}_f = \rho_f \). Figure 8 displays the time variation of \( \bar{p}_f \) in the BOMB case for octane and methane. As expected:

- for methane, at small times, curvature effects have no influence on \( \bar{p}_f \). At later times, curvature effects decrease but confinement effects appear: pressure goes up and so does \( \bar{p}_f \), an effect which is ignored by Eq. (9).
- for octane flames the situation is not better: curvature effects lead to an increase of \( \bar{p}_f \) at small times and confinement effects only make it worse at later times.

The standard procedure with such data is to extrapolate the linear portion of the curve towards \( \kappa = 0 \). As illustrated in [27] (their Fig. 5), the length of this linear portion is greatly influenced by the size of the apparatus, i.e., by confinement. This sensitivity affects the precision of the extrapolation procedure, as shown in [29] using both linear and non-linear methods. However, the consumption speed \( s' \) (Eq. (8), open squares in Fig. 7) does not match exactly the true consumption flame speed \( s_t \) (Eq. (3)) at large stretch. This can be explained by the difference between \( R_f \) and \( R_p \), especially when the flame is very small. Indeed, replacing \( R_f \) by \( R_p \) in Eq. (8) leads to a better result. In practice, \( s' \) is not used in an experiment because \( dp/dt \) is not easily accessible. Conversely, the consumption speed \( s_f \) based on the conservation of the fuel (Eq. (12)) is easy to measure and is unaffected by the confinement as shown in Fig. 7. This expression matches perfectly the true consumption flame speed \( s_t \).

For methane, in the early development of the flame \( \kappa > 150 \) \( \text{s}^{-1} \), \( s_f \) does not seem to match well the true consumption speed because the pressure increase is very small initially. At later times (the region in which we are interested and where stretch is smaller) the accuracy of Eq. (12) is very good.

Note that the simulations of Sections 3.3 and 3.4 were conducted in a 2D configuration. In a cylindrical flame, the pressure increase is much stronger than for a spherical flame so that confinement effects are overestimated in the present simulations. The first consequence is that for a spherical bomb with the same radius \( R_0 \), the diminution of \( s_t \) at low stretch would be less pronounced. Nevertheless, even with an exaggerated pressure increase, Eq. (12) is more precise than the classical formulae, which can only improve the accuracy of the extrapolation method. The second consequence is that even at moderate flame radii, the pressure and temperature increase in the fresh gases changes the flame speed. This is particularly striking for the methane flame in Fig. 7b as the normalized consumption flame speed exceeds unity at \( \kappa < 70 \) \( \text{s}^{-1} \) because the fresh gases are not in the nominal conditions any more. This peculiarity of the cylindrical flame does not affect the conclusion about the precision of Eq. (12) vs. Eq. (9).

### 4. Conclusion

This study addresses the issue of post-processing flame radii, obtained from spherical flames in bombs, to deduce laminar flame speeds and Markstein lengths. These experiments raise difficult questions [27]: when the flame is too small, it is influenced by curvature and non-unity Lewis number effects; when it is too large, it is affected by the confinement effect of the bomb. In the present work, the limitations of the classical formula used experimentally to construct flame speeds from flame radius measurements \( s_t = dp/dp \, dR/dt \) are discussed.

Two expressions for the consumption speed were derived from the conservation equation of the species, without the assumption of an infinitely-thin flame front. The first one (Eq. (8)) is the generalization of the classical formula that accounts for the temporal
evolution of the density in the fresh and burnt gases. Because this formula requires the mean burnt gases density as an input, a quantity which cannot be measured in experiments, another expression (Eq. (12)) using only the flame radius and the pressure inside the bomb (two quantities which are directly measured) is presented (existing in the literature [34] but seldom used).

A cylindrical flame computed with DNS was used to evaluate the precision of these two expressions for the consumption flame speed. In a configuration where confinement effects do not exist (propagation in an infinite medium where pressure is rigorously constant), Eq. (9) incorrectly predicts the flame speeds for non-unity Lewis number (octane) but performs correctly for methane because Lewis number is close to unity in this case. In a second configuration, corresponding to a bomb, results show that Eq. (9) incorrectly predicts flame speeds for both octane and methane/air flames because the burnt gases density increases with pressure (in addition to curvature effects for octane) while Eq. (12) captures the correct consumption speed. Since Eq. (12) only requires the knowledge of \( R(t) \) and \( P(t) \), it is simple to use experimentally and the present work suggests that it is a good candidate for a more precise determination of the flame speeds. The main difficulty of this method should be the measurement and treatment of the pressure signal because the pressure increase in a large bomb may be difficult to measure accurately and to post process to obtain the pressure derivative required in Eq. (12).

References

A parallel multidomain strategy to compute turbulent flows in fan-stirred closed vessels

A. Bonhomme a,⇑, F. Duchaine c, G. Wang d,1, L. Selle a, b, T. Poinsot a, b

a Université de Toulouse, INPT, UPS, IMFT (Institut de Mécanique des Fluides de Toulouse), Allée Camille Soula, F-31400 Toulouse, France
b CNRS, IMFT, F-31400 Toulouse, France
c CERFACS, Glok Team, 42 Avenue Gaspard Coriolis, 31057 Toulouse Cedex 01, France
d Université Grenoble-Alpes, Grenoble INP, CEA, IRPHE (Institut de Recherche sur les Plasma et les Hydrosystèmes), 38054 Grenoble Cedex 09, France

A classical paper where this turbulence was qualified as HIT is due to Semenov [18] who showed that properly designed bombs with multiple fans were able to generate reasonable HIT in a zone located near the center of the chamber where the mean flow is almost zero and turbulence is homogeneous and isotropic. A significant amount of work has been based on correlations obtained in such bombs. The most famous example is probably the quest for ‘turbulent flame speed’ correlations in which the speed $S_T$ of premixed turbulent flames is expressed as a function of the initial turbulent velocity $u'$. Such correlations continue to be frequently published [19–23] and interestingly, few of them agree. One reason for this may be that the notion of a generic turbulent flame speed depending only on a limited number of flow and flame parameters may not be relevant [14]. Another one could be that the initial turbulence in such bombs is not really close to HIT and that more parameters should be taken into account. Therefore, since most models are based on measurements performed in bombs, an interesting question is to study whether the flow created in a fan-stirred bomb really mimics HIT and over which spatial extent. This question has been investigated experimentally [18,24,25] but using CFD would be a useful addition.

Even though the largest CFD simulations to date have been published for HIT with meshes up to 64 billion points [26], all of them were performed in simple cubic meshes, initialized with a flow which has all the properties of theoretical HIT. None of these
simulations address the question of how HIT is created (if it is) in a real fan-stirred bomb. This question is much more complicated and existing experimental diagnostics are not always sufficient to guarantee that the flow in this situation matches all properties of theoretical HIT: in a bomb, fans obviously induce a strong mean, pulsed flow. In the center of the vessel, the mean flow is expected to be zero and turbulence assumed to diffuse to a central zone where HIT is expected. This involves a series of questions which are rarely addressed:

- By which mechanisms does turbulence transfer from the fan region to the central zone?
- Since the number of fans is usually limited, are there preferential straining axes in the bomb which could affect isotropy near its center?
- The fans flow being by nature unsteady, is turbulence at the center of the apparatus sensitive to the pulsating nature of the flow created by the blades rotation?
- How large is the zone where HIT is obtained?

The objective of this paper is to show how the turbulent flow in a fan-stirred vessel can be studied using high-resolution LES to complement experimental diagnostics. To reach this objective, the simulation code must satisfy three criteria:

- Considering the complexity of the objects to mesh, the need to correctly capture the blade geometry and the necessity to handle moving objects, unstructured meshes are required so that classical DNS codes used for HIT (spectral methods [27,28], high-order compact schemes [29–31]) cannot be used.
- The configuration includes a large number of moving objects (the fans) close to each other. Classical techniques such as ALE (Arbitrary Lagrangian Eulerian) [32–34] are difficult to implement for a flow with multiple fans because of meshing issues. Immersed Boundary methods [35–37] are easier to develop for moving objects but are usually associated to a low order of accuracy which is not acceptable in a LES framework. Here, a new multidomain high-order LES technique with mesh overlapping developed by Wang et al. [38,39] is used on a real configuration.
- To resolve turbulent structures accurately, a high-fidelity explicit (in time) LES solver is needed and the corresponding CPU cost is expected to be large so that the implementation of the multidomain method must be fully parallel.

This paper is organized as follows: first, the numerical methodology is described in Section 2. It is based on the simultaneous execution of multiple instances of the same solver, called MISCOC for Multi Instances Solver Coupled on Overlapping Grids. These instances are coupled on parallel computers using the OpenPalm coupler [40,41]. This coupler is well suited for this task, however, one limitation is that only two instances can exchange at the same time so that the balancing strategy becomes much more complex than it was for a single instance, which is also discussed in Section 2.

A validation test case of the MISCOC approach is presented in Section 3. It consists in propagating a single vortex across two overlapping computational domains. It is thought as an elementary validation of the ability to convect turbulent structures. The method is then applied to a fan-stirred bomb experiment developed in Orléans [42], where 7 instances are required to compute the bomb and the six fans. Section 4 describes this configuration, the numerical set-up and the parallel efficiency of the global simulation.

Flow results are discussed in Section 5: quantities that can be obtained both from LES and PIV are first compared (mean flow fields and RMS values for all three velocity components). LES results are used to analyze quantities which cannot be obtained experimentally such as the velocity tensor – to identify the structure of the turbulence – or the budget of turbulent kinetic energy in order to understand how turbulence reaches the center of the vessel.

### 2. Numerical methodology

The filtered LES unsteady compressible Navier–Stokes equations that describe the spatially filtered mass, momentum and energy conservation are solved by the unstructured compressible LES solver, AVBP [45]. These equations can be written in the conservative form:

\[ \partial \tilde{W} / \partial t + \nabla \cdot \tilde{F} = 0 \]  

where \( \tilde{W} \) is the vector containing the conservative variables \( (\rho, \rho U, \rho E) \) and \( \tilde{F} = (F, G, H)^T \) is the flux tensor. The flux is divided into two components: the convective flux depending only on \( \tilde{W} \) and the viscous flux depending on both \( \tilde{W} \) and its gradient \( \nabla \widetilde{W} \). The contributions of Sub-Grid Scale (SGS) turbulence models are included in the viscous flux through the addition of the so called turbulent viscosity \( \nu_t \). Two schemes are used in this study: Lax–Wendroff [44] (LW, with 2nd-order accuracy in time and space) and the two-step Taylor–Galerkin finite element scheme TTG [45] (3rd-order in time and space). The LW scheme, which is faster than TTG, is used for transient phases while all statistics are gathered (when steady state is reached) using the TTGC scheme.

To compute the whole configuration and the flow created by the fans the code must be able to deal with moving parts (in this case, six rotating fans). Immersed Boundaries Methods [35,36] were tested but were not able to represent correctly the blade geometry of the fan because the entire zone spanned by the fans must be meshed with a very fine grid size leading to a prohibitive cost in term of CPU time. ALE methods with mesh deformation [46,47,34] were also considered but introduced excessive deformation of cells and frequent interpolation phases [48].

To solve this problem, the MISCOC approach, developed initially for turbomachinery [38,39], was extended to bomb configurations. In MISCOC, two or more instances of the same LES solver (namely AVBP), each with their own computational domain, are coupled through the parallel coupler OpenPalm [40,41]. For the bomb case, the whole flow domain is initially divided into 7 parts: the bomb itself has a static mesh (AVBP01) while each fan is computing in a moving framework (AVBP0i, \( i \in \{2,7\} \)). For moving parts, the code uses the ALE block rotation approach [46,47,34]: the grid is rotated without deformation. The remaining unit AVBP01 simulates the flow in the static part of the bomb in the same coordinate system. The solution retained to handle interfaces between the units involving rotating and non-rotating parts consists in reconstructing the residuals using an overset grid method and exchanging by interpolation the multidomain conservative variables wherever needed. To do so an efficient distributed search algorithm is implemented in the OpenPalm coupler to locate the points in parallel partitioned mesh blocks and a linear method is used to interpolate residuals (the interpolation is of 2nd order). This coupling phase is implemented outside the CFD instances in conjunction with second order interpolation.

The computational domain corresponding to the experiment of Orléans is displayed in Fig. 1: six cylindrical rotating domains \( i = 2–7 \) are used for each fan zone while one domain \( i = 1 \) is used for the rest of the bomb. In general, the number of cells used for each domain can be different. Here the grids for the six fans (AVBP02–AVBP07) have the same number of cells but the bomb
grid (AVBP01) is different so that load balancing becomes immediately an issue which will be discussed in Section 4.2. The timetable used in the MISCOG approach for each iteration is the following:

1. All AVBP0(i ∈ [1;N]) entities run.
2. When AVBP01 and AVBP02 have computed one iteration, they exchange conservative variables in the buffer zone of regions 1 and 2. After this exchange, AVBP02 starts to compute the next iteration.
3. When AVBP03 finishes its iteration and AVBP01 has also finished exchanging with AVBP02, AVBP01 and AVBP03 start to exchange, otherwise AVBP01 waits. This is repeated for all AVBP0i instances (i ∈ [2;N]).

Note that AVBP01 starts to compute the next iteration as soon as it has exchanged residuals with the last instance AVBP0N.

3. Validation test cases

Many academic test cases have been performed to validate the MISCOG approach in configurations where a single domain computation or an analytical solution can be used as the reference solution. For example, acoustic wave and two-dimensional vortex propagation cases were tested successfully using MISCOG by Wang et al. [38,39]. These results showed good performances of the MISCOG approach and a negligible accuracy loss through the overlapping zone thanks to the second-order interpolation. Here a new three-dimensional vortex case closer to the Orléans bomb geometry was tested by propagating a vortex with the TTGC scheme in the box of Fig. 2.

The computational domain consists in a tri-periodic cubic box where a cylindrical grid is inserted. This cylinder is rotated at 10,000 rpm corresponding to the rotation speed of the fans in the real bomb. The mean flow goes from left to right at $U_0$. In this test case, the vortex must travel through interfaces without being affected by the inner rotating mesh so that the exact solution is simple to derive as a reference. This test case is representative of the target configuration where fans are encapsulated in finite cylinders: vortices created by the fan blades must travel through the coupling interface. This case is simulated both with the MISCOG approach and with a single domain AVBP computation. Fig. 3(a) presents the time evolution of the axial velocity at the center of the rotating cylinder while Fig. 3(b) shows a cut of the pressure field after two convection times. A very good agreement is found between the analytical solution, the single domain computation and the MISCOG approach. The vortex is convected at the expected speed $U_0$ (no dispersion) and its structure is preserved (no dissipation). Note that formally, when the vortex goes through the overlapping zone, the third order of the TTGC scheme is lost since the current interpolation is of 2nd order. However, the pressure and the velocity profiles are both well convected.

This test case demonstrates the ability of the MISCOG approach to convect a 3D vortex through different interfaces and confirms the accuracy of this approach for coupled LES. On the long term, it is clear that the interpolation method used in the overlapping zone combined with the numerical scheme in each domain leads to global dispersion and dissipation properties which would require a much more precise analysis. This is left for further studies to concentrate here on the fan-stirred bomb simulations.

4. Numerical set-up and parallel efficiency of the MISCOG approach on a six-fan stirred vessel

This section describes the bomb configuration and the numerical set-up. The parallel efficiency of the global MISCOG simulation is discussed because it raises new questions compared to classical load balancing issues in a single instance solver.

4.1. Description of the bomb configuration and numerical set-up

The configuration is the bomb experiment of the PRISME laboratory in Orléans [42]. This spherical vessel is stirred by six fans. The radius of the closed vessel $R_0$ is 100 mm and it has six windows for visualization (see Fig. 4(a)). Fans are axial fans with an external diameter of 60 mm. All characteristics of the fans are presented by Fig. 4(b).

Simulations used to gather statistics are performed with the TTGC scheme. The sub-grid scale (SGS) model is WALE [49] which was developed for wall bounded flows. All boundary conditions are no-slip and adiabatic walls (fans and closed vessel).

Experimental results obtained in the PRISME laboratory, give values for the RMS velocity $u_{rms}$ and the integral length scale $l_{exp}$ at the bomb center: $u_{rms} \approx 3$ m/s and $l_{exp} \approx 3$ mm. The time scale associated to the integral length scale $\tau = l_{exp}/u_{rms}$ is $\approx 1$ ms. Knowing the viscosity $\nu = 1.78 \times 10^{-5}$ m$^2$ s$^{-1}$ the turbulent Reynolds number can be evaluated $Re_{exp} = u_{rms} l_{exp}/\nu \approx 600$. The experimental Kolmogorov length scale $\eta_{exp}$ can be estimated with the relation:

$$\eta_{exp} = L_{exp}/Re_{exp}^{3/4}$$

(2)

giving a value of the order of $\eta_{exp} \approx 40$ mm. All theses information are summarized in Table 1. The computation with a constant mesh size in the whole bomb of $\Delta x = 1$ mm in the closed vessel gives a ratio $\Delta x/\eta_{exp} \approx 25$ corresponding to a mesh of 21 million of cells for AVBP01. Even though the computation is a LES, this resolution leads almost to a DNS-like computation because very few intense structures actually exist between the Kolmogorov scale $\eta$ and a length of the order of $20\eta$ [5]. For the mesh of the fan, a fine discretization at the blade-walls is used to capture the flow generated by fans (Fig. 5): four prism layers are added on all blade-walls to describe the boundary layer [50]. The typical thickness of the prism layers is about 0.05 mm, so that the maximum wall $y^+$ on the first grid point near the blade wall is 10 and is located at the leading edge of the blade (see Fig. 6). The mesh size around the fan (away from the walls) is 1 mm leading to a mesh of 3.3 million cells for each fan instance AVBP02 to AVBP07. Thus the full mesh including the bomb-mesh and the six fan-meshes contains 41 million cells.
4.2. Efficiency of the MISCOG approach

The load balancing of the MISCOG approach strategy raises much more questions than the usual optimization of single instance codes on parallel systems: the present configuration requires the coupling of 7 AVBP entities (one for the bomb and 6 six for the fans). Timers were added to measure the times needed for (1) computation, \( T_c \), (2) exchange, \( T_e \) and (3) waiting, \( T_w \).

Defining a waiting time \( T_w \) in a multiple instances run requires caution. Here we define \( T_w \) using the following convention: \( T_w \) is negative when fans (AVBP02–AVBP07) wait while it is positive if the bomb (AVBP01) waits. Note that \( T_e \) corresponds to exchanges between AVBP01 and individual fans: communication times between cores inside each instance are included in the computation time. Two computation times are defined: \( T_{fc} \) and \( T_{bc} \), the fan and the bomb standalone computational times, respectively.

A theoretical model of performance for MISCOG can be derived using simple relations. Two limit cases are considered. The bomb-limited case (BL) where fans have to wait – corresponding to \( T_w > 0 \) –. Timetables of BL and FL cases are displayed in Figs. 7 and 8, respectively. According to timetables presented in Figs. 7 and 8 and using the convention previously proposed for the waiting time, leads to an expression for \( T_w \), which is valid for all cases:

\[
T_w = \left( T_{bc} - T_{fc} \right) - \left( N - 2 \right) T_e \quad (3)
\]

The exchange time, \( T_e \), cannot be estimated simply (its dependance on load balancing is not easy to evaluate) and it was measured in the solver. The total time for one iteration \( T_{it} \) can be expressed using two relations: communications between instances in MISCOG approach are sequential so that (except for the first iteration) the time needed by the bomb (AVBP01) to compute one iteration \( T_{b} \) is equal to the time needed by each fan (AVBP02–AVBP07) to compute one iteration \( T_{f} \) (Figs. 7 and 8). This leads to two expressions for \( T_{it} \):

\[
T_{it} = (N - 1)T_e + T_{bc} + \max(0, T_w) = T_{fc} + T_{bc} - \min(0, T_w) \quad (4)
\]

Fig. 2. Sketch of the 3D convection vortex test case: a rotating cylinder is placed inside a tri-periodic box. Views are colored by the velocity field.

Fig. 3. Comparison between a single domain AVBP computation and the MISCOG approach. ——: analytical solution; ---: single mesh approach; : MISCOG.
To validate this model, computations were performed where the total number of cores was fixed (400 on SGI Altix ICE 8200) and the ratio \( R_c = N_b^c/N_f^c \) of the number of cores allocated to the bomb instance AVBP01 \((N_b^c)\) to the number of cores allocated to fan instances AVBP02 to AVBP07 \((N_f^c)\) was varied (all fan instances have the same number of cores). Table 2 summarizes the computations performed to evaluate the performance of MISCOG. Fig. 9 compares the model (Eqs. (3) and (4)) to waiting and total times measured in simulations. Fig. 9(a) shows the waiting times. When \( R_c \) is increased (more cores are allocated to the bomb instance AVBP01), the waiting time is expected to go from negative (fans wait) to positive (bomb waits) values as shown by Eq. (3). A good agreement is found while \( R_c \) is less than 20. For large \( R_c \) values, the trend is good but values differs slightly: in simulations the waiting time goes to zero but remains negative. When there are extreme differences in load balancing between AVBP01 and AVBP02 \((R_c > 20)\) the behavior of MISCOG is not well understood yet. According to Eq. (3), in order to cancel the waiting time \((T_w = 0)\), the load balancing must be chosen such as \( T_f^c = T_b^c + (N - 2)T_e \). This leads here to a ratio \( R_c \approx 19 \), where 303 cores are allocated to AVBP01 (the bomb) and 16 cores are used for each fan domain. Fig. 9(b) displays the absolute execution time of the code for one time-iteration. The agreement with Eq. (4) is reasonable.

In an ideal computation, the minimum computing cost of such a simulation is obtained when \( T_w = 0 \). In practice, the \( R_c \) range which minimizes the total time for one iteration is \( R_c \in [10; 20] \) showing that the MISCOG efficiency is weakly dependent on this ratio. In this range, \( T_w \) is closed to zero but can be negative showing that the optimal performance of MISCOG can be obtained in a situation where fans wait.

**Table 1**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( u_{\text{rms,exp}} )</td>
<td>3 m/s</td>
</tr>
<tr>
<td>( L_{\text{exp}} )</td>
<td>3 mm</td>
</tr>
<tr>
<td>( \tau )</td>
<td>1 ms</td>
</tr>
<tr>
<td>( Re_{\text{exp}} )</td>
<td>600</td>
</tr>
<tr>
<td>( \eta )</td>
<td>40 ( \mu )m</td>
</tr>
</tbody>
</table>

To validate this model, computations were performed where the total number of cores was fixed (400 on SGI Altix ICE 8200) and the ratio \( R_c = N_b^c/N_f^c \) of the number of cores allocated to the bomb instance AVBP01 \((N_b^c)\) to the number of cores allocated to fan instances AVBP02 to AVBP07 \((N_f^c)\) was varied (all fan instances have the same number of cores). Table 2 summarizes the computations performed to evaluate the performance of MISCOG. Fig. 9 compares the model (Eqs. (3) and (4)) to waiting and total times measured in simulations. Fig. 9(a) shows the waiting times. When \( R_c \) is increased (more cores are allocated to the bomb instance AVBP01), the waiting time is expected to go from negative (fans wait) to positive (bomb waits) values as shown by Eq. (3). A good agreement is found while \( R_c \) is less than 20. For large \( R_c \) values, the trend is good but values differs slightly: in simulations the waiting time goes to zero but remains negative. When there are extreme differences in load balancing between AVBP01 and AVBP02 \((R_c > 20)\) the behavior of MISCOG is not well understood yet. According to Eq. (3), in order to cancel the waiting time \((T_w = 0)\), the load balancing must be chosen such as \( T_f^c = T_b^c + (N - 2)T_e \). This leads here to a ratio \( R_c \approx 19 \), where 303 cores are allocated to AVBP01 (the bomb) and 16 cores are used for each fan domain. Fig. 9(b) displays the absolute execution time of the code for one time-iteration. The agreement with Eq. (4) is reasonable.

In an ideal computation, the minimum computing cost of such a simulation is obtained when \( T_w = 0 \). In practice, the \( R_c \) range which minimizes the total time for one iteration is \( R_c \in [10; 20] \) showing that the MISCOG efficiency is weakly dependent on this ratio. In this range, \( T_w \) is closed to zero but can be negative showing that the optimal performance of MISCOG can be obtained in a situation where fans wait.
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<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( u_{\text{rms,exp}} )</td>
<td>3 m/s</td>
</tr>
<tr>
<td>( L_{\text{exp}} )</td>
<td>3 mm</td>
</tr>
<tr>
<td>( \tau )</td>
<td>1 ms</td>
</tr>
<tr>
<td>( Re_{\text{exp}} )</td>
<td>600</td>
</tr>
<tr>
<td>( \eta )</td>
<td>40 ( \mu )m</td>
</tr>
</tbody>
</table>

To validate this model, computations were performed where the total number of cores was fixed (400 on SGI Altix ICE 8200) and the ratio \( R_c = N_b^c/N_f^c \) of the number of cores allocated to the bomb instance AVBP01 \((N_b^c)\) to the number of cores allocated to fan instances AVBP02 to AVBP07 \((N_f^c)\) was varied (all fan instances have the same number of cores). Table 2 summarizes the computations performed to evaluate the performance of MISCOG. Fig. 9 compares the model (Eqs. (3) and (4)) to waiting and total times measured in simulations. Fig. 9(a) shows the waiting times. When \( R_c \) is increased (more cores are allocated to the bomb instance AVBP01), the waiting time is expected to go from negative (fans wait) to positive (bomb waits) values as shown by Eq. (3). A good agreement is found while \( R_c \) is less than 20. For large \( R_c \) values, the trend is good but values differs slightly: in simulations the waiting time goes to zero but remains negative. When there are extreme differences in load balancing between AVBP01 and AVBP02 \((R_c > 20)\) the behavior of MISCOG is not well understood yet. According to Eq. (3), in order to cancel the waiting time \((T_w = 0)\), the load balancing must be chosen such as \( T_f^c = T_b^c + (N - 2)T_e \). This leads here to a ratio \( R_c \approx 19 \), where 303 cores are allocated to AVBP01 (the bomb) and 16 cores are used for each fan domain. Fig. 9(b) displays the absolute execution time of the code for one time-iteration. The agreement with Eq. (4) is reasonable.

In an ideal computation, the minimum computing cost of such a simulation is obtained when \( T_w = 0 \). In practice, the \( R_c \) range which minimizes the total time for one iteration is \( R_c \in [10; 20] \) showing that the MISCOG efficiency is weakly dependent on this ratio. In this range, \( T_w \) is closed to zero but can be negative showing that the optimal performance of MISCOG can be obtained in a situation where fans wait.
5. Characterization of turbulent flow inside the fan-stirred bomb

In the experimental set-up, many operating points have been studied: four fan geometries have been tested, the fan rotation speed $\omega_{\text{fan}}$ was varied from 1,000 rpm to 15,000 rpm, the pressure $P_0$ from 1 bar to 10 bar and the temperature $T_0$ from 323 K to 473 K. Only one operating point is studied numerically: $P_0 = 101325$ Pa and $T_0 = 323$ K. The fans rotation speed is $\omega_{\text{fan}} = 10,000$ rpm (the corresponding rotation period is $T_{\text{fan}} = 6$ ms). The Reynolds number, based on the blade tip radius ($30$ mm) and speed ($31.5$ m/s) is about 60,000. A normalized time $t'$ giving the number of fan rotations that are computed is defined as $t' = t/T_{\text{fan}}$, where $t$ is the physical time.

To reach steady state, a first computation is performed on a coarse grid. Fig. 10 shows the evolution of the mean resolved kinetic energy in the computational domain $E_k = 1/V \int \mathbf{u} \cdot \mathbf{u} \, dV$. This quantity is a relevant diagnostic to quantify the temporal convergence of the flow inside the vessel. In this configuration, the flow is established after about 20 rotations. From $t' = 0$−45, the LW scheme is used. Then from $t' = 45$−95, the TTGC scheme is used. Finally from $t' = 95$−165, the computation is performed on the fine grid with the TTGC scheme. The resolved mean kinetic energy $E_k$.

<table>
<thead>
<tr>
<th>Name</th>
<th>$R_c$</th>
<th>$T_e$</th>
<th>$T_w$</th>
<th>$T_{it}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MISCOG 1</td>
<td>2</td>
<td>0.593</td>
<td>-4.35</td>
<td>6.19</td>
</tr>
<tr>
<td>MISCOG 2</td>
<td>4.5</td>
<td>0.345</td>
<td>-2.42</td>
<td>4.37</td>
</tr>
<tr>
<td>MISCOG 3</td>
<td>9.9</td>
<td>0.347</td>
<td>-1.28</td>
<td>3.93</td>
</tr>
<tr>
<td>MISCOG 4</td>
<td>19</td>
<td>0.423</td>
<td>-0.34</td>
<td>4.03</td>
</tr>
<tr>
<td>MISCOG 5</td>
<td>34</td>
<td>0.606</td>
<td>-0.25</td>
<td>7.84</td>
</tr>
</tbody>
</table>

### Table 2

Simulations performed to evaluate the performance of MISCOG. The ratio $R_c$ is increased for MISCOG 1–5. All times are given in seconds per iteration.

---

(a) Waiting time $T_w$.

(b) Total time for one iteration $T_{it}$.

---

Fig. 9. Performance of MISCOG. C: Computations; --- model.
increases slightly when the fine grid is introduced because new structures are created. However the new steady state is reached quickly and diagnostics are performed from the time needed by large turbulent scales generated by fans to reach the center of the vessel. The distance between the fan blades is very small compared to the flow velocity at the blade tip. This velocity is very close to HIT which is the objective of this experimental set-up.

5.2. Mean and RMS velocities in the closed vessel

A second diagnostic is to compare average \( \bar{u} \) and fluctuating \( u' \) velocities measured experimentally to those computed by LES. These statistics are performed over 60 fan rotations \( (t' \in [105:165]) \). Fig. 14 shows fields of the magnitude of the average and fluctuating velocities in the closed vessel. As expected, the average velocity is close to zero at the bomb center. To compare these results to experimental data, Fig. 15 presents x-axis cuts of average velocity components. As previously observed on Fig. 14, average velocities are near zero at the bomb center. The agreement between experimental data and LES calculation is reasonable. Moreover the ‘S’ shape of the \( \bar{u} \) and \( \bar{v} \) curves observed experimentally is fairly well predicted by the computation. The domain where the average velocity is near zero is a sphere with a radius of about 3 cm. Fig. 16 presents x-axis cuts of fluctuating velocities components. Once again the agreement between experimental data and LES is quiet good. The \( u_{\text{rms}} \) and \( v_{\text{rms}} \) profiles are well captured. The LES results slightly underestimate the velocity fluctuations since only the resolved fluctuations are plotted. Considering the complexity of this simulation, capturing most of the trends observed in the measurements is already challenging and we think that results are sufficiently good to show that the whole approach is promising.

5.3. Turbulence structure

To study the structure of the turbulence, the time average invariants defined by Lumley [51,52] are a useful tool. According to this theory an anisotropy invariant map within which all realizable Reynolds stress invariants must lie can be defined. The borders of this domain describe different states of the turbulence. This theory is based on the analysis of the non-dimensional form of the anisotropy tensor given by:

\[
\frac{b_{ij}}{\tau_{ii}^{1/2}} = \frac{1}{3} \delta_{ij}
\]

with \( \tau_{ii} = \frac{1}{3} \bar{u}' \bar{u}' \) the average Reynolds stress tensor. The principal components of the anisotropy tensor may be found by solving the relation:

\[
\det[b_{ij} - \sigma \delta_{ij}] = 0.
\]
where $\sigma$ are the eigenvalues (i.e. the principal stresses) of $b$, Eq. (6) expands to the following third-order equation for:

$$\sigma^3 - l_1 \sigma^2 + l_2 \sigma - l_3 = 0$$

where $l_1$, $l_2$ and $l_3$ are respectively the first, second, and third invariants of the tensor $b_{ij}$. These invariants are related to the tensor terms according to the relations:

$$l_1 = \text{trace}(b) = b_{kk}$$

$$l_2 = \frac{1}{2} \left( \text{trace}(b)^2 - \text{trace}(b^2) \right) = -\frac{1}{2} b_{ij} b_{ij}$$

$$l_3 = \text{det}(b)$$

where $r$ are the eigenvalues (i.e. the principal stresses) of $b$. Eq. (6) expands to the following third-order equation for:

$$r^3 / C_0 I_1 r^2 + I_2 r / C_0 I_3 = 0$$

where $I_1$, $I_2$, and $I_3$ are respectively the first, second, and third invariants of the tensor $b_{ij}$. These invariants are related to the tensor terms according to the relations:

$I_1 = \text{trace}(b)$

$I_2 = \frac{1}{2} \left( \text{trace}(b)^2 - \text{trace}(b^2) \right) = -\frac{1}{2} b_{ij} b_{ij}$

$I_3 = \text{det}(b)$

where $I_1$ is zero for incompressible flows and is not used here. The anisotropy invariant map is constructed by plotting $I_2$ versus $I_3$. Isotropic turbulence is found at the origin ($l_2 = l_3 = 0$). When $l_2$ or $l_3$ differ from zero, they quantify the type of turbulence which is found locally (1, 2 or 3 components, axial-symmetry, etc.). The $I_2$ and $I_3$ invariants were computed locally (which means that the operator in Eq. (5) is a temporal averaging operator) in the LES on the fine mesh during the established phase ($t' > 105$). This analysis has been done on the $x$, $y$, and $z$-axis (20 points in each direction) of the closed vessel and results are reported in Fig. 17. Each point is colored by its distance $r$ to the center of the bomb.

Fig. 17 shows that at the bomb center ($x \in [-30, +30]$ mm), turbulence can be assumed to be isotropic. In this spherical domain all
structures generated by the six fans impact and mix (by diffusion) leading to an homogenous turbulence. Outside this spherical domain where turbulence is isotropic, the presence of the fans affects the structure of the turbulence: at a distance of more than 30 mm of the bomb center, turbulence becomes ‘rod-like’. This loss of isotropy is confirmed by results obtained experimentally. Fig. 18 presents the evolution of the ratio \( u_{rms}/V_{rms} \) versus the x-axis showing that turbulence is isotropic at the bomb center. The agreement between LES and experimental measurements is good. Note that Fig. 18 is consistent with Fig. 17.

5.4. Kinetic energy balance

The objective in this section is to show how turbulence is transferred from the fans regions to the bomb center. A relevant quantity to characterize the turbulence inside the vessel in terms of production, dissipation and transport is the mean turbulent kinetic energy (TKE) \( \epsilon = 1/2 \sigma_i \sigma_i \). The budget of \( \epsilon \) is given by Hinze [3]:

\[
\begin{align*}
\text{Convection} & : -u_i \frac{\partial \epsilon}{\partial x_i} \\
\text{Pressure diffusion} & : \frac{\partial}{\partial x_i} (p' u_i) \\
\text{Turbulent diffusion} & : \frac{\partial}{\partial x_i} (\epsilon u_i) \\
\text{Viscous diffusion} & : \frac{\partial}{\partial x_i} (2 [V + V_r] s_i s_j u_i) \\
\text{Dissipation} & : -\nu \frac{\partial \epsilon}{\partial x_i} \\
\text{Production} & : 0
\end{align*}
\]

(9)

where \( p' \) is the pressure fluctuation, \( \epsilon \) is the instantaneous turbulent kinetic energy \( \epsilon = 1/2 \sigma_i \sigma_i \) and \( s_{ij} = 1/2 \left( \partial \sigma_i / \partial x_j + \partial \sigma_j / \partial x_i \right) \) is the deformation tensor [53,4,54,55]. The turbulent viscosity \( \nu_t = \mu_t / \rho \) is taken into account in the budget of \( \epsilon \). Terms in Eq. (9) are calculated over 60 solutions: 1 solution is stored at each fan rotation from \( \tau = 105 \) to \( \tau = 165 \). These solutions are uncorrelated since the time between two solutions is 6 ms and the time scale associated to the integral length scale \( \tau \) is around 1 ms (convergence was checked). These terms are then averaged spatially assuming spherical symmetry so that they are plotted as a function of the bomb radius \( r_b \) \( (r_b = 0 \) at the bomb center). Only terms of interest are plotted here: Fig. 19 displays the convection, turbulent diffusion, dissipation and the production terms (resolved quantities). A fan is superimposed to the graph to show its position in the bomb. The dissipation rate found in this work is about 100 m\(^2\)s\(^{-3}\) in the region of the bomb center. This value is in agreement with the dissipation rate measured experimentally by De Jong et al. [56] in an eight-fan cubic turbulence box. The production term is maximum at \( r_b/R_b \approx 0.5 \): the turbulent kinetic energy is produced by fans which are located at this position. Finally, over a central region of diameter 30 mm, turbulent diffusion dominates convection as expected: the mean flow is around zero in this region (see Fig. 15), confirming that turbulence is not convected but diffused towards the bomb center from the fan regions.
5.5. Spectra

The flow generated by fans is, by nature, a pulsating flow. Because fans have four blades, this flow is expected to exhibit a mode at a frequency \( f_p \) equal to four times the fan rotation frequency \( (f_p = 4/f_{\text{rotation}}) \). To check if turbulence at the center of the bomb is affected by the pulsed flow created by the blades rotation, Power Spectral Density (PSD) of the velocity can be computed to track the existence of harmonic oscillations at \( f_p \).

Fig. 20 shows the bomb configuration and the position where PSD are performed. Two points in the domain are analyzed: close to a fan (point P0) and at the bomb center (point P1). At P0, the PSD exhibits a mode at a frequency exactly equal to four times the frequency of the fan rotation as expected. On the other hand, at the bomb center, this mode vanishes and the spectrum follows turbulence decays between these two points.

6. Conclusion

This study presents a computation of a spherical vessel stirred by six fans. This configuration corresponds to an experiment conducted at the PRISME laboratory in Orléans to study the propagation of turbulent premixed flames in homogeneous isotropic turbulence. In this paper, only the non-reacting flow is studied, just before ignition. At this instant, the Reynolds number associated to the fans is 60,000 while the Reynolds number based on the integral length and RMS speed is of the order of 600 at the bomb center.

An approach first developed for turbomachinery simulations called MISCOG, has been adapted here to handle six fans inside the vessel. This method couples multiple instances of the same code, exchanging residuals on small overlapping zones. A first test case shows that the MISCOG approach is able to convect vortices with limited dispersion and dissipation effects. The parallel efficiency of MISCOG is discussed too.

A well resolved LES of the full geometry is then performed with the unstructured compressible code AVBP. Average and fluctuating fields match experimental data reasonably well. Finally the structure of the turbulence is studied and it is shown that turbulence is almost homogeneous and isotropic at the bomb center in a region of around 6 cm of diameter. The budget of mean turbulent kinetic energy is performed too and shows that turbulence is not convected from fans to the bomb center but diffused since the average velocities are near zero at this location. The trace of the blade passage frequency disappears near the bomb center.
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