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General introduction

Voltage, current, power, and energy measurements have been in use since the dawn of
power system infrastructure. At the turn of the 20th century, the analog measurement
devices were in the midst of a fierce battle (“War of the Currents”’) ensued between the
advocates of the direct current (DC), headed by J. P. Morgan and Thomas Edison, and
the alternating current (AC), headed by George Westinghouse and Nicolai Tesla. Due to
several technical and economic aspects, the AC technology won the DC for generation,
delivery, and utilization of the electricity.

In this context, the mathematical theory of the power system via AC-based model
needed to be formulated to simplify, without loss of generality, the analyzes and calcu-
lations. This task was successfully performed by Charles Proteus Steinmetz with the
development of a symbolic method used to represent alternating current [1]. This event is
the birth of the phasor representation in electric power systems.

This fact has given rise to the need for calculating ‘off-line’ phasors provided by analog
devices. The operating principle of these devices is based on the electromagnetic interaction
able to produce mechanical movement’s approaches over a properly graduated scale. Thus,
single and three-phase voltage and current magnitude measurements could be obtained
with good precision, however the phase angle measurements were conveniently obtained by
clever methods using wattmeters to measure both active and reactive power consumption
(two and/or three-wattmeter methods).

The phase angle of the load was then defined as the inverse tangent of the ratio between
the reactive and active power, being numerically identical to the angular aperture between
voltage and current angles. Generally, the a-phase has been applied as angular reference
based on a counterclockwise sense of rotation (abc-sequence). In this way, complex quanti-
ties related to voltage, current and apparent power have been calculated. Nowadays, this
analysis has yet been employed for educational purposes [2].

A special regard to frequency measurements must also be directed. The speed of rota-
tion of synchronous generator rotors is directly related to the frequency of the voltages they
generate, thus mechanical feedback controls were performed to ensure a relatively narrow
range of speeds to produce the nominal power frequency (50-Hz or 60-Hz). The earliest
power system frequency measurements were performed by mechanical and/or electrical
resonators tuned to a range of frequencies around the nominal, in which typical resolution
of the order of 0.25 Hz could be obtained |[3].

In the course of time, the measuring technology evolved enabling the quasi-complete
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shift from analog to digital domain, however these nostalgic devices are still present in
several parts of the electric networks (substations, power system control centers, homes,
buildings, and so on), due to their robustness and efficiency. Unfortunately, for online
monitoring, control, and protection applications in active and smart power distribution
systems, the analog measurement devices have a tendency to fall into disuse because they
are not endowed with the required capabilities of communication and interoperability.
Therefore, this makes room for the massive use of digital measurement devices. With the
deployment of modern Distribution Management System (DMS), digital measurements will
be utilized to enable and improve the situational awareness.

The definition of situational awareness in electric power systems can be understood as
the perception of the elements in the network, the comprehension of their current states,
and the projections of their future status to make decisions in a timely manner [4]. In the
context of active power distribution systems - characterized by a high integration of dis-
tributed energy resources (DERs) - situational awareness might allow the implementation
of emerging advancements in online monitoring, adaptive control schemes of distribution
assets, and optimized automation to achieve a high operational efficiency, an enhanced
security, an improved flexibility, and an increased reliability for these electric grids.

Actually, robust metering infrastructure based on classical digital measurements has
been used to enable a comprehensive power distribution network management, however
synchronized phasor measurements, also known as synchrophasors, are especially welcome
to improve the overall framework capabilities (Chapter I provides the state of the art
concerning synchronized phasor measurements). A synchrophasor is a phasor! digitally
computed from data samples using an absolute and accurate time source as reference. In
this way, since the absolute time source has sufficient accuracy to synchronize voltage and
current measurements at geographically distant locations it is possible to extract valuable
informations of the real grid operating status without full knowledge of its characteristics.

Due to this fact, applications of synchronized phasor measurements in wide-area mana-
gement systems (WAMSs) have been achieved [5]. Angular separation, linear state estima-
tion, islanding detection, oscillatory stability, and disturbance location identification are
some of the several applications that have been proposed. Thus, we could be lead to believe
that to bring the well-known benefits of the synchronized measurements toward electric
distribution grids it is only required to place in a straightforward manner conventional
PMUs into the electric distribution environment. Unfortunately, this is not as simple as it
seems.

Electric power distribution systems and high-voltage power systems have different ope-
rational characteristics. Hence, PMUs or PMU-enabled IEDs (Intelligent Electronic De-
vices) dedicated to distribution systems should have different features from those devoted
to the high-voltage systems. Active distribution grids with shorter line lengths produce
smaller angular aperture between their adjacent busbars. In addition, high harmonic con-
tent and frequency deviation impose more challenges for estimating phasors. Generally,
frequency deviation is related to high-voltage power systems, however, due to the intercon-
nected nature of the overall power system, frequency deviation can be propagated toward
the distribution grid. The integration of multiple high-rate DERs with poor control ca-

! A phasor is a steady-state representation of physical quantities that vary over time [1].
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pabilities can also impose local frequency drift. Advanced synchronized devices dedicated
to smart monitoring framework must overcome these challenges in order to lead the mea-
surement accuracy beyond the levels stipulated by current standard requirements [6]-]7]
(Chapter II).

This overall problematic is treated and evaluated in the present thesis. Phasor es-
timation accuracy is directly related to the algorithm’s performance used for processing
the incoming data. Robustness against pernicious effects that can degrade the quality of
the estimates is highly desired. Due to this fact, three frequency-adaptive algorithms are
proposed aiming to boost the phasor estimation process in active distribution grids. Se-
veral simulations using spurious and distorted signals are performed for evaluating their
performances under static and/or dynamic conditions (Chapter III).

Taking into account accurate phasor estimates provided by the proposed frequency-
adaptive algorithms, four potential applications are presented seeking to increase situa-
tion awareness in distribution environment. Contributions are presented concerning online
Thévenin’s equivalent (TE) circuit seen by the Point of Common Coupling (PCC') between
DERs and the grid side, online external equivalents and online three-phase voltage drop
assessment in primary radial distribution grids, as well as assessment of harmonic issues for
improving the classical Py method (harmonic active power) to detect both the main source
of harmonic pollution and true power flow direction under frequency deviation (Chapter
V).

The issue of synchronized phasor measurements in electric power distribution system is
still underexplored and suspicions about its applicability are common, however this thesis
aims to provide contributions for the advent of phasor measurements in electric distribution
environment.






Chapter I

Fundamentals of synchronized phasor measurements
estimation: state of the art

L’étude approfondie de la nature est la source la plus
féconde des découvertes mathématiques.

Jean Baptiste Joseph Fourier
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6 1. Pundamentals of synchronized phasor measurements estimation: state of the art

Abstract

The current state of synchronized phasor measurements estimation is widely vast, rich,
and diverse, however the powerful Fourier’s methods are the cornerstone of this sub-
ject in such a manner that the data processing techniques used to estimate phasors
are divided into two categories: Fourier-based and Non-Fourier-based. Considering
this statement, in this chapter, the state of the art related to the phasor estimation
in electric power system is presented. The main key points of Fourier series (FS)
approach, Fourier transform (FT) properties, discrete Fourier transform (DFT) and
fast Fourier transform (FFT) are reported in details to provide an intuitive mathemat-
ical basis for phasor representation in continuous and discrete-time domain. The main
drawbacks concerning phasor estimation in electric power systems are also outlined and
an extended review of methods applied to circumvent them are presented and discussed.
In addition, the characteristics and features of the emblematic Phasor Measurement
Unit (PMU) are described taking into account the overall informations provided by
the IEEE standards for synchronized phasor measurements for power systems. The
survey of some algorithms dedicated to estimate phasors in distribution networks, as
well as, the current conjuncture of the major projects related to the deployment of
time-synchronized measurements in the distribution environment are equally carried
out. This chapter is the result of an extensive reading and research of outstanding
academic works, however, it has been intentionally written in a different manner for
increasing the comprehension of the key points which are of direct interest for phasor
estimation. It is of paramount importance to emphasize that the state of the art pre-
sented in this chapter will serve as theoretical support for the propositions presented in
this thesis concerning accurate synchronized phasor estimation, whose goal is to abi-
lity potential applications to increase situational awareness in active power distribution
systems.

I.1 Introduction

Intriguing issues may arise regarding the synchronized phasor measurement estimation.
What are the mathematical methods employed? How are they estimated? What is the
time source used in the synchronization process? How to associate time information with
the measurement? How to ensure that measurements are accurate? For these issues, and
for others that may arise, this chapter deals with the state of the art of the synchronized
phasor measurements.

Talk directly about phasor measurements without mentioning Jean Baptiste Joseph
Fourier (the renowned préfet de I’Isére) could leave a considerable gap, because Fourier’s
methods are the cornerstone of this subject. To get an idea, the data processing techniques
used to estimate phasors are divided into two categories: Fourier-based and Non-Fourier-
based. Thus, the current chapter begins with the analysis of sinusoidal and non-sinusoidal
wave forms by Fourier series approach using complex wave analysis. This analysis needs
be performed to demonstrate, in an intuitive manner, that the phasor representation of a
sinusoid is equal to its Fourier series in the exponential form, as well as it is possible to
decompose the signal to determine what are its phasor harmonic components (I1.3).

Rather than series, the Fourier Transform analysis will also be performed to recover the
signal from the integral, thus providing the basis for convolution properties and sampling
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operation (I.4). The problematic of the conversion from continuous-time to discrete-time
domain is addressed, whose goal is to assess whether the information associated with the
signal in the time-domain is correctly converted into the resulting finite sequence in the
discrete domain after performing the sampling operation (I.5). If this condition is not
fulfilled, it is necessary to evaluate how far the information is modified and which kind of
errors the sampling operation introduces in the measuring process [8§].

In order to obtain valuable data in the discrete-time domain, the discrete Fourier trans-
form (DFT) and the fast Fourier transform (FFT) are explained. Generally, the DFT uses
few samples inside an observation interval or “data window” to extract knowledge of each
frequency component of the sampled signal (I.6). The FFT presents some advantages
because it decomposes the DFT into smaller DF'Ts whose calculation requires less compu-
tational burden (I.7).

The theory of the Radix-2 decimation in time (DIT) FFT is then presented in (I.7..ii)
due to its simplicity, elegance and accuracy to compute phasors. The phasor estimation
process under synchronous and asynchronous sampling conditions will also be evaluated, in
which the latter will produce the pernicious leakage phenomenon that affects the quality of
the estimation (I.8). For overcoming this problem, classical techniques applied to reduce the
leakage (1.9) and a review of frequency estimation methods (I.10) are shown and discussed.

A background knowledge of the emblematic Phasor Measurement Unit (PMU) is des-
cribed and explained taking into account the overall informations provided by the IEEE
standards for synchrophasor measurements for power systems. The classical definition of
synchrophasor measurements, the use of the Global Positioning System (GPS) as synchro-
nization source, the correct manner to estimate synchrophasor measurements related to
the GPS-time-tag, and the specification of the following performance metrics: Total Vec-
tor Error (TVE), Frequency Error (FE), and Rate of Change of Frequency (ROCOF) error
(RFE) will be outlined. The reported metrics are applied for static and/or dynamic power
system conditions (I.11).

Additionally, a survey of some algorithms dedicated for estimating phasors in distribu-
tion networks (I.12), as well as, the current conjuncture of the major projects related to
the deployment of time-synchronized measurements in the distribution environment (I1.13)
are equally carried out.

I.2 Phasor representation of sinusoidal signals

In most practical applications involving AC circuit analysis, it is necessary to deal with
average quantities that provide valuable information about the circuit’s features during
several cycles. To calculate these quantities, instantaneous values are integrated over time
to express the desired average value. Clearly, this statement involves quantities related to
voltage and current. In this way, the Root Mean Square (RMS) is a powerful statistical
measure used to represent time-varying quantities, being also particularly employed for
calculating active and reactive power.

The RMS value of a sinusoid is numerically equal to the ratio between the peak am-
plitude and /2, in other words, increasing the number of instantaneous values, the RMS
tends closely to 70.71% of the maximum value. Therefore, it represents the magnitude of
the time-varying quantity. In essence, the RMS value do not provide any explicit informa-
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tion about frequency and phase angle, however the latter is essential to enable a timing of
events over the course of some cycles.

For a detailed analysis of an AC circuit, it is useful to know the magnitude, frequency
and phase angle of the time-varying quantities during a specific time interval. The math-
ematical tool used to accomplish this task is called Phasor [1]. Let us consider a pure
sinusoidal quantity given by

y(t) = Ycos(wt + @) (I.1)

where Y,, represents the maximum value or peak amplitude; w = 27 f, is the angular
frequency of the signal in radians per second (f, is the fundamental frequency); and ¢ is
the phase angle in radians.

Keeping in mind the Euler’s identity (e/* = cos z + j sin z), one can observe that Eq.
(L.1) can also be rewritten as

y(t) = Re{Y;, e/ @+ P} = Re[{e?2™Fo!}Y,,e7?) (1.2)

once the system frequency is known, the term e/27/ot can be neglected. Therefore, Eq.
(I.2) may be represented by a complex number V' given by

y(t) «— V = Ye?® = Yy, [cos ¢+ j sin ¢]. (1.3)

Assuming that both voltage and current signals are given by Eq. (1.3), one can observe
that this representation is at odds with the calculation of average power, therefore the RMS
quantities must be taken into account for the correct phasor representation of sinusoidal
signals, as illustrated by the complex number Y that follows

y(t) «— Y = (3’%) el? = (\Y/’%) [cos ¢+ j sin ¢]. (1.4)

The phase angle of a phasor brings the information about the fraction of the sinusoid’s
period in which the time, or the angular displacement wt, is advanced or delayed to an
arbitrary reference. It is very important to correlate different alternating-waves between
them, thus, the phasors represent an equilibrium point or the steady-state condition of the
AC circuit, that is, one can assume that the phasors are time-invariant, as illustrated in
Fig. I.1.

However, in practical cases, a time interval must be considered to perform the phasor
calculation. This time interval is also known as “data window” or “observation interval”,
being fundamental in phasor estimation of practical waveforms. In essence, the phasor
representation is related to a pure sinusoidal signal, but the existing signals in electric
power systems may be distorted by harmonics. In this way, it is advised to extract the
envisaged frequency component(s) of the signal to also be represented by phasor notation.
These tasks have been properly performed by the classical Fourier’s theory. Due to the
fact, the main key points about phasor representation using the aforementioned theory is
presented and discussed in greater detail in the later sections.
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! Imaginary
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R

Figure I.1: Phasor representation of a sinusoid. The phase angle of a phasor depends upon
the choice of the axis t=0 taking into account the peak amplitude of the sinusoid. (adapted
of [3])

I.3 Fourier series approach and phasor representation

Even having as his main focus on the heat theory, in which his work entitled Mémoire sur
la Théorie Analytique de la Chaleur is considered as the milestone on the way to describe
mathematically how heat diffuses in a continuous medium, Baron Fourier also provided
the mathematical basis to the generalization of the notion of function. He showed that the
sines and cosines are the elementary periodic functions able to express all the others, that
is, it is possible to express some interval of an arbitrary periodic function as an infinite
trigonometric series of sines and cosines (functions can be truncated to the observation
interval, however they may merely be extended periodically for wrapping the vanished
portion outside of the interval) [9].

Objections were made by his contemporaries as Lagrange, Legendre and Laplace be-
cause they had already published important contributions related to the problem based on
“convergent trigonometric series”. Fortunately, Fourier had a different vision of the things.
He did not want to prove that his series converged, but that any periodic function y: [-7, 7]
— R, even being wildly discontinuous, could be written as a trigonometric series. Fourier
asserted that even though sines and cosines are periodic, this does not impose a severe li-
mitation to represent non-differentiable piecewise functions. This triumphant assumption
changed the history of the analysis. Dirichlet’s test proved effectively that trigonometric
and Fourier series are not necessarily equal because they could differ in respect to the
convergence mode due to their coefficients [9).

The Fourier series circumvented the problem of Taylor series related to a very restrictive
condition of functions infinitely differentiable inside the observation interval. In addition,
the representation by sines and cosines give the capability to look behind the periodic
function what are its prime elements, in which it is not possible with polynomials. Only a
few constraints hinder the Fourier series applicability, the most emblematic are related to
the infinite number of maximum and minimum values around any point inside the interval
and a finite number of finite discontinuities. Excluding these restrictions any time-varying

A T] — R, could be represented by the Fourier

periodic function with a period T, y: [—5, N

series given by
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y(t) = Ao + Ajcos(wt) + Bisin(wt) + Aacos(2wt) + Basin(2wt) + Azcos(3wt)  (1.5)
+ Bssin(3wt) + ... + Agcos(kwt) + Bysin(kwt)

being Ay, Ay, Bi, and son on, the coefficients of the series; and w=2xf, represents the
angular frequency ( fO:% is the frequency in Hz).

Theoretically, an infinite number of components is required for a “perfect” representa-
tion of a periodic function. In practice, however, only some components are effectively used
for a trustworthy approximation due to the small effect of the higher frequency compo-
nents. It is remarkable that the Fourier series expresses a linear combination (superposition
principle) of sinusoidal components with different frequencies, in which the results are ap-
propriately combined to form the composite or final complex wave.

From this perspective, each component can be treated in accordance with the laws that
govern the pure sinusoid calculation. Thereby, Fourier series is also known as harmonic
analysis, being widely applied in digital measurement theory for electric power networks.
Based on [10], an efficient manner for understanding the calculation of the Fourier series
coefficients may be performed using the complex wave analysis. Assuming that the definite
integral of y(¢) function from —% to % is numerically equal to the sum of the integrals
of the harmonic components taking into account the same integration interval for each of
them, we have

!
N
N

T T T
/2T y(t) dt :/ Ap dt +/2T Ajcos(wt) dt + ’ B sin(wt) dt +/ Ascos(2wt) dt
-3 - -3 -

T _T T
2 2 2
3 3 3
., Bysin(2wt) dt + / . Ascos(3wt) dt + / ) Bssin(3wt) dt + - -
., Agcos(kwt) dt + / . Bysin(kwt) dt. (1.6)
-2 -7

Using the classical definition of integral based on a geometric point of view related to
the summation of areas (Riemann Sum), one can observe that the definite integral of each
harmonic component will be equal to zero, because their resulting area over the period T
will be null. In this way, the only component that is not null is Ay, therefore Eq. (1.6)

becomes
T T T T
W dt= [ Avdt= [Ty dt=Ao | =4t s =2 [Ty ar. )
_%y(t) = r 0 _Zy =405 T 0= 7 —%y . .

It is clear that the Ay coefficient is the average or mean value of the periodic function.
In other words, it represents the “area under the function” for a period T. Frequently,
the terms DC component, DC bias, DC offset or zero frequency component have also
been employed. It is important to mention that if a periodic function does not have Ag
component, the Fourier series may be evaluated using the concept of symmetry (odd or
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even). For calculating the other coefficients, it is necessary to perform some mathematical
manipulations in Eq. (I.5), such that the desired coefficient can be maintained while the
others are discarded. For example to find Ay, Eq. (I.5) must be multiplied by cos(wt) dt
and integrated from —= to 2, therefore

r

T T
/2 y(t)cos(wt) dt = ’ Apcos(wt) dt + ’ Ajcos®(wt) dt+/ By sin(wt)cos(wt) dt

S

vl
vl
vl
|
vl

N
]

+ Agcos(2wt)cos(wt) dt + /2 Bsysin(2wt)cos(wt) dt

T _T
2 2
: :
+ Agcos(3wt)cos(wt) dt + / Bssin(3wt)cos(wt) dt + - -
_T _T
+ Apcos(kwt)cos(wt) dt + / . Bysin(kwt)cos(wt) dt. (1.8)
-3 -3

Looking closely at Eq. (I.8), one can note five types of definite integrals, given by Egs.
(I.9)-(I.13), whose features tend to be similar during the calculation of each coefficient.
These integrals have been used to allow a generalized mathematical approach to calculate
the coefficients of the harmonic components

T
1. [ Agcos(wt) dt =0 (L.9)
T
7
T T T
7 ) B 11 B 1, AT
2. r Ajcos®(wt) dt = Ay /_g [2 + 2608(2wt):| dt = A /_g 5 dt = 5 (I.10)
T T
z . By [z .
3. / Bjsin(wt)cos(wt) dt = 2/ sin(2wt) dt =0 (I.11)
T T
Z2 2
2
4. / Ascos(2wt)cos(wt) dt, which is of the general type: (1.12)
_T
r
2
/ Apcos(mt)cos(nt) dt = — [cos(m —n)t +cos(m+n)t] dt=0 Ym#neZ
_T _T
22 2
2
5. / Bsysin(2wt)cos(wt) dt, which is of the general type: (I.13)

1N o)

—
ol

By, sin(mt)cos(nt) dt = B2—m /2T [sin(m —n)t + sin(m +n)t] dt =0 Y m #n € Z.
-3

From the performed manipulations only the integral (I1.10) is not null. It is clear that
the Fourier series forms a set of orthogonal functions over [—% %] In this way, Eq. (1.8)

reduces to

% = /_2 y(t)cos(wt) dt = Ay = ;/i y(t)cos(wt) dt. (I.14)

!

2
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A similar procedure must be performed to evaluate the coefficient By, however the Eq.
(1.5) must be multiplied by sin(wt) dt and integrated from —Z to Z, as illustrated in Eq.
(I.15). For evaluating the other desired coefficients, Eq. (I.5) must be multiplied by the
respective function related to the coefficient, in other words, to evaluate A, a multiplication
by cos(2wt) dt must be realized, to evaluate By a multiplication by sin(2wt) dt is performed,
and so on and so forth. For all cases, the indicated operations produce a set of orthogonal
functions over the function’s period that simplify and clarity the procedures to calculate
the coefficient envisaged

N
N

T T T
/ Cy)sin(wt) dt = | Agsin(wt) dt + | Aycos(wt)sin(wt) dt + / Bysin®(wt) dt

r _r _r _r
2 2 2 2
: :
+ Agcos(2wt)sin(wt) dt + Bsysin(2wt)sin(wt) dt
_T T
r r
2 2
+ Ascos(3wt)sin(wt) dt + Bssin(3wt)sin(wt) dt + - - -
_T T
r T
2 2
+/ Apcos(kwt)sin(wt) dt + Bysin(kwt)sin(wt) dt. (I.15)
T T
7 -3

Carrying out the indicated relations given by the Egs. (1.9)-(1.13) taking into conside-
ration the sinus function, Eq. (I.15) becomes

T T
BT 2 . 2 2 .
— = /_T y(t)sin(wt) dt = By = T /_g y(t)sin(wt) dt. (I.16)

2

In this way, the generalized equations for calculating the Fourier series coefficients,
regardless of the sinusoidal component order, are given as follows

/ t)cos(kwt) / t)cos(kwt) dt (I.17)

MH

/ t)sin(kwt) / )sin(kwt) dt. (I.18)

Several procedures for finding the Fourier series coefficients have been devised. Gra-
phical procedures use a photographic record of the wave obtained through oscillographic
analysis or other means. The function’s equation is not commonly known, however it may
be determined using the basic method of successive approximations related to a standar-
dized system in tabular form. The tables which are employed are called analyzing tables.
This procedure has a good performance even for waves very distorted by harmonics, in
which it would be very laborious to establish equations for portions of the wave [10].

Both mechanical and electronic devices have also been applied. The mechanical ones
have an operation principle similar to that of a planimeter (device able to measure the
area of closed regions in the plane) based on harmonically related rotating wheels, where
the amplitudes of Fourier coefficients could be properly set from a scale and the sum
computed. Nowadays, powerful digital harmonic analyzers have been largely applied to
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track the wave’s components aiming to produce an approximate graph which matches with
the wave’s function [11],[12].

If the representative equation of the wave is known over the interval of periodicity,
analytical procedures may be applied. This statement becomes clear that it is not necessary
to know any information of the wave outside its interval of periodicity for computing the
Fourier series. Even if the wave is formed by piecewise functions, the Fourier coefficients
are obtained from a sum of integrals of the several functions taking into account the interval
of periodicity in which each function is analyzed [10]. Fig. 1.2 depicts the Fourier series
based on analytical procedures for representing classical wave forms.

4 2

[—=N° of components=50 | [—=N° of components=30]
1
0
-1
~ 0.01 002 D 0.01 0.02
(a) (b)
1 [——=N° of components=10] 1 [—N° of components=6 |
0.5
0.5
0 %
0
-0.5
o 0.01 002 % 0.01 0.02

(©) (d)

Figure 1.2: Function approach using Fourier series (blue line): (a) sawtooth wave, (b)
symmetrical rectangular wave, (c) symmetrical triangular wave, (d) half-wave rectification
of a sine wave (black lines). The fundamental frequency is f,=50-Hz and the first five
components of the Fourier series to each waveform are displayed in red lines.

An interesting effect can be noted in Fig. 1.2 (a)-(b) related to overshoots in the vicinity
of discontinuity points. This effect is called the “Gibbs phenomenon” or “Gibbs-Wilbraham
phenomenon” and it asserts that any discontinuous periodic function represented by a
truncated Fourier series will present results that oscillate closely to the discontinuity, being
the maximum overshoot value proportional to the size of the jump discontinuity.

Increasing the number of components into the series the oscillations persist, however the
overshoot tends to approach of the discontinuity itself. Even if the number of components
into the series tends to infinity, the phenomenon will still be present. This assumption
brings the concept of nonuniform convergence [12], [9]. When a function does not have any
discontinuity into the interval of periodicity, for instance Fig. 1.2 (¢)-(d), the convergence of
the Fourier series is fast and accurate, because fewer components are necessary to produce
a faithful wave representation.

The general coefficients Ay and Bj can be employed for rewriting the trigonometric



14 1. Fundamentals of synchronized phasor measurements estimation: state of the art

Fourier series in its compact form given by

y(t) = % + %Akcos (kwt) + %Bksm (kwt) . (1.19)
A special attention needs to be directed to the Ag coefficient. It has been written in a
special form as a matter of formality The reason is quite simple: the factor that multiplies
the integral of Eq. (1.7) is T, however the factor that multiplies the integral of Egs. (I.17)-
(I.18) is %, in this way, performing a division of Ay by 2 preserves the similarity with Ay,
that is, the same coefficient formula may be employed.
According to [13], there is another way to represent the Fourier series. For this purpose,
let us consider the following trigonometric identities

1/ . ,
cos (kwt) = 3 (ejk“)t + e_kat) (1.20)

1 /. .
sin(kwt) = % <e]k‘“t — e_JkWt> (I.21)

replacing Eqgs. (1.20)-(1.21) into Eq. (1.19) and reorganizing the general coefficients with
the complex exponentials yields

1 , 1 .
I _ jkwt - . —jkwt
y(t) = 3 > (Ap — jBg) ™ + 5 > (Ax+jBr)e (1.22)
keN keN
one can observe that Eq. (I.22) may be further simplified by taking into account the
interval from —oo to +oo, thus

“+o0o
1
() =5 D (Ax—jBp)e™’ = E agelkt (1.23)
k=—o00 k=—00

where Eq. (I1.23) represents the Fourier series in the exponential form with complex coeffi-
cients. Since

1
ok =5 (Ax —jBr) k=0,%1,£2, .. (1.24)

an effective manner to compute the parameter «,, is integrating y(t) over the exposure
period, yielding

/T Ye IRt dt ke =0,4+1, 42, ... (1.25)

The Fourier series in exponential form (I1.23) and the coefficients in the complex form
(I.24) are the approaches frequently used in wave analyzes. Using these representations, it
is possible to lay down an important conclusion about the Fourier series of pure sinusoids.
Considering the wave given by Eq. (I.1), it is possible to notice that the result of «yq is
null, due to the facts already mentioned about the average value of sinusoidal quantities.
Remembering the trigonometric identity (1.20), the complex coefficients a—; and ;3 may
be directly obtained by integration, yielding
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T
Y, 2o . . Y, .
o = 2; 2T [6J(wt+¢) + e—J(wt+¢)] eIt qt = 7’”@—34’ (1.26)
)
Y [2 Y,
2 . . . .
a=on [emtw) n e—J(wt+¢)} eIt gt — 7me]¢ (1.27)
-2

in this way, the exponential Fourier series (1.23) can be rewritten as follows

Y, ) ) Y. . )
y(t) = <2me_]¢> e I 4 (;em) eIt (1.28)

the function y(t) is real and it has even symmetry, thus the following manipulation can be
performed

y(t) =2 <Y2mRe [ethejﬂ) =Y, Re [ejmejﬂ (I.29)

once the system frequency is known, the term e/“! can be omitted, furthermore, dividing
Eq. (1.29) by V/2 we just came back to phasor notation. In other words, one can conclude
that the phasor representation of a pure sinusoidal quantity is also its exponential Fourier
series.

I.4 Major Fourier transform (FT) properties for phasor esti-
mation

The Fourier transform claims for an extensive and rigorous mathematical background,
however, in this section, it will be present only the major properties which are of direct
interest for phasor estimation in electric power system. In the references [9], [13|, and [14]
an excellent and complete description of the Fourier transform theory have been devoted.

Up till now Fourier series has been used to represent periodic functions that vanish
outside of the observation interval. Now suppose that y(t) is defined for all real ¢, and it
is not possible to truncate this function into a finite interval for some reason. For y € R,
instead of integrating from —% to %, one can integrate over R [9], therefore

Y(f) = / = y(t)e 32t qt. (1.30)

—00
Eq. (1.30) is called the Fourier transform or Fourier integral of y(t). It is possible
to note that, rather than series, y(t) is recovery from the integral. Looking closely at
this equation, a direct conclusion may be drawn: the Fourier transform can extract any
envisaged single frequency component of a signal, thus it may be interpreted as a complex
quantity for each frequency component

Y(f) = R(f) +3I(f) = [V (f)]e?V) (1.31)

being R(f) the real part of the Fourier transform; I(f) is the imaginary part of the Fourier
transform; |Y'(f)| represents the amplitude or Fourier spectrum of y(t) being equal to
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R2(f) + I2(f); and O(f) represents the phase angle of the Fourier transform being given
by tan™'[I(f)/R(f)] [13].

Inversion transformation (1.32) allows the representation of the time function, piecewise
or not, from its Fourier transform. Representing the functions Y'(f) and y(¢) through the
notations (1.30) and (I.32), respectively, the two functions are termed as Fourier transform
pair and the relationship y(¢)<=-Y (f) may be established for stable functions (limited in
amplitude)

+00
y(t) = / Y (f)ed* It qf. (1.32)
—0o0

The Fourier transform provides the basis for sampling and convolution approaches.
For a comprehensive understanding of both the concept of distribution must be applied.
In mathematical analysis, a distribution can be understood as a process that assigns to
an arbitrary function a response or number, therefore, a distribution is also known as
generalized function. The Dirac’s distribution, also called as unit distribution, is a powerful
mathematical tool in the Fourier theory, because it simplifies the calculus which would
otherwise require a complex and laborious solution [13],[8],[14]. Let us assume the sampling

distribution h(t) formed as a proper combination of Dirac impulses properly spaced by t4

+o0
h(t)= Y 6(t— ktg) (1.33)

k=—00

the sampling process of a continuous-time signal y(¢) may be represented by the product
between the time function and the sampling distribution, as given by (I1.34)

wit) = [ o~ tay) dr=n() =0 (134)

—00

where y,(t4) is an impulse train, called the sampling signal, whose amplitude is modulated
by the value taken by function y(¢) at each t4 instant. The integrals of the type illustrated
in Eq. (I.34) are named as convolution. In other words, it is possible to represent the
value taken by any function at each t4 instant based on the convolution sum, i.e, taking
into account the intersection between the continuous-time function and the shifting of the
Dirac’s impulse function with step t4 over time from —oo to +oc.

Three properties of the Fourier transform are directly related to the previous state-
ments, thereby, based on [3] and [13], in the following paragraphs the properties are ap-
propriately addressed.

Property 1: The Fourier transform of a periodic function is a series of impulses

located at multiples of the fundamental frequency of the periodic function.

To illustrate this property, let us consider a periodic function given by

y(t) = Yicos(2m fot) (1.35)
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computing the Fourier transform of Eq. (1.35) yields
+oo )
Y(f) = Yyncos(2m fot)e 72 dt (1.36)

—00

Yin / [cromset 4 e=etur] =321t ay

_Ym / —J2fr(f—fo)t+e—j27r(f+fo)t} dt

Ym Y
S~ fo) + —H0(F + o)

applying the inversion formula (I1.32) gives

v = [ st - o+ 2o+ )] ey (137

—0o0

— ﬁe.ﬂﬂ'fot + YﬂB*jQWfot
2 2

= Ycos(2m fot)

in this way, the Fourier transform pair is determined. It is important to note that the
Fourier transform is real

Y,ncos(2m fot) <= %5(]‘" — fo) + %5(]‘ + fo)- (1.38)

Performing a similar procedure for a sine wave the obtained Fourier transform pair is
given by Eq. (I.39). For this case, the Fourier transform is imaginary

Viusin(2 o) = 220(1 + fo) ~ 125(]  fo). (1.39)

y(t) = 4cos(2m50t)

DAAANAAR]
JRIATRRVITATRTAY,

time [—o0 + o]

Y(f) = R(f)

o

46(f +50) 46(f — 50)

-50 0 50
frequency (Hz)

Figure 1.3: Fourier transform of a cosine wave at fundamental frequency f,=50-Hz. Im-
pulsions located at £50-Hz, #2100 Hz, +150 Hz, and so on and so forth.
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= 4sin(2750t)
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Figure 1.4: Fourier transform of a sine wave at fundamental frequency f,=50-Hz. Once
again the impulsions are located at £50-Hz, 100 Hz, 4150 Hz, and so on and so forth.

Figs. [.3-1.4 display the graphical representation of the Fourier transform for both
functions, respectively. Clearly, one can observe that the Fourier transform of a continuous-
time signal produces impulsions at multiples of its fundamental frequency.

Property 2: The Fourier transform of a periodic series of impulses with interval T is
a series of impulses in the frequency domain located at multiples of %

To illustrate this property, it is necessary to keep in mind that any periodic function
may be represented by the exponential Fourier series, therefore, the sampling distribution
given by Eq. (1.33) can be rewrite as follows

Z ot —kT) = Z ol Ik (1.40)

k=—o00 k=—o00

with ag being given by Eq. (1.25). Expressing the Fourier transform of h(t) in the expo-

nential form gives

+oo )
H(f) = / h(t)e 721t qt (1.41)
+oo [
:/ [ Z akeJ%k ] e 2mft gy
- k=—00
+o0 “+00
= Z / O%eJ e~ I2mft gy
k=—00" "
+0o0 “+o00
Z / age —i2n(f=1)t gy,
k=—00"

In the third form of Eq. (I.41) has been assumed that the order of the summation and
integration can be reversed. The integral of the exponential term in the last form is the
impulse function o(f — %), and thus the Fourier transform of the periodic function h(t) is
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H(f)= f ad (f - ;) : (1.42)

k=—o00

It is clear that the Eq. (I.42) represents a series of impulses in the frequency domain
located at integer multiples of % To determine the coefficients ay, we recall Eq. (1.25)
taking into account the impulse function §(t), therefore

1 % _ i 2mkt
-7
2

One can notice that the impulse function in the integrand yields an unitary sample
only at t=0, thereby, ay is equal to % for all k. In other words, the Fourier transform of
h(t) will have a magnitude of % for each interval being the final equation given by

H(f):% io 5(f—§j>. (1.44)

k=—o00

The Fourier transform pair is illustrated in Eq. (1.45) and its graphical representation
is displayed in Fig. 1.5.

[e'¢) +oo
> 6(t—k:T)<:>% > 6(]’—;) (1.45)

k=—00 k=—00

+oo
ht)= Y 6(t—kT) = T =0.0025 s

k=—00

=y

0 time [—o00 +o0]
1 = k
H(f) = Tk; 0(f=1)
400
o030 (f + 70m) 5035 (f — 50m)
0 -400 0 400

frequency (Hz)
Figure 1.5: Fourier transform of a distribution sampling with 7'=0.0025 s.

Property 3: The Fourier transform of a convolution of two functions in time domain
is equal to the product of the Fourier transform of the functions being convolved (time
convolution theorem), and similarly, the Fourier transform of the product of two functions
in time domain is equal to the convolution of the Fourier transform of the functions being
multiplied (frequency convolution theorem,).

One of the most important and powerful mathematical tool in modern scientific analysis
is the relationship between Eq. (I1.34) and its Fourier transform because this relationship is
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the basis of the convolution theorem. This theorem can be split into two categories: time
and frequency convolution. The first one allows the possibility to convolve mathematically
in the time domain by simple multiplication in the frequency domain, and the second
may be interpreted as the converse, in which a simple multiplication in the time domain
yields a convolution in the frequency domain. Both play an essential role in digital signal
processing and they allow a comprehensive understanding about sampled data, aliasing
effect and leakage phenomenon that will be presented in Section I.5.

The Fourier transform pair given by the time convolution theorem is represented by
the following equation

z(t) = y(t) « h(t) <= X(f) =Y (f) x H(f). (L.46)

To establish the above relationship, the Fourier transform of both sides related to the
time domain functions must be performed, therefore

/ T p(t)e It / e { / " it — ) dT} e 721t dt. (147)

—00 —0o0 — 00

Assuming that the order of integration can be changed, Eq. (I.47) may be rewritten as

X(f) = / o y(T) [ / m h(t — 7)e 72/t dt] dr (1.48)

—00 —0o0

by substituting ¢ =t — 7, the brackets becomes

+o0 +o00o . .
X(f) = / y(7) [ / h(o)e=I2mo =i2x /T da] dr (1.49)
thus, Eq. (1.49) can then be rewritten as follows
+o0 ) +o00 .
X(f) = / y(r)e 20T [ / h(o)e 92mfo da] dr. (1.50)

Looking closely at Eq. (I.50), one can notice that it may be rewritten in a compact
form taking into account the product of the Fourier transform of the functions convolved,
therefore

X(f) =Y(f) x H(f)- (L51)

The frequency convolution theorem may also be similarly proven to ensure the Fourier
transform pair given by

x(t) = y(t) x h(t) <= X(f) =Y (f) * H(f). (L.52)

for this purpose, it is advised to replace t = o + 7 — 7 into the Eq. (I1.48) and perform the

following manipulations

X(f) = /+OO y(7) [/+OO ho — 1)e P20 =277 4ol dr (L53)

—00 —0o0

thereby, Eq. (I.53) can then be rewritten as follows
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X(f) = /+Oo y(r)e T [/foo h(o —7)e =) qg | dr (1.54)

—0o0 o0
into the brackets o is the variable of integration and outside the brackets 7 is the variable.
It is possible to note the existence of an inherent relationship between the integrands,
therefore Eq. (I.54) can be rewritten taking into account the integral of the product
between the Fourier transforms of the functions, yielding

“+o0o

X(f)= Y(T)H(f —7) dr =Y (f)* H(f) (1.55)

in fact, Eq. (1.55) is closely linked to the Eq. (I1.34), therefore, it also represents a convo-
lution but in the frequency domain.

I.5 Sampled data, aliasing effect, and leakage phenomenon
background

Physical phenomena can be observed and analyzed according to the physical quantities that
describe the particular phenomenon. For most phenomena, the time is the independent
variable, and even evaluating a small interval of the physical quantity, an infinite amount
of data will be found inside of the interval analyzed. For this reason, these phenomena
are mathematically represented by temporal functions that belongs to the set of the real
numbers, and these functions are referred to as belonging to the continuous-time domain.
Therefore, the data that bring the associated information of the phenomena are called
continuous-time signals [8].

When the independent variable is time, however, the data are defined only for a finite
set of discrete values of the independent variable, the data belong to the discrete-time
domain and they are called as discrete-time signals or discrete-time sequence. Generally, a
discrete sequence is obtained after performing a constant sampling process on a continuous-
time signal, and, theoretically, the sequence must contain the true continuous-time signal
information [8]. The discrete-time signals are the basis for the digital signal processing for
measurements, computer science and also for the modern information theory, in which, the
works developed by Alan Turing have been changed the course of the computer age (and
also of the history).

In the preceding section, the Fourier series has been applied to periodic functions in the
continuous-time domain, however it is possible to transform these functions in discrete-time
periodic sequences in order to enable the applicability of Fourier series for digital signal
processing. Based on Eq. (1.34), the sampled data may be interpreted as a time function
ys(t) consisting of uniformly spaced and modulated impulses, each with a magnitude y(kT5)

+o00o
ys(t) = Z y<kTs)5(t - kTS) (1'56)

k=—oc0
where T is the uniform time interval between samples, that is, the sampling period.

It can be immediately recognized that Eq. (I.56) represents the product at uniform
intervals between the continuous-time signal and the distribution sampling. It is notewor-
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thy to point out that Eq. (I.56) is in keeping with Property 3 of the Fourier transform
related to the frequency convolution theorem. Hence, the Fourier transform Y (f) of ys(t)

is the convolution between the Fourier transforms of y(¢) and of the sampling distribution
h(t), thereby

Yy, [T° RS k
Yi(f) = 57 Y(v) Y 6 <f — U> dv (1.57)
S J—o00 k——oc0 S
Y <X [tee k
= or kzzoo/_oo Y (v)§ (f— TS—U) dv
Vi X k
= o7 k;my <f— T) v k.

Once again, it has been assumed that the order of summation and integration can be re-
versed, and the integral is evaluated using the Property 2 related to the Fourier transform
of the sampling distribution. Eq. (1.57) shows that the Fourier transform of the sampled
data will be equal to the Fourier transform of the continuous-time signal (Property 1)
centered at integer multiples of the sampling frequency f; = T% and modulated by the
factor ;%"; Taking into account the graphical representation of the Properties 1-2, Fig.
1.6 depicts an intuitive graphical representation of the aforementioned statements.

One can observe that the sampled signal is obtained by the product between the
continuous-time signal and the sampling distribution (y(¢) x h(t)). Performing the Fourier
transform of the sampled signal (Ys(f)), one can obtain the same result if the convolution
between the Fourier transforms of the continuous-time signal and the sampling distribution
is performed (Y (f) * H(f)). Recall that the Fourier transform of y(¢) is band-limited at
fo=50-Hz, thus, if the f, is less than or equal to one-half of the sampling frequency f;
(fo < %), in essence, the sampling process could be performed without errors.

If this condition is not satisfied, an overlapping between the regions of the frequency
spectrum will appear causing errors on the estimated frequency components, this phe-
nomenon is known as aliasing. In order to avoid errors due to aliasing, the bandwidth of
the continuous signal must be less than half the sampling frequency. This requirement is
known as the “Nyquist-Shannon theorem” [8]. Fig. 1.7 shows a graphical representation of
the aliasing effect taking into account the Properties 1-2-3.

In order to avoid aliasing errors, analog anti-aliasing low-pass filter is commonly em-
ployed in all sampled data systems used in phasor estimation. The goal of this filter is to
band-limit the input signals to below half the sampling frequency chosen. In practice, the
signal input cut-off frequency must be much less than one half the sampling frequency to
ensure that aliasing does not occur. Although analog filters are widely used, active and
digital filters have been used to accomplish this task.

A sharp cut-off characteristic can be obtained using active filters. Digital filters (with
oversampling and decimation) may also be employed in special cases. It is important to
mention that all anti-aliasing filters introduce frequency-dependent magnitude and phase
shift in the input signal which must be compensated during the phasor estimation process
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Figure 1.6: Graphical representation of the frequency convolution theorem. For this case,
the signal y(t) is sampled with a sampling frequency of fs=400 Hz, that is, T5s—0.0025 s.
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Figure 1.7: Graphical representation of the aliasing effect. In this case, the signal y(t) is
sampled with a sampling frequency of f;=80 Hz, that is, T5=0.0125 s.

[3]. This will be discussed further in Chapter III where the proposed frequency-adaptive
algorithms are described.

Once the aliasing effect is avoided, we are led to believe that the information contained
in the sampled sequence is the same of the continuous-time signal, however, another perni-
cious problem related to the lack of synchronism between the input signal period and the
sampling period can also degrade the phasor estimates. It is important to mention that
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an uniform sampling of a continuous-time signal is a periodic sequence that repeats itself
in a constant period along time, as shown below

ylk] =y[k+N] Vk (1.58)

being N € Z, the number of samples inside the interval of periodicity.
To clarify the foregoing, let us rewrite the continuous-time signal represented by Eq.
(I.1) taking into account its interval of periodicity 7', as follows

y(t) = Yincos <2T”t + ¢> . (1.59)

Let y(t) be sampled with a sampling period Ts. Evaluating Eq. (1.59) for each sampling
time kT gives

y(kTs) = Yincos (27rk11:8 + gb) = y[k] = Yicos (3\7;/6‘ + qb) . (1.60)

It is clear that T = N x T5 or fs = N X f,. These simple relationships provide the
necessary and sufficient condition for a correct sampling of a periodic continuous-time
signal. In other words, the only way to obtain a correlated periodic sequence is ensuring
that N be an integer or a rational number, in this case, the associated information from
the continuous-time signal is transferred to the discrete-time sequence.

Concerning Eq. (1.60), Fig. 1.8 (a)-(b) depicts the synchronous and asynchronous
sampling condition, respectively, where N = 8 samples have been taken over a period of
0.02 ms, which corresponds to one period of the 50-Hz signal. For a synchronous sampling,
one can observe that any sample taken at instant k& will be matched with the sample at
k + N. For example, a sample taken at k=0 (peak value) will be numerically equal to the
sample taken at k=8 (8xTs=0.02 ms, that also corresponds to peak value). For this case,
a correct sampling will produce samples properly taken at uniform intervals including the
Z€ro-crossings.

For an asynchronous sampling, the samples are not properly taken. Clearly, it can be
seen that the definition of periodic sequence given by Eq. (I1.58) is not fulfilled. An inte-
resting issue arises regarding the Fourier transform for signals obtained by asynchronous
sampling: What is the impact of the lack of synchronism on the Fourier transform? Un-
fortunately, the answer for this issue is not good, because the lack of synchronism will
provoke a spurious energy across the frequency spectrum (spectral leakage). Fig. 1.8 (c)
displays this pernicious phenomenon that must be overcome for providing correct phasor
estimates. In Section 1.9, several techniques employed to reduce the leakage phenomenon
will be addressed.

It can be immediately recognized that the theory presented in this section is the basis of
the sampling theorem. In essence, it claims that the original information of the continuous-
time signal can be uniquely retrieved from the sequence of sample data if, and only if, the
Fourier transform of a continuous-time signal is zero for all frequencies greater that the
maximum frequency found in this signal (aliasing removal) and the leakage phenomenon is
avoided [8]. Based on this theory, in Sections 1.6 and 1.7 the classical mathematical tools
used to compute phasors in electric power system will be presented.
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Figure 1.8: (a) Synchronous sampling, (b) asynchronous sampling, and (c) Fourier trans-
form of a non-periodic sequence.

.6 Discrete Fourier transform (DFT) for estimating funda-
mental and harmonic phasors

Digital signal processing uses a finite amount of data to perform any calculation envisaged.
In this way, the estimation of voltage and current phasors in digital domain must have a
limited number of samples taken at uniform intervals y(nTs) (n=0, 1,2,...,N-1). Recalling
that the Fourier series claims for the knowledge of the periodic waveform only over the
interval of periodicity, it can be concluded that the samples must be taken inside of the
waveform’s period 7. From now, the concept of data window will be used , also known as
observation interval, that represents the time span in which the samples are obtained.

In the preceding section, the performed calculations have been based on an infinite
amount of data, however, the data window truncates the amount of data yielding a process
called windowing, being represented by a function w(t) [3]. Since the ranging of the samples
is from 0 to N-1, a finite number of samples can be obtained by the product of the
continuous-time signal y(t), the sampling distribution A(t), and the windowing function
w(t), as follows

i

Ysw(t) = y(Oht)w(t) = ) y(nTs)o(t — nTs). (L61)
0

3
Il

It is very important to evaluate the Fourier transform of the windowed sampled data
Ysw(t). Thus, the frequency convolution theorem may be applied to accomplish this task.
The Fourier transforms of y(t) and h(t) have been calculated in the previous section,
thereby, only the Fourier transform of w(t) must be evaluated. Based on Eq. (I1.30), and
taking into account Eq. (I.21) to simplify the calculation, the Fourier transform of an
unitary rectangular function is
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N

o0 ; T
W(f)= /+ w(t)e 2™t gt = / e 92Tt gt = TM = Tsine(fT) (1.62)

oo -3 (27f3)

in this way, the Fourier transform pair is determined as follows

T T
w(t) =1, —3 <t< 3 = Tsinc(fT). (1.63)

Eq. (I.62) have been tidied up in terms of the sinus cardinal function, also called sinc
function. It presents two major characteristics: an oscillating effect and zero crossings
at all nonzero integer values that are related to the nominal frequency of the continuous
signal. Fig. 1.9 displays the graphical representation of the Fourier transform pair.

Forthwith, the Fourier transform of a windowed sampled data ys,(t) can be obtained.
Hence, it is only necessary to perform the convolution between the Fourier transforms
Y(f), H(f), and W(f) to provide the Y, (f), as illustrated in Fig. 1.10 (a). The sinc
function provides an efficient manner for evaluating the sampling process. Fig. 1.10 (a)
also shows that when the synchronous sampling condition is ensured, the position of Y'(f)
coincides exactly with the peak of the main lobe of Yy, (f) at fundamental frequency (the
impulse’s amplitude of Y'(f) has been extended by a factor 8 for easy viewing).

Otherwise, when the synchronous sampling condition is not satisfied, the position of
Y (f) does not coincides with the peak of the main lobe, and spurious harmonic frequencies
may be generated according to the degree of asynchronism. In this way, the location of these
harmonic frequencies do not coincide with the zero-crossings of Y, (f). This displacement
between the Fourier transforms is caused by the leakage effect, as illustrated in Fig. 1.10

(b) [8].

w(t)
1 ‘

2_ 1
T, T,

o

1 2

T, T,

Figure 1.9: Rectangular time function w(t) and its Fourier transform W(f). Note the
oscillating effect in frequency-domain caused by the truncation process in time-domain.
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Using a finite sequence obtained by asynchronous sampling condition for computing
voltage and current phasors, the estimates will present severe errors. The leakage phe-
nomenon is one of the major sources of error in the phasor estimation in electric power
systems, because the voltage and current signals have constantly changing fundamental
frequency provoked by dynamic variations on the power system.
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frequency (Hz)

-400 -300 -200 -100 O 100 200 300 400
frequency (Hz)

Figure 1.10: (a) Synchronous sampling, (b) asynchronous sampling, and (c¢) The Fourier
transform of a non-periodic sequence (obtained results concerning N=8 samples by cycle
at 50-Hz).

In Section 1.3, it has been demonstrated that the phasor representation of a pure
sinusoidal quantity is also its exponential Fourier series. Looking back at Eqs. (I1.24)-
(I.25), one can observe that the complex coefficients of the Fourier series can be obtained

directly, thus

T
2 P .
Ap — jB, = T/QT y(t)e IRt dt k=0,41,42,... (1.64)
-2

For a data window with samples {n=0,1,2,..., N-1} obtained at sampling period T,
Eq. (I.64) can be rewritten as

N—
2 mn
Y(k):Ak—jBk:NZ y(nT,)e I C30). (L65)
The coefficients of the Fourier series may be understood as complex amplitudes, thereby,
by dividing Eq. (1.65) by the factor v/2 and expressing the result, we have
N—-1

N
Y(k) = —— 3 y(nTy)e 1) =¥ Z ~3(25) (1.66)

g
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thereupon, splitting Eq. (1.66) into real and imaginary parts will provide the classical
method for calculating the Fourier transform of a limited number of samples taken from
a periodic continuous-time signal. This method is known as Discrete Fourier Transform
(DFT) for phasor representation [3]. Egs. (I1.67)-(1.68) are the formulas for estimating the
real and imaginary phasor components, respectively (see Appendix A)

N-1
2 2mnk
Y, = \]c y(nTs)cos ( 7;\7 ) (L.67)
n=0
N-1
2 2mnk
Y = \]C y(nTS)sz’n< 7;\7; ) (1.683)
n=0

being n the sample index, k the frequency component, and QW” represents the angle between
the samples, that is, the sampling angle based on the period of the fundamental frequency
component.

For the generalized DFT representation the factor % must be omitted, Eq. (1.69), to
allow the entire frequency spectrum evaluation. One can notice the intrinsic relationship
between the Fourier series and the spectrum of the DFT

N-1
Y(k) =Y y(nTy)e 15, (1.69)
n=0

According to [3], it is possible to obtain the coefficients of the Fourier series performing
a division between the DFT’s spectrum, for each frequency component k, and the number
of samples N. For example, N=24 samples are taken over a window of 0.02 ms from a
pure sinusoidal input signal, which corresponds to one period of the 50-Hz signal. In this
case, the sampling frequency is 1200 Hz, and the maximum harmonic component k that
can be estimated to obey the sampling theorem is 600 Hz.

In this way, the DFT’s spectrum need to be evaluated for the frequency components
from 0 to 11th order. Due to the pure sinusoidal feature of the input signal, only the DFT’s
spectrum for £ = 1, related to the nominal frequency, will not be null. Consequently, the
obtained complex result must be divided by N and multiplied by 2 (to cover the negative
and positive parts of the spectrum) for computing the Fourier series coefficients A; and Bj.
If the signal have harmonic components the procedure to compute the other coefficients is
quite similar.

I.7 Improving phasor estimation using Fast Fourier trans-
form (FFT)

In 1960, I. J. Good published a pioneering work for computing Fourier series using an
iterative algorithm that has been considered a breakthrough in digital signal processing [15].
Having this work as reference, several other high-performance algorithms were proposed.
Nevertheless, the algorithm that stood out among all the others is credited to J. W. Cooley
and J. W. Tukey, because their algorithm had far-reaching effects on the computational
efficiency and accuracy [16]. This algorithm is known as Fast Fourier transform (FFT).
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In essence, the FFT is a particular algorithm that performs a series of computations
much more rapidly than other algorithms, such as the DFT-based. The secret of the success
of FFT is related to the properties of factorization, recursivity, and identity that are used
in a very clever manner to drastically reduce the computational burden. FFT is explained
in an intuitive mathematical formulation to demonstrate its performance features. In
addition, the Radix-2 DIT FFT algorithm, belonging to the class decimation in time, is
presented and evaluated for estimating phasors.

I.7..i Mathematical formulation

The theory presented in the current subsection has been based on the first class reference
[13]. Consider the generalized DFT given by Eq. (I1.69) with slight modifications for
convenience of notation, hence

N-1 )
k)= yo(n)e " (L.70)
n=0

where 0 = ZWW is the sampling angle.

Now, let us consider N =4 samples inside a data window matched with the period of the
fundamental signal component, thus, the sampling angle is equal to 90° and the frequency
component k varies from 0 to 3 to cover the entire frequency spectrum. Like this, it is clear
that Eq. (I.70) may be rewritten as follows

Y (0) =y0(0) +yo(1) + y0(2) + 40(3) (1.71)
Y (1) = 40(0) + yo(1)e ™ + yo(2)e 7% + yo(3)e 7 (1.72)
Y(2) = y0(0) + yo(1)e 7 + yo(2)e 7 + yo(3)e 7% (1.73)
Y (3) = 40(0) + yo(1)e 7 + yo(2)e 7% + yo(3)e 7 (1.74)

Eq.(I.71)-(1.74) may be represented in matrix notation, hence

L3 R RS SO U B 1)
Yi| (1 e e e yo(1)
Yo| T {1 e om0 mis0| () (1.75)
Ys 1 6—]39 e—]69 6—]99 y0(3)
or more compactly as
Y (k) = [e—j‘m’f] yo(n). (1.76)

Assuming that all elements of the square matrix [e=7%"*] and the column vector yy(n)
are possibly complex, then N? complex multiplications and N (N — 1) complex additions
are required to cover the matrix computation. The FFT is very performance-focussed,
therefore, it reduces the number of complex multiplications and additions required for
computing (1.70). For a comprehensive and intuitive understanding of the FFT mathe-
matical formulation, let us take a closer look at the matrix system (I1.75).
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Some direct conclusions can be drawn, for instance, one can notice that the elements

e 79 and e77% are equal. The aforementioned equality can be proved in an insightful
manner replacing @ angle by the sampling angle 90°, thus e=790° —¢=7810° —=3720° ,=j90°
that is, e77729° =1 because it represents two revolutions along the unit circle. Other equa-
lities may be guaranteed considering this trigonometric identity, therefore: e=720—¢=760
(e77180% —=3540° _ =j360° o —j180%) ap( ¢ =740 — 733601  Like this, the matrix system (I.75)

can be rewritten as

Yo L1 1 1 yo(0)

R s T -
Yol — |1 e720 1 7200 |yo(2) ’
Vs 1 e 330 320 o=710] | y0(3)

the square matrix in (I.77) may be conveniently factored yielding

Yo 1 e 0 0 1 0 e 0 Y0(0)
Ys 1L e 0 0 01 0 e |y(1)
= —j —j26 (1.78)
Y 0 0 1 e 1 0 e 0 Yo(2)
Ys 0 0 1 e [01 0 72 [y(3)

this factored matrix is the main key related to the efficiency of the FFT algorithm. The
element e77° has been considered in strategic positions only to facilitate and allow some
identity and recursivity manipulations that will be shown below. One can note that the
column vector Y (k) has been interchanged for ensuring a correlation due to the factorization
process. Clearly, the multiplication of the two square matrices of (I.78) provides the square
matrix of (I.77), however the rows 2 and 3 have been changed their positions (the rows are
renumbered from 1 to 4 for ease of reference).

Based upon this statement, one should then evaluate the number of complex multi-
plications and additions required to compute each frequency component relative to the
factored matrix. For accomplish this goal, let us split the analysis into two steps. First let

y1(0) 1 0 e O'0 y0(0)
(1) 01 0 e (1)
31(2) T 10 e Zg(z) (I.79)
y1(3) 01 0 72| [y(3)

the column vector y;(n) is equal to the product between the last two matrices on the right
side of (I.78). For computing the element y;(0) is only required one complex multiplication
and one complex addition (note that e=7/° is not reduced to unity to provide a generalized
approach), thus

y1(0) = yo(0) + yo(2)e 7. (1.80)
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For computing y1(1), one complex multiplication and one complex addition are re-
quired. However, to compute y;(2) only one complex addition is demanded, because the
identity and recursivity properties can be applied. This may be proved from the fact that

: e A
e 920 —=3180° —_ =30 Yence

y1(2) = 10(0) + yo(2)e 7> = 1o(0) — yo(2)e 7" (1.81)

one can note that the complex multiplication 30(2)e™° has been computed in the calcu-
lation of y1(0), thereby a recursive updating may be applied. By the same reasoning, for
computing y;(3) only one addition is required. One can conclude that for computing the
column vector y;(n) two complex multiplication and four complex additions must be carry
out.

The second step of the procedure aims for completing the computation of (I1.78), hence

Yy y2(0) L e 0 0 y1(0)

Yo _ )| _ |1 e 0 0 y1(1) (1582)
Vil {w@]| [0 0 1 e u(2) '
Y3 Yy2(3) 0 0 1 ] [5(3)

the element y2(0) can be computed by one complex multiplication and one complex addition
y2(0) = y1(0) +y1(1)e (1.83)

and the element y,(1) requires only one complex addition for its computation due to the
equality —e ™79 = ¢772Y whose value has been determined in Eq. (1.83). Similarly, the
element y2(2) requires one complex multiplication and one addition, whereas the element
y2(3) requires only one addition.

Now, it is possible to evaluate the number of complex operations. Taking into account
the two complex multiplications and the four complex additions for the first and second
steps, the computation of the column vector Y (k) requires twelve operations (four complex
multiplications and eight complex additions), whilst the number of operations by means
of Eq. (I.70) is twenty-eight (sixteen complex multiplications (N?) and twelve complex
additions N (N —1)). It is clear that the huge reduction of the number of required operations
to compute the frequency components is directly related to the sparsity of the factored
matrices. In digital signal processing the computational burden is directly linked with the
amount of mathematical operations, especially the number of multiplications, thus one can
remark the effectiveness of this powerful algorithm.

For ensuring the robustness of the FFT, N must be a power of two. This statement

is more evident if we consider the representation given by N = 2.

In this way, one
can conclude that the FFT algorithm is a procedure for factoring an N x N matrix into
matrices of order N x NV, in which the factored matrices bring the aforementioned properties
for reducing the number of mathematical operations. For the presented formulation, the
number of samples is N=4, therefore the factorization process will yield k=2 matrices, as
illustrated in (1.78).

The amount of complex operations can be determined in terms of the parameters N
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and k. For the previous example, %:4 represents the number of multiplications and
Nk=8 is the number of additions. Assuming that the computing time is proportional to
the number of complex multiplications, then an approximative ratio related to the FFT
computing time is given by

N2 2N

N3 (1.84)

Fig. 1.11 depicts an approximate comparison between the number of complex multi-
plications required to the FFT algorithm and the number of multiplications demanded by
the classical DFT. A very large reduction can be obtained when the number of samples
inside a data window increases.
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Figure 1.11: Comparison between the number of complex multiplications required by the
DFT and FFT algorithms (adapted of [13]).

Another way to easily describe the factoring process given by (I1.78) is in term of a flow

Input Intermediate Output
array array array
Yo(n) yi(n) y2(n)
¥o(0) y2(0)=Y(0)

y2(1)=Y(1)

Yo(2) > L) > V2(2)=Y(2)
. - 3)=Y(3
Yo(3) ;zo o) 8_73” Y2(3)=Y(3)

Figure 1.12: FFT signal flow graph for N=4 (adapted of [13]).
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graph, as despited in Fig. 1.12. The input array yo(n) formed by the samples is a vertical
column of nodes on the left side of the graph. The intermediate array of nodes is the column
vector given by (1.79). The output array of nodes ys(n), numerically equal to the frequency
component vector Y (k), is computed according to (1.82). The flow graph interpretation
is quite simple. The nodes are linked by solid lines representing the transmission path. A
path sends the information of the node, multiplies the quantity by the factor e=/* that
appears near the arrowhead, and inputs the result into the node of the subsequent array.
The input information arriving on a given node are combined additively. When the factor
e~77% is absent, this indicates that it is equal to one.

The signal flow graph also provides an interesting method to determine the amount
of mathematical computations demanded in the factored system (I.78). In this section
a mathematical formulation for N=4 has been presented, however, based on the shown
analyzes, it is possible to develop a general approach for any value to N (as power of two)
to provide a mathematical framework for implementing FFT algorithms.

I.7..ii Radix-2 Decimation in Time (DIT) FFT

The theory presented in this subsection has been based on [13] and [17]. There are many
ways to perform the FFT decomposition, however, the algorithm called Radix-2 decimation
in time (DIT) FFT has been largely used to accomplish this task due to its accurate,
efficient and simple form of implementation. Radix-2 DIT FFT algorithm have two main
features: the first is related to the splitting of periodic time sequences into even and odd
samples, and the second is based on bit-reversed data ordering.

In essence, the Radix-2 algorithm divides the classical DFT of size N into two sma-
llest DF'Ts of size N/2, in other words, the Radix-2 applies the divide-and-conquer stra-
tegy. In order to exemplify, let us consider N=4 samples inside a data window, thus,
Radix-2 DIT computes the DFT for the sets of even and odd-indexed samples given by
Yeven={0(0), v0(2)} and yoaa={yo(1), yo(3)}, respectively. Consequently, the Radix-2
DIT divides the DFT into two summations over the even and odd-indexed samples, yield-

ing

Y(k) = yeven(m)e B + yodd(m)e (185)

m=0 m=

o

the exponential function in the second summation has been written with a slight modi-
fication merely to cover the odd-indexed samples. In a compact form, Eq. (1.85) can be
rewritten as

N_q N_1
2 2
. . 1
Y (k)= 3" Yeven(m)e 720 137 yq(m)e 7200+ 2)k (1.86)
m=0 m=0

one can notice that the common factor e 7% may be withdrawn of the second summation
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yielding
Y(k) =) Yeven(m)e 720mk =10k N7y i(m)eI2mE — A(k) + %% B(k)  (1.87)
m=0 m=0
vV 0<k<N.

Eq. (I.87) represents the classical Radix-2 DIT FFT synthesis equation used for algo-
rithms development. Each summation represents the DET for N/2-point of the sequences
Yeven and Yoqd, respectively. Thereby, DFT|yepen|=A(k) for even-indexed samples, and
DFT|yoqq|=B(k) for odd-indexed samples. Looking closely at Eq. (I.87) some interesting
insights on the periodicity, symmetrical and recursivity properties may be drawn.

For A(k) the computed frequency components within 0< k < N/2, taking into account
a DFT of length N/2, is numerically identical to a DFT from the range N/2 < k < N, that
is, the periodicity property is present. However, for B(k), the factor e/%* will introduce a
symmetry between the DF'Ts computed from the ranges 0< k < N/2 and e N/2 <k < N,
respectively. In this way, it is only necessary to compute the DFTs from the range 0<
k < N/2 and perform the recursivity property. Thus, the whole DFT’s spectrum may be
calculated as given by

. N . N
Y(k) = A(k) + " B(k) =Y <k + 2) = A(k) - % B(k) V 0<k< 5 (189
Once again, one should then examine the number of complex mathematical operations
required to compute the Radix-2 DIT. In order to achieve this goal, Eq. (1.87) can be
rewritten as

Y(0) =y0(0) +y0(2) +yo(1) + yo(3) (1.89)
Y (1) = 40(0) + yo(2)e 7 + yo(1)e 7 + yo(3)e 7 (1.90)
Y(2) = 0(0) + yo(2)e 7 + yo(1)e 7 + yo(3)e 7Y (1.91)
Y (3) = 40(0) + yo(2)e 7% + yo(1)e 7 + yo(3)e 7. (1.92)

Doubtlessly, Egs. (1.89)-(1.92) are identical to Eqs. (I.71)-(1.74). In this way, it can be
seen the reason for the efficiency of the Radix-2 DIT FFT algorithm, because it presents the
special properties of minimizing the amount of complex mathematical operations, as shown
in the previous section. As declared earlier in this section, the Radix-2 DIT claims for a
bit-reversed data ordering, however, an important question may be raised: What is the
role of bit reversal? The answer for this issue concerns the reverse indexed addressing bits
for read/write of data used by the Digital Signal Processor (DSP) or Field-Programmable
Gate Array (FPGA).

Recall that the matrix factoring introduces an interchange between some rows of the
frequency component column vector, as shown in (I.78). The procedure consists of replacing
the index k by its binary equivalent for all components of the frequency component vector
obtained by the factored matrices, then the binary arguments are flipped (that is, 01
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becomes 10, 10 becomes 01, and so on and so forth) to provide the corrected positions, as
illustrated in (1.93).

One can remark that Y (00) does not move its first position, Y (10) moves to the third
position, Y (01) moves to the second position, and Y (11) does not move its fourth position
(the positions have been numbered from 1 to 4 for convenience). Based on this exam-
ple, a generalized approach may be obtained to implement Radix-2 DIT FFT algorithm
considering high order of data.

Y (0) Y (00) Y (00) Y (0)

o lv@|  |vaol . voy| |ve|

Y'(k) = vyl = [v(on) flips to yo)| = |y =Y (k) (1.93)
v3)| v Y(11) Y (3)

To represent phasors using this algorithm is solely required to multiply Eq. (I1.88) by
the factor % One can see that the multiplicative factor is the same used by the classical
DFT, therefore

Y, (k) = \Jf (A(k) + ejekB(k)> =Y, (k + ];[) = ‘]/f (A(k) - eﬂ‘"kB(k)> (1.94)
VO<k< g

A signal flow graph may be also employed to represent Radix-2 DIT. In general, this
graphical representation is called butterfly and its interpretation is quite similar to Fig.
[.12. A frequency-adaptive algorithm will be proposed further in Chapter I1I where the
Radix-2 DIT FFT is developed together with frequency estimation routine, FIR (Finite
Impulse Response) filtering process, and fast linear trigonometric interpolation.

I.8 Recursive update for fundamental phasor using DFT and
Radix-2 FFT

An efficient manner to reduce the computational burden in phasor estimation is using
recursive programming. This powerful technique uses the data previously calculated to
update the subsequent data, therefore the number of mathematical operations is widely
reduced. In the previous section, it was shown that the recursion is an intrinsic property of
the fast Fourier transform to update the elements of the factored matrix, however, without
loss of generality, this property may also be applied to update phasors previously estimated.

The procedure consists of moving the data window from sample by sample, in this way,
the phasor computed in the previous data window is updated taking into account only
two samples of the subsequent data window. Recursive programming is able to ensure the
achievement of stationary phasors [3]. An important issue that may arise in the context
of phasor estimation is: Can we obtain the same stationary phasor estimate computing
full-DFT for each moving data window?

Unfortunately, it is not possible, because the displacement between each sample is
related to the sampling angle, thus, performing full-DFT for each independent data window,
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the phasor estimate will rotate at the uniform rate related to the sampling angle. For this
case, the algorithm is called non-recursive and its application is not envisaged for practical
applications. In subsections 1.8.a and 1.8.b, general informations are addressed about the
recursive DFT and Radix-2 DIT FFT to estimate phasors under nominal and off-nominal

signals.

I[.8.a Nominal frequency signals

The signals at nominal frequency satisfy Eq. (I.58), that is, a periodic sequence may be
properly taken of a continuous-time signal. Based on Fig. 1.13, it should be noted that the
number of samples N inside each moving window are common (for this example, there are
12 samples per cycle). Special attention must be paid to the transition between windows.
Looking closely at the window 1, one can observe that it has two new samples, y(1) and
y(12), which did not exist in the window 0. All others samples are common between them.

A similar analysis may be performed between windows 1 and 2. It is possible to note
that into window 2 the new samples are y(2) and y(13), which did not exist in the window
1. In this way, a recursive DFT algorithm may be implemented according to

P = g V2 (O ) () e (1.95)

where r represents the recursion index.

The analysis of Eq. (1.95) may be performed as follows: for 7=1, the phasor estimate of
window 1 (YN*+1) is equal to the phasor estimate of window 0 (Y'V) taking into account an
angular retardation of 6, furthermore the samples y(IN + 1) and y(1) are identical because
the signal is a pure sinusoid. Therefore, the second term in Eq. (1.95) disappears. The
same analysis could be performed between the windows 1 and 2. For both analyzes, the

\ window 0 | :ggl))
\ window 1 |
‘ window 2 ‘
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—>{ -
>+ <
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Figure 1.13: Sliding window applied to recursive updating of phasor measurements. Note
that the angle ¢ is the phase angle of the phasor, whereas 6 represents the sampling angle
between successive samples.
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phasor estimates are the same providing a stationary representation.

Considering the number of mathematical operations, it can be seen that (N-1) multi-
plications in the new data window are the same as those used in the previous window. The
recursive DF'T algorithm for computing phasor estimates has been credited to prof. Arun
Phadke [3]. In 1.7..ii, it has been noticed that the Radix-2 algorithm splits the full-DFT
into smallest DFTs whose results are the same as those provided by full-DFT. In this way,
the recursion property shown in Eq. (1.95) may also be applied to Radix-2 DIT FFT, in
which Eq. (1.94) must be employed to compute the phasor estimate for the window 0.

I1.8.b Off-nominal frequency signals (leakage phenomenon)

The Fourier theory presented in Section 1.5 demonstrates the harms of the leakage phe-
nomenon over the frequency spectrum. In this context, it is interesting to determine the
impact of the leakage phenomenon when the estimation is dynamically performed. For
this, let us assume a continuous-time signal at off-nominal frequency f, + Af (fundamen-
tal frequency and frequency deviation, respectively), hence

y(t) = Yincos(2m(fo + Af)t + @) (1.96)

that can be rewritten as follows

y(t) = Re [Ymej(27rfot)6j(27rAft+¢)] (1.97)
~ e [ ej?ﬂfotymej@ﬂﬁft-&-@} ,

The phasor representation for this waveform is shown in Eq. (1.98), hence

v _ Ym j@rafite) (1.98)
V2

Phasor represents the steady state condition of time-varying physical quantities, howe-
ver, in Eq. (1.98), it can be seen that this statement is not valid, because the independent
variable t (time) is already present. Thus, one can state that the leakage phenomenon will
cause a rotation on the phasor estimate at the uniform rate Af. This concept is illus-
trated in Fig. 1.14. Consider a sinusoid at off-nominal power frequency (51 Hz) sampled
at intervals T,=3.33 ms, that is, six samples obtained over a window of 0.02 ms, which
corresponds to one period of the nominal 50-Hz signal.

The phase angle of this signal has been stipulated at ¢$=45°. The compact Eq. (1.98)
claims to a constant magnitude of the estimated phasor, but the phase angle changes
uniformly at a rate 27w (51-50)¢. Taking into account the values reported over time, one can
observe that the phase angle estimates continuously increase until they reached 180° and
after they wrap around to -180°. This pernicious process repeats itself over time, thus the
phasor estimate can not be correlated with a steady state condition.

Eq. (1.98) is a compact form to evaluate the leakage phenomenon on the phasor esti-
mate. However, applying the recursive DF'T or recursive Radix-2 DIT FFT algorithms for
computing dynamically phasors, other effects caused by the leakage phenomenon may be
founded. Figs. 1.15 (a)-(b) display a zoomed view of magnitude and phase angle estimation
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Figure 1.14: Impact of the leakage phenomenon on the phase angle estimate. Sampling
process of a power signal at off-nominal frequency (51 Hz).
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Figure 1.15: (a) Magnitude estimate and (b) phase angle estimate using recursive DFT.
For both the leakage phenomenon introduces a second order harmonic component.

using the recursion formula (1.95), respectively. The peak value and the initial phase angle
of a voltage signal has been stipulated as Y,,=1 V and ¢—=45°.

The leakage phenomenon introduces a second harmonic component that yields oscil-
lations varying over time on the amplitude and phase angle estimates. This effect has
been properly reported in [3] and it must be eliminated or alleviated by filtering process
in order to ensure the accuracy of the phasor estimate. In Appendix B, the mathematical
background of the leakage phenomenon impact on the phasor estimates computed from

sampled data is presented.
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1.9 Leakage phenomenon reduction techniques review

We have seen that the only manner to avoid the leakage phenomenon is ensuring the syn-
chronization between the signal period and the sampling period. However, for electric
power systems, this task is not quite as simple as it appears. According to [8], the synchro-
nization can hardly be attained in practice, due to the following reasons: the signal period
is generally unknown, the sampling clock could not have a high resolution to satisfy Eq.
(I.58), and, once known the signal period, it may vary around its nominal value along the
whole measurement process. Indeed, great challenges must be overcome for ensuring a cor-
rect synchronization. In this section, several methods dealing with non-synchronous sam-
pling condition for computing phasor estimates from sampled data are presented. Among
the various techniques published in the technical literature, the methods discussed in this
section have a strong plea for practical applications.

Three classical techniques - weighing windows, frequency tracking and resampling -
have frequently been applied to give back to Fourier transform its inherent robustness to
estimate the parameters of interest. In Section 1.6, the concept of window function has
been introduced for computing DFT. It has been demonstrated that the Fourier transform
of an unitary rectangular window contains ripples over the frequency spectrum caused by
abrupt truncation of the signal outside the required data window. To circumvent this
effect, other window functions may be used to produce less ripples over the spectrum.

Generally, cosine windows are applied for weighing the sampled signal and, conse-
quently, for reducing the effects of the lack of synchronism between the signal period and
the sampling period. Among several cosine windows, one can quote the most employed:
Hanning, Hamming, Blackman, Blackman-Harris, and Flat-top windows [8]. In essence,
these windows have a similar mathematical formulation, however, some slight variations
concerning their coefficients and order are responsible to distinguish them. The major
drawback of any weighing window is that they could not have a consistent performance
against large signal frequency drifts.

The basic idea of frequency tracking is to use the estimated frequency to synchronize
the sampling rate to the power signal period. Practical applications claim for Digital Phase-
Locked Loop (DPLL). The DPLL is a hardware device able to synchronize the sampling
period to the power signal period such that Eq. (1.58) be fulfilled. Basically, this device is
a frequency multiplier whose operation is based on the following steps: the DPLL’s output
signal is divided by a constant factor M (being M the desired multiplying factor) and
compared with the frequency of the power signal by a Digital Phase Comparator (DPC).
A Loop Filter (LF) is employed to convert the digital output of the DPC into an analog
reference signal to be used by a Voltage Controlled Oscillator (VCO). Then, the VCO'’s
output frequency is adjusted to M times that of the power signal. The DPLL must be
designed in order to satisfy the following requirements: the ratio between the output and
input frequency must be properly adjusted to avoid aliasing, and the output frequency
must be stable and accurate when the input frequency is stable in order to avoid timing
variations on the sampling period (jitter errors). Unfortunately, the frequency tracking
method could face difficulties with clock resolution and noise rejection [8].

Numerical interpolation methods aim to create an adjusted samples sequence (am-
plitude corrections) whose sampling frequency is matched to the power signal frequency.
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The goal is to obey Eq. (I.58) for ensuring that there are no errors in the phasor estimates.
Several techniques have been developed to perform time-domain or frequency-domain in-
terpolation. Linear, cosine, and cubic interpolation are the methods commonly applied in
time-domain. The simplest method is the linear interpolation, because only two original
samples are required to yield an adjusted sample with corrected position between the origi-
nal data. Aiming to avoid discontinuities between adjacent samples and improve accuracy,
this method claims that the signal be well approximated by a linear function within the
sampling period, thus a higher sampling rate is demanded |8].

Cosine interpolation is similar to the linear, however it applies a cosine function to
shape the curve and smooth the transition between adjacent samples. This method uses
the two end-samples of the sampling period and other two samples on either side of them for
modeling approximately a curve. In this way, any adjusted sample may be retrieved within
the sampling period. Interpolation based on cubic spline approach seeks to fit piecewise
third-order polynomials to adjacent pairs of samples to get an approximated curve between
them [18].

These classical interpolation methods could provide good results, however they may de-
mand a high computational burden. In Chapter I1I, a modified linear interpolation method
using trigonometric identities, proposed by [3], is presented. It provides good features to
ensure the accuracy and overcome the computational effort for computing phasors under
frequency deviation. It is the basis for the generalized approach that has been addressed
in this thesis to interpolate harmonic components independently under power frequency
drift. Performing an independent analysis for each harmonic component, new algorithms
dedicated to estimate only envisaged harmonics under several frequency deviation scenarios
may be implemented.

It has been shown, in the previous Section 1.6, that the leakage phenomenon introduces
a displacement on the relative position between the Fourier transforms of the continuous-
time signal and the windowed sampled data in frequency domain. As it has been already
discussed, the nominal frequency of the continuous-time signal does not longer correspond
to the peak of the main lobe related to the truncated sampled data. Similarly, the har-
monic frequencies of the continuous signal are not located at the zero-crossings harmonic
frequencies of the sampled data. Due to the different relative position between the Fourier
transforms at each step of convolution, the harmonic component of the sampled data may
be linearly correlated to the harmonic component of the continuous-time signal taking into
account two weighting coefficients, v and .

The value of o depends upon how displaced is the nominal frequency of the signal
with respect to the center of the main lobe, that is, it provides the relative distance of
the actual sampling condition from the synchronous one. The [ coefficient concerns the
harmonic components of the continuous signal that are not located at the zero-crossings
providing, generally, non-zero contribution to convolution. The value of the a and S
coefficients depend also of the shape of the main lobe and the side lobes, respectively, thus
the weighting window employed must be evaluated during the coefficients estimation. With
these informations, interpolation in the frequency domain may be performed such that the
positions of the Fourier transforms components might be properly adjusted [8].

Resampling methods using Finite Impulse Response (FIR) filter may also be used to
reduce the leakage phenomenon. Since the period of the continuous-time signal is known,
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resampling is obtained by the combination of interpolation and decimation filtering to
change the sampling rate of the signal by a rational coefficient (FI/FD). Interpolation
is performed prior to decimation, in other words, the interpolation increases the sampling
rate by a factor F'I and after the decimation (sometimes called downsampling) reduces the
sampling rate by a factor F'D such that the adjusted samples are matched with the input
continuous signal period.

The theoretical basis about FIR filter can be found in [19]. FIR bandpass filtering
method with frequency-adaptive coefficients, in which the measured frequency is used to
retune the center of the filter bank, is another robust technique for reducing the leakage
phenomenon [20], [21]. The performance analysis between FIR bandpass filtering, extended
Kalman filtering (EKF), and discrete Fourier transform techniques are properly presented
in [22]. It is important to mention that the FIR filter bank design must be carefully
implemented to avoid a large amount of filter’s taps that will impact on the filtering
latency.

I.10 Power system frequency estimation methods review

In Section 1.1, we have commented that power system frequency measurements are present
from the beginnings of the alternating current circuit. In essence, electric frequency repre-
sents the instantaneous rate of change of synchronous generator rotor angular displacement
with respect to time (radians/second or Hz). Depending upon the type of synchronous ge-
nerator, it may produces single or three-phase voltages whose electric frequency is directly
related to the speed of rotation of the generator.

The frequency is the only quantity whose value tends to be common for the whole power
grid (generation, transmission, and distribution) providing an effective manner to evaluate
the status and stability of the grid. Several frequency estimation techniques can be found
in the technical literature based on various mathematical formulations, nevertheless, the
frequency estimation methods discussed in this section have been developed concerning
the intrinsic relationship between frequency, precise time measurement and voltage phasor
representation.

Electric frequency may also be understood as the number of complete oscillations of a
voltage waveform within a time interval of one second. For an electric power system ope-
rating at 50-Hz or 60-Hz, these values provide the number of oscillations (periods) during
one second. In this way, determining the time interval between consecutive zero-crossings
of voltage waveform periods may provide an effective manner to estimate frequency. In
general, this method is often applied to single-phase voltage waveform. The accuracy of
the frequency estimation depends upon the precision of time measurement to track zero-
crossings, thus, for accomplishing this task, two techniques may be used: precise sampling
clock or high sampling rate.

Actually, commercial chip scale atomic clock provides high accuracy and stable signals
that may be used to indoctrinate precise sampling process to efficiently compute the interval
between zero-crossings, however, the main drawback of this technique is related to the cost.
High sampling rate based on oven-controlled crystal oscillators (OCXOs) and temperature-
controlled crystal oscillators (TCXOs) have frequently been applied. The obtained results
may satisfactory fulfill the needs of zero-crossings computation, despite the computational
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burden be clearly higher. Although the zero-crossing method is still widely used, it presents
some drawbacks concerning spike noises on the waveform and the performance of the zero-
crossing detector circuits and algorithms [3], [23], [24].

The pioneering work concerning the power system frequency estimation based on the
sensitivity of voltage phasor measurements has been proposed in [25]. This robust compu-
tation method estimates local system frequency at a power bus from the positive sequence
voltage phase angle provided by a Symmetrical Component Distance Relay (SCDR). The
principle behind this method is based on the sensitivity of the phasor angle due to the
variations in the power system frequency, in other words, it leverages the phasor angular
displacement caused by the leakage phenomenon to infer the real frequency deviation of
the power grid taking into account the finite derivative approximation of the phase dis-
placement. Another point to note is the capability of this method to estimate the rate of
change of frequency (ROCOF) - this parameter will be presented in details in 1.11.d.

Many of the error sources that degrade the zero-crossing methods are eliminated when
the power frequency is estimated from positive-sequence voltage phasor measurements, in
addition, harmonic components do not affect the frequency estimation process, because the
phasors employed reflect the fundamental frequency components [3]. In practice, the finite
derivative of the phase angle could lead to noisy frequency estimates, thus, for overcoming
this problem, in [26] was proposed the application of FIR moving-average filter to alleviate
the frequency deviation estimates.

As will be discussed further in Chapter 111, the method to track accurate local system
frequency proposed in the present thesis also employs the finite derivative phase angle
displacement, however the positive-sequence phasors are computed from the Park’s trans-
formation under balanced and unbalanced system conditions even considering off-nominal
signals distorted by high harmonic content and Gaussian white noise. FIR bandpass and
cascaded moving average filter are to be used for upgrading the estimation capabilities.

Another method for estimating frequency deviation from phasor has also been outlined
[3]. This method models the phasor angular displacement according to the principle of
uniformly varying motion to estimate the frequency deviation using weighted least squares
approach over a data window. The phase angle is modeled as the integral of the frequency,
in this way, beyond the frequency deviation, other parameters as initial phase angle and
rate of change of frequency (ROCOF) could also be estimated. The length of the data
window is directly related to the precision of the estimates, thus, the phasors computed
using consecutive data windows over a span of 3-6 cycles are frequently used for inferring the
power system frequency. This method provides good performance even when the voltage
signals are distorted by Gaussian noise.

.11 The Phasor Measurement Unit (PMU)

The necessity to measure time refers since the dawn of humanity, because time is an om-
nipresent and independent quantity. Voltage and current quantities are time-based, then,
since that time is precisely determined, a correlation between these quantities may be har-
moniously accomplished. Within the context of voltage and current phasor representation
is well known that phasors represent the steady state condition of a power system, thus,
we could be led to believe that they will never be related to time.



I.11. The Phasor Measurement Unit (PMU) 43

In essence, this statement is true only for theoretical definition, however, in the digital
signal processing this statement is not acceptable, because accurate time is a mandatory
prerequisite to ensure phasor measurement synchronization, especially to perform direct
analysis of phase angle. Time measurement may be acquired with high degree of accuracy
using a stable, accurate, and reliable Cesium atomic clock. Unfortunately, the high cost of

these clocks restrict their massive application.

With the advent of the Global Positioning System (GPS), that has a powerful capability
to widespread precise time information based on Cesium atomic clocks, the phasor mea-
surement technology for power system protection, monitoring, and control had its genesis
[27]. The first researches and implementation of the PMU technology were led by Virginia
Tech Team, spearheaded by prof. Arun Phadke, James Thorp, and their co-workers, in
early 1980s.

The PMU has been developed from the invention of the Symmetrical Component Dis-
tance Relay (SCDR), because it was recognized that the positive-sequence component con-
stitute the state vector of a power system, having a fundamental role in analyzes focused
especially on state estimation and adaptive relaying [28], [29]. The work published in [25]
has been considered as the starting point of modern synchronized phasor measurement
technology. In Appendix C, one can find the classical mathematical model to estimate
fundamental positive-sequence phasors based on the symmetrical components.

Deployment of PMUs, for the first time, allowed the real possibility of acquisition of
the positive-sequence voltage and current phasor estimates with temporal precision based
on the same GPS time-stamp. The measurements provided by these devices ensure an
adequate manner to monitor the real-time operation status of a wide-area measurement
system (WAMS) improving substantially their reliability, observability and security [5].
WAMS with monitoring, protection, and control is referred to as wide-area monitoring,
protection, and control (WAMPAC) system [30].

Several applications of PMUs in electric power systems have been addressed in the
technical literature, among which one can quote some examples: real time voltage and
frequency stability monitoring, online transient stability assessment, fault location and
identification, efficient real-time congestion management, automated real-time control of
assets, wide-area grid monitoring and visualization, alarming for situation awareness tools,
dynamic line ratings and VAR support, automatically manage frequency and voltage res-
ponse from load, system reclosing and power system restoration, protection system and
device commissioning, static and dynamic models benchmarking, and post-mortem event
analysis [31].

According to [27], several utilities and regional market operators around the world are
making efforts to develop action plans for large-deployment of synchronized measurements
technology. It is important to mention that other intelligent electronic devices that have
PMU measurement capabilities, for instance, digital fault records (DFRs), digital protec-
tive relays (DPRs), and digital disturbance recorders (DDRs) will also be considered to
improve monitoring, protection, control and operation of the power system. In subsec-
tions I.11.a-I1.11.d, the essential informations about the synchronized phasor measurement
concerning its definition according to the IEEE standard, GPS-based synchronization tech-
nique, estimation process, and the performance metrics are presented in more details.
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I[.11.a Definition of synchronized phasor measurements according to IEEE
Std. C37.118

Before providing the definition of synchronized phasor measurements, it is necessary to
comment about the standards in which these measurements are based. In 1995, the first
standard for synchrophasor for power system entitled IEEE Std. 1344-1995 was published
[32]. Tt provides the first parameters required to ensure the phasor measurement estimation
and data communication. It specified the requirements for the timing signal used in the
synchronization process, in which the GPS was recommended as a major time source and
the TRIG-B time code (Inter-Range Instrumentation Group - format B) was chosen as the
basic format for time-data communication.

This standard has also introduced the early analyzes for estimating phasors from non-
synchronous and synchronous sampling condition. The IEEE Std. 1344-1995 was replaced
by IEEE Std. C37.118-2005 [33|. The 2005 version of the standard specifies the perfor-
mance of phasor measurements under steady-state conditions, being the metric called Total
Vector Error (TVE) one of the most important contributions for evaluating the accuracy
of synchrophasor estimates. The IEEE Std. C37.118-2005 was updated giving rise to the
IEEE Std. C37.118-2011.

The 2011 version of the standard has been split into two other standards: IEEE Std.
C37.118.1-2011 6], concerning only measurements, and IEEE Std. C37.118.2-2011 [34],
concerning only data communication. In [6], new performance metrics have been intro-
duced to cover dynamic power system conditions. Frequency error (FE), rate of change of
frequency (ROCOF), and ROCOF error (RFE) are the metrics that bring the capability
to accomplish this dynamic evaluation (see 1.11.d).

New measurement requirements for test cases related to frequency step, linear frequency
ramp, amplitude step, phase step, and modulated input signals have also been introduced
to asses the performance of phasor estimation algorithms under transient conditions. In
[34], new communication requirements are presented, especially to ensure a compatibility
with the IEC 61850 standard [35]. In 2014, an amendment to IEEE Std. (C37.118.1-
2011 has been introduced yielding the newer standard IEEE Std. C37.118.1a-2014 [7]. It
introduces several modifications of selected performance requirements, although these new
requirements are less rigorous than those demanded in 2011, see [6].

Once the review of the major standards has been carried out, the classical definition
of synchronized phasor measurement may be addressed. According to [6], a synchrophasor
is “a phasor computed from data samples using a standard time signal as the reference for
the measurement”. Based on this statement, one can notice that the synchrophasor is a
complex representation of voltage and/or current waveforms correlated with a common
time-tag concerning the precise instant of time in which the measurements have been
performed.

It is of paramount importance to mention that the time-tag is based on the Coordinated
Universal Time (UTC). In I.11.c, the synchrophasor estimation is presented, however, at
this moment, let us consider a synchronization signal (1PPS) able to trigger the start-of-
conversion of the synchrophasor estimation. The 1PPS must be perfectly correlated with
the time-tag, that is, to UTC. In order to exemplify, let us rewrite here the continuous-time
signal given by Eq. (I.1) and its phasor representation in Eq. (I.4), hence
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y(t) = Ycos(wt + @) «— Y = <§"%> el? (1.99)

where Y,,, is the waveform peak value, w = 27 f, is the angular frequency, ¢ represents the
phase angle of the signal, and Y—’g concerns the RMS value of the signal.

According to [6], the synchrophasor representation of the continuous-time signal y(t)
in Eq. (1.99) is the complex value Y where the phase angle ¢ is the offset from a cosine
function at the nominal system frequency synchronized to UTC. Fig. 1.16 depicts the phase
angle related to UTC time and the convention for synchrophasor representation.

1
0
t=0 (1 PPS)
o 0.02
time Synchrophasor 1
1 0 o8
0
t=0 (1 PPS)
o 0.02

time Synchrophasor 2

Figure 1.16: Established convention for synchrophasor representation (adapted of [6]).

When the UTC second rollover (1 PPS) occurs at =0 s, the phase angle ¢ is 0°, likewise
when the 1 PPS occurs at the positive zero crossing the phase angle is -90° (sine wave).
Performing the same analysis, when the 1 PPS occurs at the instant that coincides with
the negative peak value and the negative zero crossing, the obtained phase angles are -180°
and 90°, respectively. One can note that the phase angle for synchrophasor representation
are commonly reported in angles from -180° to +180°.

In [.8.b, it has been shown that the leakage phenomenon imposes rotating and oscil-
lating effects on the phasor estimate, thus, we can ask ourselves the following question:
What is the impact of the leakage phenomenon over the synchrophasor estimate? It is
necessary to keep in mind that the only difference between phasor and synchrophasor is
that the latter is time-referenced. In this way, the leakage phenomenon also imposes errors
on the magnitude and phase angle estimates of the synchrophasor.

Generally, the magnitude error may be neglected, however, phase angle error is critical
because the synchrophasor will also rotate at the uniform rate given by the difference bet-
ween the actual and off-nominal frequency. In this way, the theory presented in Appendix
B is also valid for synchrophasor measurements.
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I.11.b The Global Positioning System (GPS) as time synchronization
source for synchrophasor estimation

In the previous section, it was stated that the synchronized phasor measurements are
“attached” to a time-tag traceable to UTC. This means that the synchronization source
must provide time information with high degree of accuracy, reliability and availability in
order to accomplish the power system requirements and keep the performance metrics (see
[.11.d) within the required limits. The main issue remains, however, in the fact that the
synchronization source needs to operate continuously and be accessible for several devices
placed at remote measurement points on the power grids.

The technology that has been employed to meet these requirements and provide wide-
spread availability is the GPS. It is a navigation system developed by U.S. Department of
Defense (DoD) that uses satellites equipped with accurate Cesium atomic reference clocks
for broadcasting precise signals for location identification and time synchronization. It
has been developed, a priori, for radio-navigation that, since 2007, contains a complete
constellation of 30 actives satellites in orbit providing high accuracy for spatial coordinates
estimation of the receivers [3], [27].

The GPS optimal time accuracy is of the order of +0.2 us or less [36]. This means
that the broadcast signals may reach anywhere on the Earth within this time interval. In
practice, however, the GPS achieves a precision of around +1 us. In effect, the signals
sent by the GPS contain the synchronizing pulse (1 PPS), the time information traceable
to UTC (time-tag), and the satellite clock status. The 1 PPS signal is a train of positive
pulses at a rate of one pulse per second. The rising edge of the pulses is matched with the
seconds change in the GPS atomic clock, due to this fact, it provides a very precise time
reference.

It should be emphasized that the 1IPPS does not provide any information of time (day,
month, year, hour, minute, second and fraction of a second). These informations are inside
the UTC-time-tag, therefore, to ensure proper data receiving, the GPS receiver clock must
be correlated with the satellite atomic clock. Thereby, the GPS receiver must estimate the
clock offset (tco) for adjusting its internal clock taking into account the received information
of the satellite clock status, as illustrated in Fig. 1.17.

Satellite atomi A
atellite atomic _
O ioi 30: 303 303 303 ior
GPS receiver |- | +1 +1 +1 +1 +1 +1 -
clock ! 1 : | | Hal i1o

Clock offsetto 4
be compensated -1

Figure 1.17: Clock offset between the satellite atomic clock and the GPS receiver clock.
Note that this offset must be compensated by the GPS receiver to ensure a proper data
receiving.

The clock synchronization must be performed because most of the commercial GPS
receivers applied to synchronize measurements are not equipped with accurate reference
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clock, thus, a clock offset will be generated based on the difference between the signals sent
by the satellite (atomic clock-based) and the signals received by the GPS receiver (local
clock-based). Generally, the GPS receivers use an internal quartz crystal clock, however,
external clock such as rubidium frequency standard or cesium beam frequency standard
may be used to improve the local reference [37].

The GPS receiver may estimate its position coordinates and clock offset using the tri-
lateration method, as given by Eqgs. (1.100)-(1.102) [38]. Through this method, the GPS
receiver estimates the range equivalent (distance from receiver to satellite) multiplying the
broadcasted signal transit time by the signal propagation speed in vacuum, that is, the
speed of light. Hypothetically, under ideal error and noise free condition, three satellites
would be used to estimate the GPS receiver position, in this case, an accurate synchro-
nization between the satellite and receiver clocks would be accomplished and the distances
computed by the GPS receiver would be the true ranges.

Unfortunately, this is not always feasible. In practical applications, at least four satel-
lites are required to estimate the unknown parameters: position Earth Centered Earth
Fixed (ECEF) coordinates (z,, yr, zr) and clock offset of the GPS receiver [39]. Consi-
dering four or more satellites, the estimation process in the weighted least square sense is
formulated as follows

di=li+cteo+w; 1=12..,n (1.100)
where,
li =@ — 2,)2 + (yi — yr)2 + (21 — 2)2 (1.101)
hence,
- dz - lz - tco 2
Min  J(xr,Yr, 2r,teo) = <( 5 Ceo) > . (1.102)
o4
i=0 i

The ith satellite’s coordinates (x;, y;, z;) are parameters known because the GPS
receiver compute these values based on the ephemeris data included in the broadcast GPS
signal; ¢ is the speed of light (299792458 m/s); n represent the number of visible satellites;
d; and [; are the ith satellite’s corrected pseudorange and geometric distance to the receiver,
respectively; and wj; is the ith zero-mean Gaussian pseudorange measurement noise with
variance o?.

The following assumptions are commonly made, regarding the statistical properties
of the measurement errors: Efw;] = 0, E[w?] = o2 for all measurements, and the noise
terms between satellites are independent, Ew;w;] = 0 for i # j [38]. The GPS receiver
solves this system of nonlinear equations by iterative algorithms, for instance, Newton-
Raphson method for n = 4 (the system of nonlinear equations has a unique solution) and
Gauss-Newton method for n > 5 (overdetermined system) [40].

Looking closely at the mathematical formulation of the GPS receiver estimation pro-
blem we are led to believe that it will always be necessary at least four satellites for
estimating the position coordinates and clock offset, however, this assumption is true if
we consider the spacial displacement of the receiver. Since the GPS receivers employed
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to synchronize PMUs and PMU-enabled IEDs are in fixed locations, and knowing their
positions, they need to receive the data arising from only one GPS satellite to compute the
clock offset, therefore the GPS receivers dedicated for measurements synchronization may
have modified algorithms [37].

Once the clock offset is estimated, the GPS receiver adjusts its internal clock to properly
handle the incoming data. In this stage, the IRIG-B time protocol is used to ensure precise
time data transfer between the GPS receiver and the device to be synchronized. We have
seen that in practical applications the GPS achieves a precision of around +1 ps, in this
way, an important issue may be raised : Why does synchrophasor estimation process
demands a precision on the order of +1 us? The answer for this issue is quite simple, for
instance, if the GPS broadcast signal arrives with a time delay of £1 us, the phase angle
error (pae) of the estimated synchrophasor is around +0.018° and 40.0216° for a signal at
50-Hz and 60-Hz, respectively. These errors are directly achieved by the following equation:
pae =2 x 180° x f, x t.

Now, assuming that the signal arrives with a time delay of +1 ms, for this case, the
error is around £18° and +21.6° for a signal at 50-Hz and 60-Hz, respectively. Clearly, one
can observe that the phase angle error caused by a synchronization process within the range
of milliseconds may be discarded for practical applications in electric power systems, which
does not happen when the synchronization process falls into the range of microseconds.

I.11.c Synchronized phasor measurements estimation

The synchrophasor estimation process may be modeled taking into account two parame-
ters: the synchronizing pulse (1PPS), and the time-tag in which the synchrophasor must
be associated. The 1 PPS synchronizing signal and the time-tag information have been
explained in I.11.a and I.11.b. Now, we are able to present the role of each of these pa-
rameters in the synchrophasor estimation process. The 1 PPS is a signal responsible for
triggering the start-of-conversion of the Analog-to-Digital Converter (ADC) located inside
the Digital Signal Processor (DSP) or Field-Programmable Gate Array (FPGA) to enable
the synchrophasor estimation, that is, the sampling clock is phase-locked with the 1 PPS.

This statement establishes an important information regarding the synchronized mea-
surements: the synchronization process is performed inside the ADC, as illustrated in Fig
[.18. ADCs in PMUs and PMU-enabled IEDs often have a resolution of 16 bits [28|, howe-
ver, a higher resolution is encouraged. We take advantage to show the main components
of a generic PMU regarding its instrumentation channel, as depicted in Fig. 1.19.

Concerning the time-tag, first of all, it is necessary to warn that it is a parameter that
often causes confusion, therefore, let us explain in a comprehensive manner. This parameter
provides the time and time quality in which the measurement must be associated. The
time status includes time quality traceable to UTC, time accuracy, and leap second status.
The time-tag must coincide with the 1 PPS signal and with integer sub-multiples of the
fundamental power system frequency period, however, one can notice that these integer
sub-multiples are not measured from the sampling process, instead they are measured from
the GPS signal [3].

The standard [6] claims that the PMU data reporting (record or output) must also be
correlated to integer sub-multiples of the fundamental frequency period, due to this fact,
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Figure 1.18: PMU synchronization process performed inside the ADC (Adapted of [3]).
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Figure 1.19: Main components of a generic PMU regarding its instrumentation channel
[41]. PT: voltage transformer; CT: current transformer; IC: instrumentation cables (coa-
xial cable RG-8 with default parameters at 50 2 impedance, mesh protection against
electromagnetic effects, and low signal loss [42]); B: burden (protection impedance against
overcurrent, besides protecting for avoiding CT saturation [42]); At: attenuator (for redu-
cing the amplitude of the analog signal measurement without significant distortion of its
shape).

the time-tag is also known as reporting time. Table 1.1 shows the advised number of PMU
output synchrophasors by second that may be user selectable.

Another mandatory information about the time-tags is that they are to be used for
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Table I.1: Required PMU reporting rates

System frequency 50 Hz 60 Hz
Reporting rates (Fy) | 10 | 25 | 50 [ 10 | 12 [ 15 [ 20 | 30 | 60

estimating the synchrophasor instantaneous value, as defined in I.11.a. This is envisaged
because the synchrophasor estimation process requires sampling the waveform over some
interval of time that can lead to some doubts about which time within the data window is
the correct time-tag to be correlated with the synchrophasor. For example, let us consider
a reporting rate of 50 synchrophasors by second at 50-Hz fundamental frequency. Fig. 1.20
illustrates the allowable time-tags related to the GPS clock.

Taking into account one data window, one can note that, in theory, the synchrophasor
angle estimate is 0, being the angle between the first sample and the sinusoid peak value.
This angle remains constant for all other subsequent synchrophasors when a recursive
updating is performed (without leakage). Concerning the standard [6], it states that the
synchrophasor is an estimate of the sinusoid parameters (RMS value and phase angle) over
the data window, thereby, the estimate covers a short period of time representing some
kind of ‘average’ of the parameters that may change during the window.

In this way, this standard advises to correlate the synchrophasor estimate with a time in
the middle of the data window. Then, it becomes necessary to determine the time interval
between the first sample and the theoretical (advised) time-tag in the middle of the data
window so that the phase angle, related to this theoretical time-tag, be reported as the
phase angle of the synchrophasor. In short, due to the time-tag concept, a synchrophasor
is a theoretical phasor that represents the phasor estimated.

I N N

Advised time-tag

1 PPS 1/f
(Time-tag) (Time-tag)

0 0.02

time (ms)

Figure 1.20: Time-tags matched with sub-multiples of the fundamental power system fre-
quency period. Theoretically, the synchrophasor phase angle estimate is 6, however, the
phase angle which must be associated with the synchrophasor is ¢.

Once the synchrophasors have been estimated according an UTC-time-tag they are able
to be employed for inferring the power system status, however, the delays caused by, for
example, analog input filtering, sampling, digital filtering, and estimation group delay will
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change the synchrophasor estimates. Due to this reason, the concept of time-stamp must
be carried out.

According to [6], “the time-stamp of the PMU output represents the phasor equivalent,
frequency, and ROCOF of the power system signal at the time it is applied to the PMU
input”. It is clear that all of these estimates must be compensated to provide valuable
informations. Since the measurements are time-stamped with a high degree of precision,
the communication medium between PMUs and Phasor Data Concentrators (PDCs) is no
longer a critical factor to allow the use of this measurements [3]. The PDC saves and treats
the set of measurements with the same time-stamp for power system application purposes.
(see [43] for specific informations about PDCs).

I.11.d Performance metrics for PMUs

According to [6], the performance metrics concerning synchrophasor measurements are
called Total Vector Error (TVE), Frequency Error (FE), and Rate of Change of Frequency
(ROCOF) error (RFE). These metrics are employed to evaluate the estimates in order to
ascertain whether they fall within of acceptable limits under static and dynamic conditions.
The TVE gives the error between the theoretical synchrophasor value of the signal being
measured and the synchrophasor estimate at the same instant of time, in other words,
the theoretical values of a synchrophasor representation may differ in both magnitude and
phase angle from the values provided by the PMU.

It can be seen that the magnitude and phase angle errors could be specified separately,
however, the TVE metric is more inclusive because the synchronization time, phase angle,
and magnitude estimation errors are combined together. The TVE value is normalized and
expressed as percentage of the theoretical synchrophasor as follows

Yy . _v .
TVE(t) _ |festzmate(t) fthem"etzcal(t)’ % 100% (1103)

‘Xtheoretical(t) ‘

or,

TVE() = \/ e _(2 E:))))j j: gég)z_ Y0P 100% (1.104)

where Y, (t) and Yj(t) are the synchrophasor estimates given by the unit under test, and
Y, (t) and Y;(t) represent the theoretical values of the input signal at the instants of time
(t) assigned by the unit to those values. The values Y, (t) and Y;(¢) can be determined
in closed form by calibration taking into account certain well-defined situations, such as
constant frequency or phase offsets.

A maximum TVE value of 1% has been stipulated in [6], thus, based on this information,
one can determine the maximum individual error for the magnitude, phase angle, and
synchronization time estimates. For the first example, let us assume that are no errors
on the phase angle and synchronization time estimates, in which 1% TVE is related only
to the magnitude estimate. In this case, one can conclude that 1% TVE produces +1%
magnitude measurement error.

In the second case, there are no errors on the magnitude and synchronization time
estimates, in this case, 1% TVE related to the phase angle estimate provides a maximum
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admissible error of £0.573° (0.01 radian). Based on this assumption, the maximum phase
angle measurement error may be correlated with a synchronization time error that may
be interpret like analogous to clock offset. In this way, a maximum synchronization time
error of 31 us and £26 us at 50-Hz and 60-Hz have been obtained, respectively. Within
the context of active power distribution system, 1% TVE imposes some restrictions for the
deployment of PMUs in these grids, as will be seen further in I1.2, therefore, the researches
carried out in this thesis aim to circumvent this problematic.

According to [6], frequency and ROCOF errors are defined as the absolute value of
the difference between the theoretical and the estimated values given in Hz and Hz/s,
respectively. In general, frequency error represents a narrow range around the nominal
power system frequency, although it may become excessively high under specific power
system operating conditions as islanding, faults, and load shedding.

The FE estimation is of utmost importance to overcome the problems imposed by the
leakage phenomenon. ROCOF evaluates the frequency changes over time, thereby, it pro-
vides an excellent way to assess dynamic frequency variations (especially linear frequency
ramp) in the electric grid. Frequency and ROCOF errors may be evaluated using the
following definitions:

e Frequency measurement error:
FE = |ftheoretical - festimated| = ‘Aftheoretical - Afestimated (1105)

e ROCOF measurement error:

RFE = ‘(df> _ (df> .
dt theoretical dt estimated

One can assume that the estimated and theoretical values are taken at the same instant

(1.106)

of time, therefore, the time-tag of the estimated values will be the same for the theoretical
values. These performance metrics will be considered further in Chapter III for evaluating
the performance of the proposed frequency-adaptive algorithms.

I.12 Phasor estimation algorithms review for Power Distri-
bution Systems

Regarding the algorithms, the IEEE Standards cited in I.11.a do not specify or require a
specific type of algorithm that may be applied to estimate synchrophasors. In Appendix
C of [6], it is possible to find some recommendations to develop algorithms to verify the
performance requirements that have been introduced by this standard. Some evidences
suggest that many of the developed PMUs from the major vendors use Fourier-based al-
gorithms (DFT or FFT) or their slight variations (see 1.6-1.8). Currently, several research
groups around world, including the G2Elab team, seek to develop high-performance algo-
rithms (Fourier-based or not) to allow the applicability of synchrophasors in active power
distribution systems.

There are many challenges to estimate synchrophasors in these electric grids, as will
be shown in Section II.1, however, this thesis aims to contribute for overcoming these
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challenges by means of frequency-adaptive algorithms for tracking accurate synchropha-
sor estimates in smart power distribution networks. In the present section, a review of
published works concerning new algorithms for estimating phasors in power distribution
environment is presented. These algorithms are based on several estimation methods, ho-
wever, evidences suggest that many of them have one point in common: phasor estimation
with small TVE value (See Chapter II).

In [44], an algorithm called Interpolated-Modulated Sliding DET (IpMSDFT) has been
proposed. In essence, this algorithm is a variation of the classical DF'T method, in which,
high sampling rate and interpolation are employed to mitigate the leakage phenomenon.
The authors claim for a high accuracy, reduced latency, high synchrophasor reporting rate
per second, and low-computational complexity. The algorithm has been tailored to allow
a feasible deployment on an FPGA-based PMU.

The main reference of [44] is the work proposed in [45], in which, an enhanced inter-
polation method in frequency domain considering a long-range spectral leakage has been
performed. In [46], a modified version of the Taylor-Fourier-transform (TFT)-based algo-
rithm has been proposed, wherein the employed mathematical formulation considers the
phasor as a second order Taylor expansion around each estimation point within the data
window. In this way, an overdetermined linear system is obtained whose solution is based
on the Weighted Least Squares (WLS) approach (TFT-WLS).

An architecture that aims to allow the requirements of P- and M-class PMU models
(protection and monitoring oriented applications, respectively) is proposed in [47]. This
architecture processes in parallel the acquired samples using two digital channels, both
based on the TFT-WLS algorithm, however different lengths and parameters of data win-
dows are employed. The first channel is able to estimate accurate measurements of steady
state signals, while the second one is suited to track the fast signal variations. Then, a
fast changes detector identifies a potential dynamic condition and selects the most suited
output for the actual system operation status.

A real-valued version of the Taylor Weighted Least Squares (TWLS) algorithm is
addressed in [48]. Once again the Taylor approach is employed, however, the authors
claim that the algorithm is a generalization to both windowing and dynamic waveform
model of the three-parameter sine-fitting (3PSF) algorithm when the offset is not present.
According to the authors, their proposed algorithm requires a lower processing effort.

Recursive Least Squares (RLS) and the Least Means Squares (LMS) algorithms have
been properly proposed in [26] for providing dynamic phasor and frequency deviation es-
timates. A non-linear and time-varying model of the system voltage is modeled assuming
a zero mean Gaussian noise. This model is appropriately linearized using Taylor series
to allow that the RLS and the LMS algorithms (endowed with forgetting and adaptation
factors) provide dynamic voltage phasor. The frequency deviation estimate has been taken
based on the finite derivative approximation of the voltage phasor phase angle displacement.
RLS and LMS algorithms aim to overcome the problems founded on Kalman-filters-based
algorithms concerning high computational requirements.

In [20], alternative algorithms for P- and M-class PMU models using adaptive cascaded
filters with high sampling rates (up to 10 kHz) are presented and discussed. The authors
state that the phasor estimates allow consistent accuracy providing less computational
burden compared to the traditional FIR filter, in addition, the ROCOF metric could be
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detected more efficiently.

In [49], adaptive-window PMU algorithms using cascaded boxcar filters have also been
proposed to meet and exceed the IEEE standards requirements. Boxcar filter is a moving
average smoother applied in frequency domain, thus it can be understood as a rectangu-
lar data window used to convolve the frequency spectrum. Initial results show that the
calculation rate does not increase for longer-window, since the number of cascaded boxcar
filter remains constant, moreover, it might be extended to applications involving harmonic
components.

Several of these proposed algorithms have been presented or cited in a pioneering work-
shop - Synchrophasor estimation processes for Phasor Measurement Units: algorithms and
metrological characterization - focused on methods for synchrophasors estimation and their
deployment specially intended for active power distribution systems [50]. The workshop
was organized by Swiss Federal Institute of Technology of Lausanne (EPFL) and by Swiss
Federal Institute of Metrology (METAS) within the context of the Euramet European re-
search project - Measurement tools for Smart Grid stability and quality ENG52 SmartGrid.

Concurrently with the development of clever real-time algorithms, researches are on-
going on applications of PMUs and PMU-enabled IEDs dedicated to power distribution
systems. In Section I.13, the current conjuncture of some projects related to the deployment
of time-synchronized measurements in the power distribution environment are reported.

I[.13 Current conjuncture of time-synchronized measurements
in Power Distribution Systems

In Section I.11, we have seen that the PMUs have the capability to increase the situational
awareness on power systems regarding the improved applications that can be realized,
in this way, some pioneering researches and projects attempt to apply the synchronized
measurements technology to also increase the situational awareness in power distribution
systems.

A satisfactory deployment of synchronized measurements in power distribution envi-
ronment might allow the implementation of real-time monitoring, control, and protection
functions to achieve an improved operational efficiency, an enhanced flexibility and an in-
creased reliability for these systems. In this sense, PMUs, PMU-enabled IEDs, and other
GPS-enabled Intelligent Electronic Devices (IEDs-GPS) will have a fundamental role to
play in the attainment of these objectives.

Efforts are being made to move the synchronized measurements from high voltage
power networks to power distribution systems, in which the features and peculiarities of
the latter have been carefully taken into account in order to obtain reliable advanced
analytic informations. In [51], the first analyzes of the synchronized phasor measurement
system prototype entitled MEDFASEE has been presented, in which PMUs are connected
at low-voltage level to estimate phasors, system frequency, and record events, whose goal
is to monitor dynamic conditions in the Brazilian interconnected power grid.

In [52] and [53], the concept of Internet-based real-time GPS-synchronized wide-area
frequency monitoring (FNET) is shown. The FNET system consist of frequency distur-
bance recorders integrated with an information management system for monitoring the
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entire USA power network. The FNET devices are also placed at low-voltage whose goal
is to measure power system frequency dynamics with high degree of accuracy enabling the
power system status evaluation.

One can observe that the synchronized measurements provided by the abovementioned
references are not necessarily employed to monitor the distribution grids, however, an
indirect conclusion that can be obtained from these researches is the need of adequate
immunity against leakage phenomenon for the PMUs, PMU-enabled IEDs, and IEDs-GPS
dedicated exclusively to monitor the distribution level.

In [54] and [55], the investigation regarding the deployment of PMUs in industrial
distribution networks in East Germany are reported. A survey concerning the optimal PMU
placement has been taken into account to identify the most susceptible busbars for PMU
installation. Some units were placed at medium voltage level (20 kV) and, additionally,
one PMU was utilized to perform low voltage (0.4 kV) measurements. The synchronized
measurements taken at the industrial network are processed and treated by a local PDC
that transmits the data online to the PDC placed at Otto-von-Guericke University in
Magdeburg using a VPN connection. Visualization tools and calculations are performed
to monitor the industrial grid status, in which the authors state that the obtained results
may be used to analyze steady state and disturbance conditions.

In [56], a FPGA-based PMU prototype has been conceived for monitoring active dis-
tribution grids. The authors point out the need to achieve a very low TVE value to ensure
the applicability of the synchronized measurements in distribution environment. Experi-
mental applications related to intentional islanding and reconnection tests are performed
to evaluate the performance of the prototype. The authors claim that the obtained results
are useful to facilitate the operator maneuvers and for the development of an improved
monitoring, control and protection frameworks dedicated to active distribution grid.

The state estimation is one of the most important function to evaluate the operation
condition of a power system. Unfortunately, the vast majority of works concerning state
estimation in distribution systems have a poor performance in practical applications, due
to the several constraints related to few number of measurements, unbalanced circuits, high
insertion of decentralized and renewable production, and so on. In addition, the proposed
algorithms for state estimation in distribution systems are not perfectly adapted, because
they are based on the algorithms developed for high voltage power system.

To emerge from the darkness, a real-time state estimator using only synchrophasor
measurements has been developed in [57]. In this project, several PMU prototypes are
placed at EPFL-campus medium-voltage grid. Smart monitoring framework makes possible
to infer about the grid status based on the measured synchrophasors, in addition, active
and reactive power are also computed to allow a real-time power flow evaluation.

A pioneering project dedicated for developing PMUs focused exclusively for the dis-
tribution systems has been carried out in [58]. This project was funded in part by the
Advanced Research Projects Agency-Energy (ARPA-E) with the intent to increase the visi-
bility and the situational awareness of the distribution network using micro-synchrophasors
(uPMU) to measure voltage phase angle with precision of millidegree (£0.01° typical). It
is important to mention that several challenges for measuring millidegree phase angle such
as cable transit time, quantization errors and signal attenuation must be circumvented.
Therefore, accurate calibration and compensations must be performed in order to obtain
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valuable results. The goal of this project is to explore several applications based on the
pwPMU data to improve operation status identification and increase reliability.

It is expected that several advanced functions may be effectively implemented, among
which one can cite: faster grid restoration during faults, reverse power flow detection, Volt-
VAR optimization, real-time monitoring and control, power quality issues, distribution
system resilience capability, optimized integration of distributed and renewable resources,
topology detection, state estimation, and fault location (for instance, high-impedance
fault). The devices will be placed in field sites to meet the need of the circuit charac-
teristics that the utility wishes to better understand (high decentralized and renewable
penetration and some unexpected behavior). The first tests and validation of the device
were realized in pilot site at Lawrence Berkeley National Laboratory (LBNL) and results
with high degree of accuracy have been reported. Fig. [.21 shows the uPMU prototype.

= . g
2 NN
By SRR AT
Cia 4 Rt B
T X = W
ek % (3]
% { k i
4{%
% % <

il %% ope ' ogt
l"/ﬂn/'“,d""‘]mhml]

\nm\m\'«k“‘VX

w®

ob

1nulun\

+
. 0L-
0

micro-PMU, based on PSL PQu

Figure 1.21: uPMU prototype developed for distribution networks (public domain picture

[58])-

In the technical literature, other projects may be found concerning the deployment of
synchronized measurements in distribution systems, however, the background about them
are not properly explained making difficult their inclusion in the present section. One
can state that the overall amount of projects is still non significant, nonetheless, they
are opening the doors to allow, for the first time, new perspectives and initiatives to en-
sure an effective situational awareness in power distribution systems. It is also important
to mention that these projects are breaking an established “premise” that claims for the
non-applicability of PMUs, PMU-enabled IEDs and other GPS-IED devices in power dis-
tribution environment because they could not bring concrete advantages.
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1.14 Conclusion

In the current chapter, the state of the art concerning the synchronized phasor measure-
ments estimation has been outlined. The background regarding the Fourier’s methods is
addressed due to the fact that they represent the cornerstone of the data processing tech-
niques employed to estimate phasor measurements in electric power systems. In this way, a
thorough review of the main key points with respect to Fourier series (FS) approach, Fourier
transform (FT) properties, discrete Fourier transform (DFT) and fast Fourier transform
(FFT) (including the Radix-2 DIT FFT) have been presented in details to provide an intu-
itive mathematical basis for phasor representation in continuous and discrete-time domain.
This review aims to provide a theoretical support for the accurate frequency-adaptive al-
gorithms that have been proposed in the current thesis.

The main drawbacks concerning phasor estimation in electric power systems are also
shown with a special regard to the system frequency deviation responsible for introducing
the pernicious leakage phenomenon, whose impact on the phasor estimation accuracy is
relentless. Thus, an extended review of methods applied to circumvent this phenomenon
has been presented and discussed. Additionally, the characteristics of the classical Phasor
Measurement Unit (PMU) are carried out taking into account the informations provided
by the IEEE C37.118 standards for synchronized phasor measurements for power systems.
Concerning the state of art of synchronized measurements in distribution grids, a survey of
some tailored algorithms and the current conjuncture of the major projects related to the
deployment of synchronized devices in the distribution environment are equally presented.

In this thesis, the proposed works are engaged to demonstrate the effectiveness of syn-
chronized measurements to enable real-time monitoring functions for distribution systems
in order to overcome the major operational challenges of these networks. For accompli-
shing this task, firstly, it is necessary to evoke the drawbacks that may effectively impose
restrictions for the synchronized measurements deployment, therefore, in Chapter II, the
main problematics are reported in details. These problematics may impose restrictions,
but this does not mean that they can not be circumvented.






Chapter II

Main challenges of

the synchronized phasor measurements deployment
in active power distribution environment

Life is combat therefore only the brave men will can exalt.

Gongalves Dias
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Abstract

The integration of DERs has been considered as a flagship of the new scenarios concer-
ning the future distribution grids. Due to this fact, new paradigms of communication
infrastructures, advanced metering, and a modern automation and control frameworks
must be created to effectively allow the evolution of electric distribution grids from pas-
sive to active networks. The need of real-time monitoring and control will play a special
role, thus, the deployment of PMUs and PMU-enabled IEDs in active distribution en-
vironment to perform these tasks must be carefully evaluated in order to identify and
overcome the challenges that can be met. A special regard to the problematic concerning
the requirements demanded by the IEEE Std. C37.118 versus the active distribution
system operational requirements is presented and discussed. It will be shown that the
admissible phasor measurement errors stated by this standard is not conceivable for
distribution grids and it is essential to reduce the measurement errors in order to
obtain valuable phasor estimates in distribution environment. Other challenges regar-
ding the frequency deviation, out-of-band disturbances (harmonic, interharmonic and
subharmonic), measurement points, and cost-benefit ratio of the synchronized devices
deployment are also reported.
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II.1  Introduction

Since the beginnings of its development, the distribution system (medium and low-voltage)
has been considered as a passive element in the whole electric grid, in other words, it has
been seen solely in terms of a grid element able to absorb energy produced by power
plants. With the advent of the electric deregulation and the onset of competitive electric-
ity markets, several changes in the way of producing and delivering energy have emerged.
Nowadays, more and more elements of the overall network, including consumers, are capa-
ble of participating actively and directly in the grid operation provided that they comply
with specific requirements.

New possibilities of electricity generation are envisaged, thereupon, profound changes in
the architecture and management of the electric grids must be carried out. In distribution
environment, the load (consumers) endowed with local production or storage system could
be considered as a small-scale generator and DERs throughout the service territory could
be used to inject energy at different layers of the grid. In this context, new paradigms of
communication infrastructures, advanced metering, and a modern automation and control
frameworks must be created to effectively allow the evolution of electric distribution grids
from passive to active networks.

The integration of DERs may be considered as one of the main actors on active power
distribution grid. They will play an essential role for improving the energy efficiency of these
networks. According to [59], DERs may be applied to defer or eliminate the need to build
additional central generating plants, voltage support and improved power quality, reduction
in power system load losses, transmission and distribution capacity release, deferments of
new or upgraded infrastructure, relief of transmission system congestion, and smooth peaks
in demand patterns.

One can cite that the benefits of DERs are for both transmission and distribution sys-
tems. Achieving the aforementioned system benefits requires that the DERs be integrated
in a reliable manner with the electric network, being the three key system integration issues
reported as follows [59]

e Topological design and operation impacts of active power grid infrastructure for DER
integration.

e Communication and control for strategic system operation and support with DER.

e Physical interconnection of DER with electric power grids.

According to [59], the first issue deals with changes of the electric grid topological
design and the system operation scope due to the integration of the DERs. Impacts related
to voltage regulation, flicker, harmonics, and reliability are commonly focused, in which
studies such as load flow, harmonic, and short-circuit analysis must be performed. The
second issue deals how to increase DER’s capabilities by providing means for controlling
and dispatching of their services strategically, in other words, data and control signals must
be transferred between DER equipments and control centers for safe and optimal energy
integration into the grid.
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The third issue addresses safe practices for the physical connection of DER equipment
to electric grids, that is, all matters concerning control relays, transformer interfaces, dis-
connect switches, and other-site specific DER hardware required for successful operation
of the DER. It is of paramount importance to comment that all three key issues are closely
inter-related. Several types of energy sources and generation technologies may be employed
as ‘distributed energy resources’, where the most common generation technologies include:

e Gas combustion turbine-generators,

e Gas combustion microturbines with alternators-inverters,

e Gas to hydrogen fed fuel cells and electronic inverters,

e Gas and oil fired reciprocating engine-generators,

e Wind-driven turbines with induction generators or alternators-inverters,
e Solar photovoltaic cells and inverters,

e Solar thermal-electric power plants,

e Hydroelectric micro- and small-scale power plants,

e Geo-thermal driven steam turbine-generators.

Other generation technologies can also be considered as DERs. These include different
energy storage system as: mechanical (compressed air energy storage, flywheels), electro-
chemical (lead-, nickel-, high temperature salts-, redox-batteries, hydrogen), and electrical
(capacitors, supercapacitors, super-conductive magnetic energy storage (SMES)) [60]. In
essence, a DC storage system employs solid state converters to get the features of an AC
generator to dispatch AC power to the load when requested. Storage systems may operate
in two schemes: off-line (backup system working only when the main grid is not available)
or grid-tie (operating together with the grid).

Looking closely at the European perspectives on the future of electric distribution, the
DERs are one of the mainstays of this electric revolution. In most European countries,
DERs based on renewable generation are being developed at an accelerated pace, leading
to a total current installed capacity of 106 GW of wind and 70 GW of solar energies in the
year 2015. The first perspectives point out that 20% target renewable energy sources in
total energy consumption will be integrated until 2020. A large portion of these resources
will be connected at low- and medium-voltage distribution grids [61].

Considering all these changes, evidences suggest that the classical distribution sys-
tem management is not envisaged because active systems will become more complex, for
instance, the power flow will not be exclusively unidirectional (from power plants to con-
sumers), but also from the consumers to the grid (bi-directional power flow), as illustrated
in Fig. II.1. One can state that the current distribution grid was not designed to absorb a
high penetration of DERs, therefore, problems related to technical limits may occur more
frequently requiring network reinforcement and advanced adaptive relaying and control
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systems. DERs, flexible loads and storage system will be the basis to reach a very flexible
and active distribution grids [61].

The european distribution system operators association (EDSO) advocates that an op-
timized distribution grid might be achieved regarding an intrinsic interaction among the
following key grid processes: planning, connection and access, and operation. In addition,
greater flexibility on supply and demand sides will be a key tool concerning this assump-
tion. In this way, such flexibility could enable the optimum use of the existing network
whose goal is to minimize distribution grid extensions. Some key elements have been listed
by EDSO concerning active distribution management [61]:

e A wariety of network planning and access options that would reduce the
need for investment: An optimized network planning taking into account a coordi-
nation among all relevant actors (transmission system operators (T'SOs) and DSOs)
may make the network investment more economically viable.

e An adequately designed connection requirement for DERs: DERs must ful-
fill some technical criteria to ensure a proper integration into the grid (dispatching
optimized of the power injection, local reactive power production, local frequency
tracking, local voltage and phase angle requirements). In essence, they must be able
to help the distribution system during several scenarios such as islanding and peak
demand.

e A new role of services in distribution grid operation: The flexibility from
DERs and consumers may result in new market mechanism, in which basic system
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conditions should be considered to select the appropriate actions for various system
conditions. Under normal condition, the DSOs would operate according to the market
procedures. Under ‘insecure’ condition, the DSOs would take actions to incentive the
consumers to adapt their production and consumption according to the system status.
In emergency mode, the DSOs should be able to manage immediately the loads and
DERs after the contracted options have been exhausted. It is clear that the demand
response will play an important role in active distribution management.

e Technical tools that let DSOs become real ‘grid operators’: the real advent
of the aforementioned active distribution management tools depend on the ability
of the DSO to monitor in real-time the operation status of the grid given increasing
complexity. Unfortunately, in the present conjuncture, DSOs have several difficulties
to control, monitor and acquire real-time data over the overall distribution territory.
In this way, advanced real-time monitoring and protection schemes are demanded
and the synchronized phasor measurements may open the doors for a new age of
active distribution grids.

According to the abovementioned statements, it is of paramount importance to empha-
size that the active power distribution system is not a ‘new’ electric system that may be
developed from scratch for ensuring all capabilities, functionalities, and benefits that have
been outlined. Active distribution system is a natural evolution of the current distribution
grid, in other words, upgrading gradually the current system regarding the introduction of
some elements (communication, advanced metering and control, DERs, and so forth) it is
possible to achieve the envisaged active distribution systems.

In this way, the classical particularities and features of the current distribution grid
must be taken into account. It has been seen that the real-time monitoring and control
will play a special role, thus, the deployment of PMUs and PMU-enabled IEDs in active
distribution environment must be carefully evaluated in order to identify and overcome the
problematics that can be found.

The most important challenges for deploying synchronized measurements in distribu-
tion environment are related to the topology (shorter feeder lengths), buses separated by
short distances causing smaller angular difference, higher harmonic content, the pernicious
frequency deviation caused by many events in the high-voltage power system and/or sub-
transmission systems, as well as faults in the distribution grids yielding islands supplied by
high rate of DERs. These challenges are analyzed and discussed in Sections I1.2- I1.6 for
determining their impacts over the phasor measurement estimates in distribution environ-
ment. To this end, the IEEE Std.C37.118.1-2011 [6] has been taken into account in order
to evaluate if its maximum allowed errors requirements may comply with the distribution
system operational requirements.

I1.2 IEEE Std.C37.118.1-2011 versus Active Distribution Sys-
tem requirements: the problematic of the TVE metric

The performance metrics shown in [.11.d aim to evaluate whether the synchronized mea-
surements provided by a PMU or PMU-enabled IED are accurate and reliable in order
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to fulfill strict requirements. Looking closely at the newest IEEE Std. C37.118.1a-2014
[7], some evidences suggest that many commercial devices with integrated PMU function-
alities could undergo severe estimate errors during transients conditions, especially under
frequency deviation. This assumption might justify the reduction of criteria from the initial
requirements found in the previous IEEE Std. C37.118.1-2011 [6].

The reduction of the measurement requirements may limit the deployment of synchro-
nized devices in active distribution systems, due to that, the requirements imposed by [6]
(more strictly rigorous) will be employed in this thesis. Thus, it remains for us to consider
the following issue: Are the IEEE Std. C37.118.1-2011 requirements sufficiently accurate
to allow the applicability of the PMUs and PMU-enabled IEDs in active distribution sys-
tems? A proper analysis of this issue must be carried out aiming to evaluate whether the
current requirements may comply with the operational constraints imposed by the active
distribution networks.

In this context, the TVE metric will play a key role in achieving this analysis because
it indicates the quality of the phasor measurement estimates in order to assess the real
operational status of the active distribution grids. In 1.11.d, the concept of TVE metric
has been properly addressed. One can recall that the TVE aggregates three source of errors
combined together: magnitude error, phase angle error, and synchronization time error, in
which the permissible range is within of 1%. Hypothetically, when only one source of error
is present, the 1% TVE may be obtained for either a magnitude estimation error equal to
+1%, a phase angle estimation error of £0.573° and a synchronization time error of +31
ps and £26 ps at 50-Hz and 60-Hz, respectively. It is necessary to keep in mind that the
phase angle estimation error and the synchronization time error are closely related.

The aggregation of different terms inside this metric does not allow individually inferring
the contribution of each of them. In other words, the TVE value does not provide any
information about the major source error(s) responsible for its determination. Indeed, a
high TVE value may be caused by a high magnitude estimation error and a low phase
angle estimation error, however, it is possible to mistakenly infer that the major source
error is related to the phase angle estimates or even through a poor synchronization (GPS
unavailability or inaccuracy of instrument transformers).

Figs I1.2-11.3 depict the procedure involved to estimate the TVE value. The magnitude
and phase angle differences have been enlarged in order to better illustrate the behavior
of the estimate. In Fig. I1.2, for the base-case, let us consider that the estimated and
theoretical synchrophasors have the same magnitude and phase angle. Now, assuming
that an error of £1% is imposed only over the magnitude estimated. In this case, two
4 £ 0.01Y.
origin to the interception points between the green vectors and the complex error circle).

(from

possible magnitudes may be obtained being equal to |Y. estimated|

estimate
One can observe that there is no margin for phase angle estimation error, because even
a small portion of this error will contribute to exceed the TVE limit. Within the complex
error circle, yielded by the rotation of the error vector (red), one can find the 1% TVE
(non-normalized) related to the combined magnitude and phase angle estimation errors.
A similar analysis may be performed taking into account a base-case related to a the-
oretical and estimated synchrophasors having same magnitude but different phase angle
estimates. For this case, 1% TVE will yield an isosceles triangle with vertex angle given
by twice the value of the angular aperture (2A¢), thus, no margin for magnitude esti-
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mation error is allowed. Once again, considering the rotation of the vector error, it is
possible to obtain a TVE value (non-normalized) with aggregated magnitude and phase

angle estimation errors.

Imag. A Complex
Imag.A error circle
Complex
error circle
’ ?Xestimated
TXtheoretical
Real
TXestimated
¢ TXtheoretical
»-
Real

Figure I11.2: TVE value based on the mag- Figure I1.3: TVE value based on the phase
nitude estimation error. angle estimation error.

For clarity, Figs I1.4-11.5 display the behavior of the TVE value concerning the complex
error circle. For this example, the normalized TVE value given by Eq. 1.103 has been taken
into account. In the Fig. II.4, one can observe that without phase error (0°), 1% TVE
is provoked exclusively by +1% magnitude estimation error. Considering a phase angle
error of 0.15° (equivalent to a synchronization error of about 8.33 us for a power system
frequency at 50-Hz), the margin of magnitude difference is within the range of +0.96%.
For a phase angle error of 0.3° (related to a synchronization error around 16.66 us), the
margin of magnitude difference is around +0.85%.

Increasing the phase angle error until reaching the maximum allowed value of £0.573°,
the margin of the magnitude estimation error tends to be more and more narrow until
reaching zero (matched with the maximum allowed phase angle error). Once again, a
similar analysis may be performed regarding the variation of the phase angle estimation
taking into account fixed magnitude errors, as illustrated in Fig. IL.5.

It is clear that for 0% of magnitude error, 1% TVE is caused by the maximum allowed
phase angle estimation error (£0.573°). Increasing the magnitude estimation error until
+1% (matched with the 1% TVE) will yield a progressive reduction of the phase angle
errors until no margin of error can be allowed. One can notice that, in some specific cases,
the analyzes of the percent magnitude and phase angle estimation errors could be evaluated
separately in order to assert certain results.

The classical TVE metric must be employed when the synchrophasors represent a
steady-state condition of the electric grid, thus, for information purposes, a non-standardized
alternative metric called TVE settling time has been proposed in the technical literature
[62], whose goal is to evaluate the impact of abrupt step changes in the synchrophasor esti-
mation. It represents the time interval between the old and the new TVE estimates whose
values are bigger than a predefined threshold Th, in other words, the TVE settling time
describes the duration of the transient behavior of the synchrophasor estimation process
[63], as given by Eq. (II.1)
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Aty = new{TVE% > Th} — old{TVE% > Th}. (IL.1)

In active power distribution systems, the phase angle measurement provided by PMUs
and PMU-enabled IEDs will be one of the most useful information to effectively allow the
development of specific applications focused on these networks, in this way, a high accuracy
on the phase angle estimates is envisaged. Taking into consideration the aforementioned
informations regarding the classical TVE metric that requires a maximum phase angle
estimation error of +0.573° (without magnitude error), one can observe that this error
margin could be considerably excessive for applications in active distribution systems, due
to the fact that the angular aperture between the busbars of these networks could be lower
than the maximum allowed phase angle error, thereby, large errors over the synchrophasor
estimates may be produced.

This problematic of the TVE metric imposes restrictions for the placement of PMUs
and PMU-enabled IEDs in distribution environment, however, as cited in Section 1.12,
new algorithms have been proposed aiming to overcome it. In the following section, the
distribution system topology features are analyzed in order to evaluate the impact of TVE
value estimates.

I1.2.a Primary distribution system topology overview

The starting point of the power distribution systems are the distribution substations (SS).
They can be considered as nodes for terminating and reconfiguring subtransmission lines,
in addition, they use power transformers that step down voltage to primary distribution
levels. Primary distribution systems, or medium voltage networks, consists mainly of
feeders. A feeder, also called mains or mainline, is a three-phase backbone, protected by
circuit-breakers (CBs), that deliver power from distribution substations to distribution
transformers (retail customers) [64].

Aiming an increased reliability, a feeder from a substation may be connected to other
feeders, originated from same substation or from other substations, within the distribu-
tion service territory. To accomplish this task, in general, normally-open switches (NO),
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remotely or manually controlled, are placed in specific points for load transferring after a
system fault or due to preventive maintenance activities.

These switches allow several routed paths in order to reduce the number of consumers
affected by interruptions. Lateral taps - often called taps, branches, or branch lines -
emerge out of the feeder to cover a wider service area. Owing to the fact that the loads
on the feeders are more distributed, the laterals may be single and two-phase (especially
for residential service), or three-phase (especially for commercial and industrial service).
In effect, this feature imposes that the distribution systems be unbalanced in nature. The
laterals normally are protected by fuses (F) to separate them from the main feeder when
they are under fault condition [64], [65].

The most common wiring of the distribution primaries is composed by three-phase con-
ductors in conjunction with a multigrounded neutral (specially for North American types
of medium voltage). In this way, the transformers connected at the feeder may be single-
phase (phase-neutral), two-phase (two-phase and neutral), and three-phase (with neutral).
According to the type of transformer, single-phase, two-phase and three-phase loads are
served. The neutral is used as a return conductor and as an equipment safety ground, that
is, it is grounded periodically along the distribution service territory and at all equipment
for security purposes. One can find primary distribution networks with only three-wire
conductors (without neutral). For these networks, the loads are connected between phases
(phase-phase connection), however, care should be taken because the absence of the neutral
might generate undervoltage or overvoltage along the feeder [64].

The feeder wiring may be broadly categorized into two groups: overhead and under-
ground. Generally, overhead wiring are chosen because it is less expensive to implement
and maintain, however, it has a lower reliability (compared to the underground wiring) due
to its direct exposition to natural weather and pernicious human actions. Underground
wiring have a high reliability, however some constraints related mainly to implementation
cost may impose some difficulties for its wide use by the distribution utilities around the
world. Fortunately, the costs between overhead and underground wiring reduces progres-
sively, thus, underground wiring are becoming more attractive [64].

Several primary distribution topologies with different shapes and sizes may be imple-
mented, however, the most used topology is mainly radial. In this context, an issue that
may be raised is: Why radial topology is often employed in primary distribution systems?
According to [64], the answer for this issue is quite simple because radial circuits present
many advantages including: easier fault current protection, lower fault currents over most
of the circuit, easier voltage control, easier prediction and control of power flows, and lower
implementation cost. Common distribution primary arrangements operated radially are
classified as follows and illustrated in Figs. I1.6-11.9:

e Single feeder: main backbone with several extensive lateral taps to serve the loads
wherever they are demanded.

e Express feeder: it serves load concentrations located at more distant geographical
area from the substation.

e Branched feeder: it presents some branches along the distribution service territory.
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e Very branched feeder: backbone that presents several branches within a wide-
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Figure I1.6: Single feeder [64].  Figure II.7: Express feeder [64].

spread distribution service territory.
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Figure II.8: Branched feeder Figure II.9: Very branched
[64]. feeder [64].

Normally, three classical overhead primary radial schemes are used. The first one is
illustrated in Fig. I1.10. The protection and restoration of this scheme is quite simple, for
instance, if a fault occurs in one of the feeders, the CB isolates it, the NC switches of the
faulted feeder portion is opened and the NO switch is closed to allow a quickly supplying.

Loops on the primary distribution have been applied to increase reliability of critical
distribution areas yielding the overhead primary-loop scheme or open-loop design. This
arrangement is normally open in some points using NO switches. It is important to
mention that this scheme is not necessarily operated in a closed loop, however, under
a system fault, the CB of the faulted feeder is opened, the damaged section is isolated
through the opening of the NC switches, the NO switches are properly closed so that
the largest possible number of consumers can be supplied, and after clearing the fault the
CB is closed. Thus, alternative paths may be created reducing the fault effects, as shown
in Fig. II.11. It is worthy to emphasize that even performing loops within the primary
distribution network, it will still be considered weakly meshed [66].

Another overhead arrangement frequently employed is called primary selective. In
general, this design uses transfer switch (open-switch and closed-switch operated in parallel)
placed between the feeders along its extension, as depicted in Fig. II.12. The selective
design aims to ensure the power supply even when one of the feeders is in failure mode.
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One can state that this design must be properly implemented because each feeder must be
able to absorb all loads of the other feeder.

Concerning the underground primary radial scheme, a very reliable arrangement called
spot network is usually applied. This design is frequently applied to secondary distribution
circuits, however, it may be satisfactorily employed in primary circuits. The secret of this
scheme is a special switch called network protector (NP) connected between the feeders
and the distribution transformer busbar, as shown in Fig. 11.13. The NP aims to detect
the current flow in the reverse direction flowing through it.

Under fault condition, the NPs connected to the faulted feeder will be crossed by inverse
current flow, in consequence, they will isolate the transformer busbars from the faulted
feeder. In short, for all primary topologies, an advanced coordination of the switchgear
must aiming an efficient protection and operation [66], [64].
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Figure I1.12: Overhead primary se- Figure I1.13: Underground primary
lective radial scheme [66]. spot radial scheme [66].

Regardless of the topology employed, feeder sections are untransposed and predomi-
nantly shorter having a high R/X (resistance/reactance) ratio. These features may impose
major challenges concerning the synchronized phasor measurements deployment in active
distribution grids because the voltage angle difference between busbars may be small de-
pending upon the line section parameters and the current operation status of the grid.
In the following section the requirements of the IEEE standard [6] concerning the TVE
metric are analyzed and evaluated taking into account the features and particularities of
the classical active distribution grid topology.

I1.2.b  Voltage angle difference between adjacent primary busbars versus
TVE metric

For performing the present analysis, let us consider a practical case concerning an express
feeder section between a substation busbar and a load concentration busbar, in which
PMUs are placed at the section ends to record phasor measurements. The feeder’s section
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impedance is equal to 0.18 + j 0.2 Q/km (% = 0.9) and the section’s length is 2 km. It
has been considered that the feeder’s section is a three-phase backbone with maximum
transmission capacity of 30 MVA delivered at the load point. Assuming that 26.73 MVA
(26.5 MW + j 3.5 MVAr yielding a power factor close to 1) is served at the load point.
The base power and the base voltage are equal to 100 MVA and 20 kV, respectively. Fig.
I1.14 illustrates the single-line diagram of the feeder’s section, as well as its quadrupole
network based on the short transmission line model

ISlPSlQS l _Z l é‘iPIWQI‘ [S 11‘
! ! ——A=1 B=Z|—
£ E = E E,
| Synchrophasor 1 | Synchrophasor 2 —IC=0 D=1+—
I I

Figure I1.14: Representation of the express feeder section between the substation- and load
busbar. Likewise, one can note the quadrupole network based on the short transmission
line model.

where P; and Qs are the active and reactive power injections in the substation busbar; P.
and @, represent the active and reactive power flows delivered at the load concentration
point, respectively; Z is the feeder’s section impedance; F, and I, are the positive-sequence
voltage and current phasor measurements taken at the substation busbar; £, and I, are
the positive-sequence voltage and current phasor measurements at the load busbar, res-
pectively.

For evaluating the impact of the TVE value related to the voltage phasors over the
power flow, the mathematical relationship among the quadrupole parameters must be
performed, thereby, the equation that describes the network model is given by

&

s=E.+ 71, (IL.2)

hence, the equation related to the current phasor at the receiver point is

_E-F
bt

|5

(11.3)

Representing the voltage phasor measurements in polar form and rewritten Eq. (IL.3)
yields

|Er]

Bfo B B, .
Y R VA PA et a7 AR 1y

The complex power delivered at the load busbar is represented as follows

, . |Ed||E: E,|?
Sr:Pr‘F]Qr:&& :||Z||‘f(a_¢s+¢r)_||z||@ (115)

assuming that § = ¢5 — ¢, (angular aperture between the busbars), the active and reactive
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power flows can be evaluated separately according to the following equations

E,||E, E,|?

P. = HZ|\| cos (o —0) — | |Z|| cos(a) (I1.6)
Ey||E/| . E

Qr = HZ’\| sin (o — 9) — | |Z‘| sin(a). (IL.7)

These components may be more easily evaluated using the phasor diagram represen-
tation given by the difference between the terms of Eq. (II.5), as depicted in Fig. II.15.
Assuming that the feeder’s section impedance is a true value, the phasor magnitude and
phase angle estimates may vary regarding the 1% TVE range, therefore, it is envisaged to
evaluate the impact of these variations over the active and reactive power flows.

|Es| £ |E,|*
1Z|

§=¢;— ¢ IEr|4¢r

Figure I1.15: Phasor diagram concerning the voltage phasor measurements and the complex
power components.

For accomplishing this task, the voltage phasor at the load busbar has been settled at
0.995/0° pu and performing a simple linear power flow the voltage phasor at the substation
busbar can be directly obtained whose value is equal to 1.022/1.314° pu. Due to the
fact that the PMUs are placed at distinct positions, the TVE metrics between them are
independent, in other words, the error of a PMU is not correlated with the error of the
other device.

In the first analysis, it has been considered that the phase angle estimates are free from
errors, and 1% TVE is only related to the magnitude estimates provided by each PMU.
In this way, the magnitude estimates of the voltage phasors may vary within the range
of 1.0224(0.01x1.022) pu and 0.995+(0.01x0.995) pu at the substation- and load busbar,
respectively. Fig. I1.16 depicts the variations of the active power flow concerning 1% TVE.

Clearly, one can observe a wide variation range comprising the interval from 0.17 pu
to 0.36 pu around the true active power equal to 0.265 pu. The errors for computing the
active power is around +35.85%. Fig. I1.17 displays the variations of the reactive power
flow. For this case, one can notice that a very large error margin is found whose values are
within the interval of £300% demonstrating a high sensitivity of the reactive power flow
regarding the TVE excursions.

A negative value of reactive power has been reported that could be characterized as a
power flow inversion, a load with capacitive features or the presence of voltage regulator
using shunt capacitor, however, neither of these assumptions represent the actual operation
status of the feeder. For both analyzes, the highest errors have been found when the phasor
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magnitude estimate of a busbar undergoes a variation of +1% and the magnitude estimate
of the other busbar varies of -1%.

0.17 0.265 0.36 -0.07 0.035 0.14
LI E—— ]
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|| (pu)  1.012 0.985 B, (pu)

Figure 11.16: Active power flow computa- Figure I1.17: Reactive power flow com-
tion concerning +1% TVE over the pha- putation concerning 1% TVE over the
sor magnitude estimates of each PMU phasor magnitude estimates of each PMU
(feeder’s length of 2 km). (feeder’s length of 2 km).

A similar analysis has been accomplished taking into account 1% TVE over the phase
angle estimates. For this analysis, the magnitude estimates are considered free from errors.
Phase angle excursions concerning the substation- and the load busbar are within the
intervals of (1.314° £ 0.573°) and (0° =+ 0.573°), respectively. Figs. I1.18-11.19 show the
active and reactive power flow computation, once again severe errors are reported around
+41.13% and +£291.42%, respectively. Once more, the highest errors have been found when
the phasor phase angle estimate of a busbar is close to +1% and the other estimate varies
close to -1%.

0.156 0.265 0.374 -0.069 0.035 0.137

¢ (degrees) 0.742 -0.573 ¢, (degrees) s (degrees) 0.742 -0.573 or (degrees)

Figure I1.18: Active power flow compu- Figure I1.19: Reactive power flow compu-
tation concerning 1% TVE over the pha- tation concerning 1% TVE over the pha-
sor phase angle estimates of each PMU sor phase angle estimates of each PMU
(feeder’s length of 2 km). (feeder’s length of 2 km).

One can state that the results regarding 1% TVE over the phase angle estimates are
similar for those reported to magnitude estimates, in other words, for both 1% TVE pro-
duces large errors on the power flow computation whose values are far from representing
the actual operating status of the grid. Figs. I1.20-11.21 depict the errors for the reactive
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power flow regarding the reduction of the feeder’s length from 2 km to 1 km.
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Figure I1.20: Reactive power flow com- Figure I1.21: Reactive power flow compu-
putation concerning 1% TVE over the tation concerning 1% TVE over the pha-
phasor magnitude estimates of each PMU  sor phase angle estimates of each PMU
(feeder’s length of 1 km). (feeder’s length of 1 km).

This makes clear that the shorter the feeder’s length, the higher the errors on the
power flow computation regarding 1% TVE, therefore, this corroborates the fact that the
current TVE value required by [6] is not envisaged to meet the operational requirements of
the distribution grids due to the large errors that can be found for computing active and
reactive power flows in primary distribution networks.

Other interesting analysis may also be carried out, for instance, the impact of 1% TVE
over the residual complex power AS.. To carry out this analysis, let us consider the
following equation

ASy = (Es — En) " (I1.8)
recall Eq. (I1.4) and the relationship § = ¢5 — ¢, Eq. (I1.8) can be rewritten as

ASy = (1Bl /s — |B|/6,) <'f§|' famde- T pa - ¢r> (11.9)

yielding,
B> BB | Es||Er| |Er|?
ASs, = /[ — o+ 6 — ———/a— 06+ [ (I1.10)
Y] |Z| |1Z] 1Z]
rewritten Eq. (I1.10) in a more compact form gives
|Es|? + | B | Es|Enr| | Es|Er|
ASg = T&— Z] /o + 6+ 7] a—90 (IT.11)

calculating the resulting term within the brackets yields

EJ|? + |E,|? EJ||E.\?
AS,, = ||‘;|||@_ \/2 <|||Z||) (1+ cos(20)) | s (IL12)
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hence, the residual complex power is also represented by

2 2 2
AS,, — W _ \/2 (‘E||Z||E|> (1+ cos(20)) | s (I1.13)

where its phasor diagram representation is show in Fig. I1.22.
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Figure 11.22: Phasor diagram of the residual complex power.

Figs. I1.23-11.24 illustrate the magnitude variation of the residual complex power con-
cerning 1% TVE over the phasor magnitude and phase angle estimates. Fig. 11.23 depicts
an error of -54.08% when the magnitude estimates at the substation- and load busbar are
-1% and +1%, respectively. However, performing the reverse, a reported error around
+111.22% has been found being close to twice the previous result. Likewise, Fig. 11.24
shows an error of -40.81% when the phase angle estimation errors related to the substation
and load busbars are -1% and +1%, respectively. Once again, performing the reverse, the
error is close to +100%.
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Figure 11.23: Magnitude of the residual Figure I1.24: Magnitude of the resid-
complex power concerning 1% TVE over ual complex power concerning 1% TVE

the phasor magnitude estimates (feeder’s  over the phasor phase angle estimates
length of 2 km). (feeder’s length of 2 km).

Figs. 11.25-11.26 depict the vector field of the complex power function. Clearly, one can
observe that the gradient indicates that the direction to find the largest errors is decreasing
the TVE over the magnitude and phase angle estimates of the load busbar and increasing
the TVE over the estimates related to the substation busbar.
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Figure I11.26: Vector field of |ASs,| con-
cerning 1% TVE over the phasor phase
angle estimates.

Performing several simulations for other primary distribution topologies considering 1%
TVE over the phasor measurements taken at many points of a feeder, the reported errors
are likewise extremely high, in this way, for reaching an effective deployment of PMUs
in distribution environment is imperative that the TVE value be as small as possible.
Analyzing the obtained results a TVE value must be less than or close to 0.1% for providing
estimates that fulfill several operational requirements in electric distribution grids.

I1.3 Frequency deviation

Phasor representation provides a powerful manner to analyze power systems in steady state
condition. This assumption is necessary for inferring the operation status of the network.
In reality, however, the power system has a dynamic feature because, among other things,
the relationship between energy generation and consumption may constantly varies over
time yielding imbalances, the interactions between real power demand on the grid also
vary over time, operation of automatic speed control of large generators are frequently
performed, several types of control are carried out, faults and other switching events may
take place, and so forth [3].

In this way, electric quantities as voltage and current signals may also change their
fundamental frequency (50-Hz or 60-Hz) due to dynamic conditions that may be found
in power systems. In general, the frequency varies only within a relatively narrow range
around the fundamental, however, to cover extreme scenarios a more large frequency range
may be considered.

Concerning the requirements of the european network of transmission system operators
for electricity (ENTSO-E), the frequency setting threshold is within 47.5 Hz - 53 Hz [67].
In [22], one can find that the U.K. and Québec power grid requirements allow a temporary
frequency deviation of 7.5 Hz during islanding. Fo the Brazilian interconnected power
system the frequency threshold is within the interval of 56.5 Hz - 66 Hz (fundamental

frequency at 60-Hz) |68, and the USA power system presents a frequency threshold within
the range of 56 Hz - 64 Hz [69].
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One can note that each country has a different frequency threshold, however, for all
of them, the time interval in which the off-nominal frequency may operates is very small
(few minutes or seconds). High frequency excursions are usually controlled by means of
available control actions in order to bring it back to normal values.

It is important to mention that frequency deviation in high-voltage power systems can
also be ‘felt’ by the active distribution grids due to the interconnected nature of the whole
power system, thereby, frequency dynamics is one of the most important measures for
inferring the operation status of the electric power system.

The high integration of DERs in active distribution grids may also impose frequency
deviation. For instance, during a fault yielding islands, a micro-grid with higher rate
of renewable energy or with a system backup with higher storage capacity may operate
within a large range of frequency around the fundamental when poor control capabilities
are performed for balancing the generation and load.

In Section I.13, it has been shown some projects using PMUs and GPS-based frequency
disturbance recorders placed at low-voltage side for measuring system frequency dynamics
with high degree of accuracy in order to evaluate the status of the high-voltage power
system. In this way, frequency excursions in distribution grid is also a reality and the PMUs
and PMU-enabled IEDs specifically developed to monitor the distribution environment
must be able to track accurately the frequency deviation for overcoming its undesired
effects.

Concerning the IEEE Standard [6], another important issue is outlined. The Table II.1
shows the frequency range for P- and M-class PMUs related to 1% TVE. Based on these
data, it is clear that accurate frequency tracking is required in order to use this information
for attempting to exceed the TVE metric aiming to fulfill the operational requirements of
distribution grids. Independently of the outcome frequency within the deviation range, the
synchronized devices must provide very low TVE value.

All the aforementioned statements related to frequency deviation are great challenges
that must be circumvent to allow the deployment of phasor measurements in active distri-
bution systems, therefore, the development of frequency-adaptive algorithms, such as those
that are proposed in Chapter III, are especially welcome.

Table I1.1: Steady-state requirements at off-nominal frequency

Refer.ence condition P-class Moclass
(nominal frequency)
s Range (Hz) | TVE (%) | Range (Hz) | TVE (%)
? +2 1 +5 1

II.4 Harmonic content issues

Fourier series approach that has been properly presented in Section 1.3 provides the ba-
sis for evaluating the signal harmonic content in electric grids. In harmonic analysis, we
have shown that any periodic signal can be expressed by a linear combination (superpo-
sition principle) of its harmonic content. Determining the harmonic components of the
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signals (voltage or current) their effects over the active distribution grids must be carefully
evaluated in order to mitigate potential problems related to power quality issues.

It is well known that harmonics can cause excessive heating on the feeder wiring, re-
duced torque in small-scale motors and generators, increased heating producing dielectric
stress in capacitor banks applied to voltage regulation, electronics devices misoperation (re-
lays and switchgear), equipments life-cycle reduction, and interference with communication
circuits and other types of equipment [70].

According to [71], harmonics are generated by nonlinear loads connected to the electric
grid such as solid state converters, arc furnaces, saturated magnetic devices, and even
rotating machines (to a lesser degree). Static powers converters are the largest nonlinear
loads employed in industry for several purposes including: electrochemical power supplies,
adjustable speed drives, and uninterruptible power supplies. It is important to mention that
DERs, such as wind turbines, can also be responsible for harmonic and flicker generation
into the distribution grid.

In [72], one can find valuable informations concerning the interharmonics (frequencies
that are not integer multiple of the fundamental). The main source of these components is
the cycloconverter. These reliable units are used in several applications concerning rolling-
mill and linear motor drives to static-var generators. The interharmonics can appear as
discrete frequencies or as a wide-band spectrum.

Nonlinear loads change the sinusoidal feature of the AC signals. In short, when a
distribution system is designed without regard to harmonic effects caused by nonlinear
loads, it may operates under hazardous conditions. Harmonics impose variations on the
RMS value of voltage and current signals producing variations on the active, reactive, and
apparent powers, as well as on the power factor, as will be seen in Chapter IV.

Voltage and current phasor estimates (fundamental and harmonics) are also more sus-
ceptible to errors when the signals are distorted by high harmonic content. Therefore,
potential PMUs and PMU-enabled IEDs used to monitor power quality in active distribu-
tion systems must require data processing techniques with the following features: very low
TVE metric, adaptive in frequency, and accurate estimation of harmonic components.

II.5 Measurement points

The service territory of a distribution system (urban and rural area) is generally very
small when compared to the service territory covered by a high-voltage power system
(country area), however, performing the comparison of the number of busbars between
them (in special, load and transition busbars), in general, the distribution grid has a higher
amount. It is a truly difficult to monitor the overall primary and secondary distribution
networks, thus, only some points in the grid are monitored. For the primary distribution,
the most common measurement points are placed at substations. Normally, few points on
the feeders are measured, monitored, and controlled, in which current measurements are
often recorded.

In most cases, power measurements are available only at the terminals of power trans-
formers in the substation. The usual remedy to overcome the lack of data has been the
applicability of pseudo-measurements yielded by historical load data. Most utilities per-
form load surveys based on load aggregation (joining power transformers) to characterize
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the loads along the primary feeder, in addition, customer billing data have also been applied
as another source of historical data [73].

The development of new applications dedicated to active distribution grids will demand
an optimized performance of the grid. New requirements for monitoring, control and pro-
tection will be created to support the grid operation under the environment introduced
by the widespread adoption of DERs connected to the grid. Advances in the architecture
and functionality of distribution management and automation must be performed, in this
way, Distribution Management Systems (DMSs) - set of analysis functions applied to help
the operator to process the data and perform several system analysis studies - and Dis-
tribution Automation Systems (DASs) - for monitoring and control of various devices at
the substation and on the feeder - have to meet these new challenges in order to ensure an
optimized operation [74].

Due to the above referred statements, the amount of measurement points in active dis-
tribution grids must increase in order to allow advanced real-time monitoring and control
functions. In addition, new measurement capabilities, such as synchronized measurements,
are especially welcome to improve the overall framework capabilities. The optimal place-
ment of PMUs and PMU-enabled IEDs at the primary active distribution grid must be
directly linked to the desired application. In short, it is not required to place synchronized
devices in a widespread manner, however, they must be placed in key points in order to
improve the observability of the electric grid (the loads must be known).

I1.6 Overview of the deployment cost-benefit ratio

PMUs and PMU-enabled IEDs placement on the electric grid has an associated cost. Seve-
ral mathematical optimization techniques for optimal placement of these devices in high-
voltage power system have been proposed to ensure system observability with reduced cost
of installation and maintenance. In |75], this assumption is evaluated with special regard to
the PMU instrumentation channel availability (IV.6). According to the amount of busbar
in the electric grid the observability cost is intrinsically related to the deployment cost of
the measurement devices. It is important to mention that, due to the radial topology of
many active distribution networks, the observability cost of these grids is too expensive
and several measurement points are demanded.

The cost-benefit ratio is an important metric because it provides the means to asses
how much the utilities are willing to pay in order to improve their monitoring, control and
protection capabilities. In this way, for a coherent and economically viable deployment of
synchronized measurements dedicated to monitor active distribution grid it is imperative
that the implementation cost of new PMUs and PMU-enabled IEDs be reduced. In Section
[.13, some low-cost synchronized devices have been presented in order to circumvent this
challenge.

I11.7 Conclusion

The current chapter has treated the main challenges of the synchronized phasor measure-
ments deployment in active power distribution environment. The problematic concerning
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the precision requirements demanded by the IEEE Std. C37.118 versus the active dis-
tribution system operational requirements has been presented, discussed and evaluated.
The admissible TVE metric of 1% stated by the current standard is not conceivable for
distribution grids and it is of paramount importance to reduce the TVE in order to achieve
valuable phasor estimates in electric distribution grids.

According to the IEEE Std. C37.118, 1% TVE produces phase angle errors close to
+0.573°. However, the topology of the distribution grid is composed of busbars separated
by shorter distances producing smaller angular apertures between adjacent busbars. A
practical case concerning an express feeder section comprised between a substation busbar
and a load concentration busbar has been evaluated. PMUs with 1% TVE provide no
valuable measurements concerning active- and reactive power flow as well as the power
losses due to the large error margin obtained.

Additional analyses and simulations were performed and a maximum TVE value less
than or close to 0.1% could provide phasor estimates that fulfill several expectations for
enabling advanced distribution applications. Other challenges regarding frequency devi-
ation, out-of-band disturbances (DC offset, harmonic, interharmonic and subharmonic),
measurement points, and cost-benefit ratio related to the synchronized devices deployment
are also reported.

In Chapter I1I, three accurate frequency-adaptive algorithms are proposed in order to
overcome the main operational requirements of active distribution grids. The algorithms
are analytically formulated and extensively tested and their digital designs tailored to allow
a feasible deployment on low-cost DSP-based or FPGA-based M-class (monitoring) PMU
model.






Chapter III

Propositions of frequency-
adaptive algorithms to estimate synchronized phasor
measurements in active power distribution systems

Education makes a people easy to lead, but difficult to
drive; easy to govern but impossible to enslave.

Henry P. Brougham
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Abstract

Accurate phasor measurements is directly related to the algorithms employed during the
estimation process. For ensuring an efficient treatment and valuable phasor estimates
regarding the signals found particularly in active distribution grids, new algorithms
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capable of dealing with the main phenomena that may degrade these signals are highly
envisaged. We have seen that the frequency deviation is a pernicious phenomenon that
may affect the overall power system, furthermore, it can dramatically reduce the qua-
lity of the phasor estimates. Due to this fact, PMUs and PMU-enabled IEDs dedicated
to monitor active distribution grids must also be endowed with accurate frequency-
adaptive algorithms in order to provide measurements with very-low TVE value. In
this chapter, three frequency-adaptive algorithms are proposed aiming to afford accu-
rate phasor estimates under dynamic and/or static conditions of the active distribution
grid. The algorithms employ a decoupled stage to track local system frequency and rate
of change of frequency (ROCOF) based on classical finite derivative approzimation of
the fundamental positive-sequence voltage phasor phase angle displacement. However,
the Park’s transformation have been applied due to its high sensibility and quickly res-
ponse under frequency deviation. After performing accurate frequency tracking, the
algorithms use this information to properly perform the phasor estimation. The ove-
rall framework of the proposed frequency-adaptive algorithms are addressed as follow:
the first is based on a modified adaptive Park’s transformation able to compute fun-
damental positive-sequence voltage phasor estimates for ensuring an enhanced speed
and accuracy in both balanced and unbalanced conditions. In the second algorithm,
four steps are performed in a synergistic manner - frequency estimation, digital FIR
(Finite Impulse Response) bandpass filtering, fast linear interpolation, and Radiz-2
DIT FFT approach - to compute fundamental and selective harmonic phasors of a
single-phase input signal. A practical algorithm based on the Weighted Least Squares
approach has also been proposed for a complete phasor representation (DC offset, fun-
damental and harmonics) of a single-phase input signal using full or fractional-cycle
data window. The performance evaluation of the proposed algorithms have been carried
out under several test cases employing input signals very distorted by DC offset, out-of-
band disturbance (harmonics and interharmonics), frequency deviation, and Gaussian
white noise.

III.1 Introduction

The performance and accuracy of the data processing techniques used to compute phasors
are directly related to the manner in which they are able to process the incoming data.
It has been shown that the state of the art concerning algorithms dedicated to phasor
estimation are based on the Fourier theory (recursive DFT, FFT or their slight varia-
tions) regarding a fixed nominal clock or using frequency tracking methods to overcome
the leakage phenomenon whose goal is to give back for the Fourier transform its inherent ro-
bustness for estimating the parameters of interest. Non-Fourier-based algorithms have also
been proposed in the technical literature, however, one can conclude that, independently of
the algorithm employed, it must provide accurate estimates under several dynamic and/or
static scenarios combined with a low computational cost.

Due to the vast amount of methods, the IEEE Standard [6] do not specify, require or
impose a specific type of algorithm to be applied for estimating phasors. For instance, in
Annex C of the aforementioned standard, some recommendations and a reference bench-
mark, illustrated in Fig. III.1, intended to verify the ability to implement the required
performance metrics (see 1.11.d) have been presented. This model applies orthogonal FIR
filters to estimate phasors. In essence, Eq. (I.66) is used taking into account the coe-
fficients of the low-pass filter (LP) designed by a triangular window function for P-class
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model (concerning protection applications) or Hamming window function for M-class (con-
cerning monitoring applications). It is important to mention that the standard itself states
that many real implementation algorithms may provide estimates that surpass the referred
model. In short, this appealing research field is opened for new propositions.
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——» Front >
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Figure II1.1: Single-phase signal processing model for PMU (adapted of [6]).

Concerning the active distribution systems, the accuracy of PMUs and PMU-enabled
IEDs must be led beyond the levels stipulated by [6], because the dynamic and static ope-
rational requirements of these electric grids claim for a very-low TVE metric even when
pernicious phenomenon, such as frequency deviation, harmonic content and out-of-band
distortions are present. Aiming to overcome the underlying problem, in this chapter three
frequency-adaptive algorithms are proposed seeking to afford accurate phasor estimates
under dynamic and/or static scenarios. The main general features of the proposed algo-
rithms are: fixed sampling rate (Digital Phase-Locked Loop (DPLL) is not demanded),
decoupling between local system frequency tracking and phasor estimation, and faithful
mathematical modeling in time-domain.

The technique used to estimate local system frequency and rate of change of frequency
(ROCOF) is based on the classical method concerning the finite derivative approximation of
the fundamental positive-sequence voltage phasor phase angle displacement [25], however,
Park’s transformation has been applied due to its high sensitivity and quickly response
under frequency deviation. Park’s transformation may provide inaccurate estimates due
to noise, out-of-band components and unbalances. In this way, an FIR bandpass filter
centered around the nominal frequency is applied to the input signal for removing DC-
offset, harmonic and interharmonic components.

The dg-components are filtered by two 3-point moving average filter (MAF) in cascaded
mode for reducing the effect of a 2th order harmonic component caused by unbalanced input
signals. The output data of the latter MAF is used for estimating the system frequency by
finite derivative. Afterward, a short length FIR post-processing averaging filter is properly
applied to further alleviate and put the frequency estimates within a very narrow error
margin.

It has been commented in Section 1.9 that the frequency tracking based on DPLL
hardware could face difficulties with clock resolution and noise rejection, thus, to avoid it,
the proposed algorithms use the estimated system frequency to change their inner features
during the phasor estimation process. In other words, the algorithms employ software-
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based frequency-adaptive capability. With the development of high-performance DSPs and
FPGAs with powerful routines of floating-point representation this task may be adequately
accomplished.

The overall framework of the proposed frequency-adaptive algorithms are addressed
as follows: the first is based on a modified adaptive Park’s transformation able to com-
pute fundamental positive-sequence voltage phasor estimates aiming at enhancing speed
and accuracy in both balanced and unbalanced conditions. The main goal of this algo-
rithm concerns an improved traceability of steady-state and dynamic conditions in active
distribution grids.

In the second algorithm four steps are performed in a synergistic manner - frequency
estimation, digital FIR bandpass filtering, fast linear interpolation, and half-cycle Radix-
2 DIT FFT approach - for computing fundamental and selective harmonic phasors of a
single-phase input signal (voltage or current waveforms). This algorithm is capable of
interpolating harmonic components individually according to the envisaged application,
for instance, identification of typically odd harmonics on current waveforms caused by
nonlinear loads for monitoring purposes of micro-grids.

A practical algorithm based on the Weighted Least Squares approach has also been
proposed for a complete phasor representation (DC offset, fundamental and harmonics) of
single-phase voltage or current waveforms using full or fractional-cycle data window whose
goal is to improve the power quality issue on active power distribution systems.

The performance evaluation of the proposed algorithms have been carried out under
several static and/or dynamic test cases based on [6]. It is of paramount importance to
comment that the 1% TVE will not be used as a performance criterion, however, 0.1% TVE
is used as reference in order to comply with the operational requirements of many active
distribution grids, as has been shown in I1.2.b. The simulations are performed taking into
account signal models given by [6], in which, the input signals are very distorted by DC
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Figure II1.2: Simplified signal processing model of the proposed algorithms.
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offset, out-of-band disturbance (harmonics and interharmonics), frequency deviation, and
Gaussian white noise. Fig. II1.2 depicts a simplified signal processing model concerning
the three proposed algorithms.

This model aims at displaying an overview of how the algorithms work because detailed
informations regarding each of them will be further considered in later sections. In short,
the three-phase voltage input signals (or a single-phase current waveform) are filtered
by analog anti-aliasing low-pass filters to minimize the effect of aliasing, by removing
the frequency components above the useful frequency band of analog signals (see Section
[.5). Each algorithm emulates data from a technically feasible sampling process with one
individual Analog-to-Digital Converter (ADC) for each input channel.

Despite it being more expensive, this sampling process may ensure true simultaneous
samples, that is, samples taken at the same instants. In this way, no calculation is required
to perform sample compensations. This is particularly envisaged to reduce the compu-
tational effort because the calculations will be performed only in order to compute the
parameters of interest (phasors, frequency, and ROCOF). If multiplexed inputs are em-
ployed, an interpolation stage is demanded for yielding adjusted samples matched with the
1 PPS.

The sampled voltage signals are used for estimating the fundamental positive-sequence
voltage phasor whose estimates are employed to track the local system frequency. Once es-
timated, the local frequency is used by the algorithms to perform software-based frequency-
adaptive in order to calculate the true fundamental positive-sequence voltage phasor (algo-
rithm 1), or the true fundamental and harmonic phasors related to a single-phase voltage
or current waveforms (algorithms 2 & 3). Even under frequency deviation and very dis-
torted input signals the phasors remain stationary (or quasi-stationary). In addition, the
ROCOF may also be calculated based on the frequency variation over time.

The algorithms presented in the current chapter are dedicated to M-class PMU model.
Longer data window (slow response) versus accurate estimates are the main features of the
M-class, being contrary to the features related to P-class that claim for a quickly response
rather then accuracy. The analysis is initiated regarding the design of the analog anti-
aliasing lowpass filter whose frequency response must be evaluated in order to perform
magnitude and phase angle compensation in the algorithms.

II1.2 Anti-aliasing lowpass filter design

Anti-aliasing filter must be applied to a signal prior to the processing of any algorithm.
The need for anti-aliasing filter has been established in Section 1.5 concerning the sampling
theorem, in which, it ensures that the frequency spectrum of the continuous signal is not
above the Nyquist frequency. According to the criterion of selectivity, anti-aliasing filter
is classified as a lowpass filter being required four parameters to specify its selectivity
features: the passband gain (a,g), the stopband gain (asy), the passband edge frequency
or cut-off edge (per), and the stopband edge frequency (e.y).

The frequency range of a lowpass filter covers three regions (or bands) called passband,
transition band and stopband. The first extends from zero frequency (DC) to the passband
edge p.r, the second extends from p.s to the stopband edge frequency e.r, and the third
extends from e,y to ‘infinity’. The gain value gives the maximum allowed ripples within
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Figure I11.3: Lowpass filter response. Ideal and practical filter response in blue and green
lines, respectively.

the passband and stopband regions, in other words, the filter response within the passband
may vary between 0 dB (unitary gain) and the passband gain a,,, nevertheless the gain in
the stopband may vary between the stopband gain as, and negative infinity. In essence,
an ideal anti-aliasing filter presents frequencies from 0 to p.; with a attenuation equal to
1, and all frequencies above p.s are completely attenuated, however, in real life, the ideal
filter response is physically unattainable and practical filters can only approximate this
‘brick-wall’ shape, as shown by the green line in Fig. II1.3 [19].

Anti-aliasing filters may be implemented using passive components (such as resistors,
capacitor and inductors) or by means of active electronic devices as operational amplifiers.
Regardless of the type of implementation, in general, a buffer amplifier is employed between
the filters and the ADC for protection purposes, thus, active filter design may take advan-
tage of this feature. In addition, the size of the components is much smaller. Monolithic
integrated circuits, providing compact packaging, may also be used to implement active
filters. The main drawback concerning the active design is related to a more sensitivity
to uncertainty of component values and temperature variations, however, selecting precise
components such as metal film resistors and polystyrene or polycarbonate capacitors the
effect of component’s uncertainty may be meaningfully reduced [76].

The transfer function for the anti-aliasing filter is determined according to the above-
mentioned parameters (dpg, @sq, Pes and eqf) taking into account the sharpness of cut-off,
the transient response, and the filter order. Several approximation methods have been used
to infer the filter’s transfer function. Elliptic approximation produces one of the fastest
transitions between passband and stopband, however it may yield a high phase distortion.
The inverse Chebyshev response is an usual approximation method that presents a smooth
response in the passband, on the other hand, variations in the stopband may be generated.
The normal Chebyshev response may have ripples in the passband, but ever-decreasing
gain in the stopband. An important feature of these filters is that their phase distortion is
not as severe as for the elliptic filter, moreover their designs are quite simple [19].

The Butterworth response is a classical filter approximation that presents good features
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related to a smooth response (flat response) in both passband and stopband regions, and
a most linear phase response compared to the other approximations, which is important
when distortion is considered. The drawback of Butterworth filter is that it may require a
much higher order to get similar features regarding the transition band of a Chebyshev or
elliptic filter [19]. Looking closely at these aforementioned statements, one can state that
the Butterworth presents a more attractive approximation to be used for anti-aliasing filter
design because its most linear phase response may be compensated without difficulties in
the phasor estimation process.

In this way, an analog anti-aliasing lowpass Butterworth filter has been chosen and
implemented to work in a synergistic manner with the proposed algorithms. A nominal
frequency of f, = 50-Hz is considered, however the procedures could also be applied to
60-Hz signals. A fixed sampling rate fs corresponding to N = 36 samples/cycle of the
nominal frequency is used, resulting a Nyquist frequency of 18 samples/cycle (that is, 900
Hz for a 50-Hz system). The passband gain a,, and the stopband gain as, have been
stipulated at -0.2 dB and -20 dB, respectively, in order to comply with the reference filter
frequency response specification for M-class given by [6]. The passband edge frequency pcs
and the stopband edge frequency e.; have been fixed at 450 Hz (%) and 900 Hz (%)

Due to the non-ideality of the filter a cut-off frequency related to a gain of -3 dB is
close to 580 Hz. In other words, the signals are bandlimited in 580 Hz, which is much
less than the required value for complying with the Nyquist criterion. Based on these
parameters, a 6th-order transfer function given by III.1 has been obtained. One can state
that the reported order is slightly larger than the order found in the technical literature,
for instance 4th-order in [22|, however the implemented filter has an overall gain close to 1.
In short, it facilitates the transition from filter design downto a physical implementation

A
B+ Cs+Ds*+Es3+Fs2+Gs+ A

where A=2.353¢?!; B=1;: C=1.409¢*; D=9.928¢"; E=4.435e'l; F=1.321e'%; G=2.493¢!®:
and s = jw.

H(s) (I1L.1)

Fig. I11.4 depicts the frequency response of the filter. One can observe that the mag-

4000

- 30000

2000fhe. ¢

Gain (dB)
1
o

|
n
=3

1000f-

8]
n

|
13

|
@
S

—6th—order Butterworth anti-aliasing filter: 3dB cut-off=600 Hz]

I~

=3

—1000}

Imaginary axis
=

\\

N 2000 =
N —3000fesi. T
-360 —| om0 osev‘v k’ooé' %,
— —4000—2 L U S

0 100 200 300 400 500 600 700 800 900 1000 1100 —-6000  -4000  -2000 O 2000
Frequency (Hz) Real axis

Phase (deg)
|
=
S

Figure II1.4: Frequency response of the Figure II1.5: Zero-pole information of the
Butterworth filter. Magnitude response filter’s transfer function. One can note 6
(up) and phase response (down). poles with no finite zeros present.



I11. Propositions of frequency-adaptive algorithms to estimate synchronized phasor
88 measurements in active power distribution systems

nitude response for the components above the Nyquist frequency (900 Hz) are greatly
reduced (more than 22 dB, that fulfills the requirements of [6]). In addition, the phase
response is almost linear from 0 Hz to the cut-off frequency of 580 Hz. It is noteworthy
to point out that the magnitude and phase shifts introduced by this filter related to the
estimated frequency and their harmonics must be compensated in the proposed algorithms.
For instance, let us consider an input signal at 50.5 Hz distorted by a second and third
order harmonic components, for this case, the phase shift compensation over the phasor
estimates will be -19.3°, -38.7°, and -58.3°, respectively.

The main way for computing the phase shifts is using the transfer function III.1, ho-
wever, a second-order polynomial approach may also be used for fast computation of the
phase shifts in the range from 0 to 580 Hz due to the slight curvature. Fig. II1.5 shows
the zero-pole information of the transfer function, in which one can note 6 poles with no
finite zeros present. Once the anti-aliasing filter is properly implemented for compensation
of phasor estimates, in Sections II1.3-1I1.5, the fundamentals of the proposed algorithms
are presented in detail.

IT1.3 Frequency-adaptive modified Park’s transformation-based
algorithm

This section introduces and provides the fundamentals of the proposed data processing
technique for computing fundamental positive-sequence voltage and current phasors based
on a modified Park’s transformation algorithm. A review of the mathematical basis regar-
ding the Park’s transformation, often called dg-transformation, is firstly addressed in order
to bring the necessary knowledge to properly assess the proposed algorithm. The proce-
dure for estimating phasors taking into account balanced and unbalanced inputs signals
corrupted by Gaussian white noise and out-of-band disturbances (harmonics and interhar-
monics) at nominal and off-nominal frequency is also presented.

Due to its high sensibility and quickly response concerning dynamic variations in the
electric grid, Park’s transformation is also applied to track the local system frequency
based on the fundamental positive-sequence voltage phasor phase angle displacement whose
information is used to provide true phasor estimates under several scenarios. In addition,
a ROCOF computation is presented aiming to detect frequency variation over time whose

information could be used to improve islanding detection methods.

It has been shown that the direct application of the classical Park’s transformation to
estimate phasors is not advised because signal variations may severely degrade the estimates
yielding a chaotic estimation process. However, by combining Park’s transformation with
other techniques, such as FIR filtering (bandpass and moving average filters), it is possible
to take advantage of its well known features - sample-by-sample evaluation, recursivity by
nature, direct representation of the real and imaginary parts of a phasor, and fast detection
of dynamic variations - to boost an accurate and harmonious phasor estimation process.
In essence, the proposed algorithm uses Park’s transformation for both system frequency
tracking and phasor estimation, however each of them is modeled differently in order to
provide the parameters of interest.
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I11.3.a Park’s transformation mathematical basis

Park’s transformation is a powerful mathematical approach based on the extension of
the work of Blondel, Dreyfus, and Doherty and Nickle. It was originally developed for
analysis of electric machines [77] (the second most important paper of the last century
concerning electrical engineering [78]). Prior to its development, the calculation of both
transient and steady state load condition performance of AC motors (and generators) were
based on differential equations with complex and laborious solutions. Park’s transformation
applies the concept of reference frame transformation to simplify the analysis by converting
three-phase sinusoidal instantaneous abc-signals into two equivalent stationary dg-signals
(d direct and ¢ quadrature components).

For performing the reference frame transformation, the space vector decomposition
theory must be outlined. In essence, three-phase electrical signals s,, sp and s. (voltage,
current or flux linkage) can be represented by means of the projections of a space vector
S over a three-phase (abc) stationary reference frame that are 120° apart in space [79].
Once the abc axes are stationary, the signals s,, sp and s, vary one-cycle when the space
vector perform one revolution in space (counterclockwise direction). Considering that the
magnitude and rotating speed of the space vector are constants, three-phase sinusoidal
waveforms related to sq, sp and s, are produced with an angular aperture of 120° between
them.
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Figure II1.6: Space vector diagram of the  Figure II1.7: Space vector diagram concer-
projections of S over the abc-frame. Note ning the projections of the abc- over the dg-
the sinusoidal signals yielded by the mo- axes. Note that the dq variables are constant
tion of S (adapted of [79]). values for balanced signals (adapted of [79)]).

Fig. II1.6 shows the space vector diagram of the projections of a space vector S on the
abc stationary reference axes at a given instant ¢, being w an arbitrarily angular velocity.
One can observe that the instantaneous values of the three-phase signals are equal s, (wt),
sp(wtg), and s.(wtx) whose values in the corresponding waveform depict a s, (wt) greater
that s.(wtg), and sp(wty) is negative. Based on this assumption, for transforming three-
phase signals from the stationary abe-frame to the synchronous dg-frame, it is required to
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consider two orthogonal axes d and g rotating at angular velocity w, in which the projections
of the abc-axes over the dg-axes are taken at each instant of time related to an angle 6(t)
between the a-axis and the d-axis [79].

In this way, the dg-frame rotates at an arbitrary speed given by w = %, that is,
the angular velocity w is unspecified and it may rotate at any velocity or it may remain
stationary [80]. Fig. II1.7 illustrates the synchronous dg-frame, thereby, taking into account
trigonometric identities, the sum of all projections of the abc-axes on the d- and g-axis

provide a transformed sg and s, components given by

Sq = K (84 c08(0) + spcos(f — 120°) + s. cos(6 + 120°)) (I11.2)
Sq = —k (84 5in(0) + spsin(0 — 120°) + s.sin(0 + 120°)) . (I11.3)

It is possible to note that Eqgs. (II1.2)-(II1.3) may uniquely transform s,, sp, and s. to
sq and s, however, the converse can not be uniquely transformed. For this reason, a third
component must be considered to provide a generalized transformation. In this way, the
real zero-component must be used to allow a direct transformation between the reference
frames without the need of pseudo-inverse matrix. The generalized transformation, also
called dq0, covers balanced and unbalanced three-phase input signals and it can be written

in matrix notation according to

S4 cos(f)  cos(# —120°)  cos(f + 120°) Sq
Sq| =k [|—sin(f) —sin(@ —120°) —sin(6 +120°)| x |sp (I11.4)
50 3 § § Sc

or, in a more compact form

Sdqo = KT'(0)Sabe (I11.5)

being T'(f) a rotating matrix. This representation allows a straightforward manner to
return from dq0- to abc-reference frame, as given by

Sabe = KT(0) 5440 (I11.6)

The « coefficient is arbitrarily chosen according to the result envisaged. For instance,
2 2
30V 3
phase RMS value, and phase-neutral RMS value of the three-phase input signals to the

and g transfer the associated information related to the peak value, phase-to-

dq representation, respectively. One can notice that the latter is the coefficient used to

estimate phasors, as will be shown later. The & coefficient is linked to the chosen value
of the k coefficient, for example, if Kk = \/g or K = @, the £ coefficient is equal to %
Stipulating k = %, the £ coefficient will be equal to %

Looking closely at Eqs. (II1.2)-(II1.3), it is clear that the dg-components are constants
for each 6(t) revolution step if, and only if, the s,, sp, and s. signals are balanced (s, +
sp + sc = 0). If this condition is satisfied the resulting space vector S is unchanged during
the dg-frame revolution and the angular aperture ¢ between the space vector S and the

d-axis also remains constant. However, for any variation in at least one of these signals the
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dynamic of the dg-transformation will be affected by pernicious effects such as harmonics on
the d- and ¢-axis causing a non-stationary space vector S. Due to this intrinsically feature,
Park’s transformation has been often applied to power system harmonic and transient
identification [81], [82].

Merely for information purposes, the af-axes appear in Fig. I11.7 because the Park’s
transformation may be linked to the Clarke’s transformation (af-transformation), in which
the angle between the o and d (8 and ¢) axes also rotates with an angular velocity w
for converting a stationary reference frame (af-frame aligned with the abc-frame) to a

synchronous rotating frame. In order to exemplify this statement, let us consider k = %
and balanced abe-signals, thus the correlation between the transformations is given by
1 1 Sa
Sa] 2 [1 —3 —3
== X | sp (IT1.7)
s 310 VB V3
[ B 2 2 Se

hence,

sq| | cos(f) sin(f) e
[Sq] B [—sin(e) cos(e)] Lﬂ]' (II1.8)

In [83], a historical overview and the mathematical basis concerning the time-dependent
symmetrical-component transformation as well as the application of unitary and orthogonal
transformations are properly presented. This reference shows how to derive from general
transformations logic choices for base quantities employed in per unit calculations. In
addition, an interesting overview between real and complex transformations is reported.

I11.3.b Park’s transformation for estimating fundamental positive-sequence
phasor

It has been seen in the previous section that the space vector S may rotate at the same
angular velocity of the dg-frame. Satisfying this assumption, the space vector presents
constant values of magnitude (|S|) and phase angle (¢) regarding the dg-frame at any
instant ¢. Looking closely at Fig. II1.7, one can obtain |S| and ¢ taking into account the
projections of S on the dg-axes, hence

S =151 /6 = \/(s4)> + (54)? /tan~" 32 . (I11.9)

Keeping in mind the sampling process, it is possible to note that the dg-frame may
rotate according to the sampling period T;s. In other words, it could rotate over time in
discrete steps related to the sampling angle 6§ = %” or 0 = w,Ts (being N the number of
samples inside a data window, and w, = 27 f, rad/s). Therefore, one revolution of the
dg-frame concerns the samples taken at one period of the three-phase abc-signals. Due to
this fact, a correlation between the sampling clock, locked to the nominal power frequency,
and the dg-frame rotation tends to result a stationary space vector that may represent a
S1 voltage phasor.

One can note that the obtained phasor S; computed from simultaneous three-phase

sampled data represents a positive-sequence phasor. We recall that the state-vector of a
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electric system concerns the collection of all positive-sequence voltage phasors in the electric
grid. According to [25], measurement systems capable of measuring accurate positive-
sequence phasors has the potential to simplify real-time analysis programs.

Eq. (IT1.9) shows that the space vector may be obtained based on its projections on the
dg-axes, however, taking into account the sampling process, it is required to perform the
space vector estimation using the sampled data of the three-phase input signals. For this,
one can observe that the s; and s, components given by Eq. (III.9) are the same compo-
nents found in Egs. (II1.2)-(II1.3), thereby, it is possible to obtain the real and imaginary
parts of Si concerning the abc/dq transformation concatenated with the sampling process.

Aiming to avoid misunderstanding, from now, space vector and positive-sequence pha-
sor will be considered as equal quantities. For a comprehensive understanding of the
foregoing statements, let us consider a balanced three-phase voltage signal sampled with a
T's interval locked to the fundamental frequency

ea(rTs) = Ep cos(werTs + @) (II1.10)

ep(rTs) = B, cos(werTs + ¢ — 120°) (IIL.11)

ec(rTs) = Ep, cos(worTs + ¢ + 120°) (II1.12)

being r the sample number or recursion index. Replacing these signals in Eqs. (II1.2)-(II1.3)

yields

Sq, = K(Em cos(worTs + ¢) cos(rf) + Ep, cos(werTs + ¢ — 120°) cos(rf — 120°)  (I1I1.13)
+ By, cos(worTs + ¢ + 120°) cos(rf + 120°))

Sq, = —K(Em cos(worTs + ¢) sin(rf) + Ep, cos(werTs + ¢ + 120°) sin(rf — 120°) (I11.14)
+ Epy, cos(worTs + ¢ + 120°) sin(ré + 120°)).

Using the following trigonometric identities
1
cos(a) cos(b) = 3 (cos(a — b) + cos(a + b)) (II1.15)

sin(a) cos(b) = % (sin(a + b) + sin(a — b)) (I1L.16)

and performing algebraic manipulations (see Appendix D for a complete deduction), it can
be found

3kE,,

Sq, = cos(werTs + ¢ — 1) (II1.17)

_ 3kEp,

Sq, sin(werTs + ¢ — r0). (II1.18)

Interesting conclusions may be carried out regarding Eqs. (II1.17)-(I11.18). The first
concerns the coeflicient k whose value must be equal to % for transferring the RMS value
of the three-phase input signals to the s;. and s, components, as has been noticed in
the previous section. Clearly, one can observe that using g the multiplicative factor of
the aforementioned equations becomes ET’; that corroborates with the definition of phasor

magnitude presented in Section [.2.
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The second conclusion that may be drawn portrays the equality between the variables
worTs and 7. It has been stated that for a proper sampling process the angular velocity
of the dg-frame must be matched with the sampling angle, thereby, w,rTs and rf are equal
during each revolution step of the dg-frame. Looking back Eqs. (III1.17)-(III.18), one can
note that w,rTs and rf are being subtracted remaining only the ¢ angle, for this reason,
it is possible to rewrite these equations as follows, in which the sg,- and s, -component
represent the real and imaginary parts of Sy

84, = fgcos(gb) (II1.19)
Sq, = Em sin(¢). (III.20)

S

therefore,

S1, =84, +78q, V7 :5, =51

L (111.21)

It can be seen that only one set of three simultaneous samples of the three-phase signal
is required to estimate Sy, during each dg revolution step, that is, the phasor estimation
process based on Park’s transformation is recursive in nature given that the previous phasor
estimate will be equal to the current estimate.

Another intuitive manner to interpret the positive-sequence phasor estimation based on
the Park’s transformation is combining Fortescue’s theorem and DFT (or FFT). According
to [84] (the most important paper of the last century concerning electrical engineering [78])
a positive-sequence voltage phasor (analogous to current) can be determined from three-
phase phasors according to

1
Si=3 (Vo + aVy + V) (T11.22)

where o and o2 are phase shifts of e7129° and e7240° | respectively. Replacing each phasor on
the right side of (II1.22) by their respective DFT or FFT from a data window, as given by
Eq. (II1.23), one can observe that from balanced signals at nominal frequency the positive-
sequence phasor estimation may be directly obtained because Eq. (II1.23) becomes Eq.
(II1.4), that is, it has no need to perform the summation.

For balanced signals at off-nominal frequency, it is only required to change 6 to rotate
matched with a new sampling angle related to the nominal power system frequency. Ho-
wever, for unbalanced signals at nominal or off-nominal frequency interesting relationship
may be carried out if the analysis is performed over data windows taking into account
recursive estimation and interpolation techniques

N-1 e—in? Sq(n)
2 om0
= 3@ || ) sp(n) (IIL.23)
n=0 ej(2400_n0) Sc<n)

=d+ jq.
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I11.3.c Filtering harmonic and interharmonic components before esti-
mating fundamental positive-sequence phasor

In the previous section, it has been stated that the Park’s transformation changes its
dynamic according to the variations on the three-phase input signals. In Section 1.4, it
has been presented that the active distribution grids may be sensitive to harmonic and
interharmonic contents, in this way, it is not advised to endow PMU and PMU-enabled
IEDs dedicated to monitor these grids with classical Park’s transformation-based algorithm
because the accuracy of the estimates may be severally compromised. Depending upon the
nature of the harmonics (balanced or unbalanced) present on the three-phase signals other
new harmonic components will appear on the dg-components.

Even or odd balanced harmonics distorting the abe-signals introduce an harmonic imme-
diately below (for instance, balanced 3th-order harmonic component distorting the abe-
signals introduces a 2th harmonic on the dg-components). Unbalanced harmonics present
on the abc-signals introduce an harmonic immediately below and other immediately above
(for instance, unbalanced 7Tth-order harmonic distorting the abc-signals introduces a 6th
and 8th harmonics on the dg-components) [85].

In [85], one can find an interesting method to estimate fundamental positive-sequence
phasor using Park’s transformation from a three-phase voltage or current signal distorted
by harmonic components. The method consists in delaying samples aiming to create sym-
metric harmonic components ‘to annul’ the effect of the original harmonics. Even for high
order harmonics, the author claims that the method may be properly applied. However, it
should be considered that out-of-band disturbances such as DC-offset and interharmonics
may also be found in active distribution grids due to nonlinear loads, but, generally, they
are not always considered.

Aiming to avoid the pitfall imposed by these frequency components, in the proposed
algorithm a digital FIR bandpass filter centered at the fundamental frequency attenuates
harmonics, interharmonics and DC-offset outside of this band. According to [19], digital
FIR filters have a finite number of terms in their impulse response, moreover they are
stable, realizable, and their phase response is linear under specific conditions. It is worthy
to emphasize that digital filters with linear phase response are especially welcome for data
processing techniques targeted to PMU and PMU-enabled IEDs due to the ease magnitude
and phase angle compensations. The implemented passband filter is based on the Type 1
FIR filters model (symmetric coefficients and even order). It has a passband gain (a,y) and
stopband gain (asy) equal to -1 dB and -21 dB, respectively. In the filter design a lower
cut-off edge (Lpcr) of 45 Hz and an upper cut-off edge (Ue.s) of 63 Hz have been used,
therefore, the signals are bandlimited around the interval of 36 Hz and 74 Hz related to a
gain of -3 dB (see section I11.4 for more informations regarding FIR filter design).

This asymmetry in the vicinity of the fundamental frequency aims to avoid a large
amount of filter’s coefficients (n.) that will impact the filtering latency. Concerning the
presented parameters, the filter’s order (M) equal to 36 (n. = M + 1) has been obtained,
in other words, a convolution process matched with one cycle of the fundamental frequency
must be performed to attenuate the undesired frequency components. Once again, magni-
tude and phase angle compensations related to the incoming power frequency within the
bandpass region must be carried out during the phasor estimation process.
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Figure II1.8: Frequency response of the bandpass filter.

Fig. IIL.8 illustrates the frequency response of the implemented filter. For instance, let
us assume a local frequency at 50.1 Hz on a distribution feeder busbar, for this case, the
magnitude and phase angle compensations are equal to 0.962 pu and -180.4°. After remov-
ing undesired frequencies several pernicious effects that may degrade the phasor estimation
process and, by consequence, the system frequency tracking can be disregarded. The ob-
tained filtered samples are used in both frequency tracking and true positive-sequence
phasor computation.

I11.3.c.i Phasor estimates of balanced input signals at nominal frequency

The performance analysis of the Park’s transformation under scenarios particularly found
in active distribution grids such as balanced and unbalanced signals at nominal and off-
nominal frequency must be evaluated. In this way, the current section presents analyzes
and propositions to boost the performance of the Park’s transformation for estimating
phasors.

Electric systems operating at nominal frequency combined with balanced input signals
represent a ‘perfect’ operation status. The phasor estimates would not have errors (ne-
glecting frequency estimation error, instrumentation transformers inaccuracy, out-of-band
noise, and GPS unavailability) and, in theory, the Park’s transformation could be applied
in a straightforward manner.

Before moving forward, it is important to mention that the analyzes performed in the
current subsection as well as in the following subsections II1.3.c.ii, III.3.c.iii, and III.3.c.iv
consider that are no errors in the frequency estimation process and the input signals are free
from noise. These assumptions have been considered merely for mathematical formulation
purposes. From the Subsection I11.3.f, frequency deviation, frequency estimation errors and
noise will be considered for computing phasors based on the modified Park’s transformation.

In subsection II1.3.b, it has been shown the fundamentals of the Park’s transformation
for estimating phasor, in which all equations have been carried out taking into account
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balanced signals at nominal frequency, therefore, we recall that, for this scenario, the
phasor estimates are obtained recursively (see Appendix D). A very small computational
effort is required when compared to traditional methods such as DFT or FFT that generally
require 1 cycle to track the first estimate.

For demonstrating the elegance and simplicity of the Park’s transformation under this
scenario, let us consider a numerical example where a balanced voltage thee-phase signal
(in pu) at 50-Hz, given by Eqs. (I11.24)-(I11.26), is sampled at a rate of 1800 Hz (36 samples
per period of the nominal frequency). Merely to simplify the analysis, let us assume that
the power frequency is already known and let us disregard the convolution process with
the FIR bandpass filter

eq(t) = 1 cos(wyt + 30°) (II1.24)
ep(t) = 1cos(wet +30° — 120°) (II1.25)
ec(t) = 1cos(wot + 30° + 120°). (III.26)

Since the dg-frame rotates according to the sampling angle, the d- and ¢-signal are con-
stant values representing the real and imaginary parts of the positive-sequence voltage pha-
sor, respectively. Fig. II1.9 depicts the three-phase input signals and Fig. I11.10 shows the
resulting dg-components. One can observe that for this scenario the Park’s transformation
properly estimates the real d-component equal to 0.6123 and the imaginary g-component
equal to 0.3535 that represent the true phasor in polar form given by £ = 0.7071/30°.
Figs. I1I.11-II1.12 show the phasor magnitude and phase angle estimates. One can notice
that without leakage phenomenon or unbalances the resulting phasor components remain

stationary.
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Figure II1.9: Balanced three-phase voltage
signal at 50-Hz nominal frequency. Sam-
pling clock locked to the power frequency.

II1.3.c.ii

Figure II1.10: Resulting dg-signal concer-
ning the balanced three-phase input signal
at nominal.

Phasor estimates of unbalanced input signals at nominal frequency

The real and imaginary parts of a fundamental positive-sequence phasor considering the

scenario of unbalanced input signals at nominal frequency are given by Egs.

(II1.28), respectively (see Appendix D)

(I11.27)-
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Figure III.11: Stationary positive-sequence Figure II1.12: Stationary positive-sequence
phasor magnitude estimate of the three- phasor phase angle estimate of the three-
phase input signal. phase input signal.

Sd, = (Em, [cos(¢a) + cos(2worTs + ¢q)] (I11.27)

+E, [cos(¢p) + cos(2worTs + ¢p — 240°)]
+Ep,, [cos(¢c) + cos(2worTs + ¢ + 240°)])

Sq, = \25 (B, [sin(¢q) — sin(2worTs + ¢q)] (I11.28)
+E, [sin(¢p) — sin(2worTs + ¢p — 240°)]

+Ep,, [sin(¢c) — sin(2worTs + ¢c + 240°)]) .

=S

where w, = 27 fj is the nominal angular frequency; ¢ is the phase angle; T = ﬁfo is the

sampling period (being N the number of samples inside a data window); and r represents
the recursion index.

One can observe that the dg-components are distorted by a 2th harmonic component,
in other words, they will oscillate locked to this harmonic. Due to this fact, the phasor
magnitude and the phase angle estimates will also be distorted by this component. Re-
gardless of the type of unbalance (magnitude, phase angle, or both), it can be seen that
the effect of the 2th harmonic will always be present over the real and imaginary parts
of the phasor. This is clear evidence that beyond the leakage phenomenon the negative-
sequence component also contributes to errors in the positive-sequence phasor estimation
when unbalanced signals are employed.

It is essential to remove or alleviate the oscillating over the dg-components caused by
this pernicious harmonic in order to provide valuable phasor estimates. This task can be
accomplished by means of a post-processing averaging digital filter (MAF) to average three
delayed successive values (length equal to [=3). Assuming a sampling frequency of 1800
Hz a simple filter, as specified in [3], is modeled as follows

y(n) = = (u(k) + u(k — 6) + u(k — 12)). (I11.29)

Lo =
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where y(n) is the current filtered value obtained by the current and delayed u() input
values.

In essence, the filter averages samples with relative phase angles at 0°, 60° and 120°
of the nominal frequency. Looking behind this angles taking into account the Fourier
Series approach presented in Section .3, it can be found 0°, 120° and 240° for the second
harmonic whose sum of the sampled data at this relative phase angle position will be null.
In this way, the undesired component may be properly removed with small computational
effort. The present analysis corroborates with the Fourier-based theory shown in [3].

For the current scenario, magnitude unbalances on the three-phase signals given by
Eqgs. (II1.24)-(II1.26) have been considered. The magnitude of the e,-signal increases by
10%, the ep-signal remains unchanged and the magnitude of e.-signal increases by 15%.
The real and imaginary parts of the positive-sequence phasor are close to 0.6634 pu and
0.3830 pu, respectively, being its representation in polar form given by £ = 0.766/30°.

Fig. III.13 shows the unbalanced three-phase signal. In Fig. II1.14, one can see that
the dg-components are distorted by a 2th-order harmonic. Figs. III.15-1I1.16 depict the
magnitude and phase angle estimates before and after performing the MAF. It is clear that
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Figure II1.13: Three-phase input signals Figure II1.14: Resulting dg-signal distorted

with unbalanced magnitude. by a 2th-order harmonic component.
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Figure II1.15: Phasor magnitude before and  Figure II1.16: Phasor phase angle before
after performing the MAF. and after performing the MAF.
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the filter remove adequately the undesired harmonic component and the phasor estimates
will be corrected.

I11.3.c.iii Phasor estimates of balanced input signals at off-nominal frequency

In Appendix D, one can find that the positive-sequence phasor components taking into
account balanced input signals at off-nominal frequency are given by

Em

84, = 7 cos(AwrTs + ¢) (II1.30)
En

Sqr = —=sin(AwrTy + ¢). (II1.31)

V2

being Aw the angular velocity related to the frequency deviation.

It is clear that the real and imaginary components are distorted by the frequency
deviation that will impose severe variations. This phenomenon corroborates with the theory
presented in 1.8.b concerning the leakage phenomenon under Fourier-based algorithms. It
is possible to circumvent this problem keeping in mind that the 6 angle represents both
the angular displacement of dg-frame and the fixed sampling angle locked to the power
frequency. Therefore, from balanced signals at off-nominal frequency (f,, = fo + Af) the
required solution concerns the computation of a new dg-frame angular displacement locked
to the incoming f,, frequency according to

27 fm
Nfo

For exemplification, let us consider the balanced thee-phase voltage signals given by

(111.32)

enew =

Egs. (II1.24)-(I11.26) at 51 Hz. Regardless of the frequency, the corrected phasor represen-
tation of this signal is £ = 0.7071/30°. Figs. I11.17 depicts a balanced three-phase signals
at off-nominal frequency (intersection point between crossed blue lines is not matched with
ep-signal) and Fig. II1.18 shows the resulting dg-components. One can observe that the
dynamic of the dg-components is affected and they vary over time.
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Figure I11.17: Balanced three-phase signals
at 51 Hz. Recall that the sampling clock is
locked to the nominal frequency.

Figure I1I.18: Resulting dg-components of
the balanced three-phase signals at off-
nominal frequency.
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We could be led to believe that the magnitude and the phase angle estimates are
severely affected, however, Fig. I11.19 depicts that the magnitude is constant. Fig. II1.20
shows a wide variation of the phase angle estimates over time when the dg-frame is non-
locked to the system frequency f,,. Performing corrections on the phase angle displacement

according to Eq.(II1.32) constant estimates are obtained.
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Figure III.19: Positive-sequence voltage Figure I11.20: Phase angle estimates before
magnitude estimate for a balanced signal at and after the corrections on the dg-frame
off-nominal frequency. phase angle displacement.

II1.3.c.iv Phasor estimates of unbalanced input signals at off-nominal fre-

quency

The generalized equations for the real and imaginary parts of a positive-sequence phasor
based on Park’s transformation are show below (see Appendix D)

Sdr = o (Em, [cos(AwrTs + ¢q) + cos(2worTs + AwrTs + ¢q)] (I11.33)

+Ep, [cos(AwrTs + ¢p) + cos(2werTs + AwrTs + ¢p — 240°)]
+En, [cos(AwrTs + ¢c) + cos(2werTs + AwrTs + ¢ + 240°)])

Sq, = (Em, [sin(AwrTs 4+ ¢q) — sin(2worTs + AwrTs + ¢q)] (I11.34)

T

=%

+Ep, [sin(AwrTs 4+ ¢p) — sin(2werTs + AwrTs + ¢p — 240°)]
+En,. [sin(

[sin(AwTs + ¢c) — sin(2worTs + AwrTy + ¢ + 240°)]) .

The scenario concerning unbalanced input signals at off-nominal frequency represents
the worst case because the real and imaginary phasor components will be distorted by
a 2th harmonic component combined with an angular velocity related to the frequency
deviation. For evaluating this scenario, let us consider the same magnitude unbalances
shown in the previous section combined with a high frequency deviation of +5 Hz around
the fundamental. Fig. I11.21 depicts the three-phase input signals and Fig. 111.22 illustrates
the chaotic environment of the dg-components caused by the joint action of the leakage
phenomenon and the negative-sequence component.



I11.3. Frequency-adaptive modified Park’s transformation-based algorithm 101

1.5 z . : :
- —d-component
—62 g-component
1k
0.5¢
o L
T 5 0.6634
< <
-0.5
-1
0.383F
15 . . . . . . .
0 0.01 0.02 0.03 0.04 0.05 0.06 20 40 60 80 100
Time (s) Sample number

Figure II1.21: Magnitude unbalances on Figure I11.22: Resulting dg-components for
the three-phase input signals at system fre- magnitude unbalances and off-nominal fre-
quency of 55 Hz. quency at 55 Hz.

The goal is to determine how to extract valuable phasor estimates from the chaos.
Looking closely at Eqgs. (I11.33)-(II1.34), the analysis is initiated recalling that the leakage
phenomenon may be circumvented when the phase angle of the dg-frame displacement is
locked to the system frequency. Therefore, the first step consists in computing a new phase
angle according to the incoming frequency. After performing this step, it can be seen in
Fig. II1.23 that the dg-components vary in parallel over time. In the same figure, one can
note the distortion of the components provoked by the 2th harmonic component.

Filtering the estimates with the post-processing MAF1 filter the results are alleviated,
but small fluctuations persist due to the frequency deviation. When computing the mag-
nitude and phase angle estimates, it can be noted that the results maintain an oscillatory
feature, as illustrated in Fig. II1.24 and III.25, respectively. It can be stated that the
smaller the frequency deviation produces smaller fluctuations on the filtered estimates.
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Figure II1.23: Resulting dg-components Figure I11.24: Magnitude estimates com-
locked to the off-nominal frequency. puted from the MAF1 output data.

Calculating the TVE value, it can be found a maximum error around 0.641% that could
be high for applications in distribution grids. In this way, it is demanded to reduce the
fluctuations caused by the frequency deviation. Looking closely at Eq. (II11.33)-(111.34), the
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angle associated with the frequency deviation is added to the angle of the second harmonic
at each instant of time. In short, some traces of the second harmonic remains on the
frequency deviation, in this way, a second MAF2 post-processing filter is used to alleviate
the output of the MAF1.

Fig. 1I1.26 displays the estimates provided by the second filter MAF2. It is clear
that the dg-components are even more attenuated. Now, computing the magnitude and
phase angle estimates, as illustrated in Figs. II1.27-I11.28, one can observe the magnitude
and phase angle estimates continue to vary because it is almost non feasible to remove all
undesired components, however, the oscillations are within very narrow margin providing a
maximum TVE value close to 0.071%. To further improve the performance of the estimates
a post-processing moving average filter with length equal to [=12 has been applied. Besides
improving the results, this filter ensures a concatenation between the phasor estimation
process and the system frequency tracking with respect to a small latency for providing
the envisaged estimates. Fig. II1.29 illustrates the phasor estimation configuration.
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Figure II1.25: Phase angle estimates Figure II[.26: Resulting dg-components
computed from the MAF1 output data.  computed from the MAF2 output data.
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Figure II1.27: Magnitude estimates com- Figure I11.28: Phase angle estimates com-
puted from the MAF2 output data. There- puted from the MAF2 output data. The
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Figure I11.29: Configuration to estimate fundamental positive-sequence phasor.

I11.3.d Frequency estimation and ROCOF based on Park’s transforma-
tion

The frequency estimation technique reported in this section is based on the theory proposed
in [25], however, the Park’s transformation has been applied due to its high sensitivity
under signal variations. In [.8.a, it has been demonstrated that the leakage effect caused
by the asynchronous sampling condition tends to rotate the phasor estimates according
to the frequency deviation. In Appendix B, one can see that the impact of the leakage
phenomenon over the phasor magnitude is very small when compared with the impact over
the phasor phase angle.

Due to this fact, an effective manner for estimating local system frequency consists in
evaluating the phase angle displacement degree over time of the positive-sequence voltage
phasor estimates. Therefore, assuming that the dg-frame angular displacement rotates
precisely locked to the nominal frequency, then for any voltage signal frequency varia-
tion around the nominal the resulting dg-components will vary uniformly according to the
frequency deviation. The rate of change of the phasor phase angle can be defined by:

Ad _ 9= (111.35)
At At
being r the sample number or recursion index.

The time interval At (in seconds) represents the sampling period Ts = ﬁ, since the
phase angle estimates are computed sample-by-sample. It is possible to note that Eq.
(IT1.35) also represents the angular velocity of the frequency deviation Af (in Hz), hence

¢7' - gbrfl

2rAf = L (I1L.36)

Nfo
therefore, the frequency deviation estimate can be obtained as follows
¢r - Qbr—l N f o

Af = 27['%]00 = o ((257‘ — ¢r-1) - (111.37)

It is clear that Eq. (II1.37) can also be derived from the sensitivity analysis of the
dg-components through the forward finite difference approximation between the computed
angles given by Eq. (II1.9), thus the local system frequency can be determined according

g = Jot 20 (tan—l (Z) ~tan! <§_1)> . (I11.38)

Performing a similar analysis, the rate of change of frequency (ROCOF) can also be

to
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dfm _ Af

ROCOF = — = — I11.39

dt At ( )

thus, the Frequency Error (FE) and ROCOF Error (RFE) performance metrics concerning
dynamic conditions of the electric grid are estimated with small computational burden.

In practice, when the classical Park’s transformation is directly applied the results
provided by Egs. (II1.38)-(II1.39) could lead to very noisy estimates caused by meter errors,
inaccuracy of metering equipment or Gaussian white noise. In addition, as shown in the
previous section, the dg-components will be distorted by a 2th harmonic component when
an unbalanced three-phase input signal is employed. In this way, frequency estimation
based on the Park’s transformation sensitivity must be carefully implemented to provide
accurate estimates.

The first step consists in filtering the input signal using the FIR bandpass filter shown in
I11.3.c, whose goal is to remove out-of-band components (harmonics and interharmonics).
Afterwards, the angular displacement of the dg-frame must be locked to the sampling
nominal clock because the goal is to evaluate the offset from the nominal frequency.

The third step claims for the application of the 3-point moving average filter (MAF1)
given by Eq. (II1.29) in order to remove the 2th harmonic produced by the negative-
sequence component. It has been shown in III.3.c.iv that the dg-components computed
from unbalanced three-phase signal present the combined effect between the frequency
deviation and the 2th harmonic to each recursive computation step, in this way, the MAF1
can remove the 2th harmonic but some traces of this undesired component remains on the
frequency deviation. Therefore, another 3-point moving average filter (MAF2) is used for
filtering the outputs of the first filter (MAF1). In other words, the filters are applied in a
cascaded mode. After performing these steps the local system frequency may be computed
according to Eq. (II1.38).

It is important to mention that white noise may reduce the accuracy of the estimates,
therefore, if a low Signal-to-Noise Ratio (SNR) in dB is present (signal very disturbed
by noise) a post-processing moving average filter with length ¢ = 12 must be applied to
alleviate and put the results within a narrow error margin. One can observe that the
overall filtering process uses short length filters, thereby, a very low computational burden
is required and a short latency response may be achieved.

The proposed frequency tracking technique, depicted in Fig. II1.30, is able to provide
valuable and accurate frequency estimates even in presence of unbalanced signals. For the
best case, only 1% cycle is required to provide the frequency estimates. Considering the
post-processing filter, 2 cycles are demanded. One can note slight variations between the
procedures of frequency tracking and the phasor estimation.

FIR bandpass
filter

dg-frame locked 3-point 3-point Finite Post-processing f

- = = - . - m

esg [N] — - / \ ~ ™1 to the nominal [ MAFL 1 mar2 ™ derivative moving average ™ estimates
f, frequency of ¢ filter I=12

Figure II1.30: Configuration to track accurate local system frequency.



I11.3. Frequency-adaptive modified Park’s transformation-based algorithm 105

I11.3.e Overcoming undefined frequency estimates

Looking closely at Eq. (II1.38), a special regard to the ratio between the ¢- and d-
component must be carried out. The frequency deviation imposes variations over these
components, therefore under a specific sample number the frequency estimate may be un-
defined. For a comprehensive understanding, let us consider the three-phase signal given
by Eqgs. (I11.24)-(II1.26) sampled at 1800 Hz (36 samples per period of the system nominal
frequency at 50-Hz). Now, let us assume hypothetically that the active distribution grid
has balanced three-phase signal at 55 Hz caused by a high integration of DERs.

Due to the fact that the dg-frame is matched with the nominal frequency, the phase
angle variation caused by a deviation of Af=+5 Hz is equal to is 1° (2rAfTs) between
samples. In addition, independent white noise with SNR=60 dB has been added for each
single-phase input signal. Fig. I11.31 (a) shows the frequency estimates. One can observe
that at sample number 48 and 228 the frequency estimate is undefined. Fig. II1.31 (b)
provides the answer for this phenomenon, in which it is caused by d-component values
close to zero making unsolved Eq. (II1.38) or due to the zero-crossing of the d-component
yielding corrupted frequency estimates that do not match with the actual system frequency.

Another point to note is related to the interval in which the frequency estimate is
undefined. For instance, for the first interval one can notice that it begins at a sample
number 48 and ends at 61, that is, the interval comprises 13 samples. In this way, one
can state that the width of the interval is related to the convolution process between the
post-processing averaging filter (length ¢ = 12) with the undefined estimate. The same
analysis may be performed for other intervals.

For overcoming this phenomenon, the frequency estimation process uses a routine to
monitor the d-component. In essence, this routine performs the product between the
current d-component estimate and the immediately previous estimate. The obtained result
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Figure I11.31: (a) Frequency estimates, (b) dg-components variation. Note the undefined
frequencies beginning at sample numbers 48 and 228 caused by d-components close to zero.
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is compared with a very low threshold and for results above it the frequency estimate is
computed by Eq. (II1.38). For results below the threshold, the estimate is assigned with
the value of the immediately previous estimate. This procedure is performed for avoiding
the convolution between the post-processing filter output and this undesirable estimate.

For evaluating the performance of the frequency tracking technique under several sce-
narios, Figs. II[.32-I11.39 show the estimates considering variations on the three-phase
signals given by Eqgs. (II1.24)-(II1.26). We would like to point out that the reported results
concern the worst estimates. In Fig. I11.32 the frequency estimates have been obtained
taking into account balanced signals at 50.05 Hz. A SNR=87.95 dB has been considered
representing a measurement process with small noise disturbance.

For this scenario the estimates are very accurate providing a maximum estimation
error around 0.64 mHz. Fig. II1.33 depicts the estimates computed from a small degree of
unbalanced magnitudes at system frequency of 50.1 Hz. The unbalance degree of the eg,-,
ep-, and ec-signal increased by 1%, 2%, and 1.5%, respectively. Once again a measurement
process with small noise is considered regarding a SNR=88.63 dB. A maximum estimation
error around 0.57 mHz has been reported.
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Figure I11.32: Frequency estimates ob-  Figure I11.33: Frequency estimates ob-
tained from balanced three-phase sig- tained from small degree of unbalan-
nals at 50.05 Hz. For this scenario a  ced magnitude of three-phase signals at
SNR=87.95 dB has been considered. 50.1 Hz. SNR=88.63 dB.

Now, for further evaluation of the frequency estimates let us assume pernicious signal
scenarios such as high frequency deviation and/or high noise content. It is important to
mention that white noise models are applied independently for each single-phase. In Fig.
I11.34, the frequency estimates have been obtained concerning unbalanced magnitudes and
a local system frequency at 45 Hz. The magnitude of the e,-signal increased by 10%, the
magnitude of the ep-signal remains constant, and the magnitude of the e.-signal increased
by 15%. For this scenario a SNR=60 dB has been considered. For this noisy scenario, a
maximum frequency estimation error around 0.02 Hz has been obtained.

Fig I11.35 shows the frequency estimates computed from unbalanced magnitudes at
49.72 Hz. The magnitude of the e,-signal reduced by 10%, the magnitude of the ep-signal
increased by 10%, and the magnitude of the e.-signal increased by 25%. For simulation
puprposes, a SNR=66.02 dB has been considered. For this scenario, a maximum frequency
estimation error around 7.2 mHz has been found.
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Figure I11.34: Frequency estimates ob-
tained from unbalanced magnitude of
three-phase signals at 45 Hz. SNR=60
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Figure II1.35: Frequency estimates
obtained from unbalanced magnitude
of three-phase signals at 49.72 Hz.

SNR=66.02 dB.

Another scenario concerning frequency estimates under unbalanced magnitude is shown
in Fig. 111.36. Now, the magnitude of the e,-signal reduced by 5%, the magnitude of the ep-
signal increased by 15%, and the magnitude of the e.-signal increased by 30%. Assuming a
system frequency of 50.15 Hz and a SNR=67.95 dB, a maximum error around 5.7 mHz has
been reported. Fig. II1.37 illustrates the frequency estimates regarding unbalanced phase
angles at system frequency of 49.95 Hz. The phase angles of the e,-, e;,-, and e.-signal are
equal to 30°, 90°, and 45°, respectively. A SNR=72.04 dB is employed. The maximum
frequency estimation error is close to 4.4 mHz.
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Figure III.37: Frequency estimates
obtained from unbalanced magnitude
of a three-phase signal at 45 Hz.
SNR=72.04 dB.

Figure III.36: Frequency estimates
obtained from unbalanced magnitude
of a three-phase signal at 50.15.
SNR=67.95 dB.

Figs. ITII.38-111.39 display the frequency estimates regarding unbalance in both mag-
nitude and phase angle. For estimating the frequency in Fig. II1.38, the magnitudes of
€a-, €p-, and e.-signal increased by 10%, 20%, and 30%, in addition, the phase angle of
eq-, ep-, and e.-signal are equal to 36°, 25.7°, and 6.2°, respectively. A system frequency
at 51 Hz and a SNR=66.93 dB have been considered. For this scenario a maximum error
around 7.1 mHz has been obtained. In Fig. 1I1.39, the frequency estimates have been car-
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ried out taking into account magnitude unbalances of 10%, 30%, and 25% over the signals
€q, €y, and e, and their phase angles are equal to 60°, 20°, and 10.58°, respectively. A
system frequency at 55 Hz and a SNR=60 dB have been deemed. The maximum frequency
estimation error obtained for this scenario is around 0.048 Hz.
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Figure I11.38: Frequency estimates ob-
tained from unbalance in both magni-
tude and phase angle a three-phase sig-
nal at 51 Hz. SNR=66.93 dB.

Figure I11.39: Frequency estimates ob-
tained from unbalance in both magni-
tude and phase angle a three-phase sig-
nal at 55 Hz. SNR=60 dB.

One can observe that high degree of unbalances combined with high frequency deviation
and very noisy data tend to reduce the performance of the frequency estimation process due
to the difficulty of removing all the unwanted components. This is depicted especially in the
last scenario presented where one can note a small effect of the 2th harmonic component
caused by the negative-sequence component over the dg-components. However, it can
be noted that even under very distorted scenarios the frequency estimates remain within
an acceptable margin of accuracy for practical applications. We recall that the reported
results concern the worst estimates with a small probability of occurrence. Performing
several simulations under various types of scenarios accurate frequency estimates with

errors within 0.5 mHz have been obtained.

I11.3.f Frequency estimation error analysis and calibration factor

From a very intuitive point of view, the only way to get constant phase angle estimates
without slope is ensuring a frequency estimation free from errors, however, it is almost
unattainable. Even a small error in the frequency estimate will change the dynamic of
the Park’s transformation. In this way, a frequency estimation error analysis is essential
for assessing the effect of the frequency estimation error over the phasor estimates. For
instance, consider the three-phase signals given by Egs.(II1.24)-(II1.26) with an actual
system frequency at 50.05 Hz and a SNR=70 dB.

For this analysis, it has been assumed that the frequency estimate is equal to the
incoming system frequency. Fig. I11.40 depicts the frequency distribution of the phase
angle. One can observe that the estimates are accurate and a very small phase angle error
margin is provoked by the noise. Fig. II1.41 illustrates the phase angle estimates around
the true value of 30°. Assuming an estimation error of -5 mHz, that is, an estimate of 50.045
Hz, the frequency distribution changes completely its shape, as shown in Fig. 111.42.
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The
analyzed time interval to plot the frequency distribution is 1 second, that is, the interval

It is a clear evidence that the phase angle continues to vary slowly over time.

between two successive 1 PPS or the time required to the dg-frame rotate 1800 samples.
In this way, after 1 second the phase angle increases around 1.812°; as can be seen in Fig.
[11.43.
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of the phase angle estimates conside-
ring a system frequency estimation er-
ror of -5 mHz.

Figure II1.43: Phase angle estimates
with slope caused by the frequency es-
timation error. After 1 s, the phase
angle varies 1.812°.

Due to this fact, a calibration factor (C'F') may be required for compensating the phasor
phase angle estimates. One can observe that during 1 second the frequency estimation
error imposes a variation with linear feature, therefore, an ordinary least square regression
model, given by Eq. (II1.40), has been applied to infer the CF'. The goal is to determine the
parameter concerning the angular coefficient (A.), given by Eq. (II1.41), that represents
the slope’s angle. It is important to mention that the linear coefficient (4;), Eq. (I11.42),

could be computed for providing an approach of the initial phase angle
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yi = Acx; + Ay (I11.40)
being,
h 1 h h
ZJUlyz_EinZyi
i=1 =1  i=1
A, =1 . 1 ! - ! 5 (I11.41)
ya2- (Lo
i=1 =1
and
A=Y - AX (I11.42)

where x; is the sample number and y; represents the phase angle estimate; A, and A; are
the angular and linear coefficients, respectively; and Y and X represent the average values
of the desired amount of phase angle estimates and sample number, respectively.

The greater the amount of data, the more the accuracy of the model is obtained.
Once the parameter A, is defined, the calibration factor may be computed for any desired
sample number. In order to accomplish this task, we recall the concept of PMU reporting
rate that represents the amount of synchronized measurements by second, as has been
shown in I.11.c. Choosing a reporting rate equal to 50, it is required to perform the phase
angle compensation of the 50 output measurements. In this way, the C'F approach can
be computed at sample numbers Ng,=36, 72, 108, ..., 1800 (each period of the nominal
frequency) according to

CF =1/A.Nan (IT1.43)

hence, the corrected phasors can be computed as given below

Y
Xcorrected = ﬁ (III44)

The calibration factor must be performed when the frequency estimation error is above
a predefined value yielding phase angle estimates that may affect an envisaged application.
In the previous section, it has been stated that the estimation error under several scenarios
is within the range of +0.5 mHz. In this way, Fig. 111.44 depicts the phase angle variation
related to this frequency error. One can note that after 1800 samples the phase angle varies
0.18°. This variation provides a maximum TVE value close to 0.314%. It is to be noted
that the calibration factor must be carried in such a way that TVE value for all phasor
estimates be lower than 0.1%. For frequency estimates below 0.2 mHz the C'F could be
omitted because very low TVE values are obtained.

Fig. TI1.45 illustrates a flowchart of the proposed frequency-adaptive modified Park’s
transformation-based algorithm for fast estimating fundamental positive-sequence voltage
phasor, local system frequency, and Rate of Change of Frequency (ROCOF). Recapitulating
the entire process, the first step consists in filtering the three-phase input signals using an
analog anti-aliasing lowpass filter, as shown in III1.2. Afterwards, the filtered signals are
sampled at a rate of 36 samples per period of the system nominal frequency of 50-Hz.

Merely for illustration purposes, a digital decimation filter has been included to ensure
a concatenation with the anti-aliasing lowpass filter for a high sampling rate condition
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Figure I11.44: Phase angle estimates of the positive-sequence voltage phasor considering
a frequency estimation error of +0.5 mHz. After 1800 samples the phase angle estimate

varies 0.18°.

of the ADC. The sampled data are filtered by FIR bandpass filters centered around the
nominal frequency whose goal is to remove harmonic and interharmonic components that
may degrade the dynamic of the Park’s transformation. The output of the bandpass filters
are used simultaneously in the decoupled stages related to the incoming system frequency
tracking and the fundamental positive-sequence phasor estimation.

The technique employed to track the system frequency takes into consideration the
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Figure II1.45: Flowchart of the proposed frequency-adaptive modified Park’s
transformation-based algorithm.
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high sensitivity of the Park’s transformation concerning frequency deviation. In essence,
positive-sequence voltage phasors are computed locked to the nominal frequency and for
any frequency deviation the phase angle of the phasor tends to rotate. Thus taking the
finite derivative approximation of the phasor phase angle displacement one can infer the
frequency drift from the nominal.

After performing this step, the estimated system frequency is used to compute a new
phase angle displacement of the dg-frame in order to provide valuable phasor estimates.
Depending on the incoming system frequency estimation error the estimated phasors must

be corrected by the calibration factor.

III.4 An enhanced synergistic frequency-adaptive algorithm
(4F-algorithm)

In the current section, an enhanced frequency-adaptive algorithm based on the Fourier
theory is proposed. The algorithm titled ‘4F-algorithm’ performs four steps in a synergistic
manner - frequency estimation, FIR bandpass filtering, fast linear interpolation, and half-
cycle Radix-2 DIT FFT approach - for estimating fundamental and selective harmonic
phasors of a single-phase input signal. Once again the system frequency tracking and the
phasor estimation process are decoupled.

It is important to comment that a classical method based on adaptive bandpass filter
bank is often found in the technical literature, in which the incoming system frequency
is used to re-tune the center frequency of each bandpass filter. The proposed algorithm
also applies a bandpass filter bank, however the procedure differs from the aforementioned
technique because the filter bank is used only to ‘separate’ the components of the input
signal.

It is known that a digital filter is a discrete-time system that transforms an input
sequence into an output sequence univocally [8], in other words, the superposition principle
can be applied. In this way, when an interpolation process for a full-cycle FFT is performed
over an input signal corrupted by harmonics the phasor estimates will be identical to the
results given by the interpolation performed over the bandpass filters output data taking
into account the filter magnitude and phase compensation. Nevertheless, a half-cycle FFT
approach has not a good property to estimate phasors when the input signal is corrupted
by harmonics.

In order to circumvent the underlying problem the proposed algorithm applies a linear
interpolation on the filter’s output data using the estimated off-nominal frequency to calcu-
late adaptive angles for each component, in which the adjusted samples are used by a fast
half-cycle Radix-2 DIT FFT for computing the phasors. This algorithm aims to evaluate
the individual impact of the frequency deviation over each component of the input signal
and it may be applied to retain only the components of interest according to the envisaged
application.

In the analyzes that will be presented later, a frequency deviation range of +2 Hz is
used for evaluating the performance of the 4F-algorithm, whose goal is to estimate the
fundamental and the selective 3th, 5th, 7th odd harmonic components because they are
particularly found in power distribution systems |70].
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III.4.a Characteristics of the FIR bandpass filter bank

The design of the FIR bandpass filter bank is based on the Parks-McClellan optimization
technique for providing a stable performance and a linear phase response. The Type 1 FIR
filters have been chosen because symmetric coefficients, odd length, and frequency response
that has even symmetry about both digital frequencies {2 = 0 and €2 = 7 can be obtained.
This even symmetry allows the frequency response to take on any value within the interval
of these two critical frequencies. In this way, the bandpass filters used to separate the input
signal components can be properly implemented using this filter type [19].

Global parameters as passband gain of —1 dB (a,y) and a stopband gain of —60 dB
(asg) are used in the design of all filters. High attenuation is required in order to reduce
the effects of undesired components over the analyzed component. The errors within the
passband and stopband regions are specified as A, and A, respectively, whose values
provide the maximum allowable ripples inside these regions [19]

A, =1—10%05%a (I11.45)
Ay = 10005%as, (I11.46)

The filter bank’s size is concatenated with the analog anti-aliasing lowpass filter, thereby
the maximum allowed size is 11 filters due to the cut-off frequency of 580 Hz (II1.2). Due
to this fact, the center frequencies could be allocated from 50 Hz to 550 Hz, respectively.
It is necessary to keep in mind that the bandpass regions must involve the drift of +£2 Hz
from nominal, thus an enlargement of the bandpass region associated with the order of the
harmonic component must be taken into account. Therefore, a bank’s size equal to 7 has
been considered (from fundamental to the 7th order component). The enlargement of the
bandpass region may impact on the quantity of coefficients for each FIR filter, thus the
constraint used to limit the filter’s order concerns the group delay (7).

The indices of the coefficients are limited within the range —M /2 < n, < +M/2, where
n. is the number of coefficients or the length of the FIR filter and M is its order. A constant
group delay (7 = (n.—1)/2), for any frequency, can be understood as the delay of samples
that will give for the FIR filter a causal characteristic, which will imply the existence of a
linear phase shift response. The overall response delay of a FIR filter is matched with its
order, because the M initial samples must be disregarded due to the transient behavior of
the convolution process between the input sampled signal and the filter’s coefficients.

The overall delay has been determined assuming that the order of the filters can not be
greater than the number of samples in a span of 4 cycles of the nominal frequency. This
assumption has been considered for ensuring a proper performance of the filtering. Besides,
4 cycles are more than enough to meet the requirements of the system frequency estimation
process. Fig. II1.46 illustrates the frequency response (magnitude and phase) for each FIR
filter whose outcomes are used during the final calculation of the phasor measurements.

Table II1.1 summarizes the individual parameters of the filters. A sampling process of
1800 Hz has been considered and one can observe that the order of all filters is matched
with 4 cycles of the nominal frequency. In this way, the processes for estimating phasors
using the filters output data are concatenated among them. Using 4 cycles for filtering
purposes a reporting rate of 10 phasor measurements per second may be chosen.
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Figure I11.46: Frequency response of the FIR filter bank.

Table III.1: Filter bank parameters

FIR Filter Parameters
Order Length Group delay Transition bands (Hz)

Bandpass 1 144 145 72 [18-40] [60-82]
Bandpass 2 144 145 72 [68-90]  [110-132]
Bandpass 3 144 145 72 [110-132] [168-190]
Bandpass 4 144 145 72 [162-184] [216-238]
Bandpass 5 144 145 72 [209-231| [269-291]
Bandpass 6 144 145 72 [255-279] [323-345]
Bandpass 7 144 145 72 [309-331] [369-391]

III.4.a.i Classical linear trigonometric interpolation technique and its extended
version

The interpolation technique that has been used is based on the theory proposed in [3]. A
linear interpolation using trigonometric identities is applied on the output data of each
filter. An extended version of the classical method have been implemented for evaluating
directly the effect of frequency deviation over the harmonic components. Off-nominal sam-
pling condition will drift the magnitude of the output samples with proportional variation
to time, thus the goal is to modify the filter output sequence such that a new sequence
matched to the estimated frequency can be obtained.

It is a well-know fact that the linear interpolation is a regression line that adjusts two
points, given by Eq. (II1.47)
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bh— _
- b_z x fla)+ ;_2 X £(b) (I11.47)

where f(a) and f(b) are the corresponding values of a generic function f(z) at = a and

g9(z)

x = b, respectively. The idea depicted in Fig. I11.47 is to calculate the adjusted output
sequence of each bandpass filter taking projections of the samples obtained by the off-
nominal sampling condition over the trigonometric circle imaginary axis. Assuming that
at instant k& and k+1 the off-nominal magnitude y; and yx11 are available the adjusted
magnitude y,, can be determined using the following identities

pr=—46 (I11.48)
f(a) =yk, f(0) =yrs1 (111.49)
b— 2 =Ypt1 — Yoy, =sin(p1) X Xns (II1.50)
b—a=yp1 —yr = sin () x Xy (IIL51)
T —a=yp —yp =sin(0) x Xu (I11.52)
thus,
AV e

13 T T T T
—=& Nominal sampling

— Off-nominal sampling I

Lo €&
s
-~

T

Figure I11.47: Linear interpolation based on trigonometric identities.

being ® = 27 (f,+Ayf)/N f, radians the off-nominal sampling interval expressed according
to the estimated frequency; 6 = 27 /N radians is the nominal sampling interval; and p;
is the adaptive angle related to the estimated frequency given by the relative position
difference between the nominal and off-nominal samples. The p; angle varies linearly to
time, as illustrated in Fig. 111.47, therefore to compute the subsequent adjustable samples
p1 needs to be subtracted from the 6 angle in Eq. (II1.53).

The first sample of the adjusted set will be numerically equal to the first sample of
the filter output. One can notice that only two output samples of the filter are required
to compute the adjusted sample being suitable for online implementation. An interesting
feature is that all trigonometric identities are valid independent of the phasor initial angle.
An extended version of this method have been implemented to allow directly the interpo-
lation of the bandpass filter output samples concerning the harmonic components. The
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basic idea is the same, however, special care must be taken to determine the variables of
interest. The angular frequency of the harmonic component will require adaptive angles
proportional to the harmonic order, thus

p2 =2 —20;p3 = 3D — 360; py = 4P — 40; (IT1.54)
p525@—59;p6=6q>—69;p7:7@—79

furthermore, for performing a correct linear interpolation the nominal and off-nominal
sampling intervals must also be based on the harmonic order. Therefore, the generali-
zed equation concerning the extended version of the classical interpolation technique for
computing adjusted samples for any bandpass FIR filter is given by

sin(pn) sin(nf — py)
sin(n®) Ykn sin(n®)

Yz, = Y(k+1)n (111.55)

where p,, is the adaptive angle according to Eq. (I11.54); n is an integer number representing
the harmonic order (from 1th to 7th); n® = 2mn(f,+Af)/N f, radians is the off-nominal
sampling interval for the respective harmonic component expressed according to the esti-
mated frequency; nf = 2n7/N radians is the nominal sampling interval of the harmonic;
Yk, and Y41, is the pair of samples taken at instant k for each harmonic whose goal is
to compute the adjusted samples ys,, .

I11.4.b Half-cycle Radix-2 DIT FFT for computing selective phasor mea-
surements

A half-cycle Radix-2 DIT FFT aproach have been employed for computing raw phasor
measurements using the adjusted output samples of the filters. It has been shown in
Section .7 that FFT splits the time domain sequence into even and odd samples in order to
decompose discrete Fourier transform (DFT) into smaller DFTs whose calculation requires
less computational effort. Based on the theory reported in 1.7..ii, let us assume the following
identity W]’\"”,k — eJ2nmk/N “thus, half-cycle DFT can be rewritten as follows

Y (k) = y[n] Wik, (I11.56)

n=0

By splitting the y[n] samples into even and odd samples, Eq. (II1.56) can be rewritten
as

4 4
Y(k) =" yl2n]WR* + WE > yl2n + W (I1L57)

Using the fact that Wﬁ[’b = W3 Eq. (II1.57) can be reformulated as (I11.58). Where
A(k) and B(k)W¥ are the DFT of even- and odd-numbered adjusted samples, respectively
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N_4q N_4q
4 4
Y(k)= ) yR2a]Wij, + WY Y yl2n + W5,
n=0 n=0
= A(k) + B(k)Wk. (I11.58)

Using the periodicity and symmetry properties, the following relations can be found:
Ak + N/2) = A(k) and B(k + N/2) = B(k); Wit(/2)
(IT1.58) can be rewritten for phasor representation as given below

= —WJI{’,, respectively. Thus, Eq.

Yi(k) = 2}? (A(k:) + B(k)e—j%) (I11.59)

where k varies from 1 to 7.

The advantages of the half-cycle Radix-2 DIT FFT are remarkable because it uses a
fractional data window, that is, only half of the number of adjusted samples of each filter
could be employed for fast computing of the raw phasor measurements. In addition, the

—327k/N ¢ould be pre-calculated and stored for use in real-time.

parameter e

Using the frequency response of the FIR bank for each filter, in the form of a complex
valued function of frequency, the magnitude and phase compensations can be performed
for any particular frequency in the range of 42 Hz offset-nominal. The complex value for

the frequency response is determined and converted to polar form, as

Hip(e7%) = Vi () £54(Q). (I11.60)

In Eq. (II1.60), Vk(€2) and Wj(€2) represent the magnitude and phase compensations,
respectively, that the raw phasor estimates will experience due to the flow of the samples
through each filter. Therefore, the corrected phasor estimates will be computed by

Ys(k)

}/;(k)corrected = W (IH.61)

Fig. II1.48 shows the flowchart of the proposed frequency-adaptive 4F-algorithm. Re-
capitulating the steps concerning the algorithm, the first step consists in filtering the three-
phase input signal using the analog anti-aliasing lowpass filter shown in Section II1.2. Then,
the signals are sampled at a sampling rate of 1800 Hz. The three-phase samples are used
in the system frequency estimation process and ROCOF computation based on the Park’s
transformation, as has been shown in III.3.d.

For computing the phasors, the sampled data concerning a single phase pass through the
bandpass filter bank for separating the 1th, 3th, 5th, and 7th order harmonic components.
We recall that these components have been chosen because they are particularly found in
power distribution system.

Once the harmonics are separated a fast linear trigonometric interpolation is applied on
the output data of each filter in order to adjust the samples regarding the estimated system
frequency. The interpolated data of each filter is treated by a half-cycle Radix-2 DIT FFT
for computing raw phasors. Afterward, the magnitude and phase angle compensations
related to the entire filtering process are performed to provide corrected phasors. In short,
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the 4F-algorithm takes advantage of the superposition principle to separate and analyze
individually each component of a single-phase input signal under frequency deviation. In
subsection III.6.a, the performance evaluation of the 4F-algorithm has been presented.

Analog Decimation  FIR bandpass filter
anti-aliasing (N samples)
lowpass filter - v /\A\A VW“)[”]: Frequency
faqs = 580Hz ' r estimation
sta_(t)> Vagan(t)
fC deB "
T 1PPS FIbRa:Lter
Absolute ___| Synchronized | [(1th, 3th, Sth, 7th)
UTCtime  |sampling clock l [aia]
Fast linear
interpolation |
Half-cycle
Filters Radix-2 DIT
compensation FFT
||
Vg(t), Vagan(t): Continuous-time signals §A ? ROCOF

Vag[n], Vaz@nl, Vie@In], Vaannl, Vigpnl: Discrete-time signals

Figure I11.48: Flowchart of the frequency-adaptive 4F-algorithm.

II1.5 Frequency-adaptive algorithm based on Weighted Least
Squares (WLS) approach (AWLS-algorithm)

Electric signals are not free from noise and spurious out-of-band frequency components
may be considered to be noise. In addition, electromagnetic interference may also induce
electrical noise picked up in the wiring of the instrumentation channel of a measured signal
[3]. Noise tends to distort the sampled data in the digital domain, however, it is necessary
to keep in mind that we can indeed get some information from less reliable samples.

A powerful mathematical approach often used to provide the best estimate of an un-
known variable when errors are present is the WLS approach. As will be seen further in
II1.5.a, this approach has important statistical representations being frequently applied to
provide optimal solutions for overdetermined systems of linear equations. Instead of solv-
ing the linear system, the WLS seeks to minimize an objective function (also called cost
function or return function) [86].

Taking into account classical methods for estimating phasors (DFT or FFT), one may
observe that several samples inside a data window are used to compute two parameters:
the real and imaginary parts of a phasor. In this way, it is clear that this problem can
be modeled in the least square sense. Due to this fact, a practical frequency-adaptive
algorithm titled ‘AWLS-algorithm’ is proposed in the current section. Its mathematical
formulation is based on the WLS approach for accurate identification and estimation of
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phasor measurements (DC offset, fundamental and harmonics) under frequency deviation
in active power distribution grids.

For accomplishing this task, an intuitive mathematical formulation is carried out, in
which the real and imaginary parts of all components of a single-phase voltage or current
waveform are linearly combined with the sampled data taking into account the frequency
deviation within the range of 45 Hz. In essence, the algorithm uses the system frequency
estimate, obtained from the technique shown in II1.3.d, for computing a new sampling
angle to be used during the computation of the real and imaginary parts of all phasors.

I11.5.a Weighted Least Squares estimation overview

WLS approach is a class of state estimators and its mathematical formulation claims for an
extensive and rigorous statistical background, however, in this section, it will be presented
only the key points which are of direct interest for phasor estimation. In [86] an excellent
and complete description of the optimal state estimation theory can be found.

The development of the least square approach has been credited to the renowned mathe-
matician Carl Friedrich Gauss (although there is opposition from Adrien-Marie Legendre’s

advocates). This mathematical approach may be understood according to the quote said

by Gauss [86]:

"The most probable value of the unknown quantities will be that in which the sum of the
squares of the differences between the actually observed and the computed values multiplied
by numbers that measure the degree of precision is a minimum."

For a comprehensive understanding of the aforementioned quote, let us assume that each
element of a measured sample vector z is a linear combination of the real (s,) and imaginary

(s;) parts of a phasor with the addition of some noise, hence

x1 = Hi1sr + Hi28; + €1
9 = Ho1s, + Hoos; + €2

T = Hp18, + Hpas; + e (111.62)

in matrix notation this set of equations can be rewritten as follows

r=Hs+e¢ (II1.63)

being H the coefficient matrix. In this way, taking the difference between the noisy samples
vector x and the vector HS (being § the vector of estimates) provides

ex=x—H3 (I11.64)

g, 18 called the residue. Thereby, taking into account the Gauss’s quote the best estimate
of the vector s is given by the vector § that minimizes the sum of squares of the residues.
In short, the vector § seeks to minimize the following objective function J
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J=¢) +es,+...+ea. (I11.65)

Looking closely at Eq. (II1.65), one can observe that the objective function J can be
obtained by dot product between the vectors I and e, that satisfy the definition of the
Lo-norm, hence

J=¢le,. (111.66)

Now, let us assume that the noise for each sample is a zero-mean Gaussian process and
independent, thus, the measurement covariance matrix W is given by

[W} —|: : (I11.67)

hence, each element of the objective function J must be weighted by its respective covari-
ance, therefore, Eq. (II1.65) can be rewritten as follows
2 €2
Ji = % + ﬁ ot =W e, (I11.68)
1 2 k
It is clear that the objective function to be minimized concerns the weighted sum of
squares. In other words, independent variance may be used to give for more confidence
measurements a greater contribution on the calculation of the estimates. Likewise, a small
contribution for noise measurements may also be considered. Based on [86], for evaluating
the vector of estimates §, Eq. (II1.64) must be replaced into Eq. (IIL.68), hence

Ji=(xz—H3)TW(z - HS) (I11.69)
J=2tW e —sTHTW g —2TW'Hs + " HTW 1 Hs.

The best estimate of § may be computed taking the partial derivative of J with respect
to § and set it equal to zero as shown below

38‘]} = "WH+THITWH =0 (I11.70)
S

in this way, the following identity is obtained

H™"W'Hs = HTW g (I11.71)

hence,
s=(H™WH) ' HTW s (IT1.72)

It is possible to note that the WLS approach can not be performed if the covariance
matrix is singular (a square matrix that does not have a matrix inverse). This happens
when at least one of the diagonal elements of W is close to zero. In other words, each of
the samples x; must be corrupted by noise so that the method can work.
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III.5.b AWLS-algorithm for computing phasor measurements

The proposed algorithm provides a practical, intuitive and accurate manner to compute
DC-offset, fundamental and harmonics phasors under frequency deviation of a single-phase
voltage or current input signal. Based on the theory presented in [3], the phasor estimation
process is modeled in the weighted least square sense and it has the ability to modify its
parameters according to the frequency estimate given by the technique presented in I11.3.d.
Like the other two proposed algorithms in this chapter, once again the decoupling between
system frequency tracking and phasor estimation process is performed.

From a practical point of view concerning phasor estimation, it is possible to ensure a
linear combination between the measurement vector (composed by the samples), and the
state vector (formed by DC-offset, and the real and imaginary parts of the phasors), through
a coefficient matrix H recognized for having the sampling angle as its main parameter. In
general, H matrix has constant elements, therefore, for any frequency deviation the linear
model given by I11.63 will not be properly correlated and the state vector will be affected
by errors.

In order to circumvent this problematic, the proposed algorithm computes a new sam-
pling angle 0,,¢., as given by Eq. (II1.32), locked to the estimated system frequency and
this new angle is used for updating the coefficient matrix H to maintain the correct cor-
relation between the measurement- and the state vector. In this way, the matrix H does
not have constant elements because they are updated according to the incoming system
frequency. The mathematical formulation of the AWLS-algorithm is shown as follows: let
a single-phase current signal (in pu) under frequency deviation be given by

D
i(t) = Ipc + L, cos(2m font + ¢iy) + Z I, cos(2mv fot + ¢i,) (II1.73)
v=2
where Ipc is the DC-offset; I,,,, and I,,,, being the peak magnitude of fundamental and
harmonic components, respectively; ¢;, and ¢;, being the phase angle of the fundamental
and the harmonics during the observation interval, respectively; D is the highest harmonic
present in the input signal; and f,, is the off-nominal frequency.
Evaluating Eq. (II1.73) at each fixed sampling time nTs matched to the nominal system
frequency and considering the influence of Gaussian white noise, provides

D
In] = Ipc + I, cos(2mn fmTs + ¢i,) + Z I, cos(2mnu fTs + ¢i,) + €n (II1.74)
v=2
that is,
D
I[n] = Ipc + L, cos (NBnew + ¢iy) + Z I, cos(nubpew + ¢i,) + €n. (II1.75)
v=2

Eq. (II1.75) may be rewritten as follows

D
I . . I ) )
I[n] = Ipc + V2Re | 2L eI eme”ew> + E V2Re (m” el P ejnv9”€w> +e, (11176
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in a more compact form we have

D
Iln] = Ipc + V2Re <£ej"9"8”> +) V2Re (erm’eneﬂ +én (IL.77)
v=2

being I; and I, the correct value of the fundamental and the harmonic phasors at the
off-nominal frequency and Re represents a real value function.

Recalling that any real value may be expressed as the average of a phasor and its
complex conjugate according to

lejwt 4 L*e—jwt

y(t) = 5 (I11.78)

Eq. (IIL.77) can be rewritten as follows

2 . .
I[TL] = IDC + \2[(_[163”(15715111 + £6—3”¢new) (11179)
\/5 D

S5 o)
v=2

Performing the sum and subtraction properties of complex conjugate yields

Iln] = Ipc + V2|1 (cos(ngnew) — J sin(nénew)) (I11.80)
D

+ \/§Z | I| (cos(nvgnew) — jsin(nvgnew)) + €n.

v=2

Clearly from Eq. (II1.80), it is possible to note that the phasor estimation problem can
be reformulated to find the unknown state vector using the off-nominal samples through
a set of h overdetermined linear equations according to the linear system (II1.81). A
simple mathematical modification is performed for a correct correlation of the DC-offset
component. In practice, the length of the measurement vector is equal to N samples
within the data window, however the formulation can also be applied for fractional-cycle
data window provided that the number of samples be greater than the amount of variables
to be determined.

The maximum amount of state variables is equal to 2D-+1, in which D represents
the maximum number of harmonic components in the input signal, in other words, this
parameter is related to the 3-dB cut-off frequency of the analog anti-aliasing lowpass filter
(580 Hz). Therefore, the maximum number of harmonics that may be present in the
input signal is 11 yielding an amount of state variables equal to 23 (DC-offset and real
and imaginary parts of all phasor components). Eq. (II1.81) can be rewritten in a more
compact form according to Eq. (I11.82)

= H(Opew)s + ¢ (IT1.82)

being x the measurement vector of the samples corrupted by Gaussian white noise &;
and H (0pe) represents the coefficient matrix whose elements may change related to the

incoming system frequency.
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cos(0) -+ cos(DO) — sin(0) e —sin(D0) 7]
cos(Onew) -+ €08(DOpew) —sin(Opew) -+  —sin(Dbpew)
c08(20new) -+ €08(2DOpey)  —sin(20ney) o+ —SIN(2D0new)
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Th
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11| cos(¢1)
| 12| cos(¢2) €0
: €1
X ||Ip|cos(¢p)| + |e2 (III.81)
Lfsin() | | -
|12 sin(¢2) €h

1| sin(ép)

In the weighted least squares sense the solution of Eq. (I11.82) is given by
8 = [H(Onew) W H (Onew)] ™ H (Opew) Wz (I11.83)

The elements of the covariance matrix W are intrinsically associated with the accu-
racy of the synchronized device. Several elements of the coefficient matrix H are nume-
rically identical, therefore a formation law concerning constant elements and symmetric
sub-matrix of H have been performed to significantly reduce the calculation effort. For

instance, assuming that the length of the measurement vector x is equal to h=36, one can
1

V2

note that the elements of the column vector H.(i, 1)1<;<36 is a constant value equal to
therefore, it is only required to storage this value.

Similarly, the elements of the row vectors Hyi(1, j)a<i<i2 and Hya(1, j)13<i<23 are nu-
merically equal to 1 and 0, respectively. In addition, one can notice that the sub-matrices
H1 = (CLiJ)QSZ'Slz’QSjSlQ and H2 = (ai,j)2§i§12,13§j§23 are symmetric. Taking into account
these relationships a reduction around 20.28% over the full calculation of the H matrix may
be obtained. It is important to mention that for practical applications, a recursive WLS
estimation must be performed [86]. Fig. I11.49 depicts the diagram of the AWLS-algorithm.

The steps concerning the AWLS-algorithm are presented as follows: after filtering the
three-phase input signal using the analog anti-aliasing lowpass filter shown in Section III.2,
the signals are sampled at a sampling rate of 1800 Hz (36 samples/cycle of the 50-Hz
nominal frequency). The sampled data are used for estimating the system frequency and
ROCOF computation based on the technique shown in II1.3.d. The estimated frequency
is used to compute a new sampling angle (6,,¢,) matched to the off-nominal frequency for
updating the coefficient matrix H of the AWLS-algorithm.

The maximum number of estimated phasor is matched with the highest frequency com-
ponent imposed by the analog anti-aliasing lowpass filter. Once estimated all components
of the input signal the magnitude and phase compensation of the filter is performed in order
to provide corrected phasor estimates. In subsection II1.6.a, the performance evaluation of
the AWLS is presented.
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Figure I11.49: Practical frequency-adaptive Weighted Least Squares-based algorithm for
estimating DC-offset, fundamental and harmonic phasors of a single-phase input signal.

I1I.6 IEEE Std. C37.118.1-2011 requirements and compli-
ance verification for monitoring applications

In order to be compliant with the IEEE Std. C37.118.1-2011 [6], a PMU or a PMU-enabled
IED must provide synchronized phasors, frequency, and ROCOF measurements that fulfill
all requirements stated by this standard. The evaluation of the M-class synchronized
devices (for monitoring purposes) is based on steady-state and dynamic test conditions.
Steady-state compliance must be confirmed taking into account the comparison between
the synchronized phasor, frequency, and ROCOF estimates obtained under steady-state
conditions to the corresponding theoretical values, as it has been shown in I.11.d.

For steady-state tests, the magnitude and the frequency (nominal or off-nominal) of
the input signal remain constant during the test. In short, the steady-state tests aim to
confirm that the accuracy of the synchronized devices is within the specified limits regar-
ding steady-state operating conditions. Dynamic compliance also takes into consideration
the comparison between the estimated and the theoretical values, however, the input sig-
nal must be swept over time. Tables II1.2 and III.3 depict the steady-state synchrophasor
measurement requirements and the steady-state frequency and ROCOF measurement re-
quirements, respectively.

The parameter Fy represents the PMU reporting rate (see I.11.c). One can notice that
the standard claims for a limit of 1% TVE, however, this value is not conceivable for electric
distribution grids, as it has been show in II.2. Due to this fact, a reference TVE of 0.1%
has been considered for evaluating the performance of the proposed algorithms.

Magnitude and phase angle step tests represent an abrupt transition between two steady
states. The step tests aim to simulate various scenarios concerning switching events on the
network. The goal of these tests is to evaluate the response time, delay time, and overshoot
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Table II1.2: Steady-state synchrophasor measurement requirements [6]

Minimum range of influence quantity over

which PMU shall be within

q Y M-class
Range Max TVE
i (%)
Signal frequency range [ +2.0 Hz for F3<10
(test applied nominal ng’?z;al +F/5 for 10<Fs<25 1
+ deviation: f, = Af) © +5.0 Hz for Fs >25
Signal magnitude 100% rated 10% to 120% rated 1
- voltage
Signal magnitude
100% rated 10% to 200% rated 1
- current
Phase angle with or Sl((i\(;/rllStjgs in +7 radians 1
| fin — fo|<0.25 Hz Hz Y Varying T
angle
Harmonic distortion 10%, each harmonic
(single harmonic) <0.2% (THD) up to 50th !
10% of input signal
<0.2% of input magnitude
Qut—of—band signal for Fy >10. 1.3
interference . .
magnitude No requirements
for F,<10

Table I11.3: Steady-state frequency and ROCOF measurement requirements [6]

Influence Reference Error requlr'ements
quantity condition for compliance
M-class
Range:
Frequency~— f. fo£2.0 Hz for Fy <10
Signal Phase angleo +£Fy/5 for 10< Fy<25
frequency £5.0 Hz for Fs >25
constant
Max Max
FE RFE
0.005 Hz 0.01 Hz/s
10% each harmonic up to 50th
Harmonic <0.2% THD Max M;;
distortion FE RFE
F3>20 0.025 Hz 6 Hz/s
Fy <20 0.005 Hz 2 Hz/s
Out-of-band | <0.2% of input signal Interfering signal 10% signal magnitude
interference magnitude Max Max
FE RFE
0.01 Hz 0.1 Hz/s
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of the measurements provided by synchronized devices. According to [6], measurement
response time may be understood as the difference between the time that the measurement
leaves a specified accuracy limit and the time in which the measurement stays within that
limit after applying a negative or positive step change to the PMU input. Measurement
delay time is defined as the time interval between the instant that a step change is applied
to the input of a PMU and the measurement time that the stepped parameters achieves a
value that is halfway between the initial and the final steady-state values [6]. Overshoot is
the output exceeding before to achieve the final steady-state value.
The steps can be evaluated assuming the mathematical model given by

Yo = Yo (1 4+ ky f1(t)) X cos(wet + ko f1(t)) (IT1.84)
Yy = Yo (1 + kg f1(t)) X cos (wot — 120° + kq f1(t)) (II1.85)
Yo =Y (1 + ky f1(t)) X cos (wot + 120° + kq f1(2)) (I11.86)

hence, the positive-sequence signal that represents the above tree-phase input signals can
be expressed by

Y1 =Y [1+ ko f1(t)] x cos (wot + ko f1(t)) (II1.87)

where Y, is the amplitude of the input signal; w, represents the nominal power system
frequency; f1(t) is an unit step function; k, and k, are the magnitude and phase step size,
respectively. It is important to mention that frequency step tests are not reported in [6]),
however, these tests are will also be considered for perfomance evaluation purposes.

Table I11.4 shows the phasor performance requirements for input magnitude an phase
step changes. One can observe that the response time to obtain the parameters of interest
(TVE, FE, and RFE) depends of the user selectable reporting rate. Concerning dynamic
tests, measurement performance during system frequency change is accomplished by linear
frequency ramp of the system frequency. Once again, taking into account balanced three-
phase input signals the following signal model may be used

Y, = Y, cos(wot + 7Tth2) (III.88)
Y, = Yy, cos (wot — 120° + wRst?) (I11.89)
Y, =Yy, cos (wot + 120° + wRyt?) (111.90)

where Ry = % is the frequency ramp rate in Hz/s. For simulation purposes, these para-
meter remains constant during the analysis.
In this way, the positive-sequence signal corresponding to the above three-phase input

signals is given by

Y1 = Yo cos (wot + mRst?) . (111.91)

At reporting time tags t = nT, being T' the phasor reporting interval (see I.11.c), the
synchronized device produces a positive-sequence measurement as given by Eq. (II1.92)

Y (nT) = }\;7% /mR;(nT)*. (111.92)
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In a similar manner, the true values of frequency, frequency deviation, and ROCOF
can be obtained by Egs.(I11.93)-(II1.95), respectively

F(nT) = wo/2m + (Ry)(nT) (I11.93)
Af(nT) = (Ry)(nT) (II1.94)
D) s

The measurement error limits under frequency ramp tests are illustrated in Table III.6.
In subsection III.6.a, the performance evaluation of the proposed algorithms is carried
out taking into account these compliance tests. Steady-state and dynamic tests presented
in the current section will be used for evaluating the frequency-adaptive modified Park’s
transformation-based algorithm. For the 4-F and AWLS algorithms the evaluation will be
performed concerning steady-state scenarios. All tests aim to demonstrate the capabili-
ties of the proposed algorithms in dealing efficiently with spurious and distorted signals
particularly found in power distribution systems even under frequency deviation.

Table II1.4: Phasor performance requirements for input step change [6]

Maximum response time, delay time,
Step change Reference and overshoot
specification condition M-Class
Response Delay Max
time (s) time (s) overshoot/
undershoot
Magnitude==+10% | All test conditions 0% of ste
kr==0.1 nominal at start or | see Table IIL.5 | 1/(4XxFy) ¢ 0! SYED
magnitude
kqo=0 end of step
Angle=+10° All test conditions
ky=0 nominal at start or | see Table IIL.5 | 1/(4XxFy) 15;? ziftit;:
ko = £7/18 end of step &

Table II1.5: Response time for M-class phasor, frequency and ROCOF for input step change

6]
Maximum response time in step change test for M-class, in seconds
Reporting
rate (F,) 10 12 15 20 25 30 50 60
Phasor
(TVE) 0.595 | 0.493 | 0.394 | 0.282 | 0.231 | 0.182 | 0.199 | 0.079
Fre(unEe])“Cy 0.869 | 0.737 | 0.629 | 0.478 | 0.328 | 0.305 | 0.130 | 0.120
R((P){g]%F 1.038 | 0.863 | 0.691 | 0.520 | 0.369 | 0.314 | 0.134 | 0.129
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Table I11.6: Frequency and ROCOF performance requirements under frequency ramp tests

(6]

Signal Reference Error requirements for compliance
specification condition
Linear 100% rated signal M-class
frequency magnitude and Max Max
ramp 0 radian base angle FE RFE
0.005 Hz 0.1 Hz/s

I11.6.a Performance of the algorithms under static and/or dynamic con-
ditions

In this section, the simulations and the performance evaluation of the proposed algorithms
are presented. They have been developed in MATLAB 2014a environment. An extensive
range of signal models have been used to cover static and dynamic conditions particularly
found in active power distribution systems.

Test cases are performed in three parts: the starting point is the evaluation of the
frequency-adaptive modified Park’s transformation-based algorithm using off-nominal three-
phase input signals within a range of 45 Hz. The input signals are corrupted by DC-offset,
high harmonic content, out-of-band disturbances, and Gaussian noise. The analyzed sce-
narios include the positive-sequence voltage phasor estimation under magnitude and phase
angle steps using balanced and unbalanced input signals.

Furthermore, tests related to frequency transient conditions are performed for evaluat-
ing the ability of the proposed algorithm to track the local system frequency with a fast
time response in the presence of sudden changes in power system frequency (frequency
step). In addition, tests related to linear frequency ramp and ROCOF computation have
also been performed.

In the second base case, the 4F-algorithm is evaluated using off-nominal single-phase
signals, over a range of £2 Hz around the nominal. Once again the input signals are
corrupted by DC offset, high harmonic content, out-of-band disturbances, and Gaussian
noise. The goal of the algorithm is to estimate with accuracy the fundamental, 3th, 5th,
and 7th harmonic phasors because these odd components can often be found in active
distribution environment.

For the third base case, the AWLS-algorithm is evaluated in order to provide a complete
estimation of all components of a single-phase input signal upto 11th harmonic order
component (DC-offset, fundamental and harmonic phasors). A frequency range within
45 Hz around the fundamental has been considered. In the latest two base cases, a static
off-nominal frequency has been considered.

For all test cases, it has been considered a sampling rate corresponding to N = 36 sam-
ples/cycle of the 50-Hz nominal frequency. The input signals are corrupted by harmonics
upto 11th order component (not above the 3-dB cut-off frequency) and interharmonics are
also deemed. For three-phase signals, independent Gaussian white noise is applied in each
phase aiming to provide a stochastic feature for each sampled signal. The signal-to-noise
ratio (SNR) varies within the range from 40 dB to 85 dB.
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I11.6.a.i Test cases concerning the modified Park’s transformation-based algo-
rithm

Let the sampled balanced three-phase input signals be given by

eq(n) = 15cos(nf + 30°) + e1(n) + e2(n) (I11.96)
ep(n) = 15 cos(nh — 120° 4 30°) + 1(n) + e3(n) (I11.97)
ec(n) = 15 cos(nb + 120° 4 30°) + 1(n) + €4(n) (II1.98)

where 0 = QW“ is the sampling angle locked to the nominal frequency; 1 represents the

disturbances of harmonics and DC-offset; and &9, €3, €4 represent disturbances due to
Gaussian white noise for each phase.

Table II1.7 shows the magnitude and phase angle of the non-fundamental components
present in the input signal. Note that the magnitudes of them are given by the percentage
of the fundamental component magnitude. Recalling that the proposed algorithm uses a
bandpass filter to remove the undesirable €1 terms, it is possible to note that it will still
have a sensitivity related to the Gaussian noise, however, the moving average filters tend
to reduce the effect of noise.

For the tests concerning magnitude and phase steps, a rising step sustained during a
short time interval followed by a falling step are employed to evaluate the dynamic response
of the algorithm.

Table I11.7: Components of the input signal

Harmonic Amplitude Phase

component | (nominal reference) | angle (degrees)
0 1.5% 0
2 3% 22.5°
3 6% 15°
4 1.5% 60°
5 8% 20°
6 1% 90°
7 ™% -12°
8 1% 90°
9 5% 20°
10 1% 10.58°
11 2.5% -10°

Fig. II1.50 depicts the results for a magnitude step test equivalent to +10% of the
nominal magnitude taking into account a static off-nominal frequency at 51.5 Hz. The steps
occur at sample numbers 300 and 551. It can be observed that the estimates provided by
the algorithm track the step very fast with a smooth variation due to the filtering process,
in addition, a very small overshoot is produced. A maximum time response of 0.04 s has
been obtained due to the latency of the filtering process. This measurement response time
meets and exceeds the requirements shown in Table III.5.

Neglecting the magnitude step, the positive-sequence voltage phasor estimate (making
the compensation of all filters) in rectangular form is close to 9.185+55.303 (d + jg). In
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Figure II1.50: Response of the algorithm  Figure II1.51: Frequency estimates under
under balanced magnitude step. balanced magnitude step

this way, a maximum TVE value of 0.035% has been obtained before the step and a TVE
value around 0.056% has been achieved after the step. During the steady-state of the step
the phasor estimates change to 10.104455.833 yielding a maximum TVE value close to
0.0452%. Fig. II1.51 illustrates the frequency estimates under magnitude step. Note the
transient response of the frequency estimates during the step. Considering steady-state
conditions the frequency estimation error is around 0.143 mHz. The test is evaluated using
a SNR=63.52 dB.

Now, let us consider an unbalanced magnitude step. Fig. I11.52 depicts the results for a
test case where the magnitude of e,-signal is suddenly reduced by -3%, and the magnitudes
of ep- and e.-signal are suddenly increased by +5% and +6.5%, respectively. A SNR=60
dB and a static off-nominal frequency at 49.85 Hz have been considered. The steps occur
at sample numbers 364 and 591. Fig. II1.53 shows the dynamic response of the algorithm
for unbalanced signals operating at 49.85 Hz. Before and after the step, the true value of
the positive-sequence voltage phasor remains close to 9.185+55.303 (d + jq).

A maximum TVE value of 0.100% has been obtained before the step and a maximum
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Figure I11.52: Response of the algorithm  Figure I11.53: Frequency estimates under
under unbalanced magnitude step. unbalanced magnitude step
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TVE value around 0.129% has been achieved after the step. In the steady-state of the step
the phasor estimates change to 9.445+355.453 and a maximum TVE value close to 0.129%
has been reported. A frequency estimation error of 0.2 mHz has been obtained. One can
notice that the reported results are far lower than the reference values shown in Tables I11.2
and II1.3. Fig II1.53 illustrates the transient condition of the frequency estimates during
the step.

At this point, let us consider step tests concerning the phasor phase angle. Table
I11.4 depicts a step within £10° for evaluating purposes. The test cases are divided into
two parts: the first concerns balanced change of the phase angle, in other words, the same
sudden variation of the phase angle is performed for each phase, and the second test regards
unbalanced change, that is, different phase angle step for each phase is carried out.

Fig I11.54 illustrates the performance of the proposed algorithm when a balanced phase
angle step equal to -9° is performed over the three-phase input signals. The step takes
place at sample numbers 300 and 551. The system frequency is equal to 50.15 Hz and a
SNR=55.56 dB have been deemed. Once again the true positive-sequence voltage phasor
before and after the step is close to 9.185+55.303.

During the steady-state of the step the value changes to 9.902+53.801. Before the
step the maximum TVE value is close to 0.1254% and after the step the obtained value is
around 0.1405%. When the step is in steady-state a TVE value around 0.1232% has been
obtained. Fig. III.55 depicts the frequency estimates under this scenario. A frequency
estimation error around 0.22 mHz has been obtained.
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Figure II1.54: Response of the algorithm Figure III.55: Frequency estimates under
under balanced phase angle step. balanced phase angle step

Fig. TI1.56 depicts the results concerning an unbalanced phase angle step. The step
occurs at sample numbers 364 and 591. The phase angle of e,-, e-, and e.-signal has
been increased by +5°, +2° and +8°, respectively. The system frequency is 49.5 Hz.
Due to the rising step the value of positive-sequence phasor changes from 9.185+75.303 to
8.68+76.078. Before, after and during the steady-state of the step the TVE value is close
to 0.1209%, 0.2324%, and 0.1755%, respectively. Fig. I11.57 illustrates the environment of
the frequency estimates. For this case, a estimation error around 0.9 mHz has been found.

For frequency step tests, sudden frequency variations have been performed. For eval-
uating the dynamic response of the algorithm a rising frequency step is performed during
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a short time interval followed by a falling frequency step (or opposite). Fig. I11.58 shows
a frequency step of -2.5 Hz. At the sample numbers 251 and 601 the steps are performed.
In addition, unbalanced magnitudes are considered on the three-phase input signals.

The e,-signal magnitude is reduced by 3%, for e;-, and e.-signal the magnitudes increase
by 3.33% and 5.66%, respectively. A subharmonic of 4 Hz has also been added to the noisy
input signal. For this test case a SNR=60 dB is deemed. In the steady-state of the step a
frequency error around 0.0462 mHz has been observed. It can be seen that the algorithm
presents a maximum time response locked to the filtering latency impose by the FIR filters.

Similarly, Fig. II1.59 depicts the results regarding a step of +1.5 Hz. The three-phase
input signals are balanced. An interharmonic of 125 Hz is added to the input and a
SNR=63.52 dB has been considered. For this test case a frequency error around 0.0746
mHz has been observed during the steady-state of the step. In Fig. II1.60 a step of +1.85
Hz is simulated. In this test case, balanced three-phase input signals, an interharmonic
of 95 Hz and a SNR=65.46 dB have been considered. During the step, a frequency error
close to 0.0771 mHz has been observed.
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Figure I11.60: Response of the algorithm Figure III.61: Response of the algorithm
considering a frequency step of +1.85 Hz. considering a frequency step of +2.0 Hz.

Fig. I11.61 displays the results for a step of +2 Hz. Amplitude unbalances of the three-
phase input signals are used. The magnitude of e,-signal is reduced by 1.66% and for the
ep-, and e.-signal the magnitudes have been increased by 1.33% and 3%, respectively. An
interharmonic of 115 Hz and a SNR=69.54 dB are deemed. For this test case a frequency
error around 0.0302 mHz has been achieved. It is possible to note that the proposed
algorithm provides estimates with high degree of accuracy even under sudden frequency
variations.

For frequency ramp tests, input signals have been applied over each phase to enable
a linear frequency variation. Eq. (II1.99) shows the employed signal model based on Eq.
(TT1.87)

z(n) = 15cos(wonAT, + mv(nAT,)?) (I11.99)

v being the frequency ramp rate.

During the test the local system frequency starts from 50-Hz followed by a positive
ramp +15 Hz/s starting at sample number 201 and ending at 560, followed by a static
frequency of 53 Hz. Fig. I11.62 displays the response of the proposed algorithm under
this scenario. It can be note that the dynamic variation of the signal is shifted from the
ideal response due to the latency of the FIR filtering process, moreover, a transient feature
on the discontinues points will be present. Using these data for computing the ROCOF
metric the accuracy of the results is impaired. The algorithm circumvents this problem
by means of a ROCOF monitor that uses the nominal frequency to allow a normalized
representation.

For clarifying the foregoing, let us analyze Fig. II1.63. In essence, the ROCOF metric
is computed taking into account a triangle that represents the frequency variation over
time, as it has been shown in Eq. (III.39). The true and estimated ROCOF triangle are
represented by red and black lines, respectively. Looking closely at the triangles, one can
observe that for both the catheti regarding the frequency axis are equal. However, the
catheti related to the time variation are not equal due to the filtering latency. In this way,
it is necessary to estimate the time interval At; and Ats whose values are subtracted from
the total time interval At, in order to obtain the true time interval At¢. The value of Aty
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Figure II1.62: Response of the algorithm Figure II1.63: ROCOF monitor based on
under linear frequency ramp of +15 Hz/s the normalized frequency estimates.

is computed by the product between the first 25 samples inside of the transient region of
the first discontinuity point and the fixed sampling interval.

The value of Aty is computed taking into account the product between the last 49
samples inside of the second transient region and the sampling interval. Clearly, the cas-
caded mode of the filters must be evaluated in order to provide the amount of samples
to be multiplied by the sampling time in order to estimate the envisaged time intervals.
This method for computing the ROCOF metric may provide very accurate results yielding
errors below 0.01 Hz/s. It is of paramount importance to mention that Table I11.3 depicts
the error requirements taking into account individual influence quantity, however, in the
analyzed test these quantities are combined together.

I11.6.a.ii Test cases concerning the 4F-algorithm

Let a sampled single-phase input signal (in pu) be given by
y(t) =Ypo + Y1608(27Tfmt + ¢1)

D
+ ) Vincos(2mmfmt + ¢m). (111.100)

m=2

Let us assume that this signal is distorted by high order harmonics components as
shown in Table IIL.8.

For the first analysis, let us consider a fundamental signal having a magnitude of 1.0
pu and a phase equal of 60°, so that the correct phasor representation of this signal is
Y = 1/60°. Considering only the fundamental phasor estimates under several frequency
deviation the obtained results are very accurate, as it can be seen in Table I11.9. The
frequency error is within +0.2 mHz. Clearly, using accurate frequency estimates based on
the Park’s transformation sensitivity combined with trigonometric interpolation [3| applied
over the FIR bandpass filter output data one can obtain accurate adjusted samples.

The second analysis is performed for estimating simultaneously the selective phasor
components (1th, 3th, 5th, and 7th) under frequency variation. Fig. II1.64 depicts the
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Table I11.8: Components of the input signal

Harmonic Amplitude Phase

component | (nominal reference) | angle (degrees)
0 2% 0
2 3% 20°
3 7.5% 15°
4 2% 13.84°
5 8% 20°
6 1% 8.18°
7 ™% -12°
8 1.2% 15°
9 5.5% 30°
10 1% 12°
11 2% -22.5°

Table II1.9: Fundamental phasor estimates

Signal frequency

Parameters

TVE (%) Magnitude (pu) Angle (degrees)
50.75 Hz 0.0212 1.00021 60.00180°
50.67 Hz 0.0246 1.00024 60.00188°
50.40 Hz 0.0248 1.00024 60.00207°
50.18 Hz 0.0126 1.00012 60.00202°
50.03 Hz 0.0095 1.00009 60.00183°
49.95 Hz 0.0174 1.00017 60.00164°
49.68 Hz 0.0276 1.00027 60.00224°
49.55 Hz 0.0252 1.00025 60.00138°
49.18 Hz 0.0106 1.00009 60.00277°
49.00 Hz 0.0238 1.00023 60.00174°
Ref. IEEE C37.118 0.0 1.0 60°

results for these components taking into account static off-nominal frequencies at 49.3 Hz
and 49.8 Hz. For this scenario a SNR=74 dB has been considered. Performing several
simulations a maximum TVE value of 0.218% has been found for the 3th harmonic at 49.3
Hz. One can note the accuracy of the results in which most values are below or close to
0.1%. Similarly, Fig. II1.65 shows the results regarding static off-nominal frequencies at
50.5 Hz and 52 Hz.

Once again accurate harmonic phasor estimates have been obtained being the maximum
TVE among all results equal to 0.202% related to the 7th harmonic component at 52 Hz.
One can observe that the TVE value present a slight increase concerning the harmonic
phasors. This is expected due to the small magnitude of the harmonics components.
Concerning the fundamental component, one can note very accurate estimates that fulfills

the constraints imposed by the active distribution grids.
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at system frequency of 49.3 Hz and 49.8 Hz.  at system frequency of 50.5 Hz and 52 Hz.

II1.6.a.iii Test cases concerning the AWLS-algorithm

The AWLS-algorithm has been evaluated for providing accurate estimates of all compo-
nents of a single-phase input signal (DC-offset, fundamental and harmonic phasors) over a
frequency range of = 5 Hz. The tests are performed taking also into account the number
of cycles used for estimating the envisaged components.

Let us consider the single-phase input signal given by Eq. (II1.100) being distorted by
the components shown below

Table II1.10: Harmonic components of the input signal

Harmonic Amplitude Phase
component | (nominal reference) | angle (degrees)
0 1% 0°
2 3% -22.5°
3 6% -10.58°
4 1.5% -45.71°
5 8% 9.47°
6 1% 123.15°
7 7% 36°
8 1% 30°
9 2.5% 29.5°
10 1% 8.18°
11 5% 3.27°

The fundamental component phasor is equal to Y = 1/—45° and the frequency estima-
tion error for all test cases is within the range of £0.5 mHz being computed by three-phase
balanced input signals. In addition, the simulations have been performed taking into ac-
count 1000 Monte Carlo trials. Fig. II11.66 shows the TVE value for all components of the
single-phase input signal considering a SNR = 46 dB at system frequency of 49.9 Hz. The
obtained estimates providing maximum TVE below 0.25%.

Fig. II1.67 illustrates the results considering a system frequency at 50.1 Hz and a
SNR=49.1 dB. Once again, the maximum TVE is below 0.25% , however a slight improve-
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ment on the results have been obtained. Fig. II1.68 depicts the TVE value concerning a
system frequency at 50.25 Hz with a SNR=60 dB. The maximum TVE achieved is below
0.14%. One can note that most of the estimates are below 0.1%.

Fig. I11.69 shows the estimates regarding a system frequency at 51 Hz with a SNR=69.1
dB. Note that several of the estimates are below 0.08%. Now, let us consider the boundaries
of the frequency range. Fig. II1.70 illustrates the TVE values taking into account a system
frequency at 45 Hz with a SNR =77 dB. One can observe that the maximum TVE value
achieved is close to 0.18% and several estimates are below 0.12%. Similarly, Fig. II1.71
depicts the estimates regarding a system frequency at 55 Hz with a SNR=80 dB. The
maximum reported TVE value is close to 0.12% and most estimates are below 0.07%.

It is important to mention that the standard deviation of the estimates tends to increase
when the SNR decreases. One can notice a satisfactory overall performance in terms of
TVE accuracy regarding the three frequency-adaptive algorithms. Phasor estimates with
very low TVE will open the doors to the deployment of PMU and PMU-enabled IED to

increase the situational awareness in active power distribution systems.

Figure II1.66: Estimates at 49.9 Hz with a  Figure II1.67: Estimates at 50.1 Hz with a
SNR = 46 dB. SNR = 49.1 dB.

Harmonic components Harmonic components

Figure II1.68: Estimates at 50.25 Hz with a  Figure II1.69: Estimates at 51 Hz with a
SNR = 60 dB. SNR = 69.1 dB.
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Figure II1.70: Estimates at 45 Hz with a Figure III.71: Estimates at 55 Hz with a
SNR = 77 dB. SNR = 80 dB.

I11.7 Conclusion

In the present chapter three frequency-adaptive algorithms have been presented aiming to
boost synchronized phasor measurements estimation in electric distribution environment
under dynamic and/or static conditions. The algorithms employ a decoupled stage to
track local system frequency based on the classical finite derivative approximation of the
fundamental positive-sequence voltage phasor phase angle displacement. However, the
Park’s transformation has been applied due to its high sensitivity and quick response under
frequency deviation. Using the system frequency estimates the rate of change of frequency
(ROCOF) has been also computed.

It is well-known that the Park’s transformation changes its dynamic according to the
variations on the three-phase input signals (Gaussian white noise, harmonics, and so on)
leading to very noisy estimates. For overcoming these effects, FIR filters (bandpass and
moving average) have been applied to substantially alleviate the undesirable effects and,
consequently, to give back to the Park’s transformation its inherent robustness. After
performing accurate frequency tracking, the algorithms use this information to properly
perform software-based adaptive-frequency. With the development of high-performance
DSPs and FPGAs with powerful routines of floating-point representation this task may be
adequately accomplished.

The first frequency-adaptive algorithm is based on a modified adaptive Park’s trans-
formation able to compute fundamental positive-sequence voltage phasor estimates for
ensuring an enhanced speed and accuracy in both balanced and unbalanced conditions.
The main goal of the proposed algorithm concerns an improved traceability of steady-state
and dynamic conditions in active distribution grids. The obtained results show that the
algorithm has good performance for estimating the fundamental positive-sequence voltage
phasor estimates within the range of 45 Hz around the nominal frequency.

The second one called 4F-algorithm performs four steps in a synergistic manner - fre-
quency estimation, digital FIR bandpass filtering, fast linear interpolation, and Radix-2
DIT FFT approach - to compute fundamental and selective harmonic phasors of a single-
phase input signal. The envisaged components to be estimated are the fundamental and
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the selective 3th, 5th, 7th odd harmonic components because they are particularly found
in power distribution systems. This algorithm applies the technique ‘divide and conquer’
because the components of a very distorted input signal are separated from each other by a
FIR filter bank and thereafter interpolation is individually performed at the filters output
data. This process allows a direct application of the half-cycle FFT approach when the
input signal is distorted by harmonics. The obtained results show that the algorithm has
good performance within the range of 2 Hz around the nominal frequency.

The third algorithm titled ‘AWLS algorithm’ provides a practical, intuitive and accurate
manner for computing DC offset, fundamental and harmonics phasors under frequency
deviation of a single-phase voltage or current input signal using full or fractional-cycle data
window. A range within £5 Hz around the nominal frequency has been used for evaluation
purposes. The phasor estimation process is modeled in the weighted least squares sense and
the algorithm modifies its inner parameters according to the estimated system frequency.

Input signals very distorted by out-of-band disturbances (DC offset harmonics and
interharmonics), frequency deviation, and Gaussian white noise have been used for the
evaluation of the proposed algorithms. Test cases related to magnitude- and phase step,
frequency step, and frequency ramp have been performed. Considering the accuracy of
the phasor estimates the reported results have a very low TVE value. Therefore, the
tests demonstrate the capability of the proposed algorithms in dealing efficiently with
very corrupted signals under frequency deviations that can be particularly found in active
distribution grids.






Chapter IV

Applications of synchronized phasor measurements
to increase the situational awareness in active power
distribution systems

Phasor is the nature’s evidence of the harmony between
real and imaginary worlds.

The author
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Abstract

Deployment of accurate PMUs and PMU-enabled IEDs in active distribution systems
may boost the development of advanced online monitoring applications. In this chapter,
four potential applications are presented aiming to increase the situational awareness
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in distribution environment. The first one brings contributions for online estima-
tion of Thévenin’s equivalent (TE) circuit using accurate PMU data for steady- or
quasi-steady state conditions. This application aims to overcome the problematic re-
lated to the Thévenin’s impedance locus method when equal or very close consecutive
measurements are used. The proposed application is applied to determine the reduced
grid model seen by the PCC between aggregated DERs (wind turbines) and the active
distribution grid. In this way, online power flow exchanges between both sides and
updated capability curve of synchronous generators can be properly carried out. The
second one is a practical application to track dynamic external equivalents in radial
active distribution grids using PMU data. This application uses the voltage and cur-
rent phasor measurements recorded at a given boundary busbars to replace the external
network (EN) by a dynamic impedance or a dynamic power injection (simplified Nor-
ton’s theorem). Besides the external equivalent evaluation, this application also reduces
the electric grid size. The third one is related to the online three-phase voltage drop
assessment in primary radial distribution grids. This application takes into conside-
ration accurate synchronized voltage measurements recorded at the feeder ends. The
goal is to improve the voltage regulation along the feeder even for conditions related to
heavy current combined with leading power factor caused by the integration of DERs.
The last one concerns the assessment of harmonic issues. This application brings
contributions for improving the classical Py method (harmonic active power) using
synchronized measurements. The goal is to improve both detection of the main source
of harmonic pollution and actual power flow direction. The aforementioned applicati-
ons use accurate phasor measurements, in this way, each of them is related to one of
the frequency-adaptive algorithms proposed in Chapter I11.

IV.1 Introduction

Applications of PMUs in wide-area management systems (WAMSs) are already consolida-
ted. Angular separation, islanding and resynchronization, oscillatory stability, linear state
estimation, and disturbance location identification have been one of the flagship applica-
tions of PMUs in high-voltage power systems. Using synchronized measurements, it is
possible to extract valuable informations of the electric system without full knowledge of
its characteristics.

In order to bring the well-known benefits of the synchronized measurements towards
electric distribution grids the PMUs and PMU-enabled IEDs must have different features
from those dedicated to the high-voltage system. In other words, the accuracy of the
measurements must be taken beyond current standards for overcoming the main challenges
cited in Chapter II.

The effective advent of advanced monitoring applications dedicated to distribution grids
has the measurement accuracy as the primary goal to be achieved. However, the PMU
placement issue can not be passed up. Several methods have been proposed for optimal
PMU placement in high-voltage electric power systems [87]-[88]-[89]. In general, a multi-
objective optimization problem must be solved in order to fulfill the observability of the
grid in a cost-effective manner.

In short, these techniques take advantage of the meshed grid topology to place PMUs
in some busbars so that the overall observability of the grid may be ensured. We could be
led to believe that these optimization techniques can also be applied in a straightforward
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manner to active distribution grids because the service area of these systems are very small
when compared to the coverage area of the high-voltage electric systems, however, this is
not necessarily true.

For a practical exemplification, let us cite a very interesting information found in [90]. A
network distribution associated to a CEMAR (Electricity Utility of Maranhao) substation,
called Renascenga has approximately 3924 busbars, while the Brazilian interconnected
transmission system has 3538 busbars. If the number of busbars is the point compared,
one can note that the network supplied by the substation of Renascenca has a dimension
greater than the Brazilian interconnected power system. It is important to mention that
the substation of Renascenca is not an exception and other large substations are found in
the CEMAR’s service area.

Now, we can note the challenges for monitoring the distribution grids so that the
overall grid be observable. In this way, even if an optimization technique provides the
best location to place PMUs in the distribution environment, the total cost of installation
is unattainable. Thereby, an important issue may be raised: Where to place PMUs for
increasing the situational awareness in active distribution systems? The author advocates
the idea of PMU placement at specific busbars according to the envisaged application, that
is, optimal solution based on mathematical approach is not demanded.

Being clear about it, if the application aims a reliable integration of multiple high-rate
DERs at the grid, an accurate PMU must be placed at each Point of Common Coupling
(PCC). Furthermore, it has been shown in I1.2.b the problematic of the angular aperture
between busbars connected by short lines, however, if the envisaged application aims to
evaluate the synchronized measurements taken at the feeder ends so that the angular
aperture be more expressive, the placement of only two PMUs will be required.

Keeping in mind the aforementioned statements concerning the synchronized measure-
ments accuracy and PMU placement considerations, four potential applications are pre-
sented in the current chapter. The first one brings contributions for online tracking of
Thévenin’s equivalent circuit taking into account steady- or quasi-steady state conditions.
This application aims to overcome the problematic related to the Thévenin’s impedance
locus method when equal or very close consecutive measurements are used.

The proposed application is applied to determine the reduced grid model seen by the
PCC between aggregated DERs (wind turbines) and the active distribution grid. Based on
the positive-sequence voltage and current phasors computed from the frequency-adaptive
Park’s transformation algorithm, online power flow exchanges between both sides may be
properly accomplished. In addition, updated capability curve of synchronous generators
can also be evaluated.

The second one is a practical application to track dynamic external equivalents in
radial active distribution grids using accurate PMU data. Once again, the frequency-
adaptive Park’s transformation algorithm has been employed to perform this application.
The voltage and current phasor measurements recorded at a given boundary busbars are
used to replace the external network (EN) by a variable impedance or, additionally, by
a variable power injection (simplified Norton’s theorem). Besides the external equivalent
evaluation, this application also reduces the electric grid size allowing advanced monitoring
on the area of interest (internal network).

The third one is related to the online three-phase voltage drop assessment in primary
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radial distribution grids. This application takes into consideration accurate synchronized
voltage measurements recorded at the feeder ends. The goal is to improve the voltage regu-
lation along the feeder even for conditions related to heavy currents combined with leading
power factor caused by the integration of DERs. This application uses the frequency-
adaptive 4F-algorithm to compute the fundamental phasor of each phase recorded at the
feeder ends.

The last one concerns the assessment of harmonic issues. This application brings con-
tributions for improving the classical Py method (harmonic active power) using accurate
harmonic measurements. The goal is to improve both detection of the main source of
harmonic pollution and actual power flow direction. This application takes advantage of
the frequency-adaptive AWLS-algorithm to track harmonic components upto 11th order.
Accurate results have been employed for sharing the harmonic responsibility. The complete
presentation of the aforementioned applications will be addressed in Sections IV.2-1V.5.

IV.2 Contributions for real-time estimation of Thévenin’s equi-
valent using accurate PMU data

When Léon Charles Thévenin, illustrious son of the beautiful town of Meaux, published
his paper titled ‘Sur un nouveau théoreme d’électricité dynamique’, he was about to change
the manner for analyzing electric circuits through a description of an elegant and powerful
theorem. He proved that an electric circuit can be analyzed between two nodes without the
need of a rigorous knowledge and modeling of the rest of the circuit. The theorem brings
its great importance when dealing with electrical circuits with multiple elements because
a direct simplification may be performed. In essence, the rest of the circuit seen from the
two nodes can be modeled as a voltage source in series with an impedance, in which they
are known as Thévenin’s voltage and impedance (Epp, and Zpy, respectively).

The ability of reproducing the behavior of the rest of a system based on local mea-
surements makes the Thévenin’s theorem a powerful method for analyzes concerning the
reliable integration of DERs in active distribution grids. A PMU or PMU-enabled TED
placed at PCC can be used to provide real-time tracking of Thévenin equivalent parame-
ters using the synchronized measurements taken at that node. Within this context, the
theory presented in [91], [92], and [93] deals properly with this subject.

In [91], three consecutive voltage and current measurements one at a time have been
used to determine the Thévenin’s equivalent. Using these measurements, two equations
concerning the Thévenin’s impedance locus are determined for inferring the most probable
value. The equation of the circles are determined from the voltage and current magnitudes
as well as the active and reactive powers. The method provides two solutions for Z7, and,
by consequence, two corresponding values of Epp, may be reported. The higher one that is
near to the system voltage is chosen as the true E7py,.

In addition, the author claims that the proposed method recognizes and considers the
phase angle drift caused by frequency deviation. The angle difference between Epp; and
Erps calculated at different time instants determines the drift that took place between
the synchronized measurements. In this way, corrected Thévenin’s voltage and impedance
could be obtained.
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In [92], the problematic of the TE estimation taking into account the frequency devia-
tion is treated in more details. Once again, three consecutive voltage and current phasor
measurements, taken at PCC| are employed. The phase drifts caused by frequency devia-
tion are first determined and after the phasors phase angle have been synchronized to the
same reference. The synchronization process is performed by triangulation.

The phase angle of a phasor tends to rotate according to the frequency deviation (see
Section 1.9), therefore, once determined the shifted phase angles the necessary adjustments
are performed so that the subsequent pairs of measurements can then be corrected to the
same reference. The method uses the first recorded measurement pair as the reference.

In (93], a method for estimating TE taking into account the measurement errors and
the changes in the system side is presented. Similarly to [91], the proposed method uses
circle equations concerning the Thévenin’s impedance locus calculated from voltage and
current magnitudes as well as active and reactive powers. Due to this fact, the authors
claim that the proposed method avoids the need to synchronize measurements at different
instances to the same reference. In short, it could be immune to frequency deviations.

For computing the Thévenin’s impedance, a linear relationship may be outlined bet-
ween Rpp, and Xpp (Z7n, = Rrp+jX ) using different straight-line equations that involve
the intersection points between the locus. The procedure to solve this problem is based on
the calculation of the determinant of three measurement matrices formed by the measure-
ments under consideration. The estimates of R and X7y, are achieved using probability
distributions for any desired confidence interval.

The aforementioned methods have good performances when consecutive synchronized
measurements are not equal or when they have not very close values. If this assumption
is not retained, the coefficients of the equations will be zero and no solution can be ob-
tained. This can be clearly observed on the methods based on the Thévenin impedance
locus, in which different consecutive measurements must be achieved in order to ensure a
displacement among the circles for inferring the Thévenin parameters. Due to this fact,
when variations on the system or load side are recorded by a PMU, powerful techniques
for voltage stability may be carried out.

Meanwhile, a new issue has emerged concerning the TE estimation using accurate
measurements that do not change significantly during the analysis interval, that is, for
steady state or quasi-steady state conditions. Considering the integration of DERs into
the active distribution grid, one can assume that the DER side is more dynamic and changes
faster than the system side.

For this case, the assumption of invariant system side during the analysis interval of few
cycles has been recognized. In other words, the system side will not experience noticeable
variation during the time interval of the reported consecutive measurements. Therefore,
the determination of the TE for the grid side seen by the PCC' considers that the variation
of the grid side is stable or slow enough to not affect the calculation.

Aiming to contribute with this issue, a real-time estimation technique for evaluating the
TE equivalent using accurate data provided by a PMU or PMU-enabled IED endowed with
the frequency-adaptive Park’s transformation algorithm is presented. The technique takes
into account the simplifying assumption of the infinite busbar concept, in which the system
voltage is constant and independent whether the power flow is consumed or supplied by
the DER.
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Two characteristics of the estimation process may be boosted using this technique: a
fast time span of few cycles, because the phasor estimates are recursively recorded sample-
by-sample, and an effective immunity against frequency deviation. Concerning the latter,
the effectiveness of the proposed algorithm in dealing with frequency drifts has been shown
in Section III.3. In this way, it can provide corrected phasors, that is, there is no need to
perform, for example, triangulation to adjust the measurements.

Once the Thévenin’s voltage is assumed to be equal to the infinite busbar voltage,
the Thévenin’s impedance may be computed taking into account the voltage and current
phasor measurements in rectangular coordinates. A time span matched to the one quarter
of the cycle at nominal frequency has been employed resulting in the treatment of 9 phasor
estimates. Therefore, a total amount of 18 linear equations are determined and solved by
WLS approach, as shown in Eq. (IV.27). Subsequent estimates of Z7j, into the analyzed
cycle is determined using recursive WLS to provide a real-time updating of the impedance
estimates as newer phasors are acquired.

It can be note that the time between two consecutive phasors is locked to the sampling
time, which is so far less than the time constants of OLTC regulating transformer and
automatic feeder switching. The obtained TE parameters represent an electric model that
fulfills the power flow interaction between the DER~ and the grid side.

Another discussion concerning the Thévenin impedance estimation is outlined. In [93],
it is stated that the proposed method is immune to frequency deviation because the mea-
surements used are based on voltage and current magnitudes (RMS values) as well as active
and reactive powers (average values). However, this statement is true only, and only if,
the algorithm employed for computing the active power measurement takes into conside-
ration the product sample-by-sample between the voltage and current waveforms divided
by the number of samples inside the interval under consideration. Using the RMS values
of voltage and current the magnitude of the apparent power may be evaluated and, by
consequence, the reactive power is determined.

For the algorithms that compute power measurements by the product between the
voltage and current phasors, if no action is taken to overcome the frequency deviation
the power measurements will have errors. Using the frequency-adaptive modified Park’s
transformation algorithm this problem may be circumvented.

In IV.2.a, the classical method based on the circles of the Thévenin’s impedance locus
using PMU data is shown. We have refurbished the equations reported in [93] in order to
put them in a system of linear equations. The goal is to show the difficulties concerning the
application of accurate phasor measurements for estimating TE. In IV.2.b the proposed
technique to estimate the TE related to the system side is presented.

IV.2.a Classical method for evaluating the Thévenin’s equivalent using
PMU data

Let us consider the Thévenin’s equivalent given by Fig. IV.1. Where I and V are the
recorded current and voltage phasor measurements of a PMU placed at PCC; P and
Q) represent respectively the active and reactive power injections into the grid; Zp, =
Rpy, + j X7y, and Epp, represent the Thévenin’s impedance and voltage phasor for a given
system condition.
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Figure IV.1: PCC monitored by a PMU and the rest of the distribution grid is treated as
a TE circuit.

The phasor diagram shown in Fig. IV.2 provides the relationship between the syn-
chronized measurements and the Thévenin parameters based on the assumed power flow
direction. Therefore, the equality given by Eq. (IV.1) can be obtained

I |4 Ref.=0°

.'(p
AV AVy

- — X

AVy

Figure IV.2: Phasor diagram relating the synchronized measurements and the Thévenin
parameters. Power flow from the distributed resource to the grid (lagging power factor).

V= Ern+AV =V = Epy, + Zrnl. (IV.1)

One can note that the components of AV can be obtained by the product between the
Zry, and I, as given by Eq. (IV.2)

AV = Zppl = (Ryp + jX7n) (Ir — jlx) (IV.2)

being Ir and Ix equal to

Ip =|I|cos(p) (IV.3)
Ix = |I|sin(yp). (IV.4)

Replacing Eqs. (IV.3)-(IV.4) into Eq. (IV.2) one can obtain the following equation

AV = Rpplr — jRrplIx + jX71rlr + X7inlx
= (Rrpdp + Xrnlx) + j (Xrnlp — Rrnlx) = AVe + jAVy. (IV.5)

Looking closely at Fig. IV.2, it can be seen that the Thévenin’s voltage magnitude can
be computed taking into account the magnitude of V and the components AVz and AVy,
hence
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|Eral® = (V] — AVR)* + AVZ. (IV.6)

Replacing Eqs. (IV.3)-(IV.5) into Eq. (IV.6) yields

|Eral® = (IV] = (Rrn 1] cos() + Xrn || sin(g)))?

+ (Xzn | T cos() — Ry | ] sin())?. (IV.7)

Recalling that
P = |V||I|cos(y) (IV.8)
Q = |V||{I]sin(e) (IV.9)

and replacing the above equations into Eq. (IV.7) provides

RrnP  XmnQ\\? XmP RpaQ\?
|E 2:(1/—( + )) +< - ) : (IV.10)
ol = \WVI=or T vl TV

Expanding Eq. (IV.10) a reduced equation for the Thévenin voltage magnitude can be
founded, hence

R2, P2+ X2, Q? + X2, P* + R%, Q*
v

|Era|* =V + < ) — 2R, P —2X7Q  (IV.11)

or in a more compact form given by Eq. (IV.12)

\Ern|? = VI + | Zen? |1 = 2Rrn P — 2X74,Q. (IV.12)

Taking into account that the Thévenin’s voltage magnitude between the first pair of
measurements (Vi, ;) and its subsequent pair are to be close within the analysis time
interval [93|, the following approximate relationship to the second pair (Va, I2) is carried

out
|Ern1| = |ETns (IV.13)

or alternatively,
Vi[> +| Zra|* | L|* = 2R PL—2X10Q1 ~ [Va|* +|Zrn|? | Io|* = 2Rrn Po— 2X74,Qa. (IV.14)

In order to reach a generalized equation related to the parameters Ry, and X7y, the
following manipulations on Eq. (IV.14) must be performed. The first step consists of
regrouping the terms, hence

(L7 = L) | Zrn? = |Va)* = VA2 + 2R P+ 2X71Q1 — 2Rrn Py — 2X7,Qo  (IV.15)

therefore,

2 2
2 2y [ Vel” =W P — P Q1 — Q2
(RTh+XTh) ~ ( ’11|2 _ |_[2|2 +2RTh m +2XTh m . (IV16)
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Arranging the parameters Ry and Xy, gives

P -P 2 Q1 — Q2
R%“h — 2Ry, () + X714, — 2X1h ( ~
Ik L - | )

Vol —
L -

V|
|12

2
. ) . (AV.17)

It is possible to note that Eq. (IV.17) can be rewritten in terms of quadratic polynomials

regarding Rpp and Xpp, as shown in Eq. (IV.18)

P -P \\ Q1—-Qx \\° _ (Ve = W[
R = D=
< Ik Ak L - |
(=

1L - | L)

)

)+

(IV.18)
Q1 — Q2
11> = |L]

It can be noticed that Eq. (IV.18) represents a circle of the Thévenin impedance locus.

Special attention must be paid to the two latest terms on the right side of Eq. (IV.18). They

have been written as a matter of formality because expanding the quadratic polynomials

on left side these two members will appear and they must be disregarded. Due to the

equation’s features, two solutions can be found. Due to this fact, others circles must be

taken for inferring a single Thévenin’s impedance.

This procedure may be performed using the first pair of measurement (V7, /) as refe-

rence and for each new pair another locus is computed. For instance, let us consider two

new measurement pairs (V3, I3) and (V4, I4). In this way, the new two impedance locus are

computed according to Egs. (IV.19)-(IV.20)
P —P 2 V-
(RTh_( ! 32)> +(XTh—< Q1 — V3l —
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(IV.19)
Q1— Q3
|L|* — |I3]
(IV.20)
Q1 — Q4
11* = |L4]

Based on the three circle of Thévenin’s impedance locus computed from four synchro-

nized measurements taking into account the first pair of measurement as reference, it is

possible to estimate the resulting impedance. Theoretically, the envisaged impedance is

matched with the intersection point of the three circles, however, the relative positions of

the circles may change and they may not intersect at exactly the same single point. Fig.

IV.3 illustrates the foregoing statement. Note that the relative position of the circles has

been exaggerated in order to illustrate the behavior of the parameters estimation.

One can observe that different values of Ry, and Xpp may be reported falling within

the red region. A potential solution for this problem may be performed by solving the three

)

)

)
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Figure IV.3: Circles of Thévenin impedance and common straight lines among them used
to estimate Rpy, and Xopp,.

equations for the two unknowns parameters Rrp and X7y, using 2D-trilateration technique.
However, another method to solve this problem is based on the intersection point regarding
the straight lines r,, 5, and 7. that cross the common point between the circles.

These lines bring the information regarding the relationship between Rpp, and Xrpp.
For accomplish this task, let us consider the system formed by the equations concerning
the Locus 1 (Eq. (IV.18)) and the Locus 2 (Eq.(IV.19)). Solving the system we can find
the r, line equation given by

P —P PP . -

; : 2 ; : 2] T [ Q; ng - Q; Q22] Xrn = (IV.21)
|L|" =317 |L]° = [ |L]" = [3]7 L] = [
Val* = Vi vs* =l
‘L - L) L) - |

Tq :

In a similar manner, the equations concerning the lines 1, and 7. can be obtained

according to

_ — Xrp = (IV.22)
L2 =L P - L7 = |1 |11|2—|Izl2]

Wl =Wl vl =l
L =L L= |1
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- - Xrp = (IV.23)
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Looking closely at Eqgs. (IV.21)-(IV.23), it is clear that an algebraic linear system can
be performed for estimating the parameters Ry and X7y, given by

|V2|2_‘V1|22 _ |V3\§—|V1\22 P—-P; _ _P-P Q1-Qs _  @Q1—Q2
(L=l L] sl L= L) —|R)? |152—|13\2 |152—|12|2 R
Va|"—Wal” _ [Va|"—|V4] -9 P%—le S — P%—P2 . ;-Q42 _ %—Q22 Th
|12 =12 |11 |*—|La|? [11]"—|14] [11]"=12"  [Iy|"—]|14] [11]" 12| X7
A e L e A1 PPy _P—P; 1-Q4  _ _@Q1—-Q3
Vs —[V| [Val“—|Va| 3 3 3 3 3 3 3 p)
=157 1P —|14)? [11]"—[14] [11]"—[13] [11]"—[14| [11]"—|13]
(Iv.24)

Interesting conclusions may be carried out regarding the linear system (IV.24). Clearly,
one can note that the problematic involved concerns equal or very close consecutive mea-
surements, because they will produce null values for the parameters Ry, and Xpp,. That
is, no solution will be achieved. Due to this fact, it is of paramount importance to evaluate
the TE circuit when accurate measurements that do not change significantly during the

analysis interval are employed.

IV.2.b Evaluation of the TE circuit based on accurate PMU data for
steady- or quasi-steady state conditions

The TE circuit for the active distribution system side is depicted in Fig. IV.4. A PMU
placed at PCC measures the positive-sequence voltage and current phasors, the complex
power (S = P+ jQ) injected into the grid, and the power factor. As depicted in Fig. IV .4,
the following representation are applied:

PCcC ZTh
[,P,Q —>|7 |Eth|.£0°
14 Erp

Thévenin equivalent of the distribution grid

Figure IV.4: TE circuit of the system side considering the assumption of infinite busbar.

o Ery = Erpy + jETh,: Thévenin’s voltage at infinite busbar seen by the PCC.

Zrn = Ry, + jX75: Thévenin’s impedance seen by the PCC.

o V = Vi + jVx: The voltage phasor measurement recorded by the PMU.

I = I+ jIx: the current phasor measurement recorded by the PMU.

S = P+ jQ: Complex power injected to the grid measured by the PMU.

As it has been commented, the infinite busbar assumption states that the system voltage
is constant and independent of the power flow direction, that is, supplied or consumed by
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the DER. In this way, it has been assumed that the infinite busbar voltage phasor is equal
to 1/0° pu. The unitary magnitude represents the equality between the true voltage of the
grid and base voltage. In addition, the phase angle has been considered as the reference for
enabling the power flow interaction. Looking closely at Fig. IV.4, the following relationship
can be drawn assuming the power flows from the DER to the distribution grid

V = Znd +140° (1V.25)

in this way, Eq. (IV.25) can be rewritten in rectangular form for the first pair (V;,1;) as
follows

Ve, +3Vx, = (Rrw + jX7n) (IR, + jIx,) + EThy. (IV.26)

Performing the same procedure for the subsequent phasor measurements matched to
one quarter of the cycle at nominal frequency, the following overdetermined linear system
can be achieved

VR, — E1ny] [Ir, —Ix,]
Vx, Ix, Ip
VR, — EThyp Ig, —Ix,
Vi, I, In, .
VR3 — EThR = IR3 —IX3 X |:XTh:| . (IVQ?)
Vx, Ix, Ipg,
Vry — EThp Ir, —Ix,
L Vxo [ Ix, IRy |

The above linear system is valid for any PCC on the active distribution system. It can
be rewritten in a more compact form according to Eq. (IV.28)

v=Hs+¢ (IV.28)

being v the voltage phasor measurement vector in rectangular coordinates; H represents the
coefficient matrix formed by the current phasor measurements in rectangular coordinates; §
is the state vector to be estimated concerning the parameters of the Thévenin’s impedance;
and the vector error € has been added to represent the Gaussian white noise.

It is clear that the Thévenin’s impedance estimation attempts to minimize the error in
a least-squares sense. In this manner, the following section presents the optimal solution
overview based on recursive WLS approach.

IV.2.b.i Optimal solution of the Thévenin’s impedance based on Recursive
Weighted Least Squares (RLS) estimation

A powerful technique to solve an overdetermined system of linear equations is based on
the least squares estimation (LES). Recalling the mathematical formulation presented in
I11.5.a, the first Thévenin’s impedance estimate is computed by
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s=(H™WH) " HTW v (IV.29)

where W is the covariance matrix of the error vector.

When measurements are obtained sequentially and we want to update the envisaged
estimate with each new measurement, it is required to increase the H matrix and completely
recompute the estimate § using Eq. (IV.29). However, for large amount of measurements,
the computational effort could become prohibitive.

For overcoming this problem, a recursive least square estimation (RLS) must be per-
formed. In [86], it can be found the background concerning optimal estimation. For a
comprehensive understanding it will be present in this section only the key points which
are of direct interest for the Thévenin’s impedance estimation.

Let us consider a linear recursive estimator written in the form

v = Hys + e
S = 8p_1 + Ki (Uk - Hkgk—l) . (IVSO)

It is clear that S; can be computed on the basis of the previous estimate §;_1 and the
new measurement vg. Kj is called the estimator gain matrix and it must be determined.
The quantity inside the brackets is called the correction term. Looking closely at Eq.
(IV.30), one can note that the current estimate will be equal to the previous estimate
when the correction term is zero, or if the gain matrix is zero. The RLS employs the
optimality criterion for minimizing the sum of the variances of the estimation errors, thus
the following objective function is generally used

Je=FE[(s1 =31 +...+ E[(sn — 3n)%] . (IV.31)

For determining K} the objective function given by Eq. (IV.31) must be minimized.
Thereby, taking the derivative of this function and set it equal to zero the Kj matrix can
be determined, hence

-1
Ky = PoHE (H P HY + W) . (IV.32)

One can note that the square matrix Py arises from the formulation of Eq. (IV.32).
It is called estimation-error covariance matrix. It is required to compute Pj recursively
according to

Py = (I — KpHy) Po_y (I — KipH)T + KW KL (IV.33)

therefore, Eq. (IV.33) represents the recursive formula for the covariance of the least
squares estimation error.

Egs. (IV.30), (IV.32), and (IV.33) represent the recursive weighted least squares estima-
tor. Now, for each new pair of synchronized measurements these equations are performed
in order to estimate recursively the Thévenin’s impedance during a short time interval.
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IV.2.c Main objective: Online tracking of the grid model based on the
Thévenin’s equivalent and enhanced operating point assessment
on generation capability curves

The main goal of an aggregated distributed resource is to send the necessary power to the
electric grid in order to contribute to supply regular demand. However, distributed re-
sources based on synchronous generators can also absorbs power from the grid. In essence,
they can only absorb a small amount of reactive power (kVAr) because they are physically
unable to absorb more than a predefined power setpoint (it depends on each type of ge-
nerator). When the absorbed power surpasses this setpoint the generator could be lead to
misoperation.

Aiming to assess the grid model based on the Thévenin’s equivalent as well as the ope-
rating point of aggregated generators into a capability curve, let us assume a bidirectional
reactive power exchange between the DER side and the grid side, as shown in Fig. IV.5.
The integration of battery energy storage systems (BESSs) has been considered in order
to ensure fluctuations reduction on the power generation provoked by the dynamic and
intermittent nature of the wind. In other words, the power flow could not have noticeable
variations during a reasonable time interval due to the BESS support. For this scenario, a
steady state condition (or quasi-steady state) may be assumed.

Aggreagted DER S=Vil;”
(Wind turbines) P—>

Q>

[l
Synchronous “G t . @ 20 kV
UGenerator I PCC Grid
C |

BESS

;

I

Synchronous —
Generator 1561

Figure IV.5: Integration of a high-rate aggregated DER with the distribution grid. Note
the bidirectional reactive power flow between the DER- and the grid side.

For the first scenario, an aggregated DER with a rated capacity of 1 MVA is connected
to a 20 kV primary distribution network (these values have been used as reference base).
Assuming that a given instant in time the local frequency recorded at PCC' is equal to
49.995 Hz and three-phase voltage and current signals (in pu) have a slight unbalance in
both amplitude and phase angle, as depicted in Table IV.1

Performing the frequency-adaptive Park’s transformation algorithm, a frequency error
close to 0.1 mHz has been observed. The complex power estimated is computed from the
product between the positive-sequence voltage and current phasors. The three-phase input
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Table IV.1: Three-phase voltage and current input signals (1° scenario)
a-phase b-phase c-phase
Amplitude | Angle | Amplitude | Angle | Amplitude | Angle | Freq.
(pu) (deg.) (pu) (deg.) (pu) (deg) | (Hz)
Voltage 1.4099 150.945 1.4160 30.362 1.4176 -89.106 19.995
Current 1.1343 147.945 1.1204 28.549 1.1448 -93.645 '
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Figure IV.6: Positive-sequence voltage
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Figure IV.8: Positive-sequence current
magnitude estimates. Once again the es-
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Figure IV.9: Frequency distribution of the
positive-sequence current phasor magni-
tude estimates.

signals are sampled at a rate of 1800 Hz (36 samples obtained over one period of the 50-Hz
signal). For all simulations a SNR=60 dB has been used.
Assuming a quasi-steady state condition with time interval of 1 second, that is, the

grid side does not have noticeable variation during the analysis, one can observe in Figs.

IV.6 and IV.8 the magnitude estimates of the voltage and current phasors taken at PCC.

Figs. IV.7 and IV.9 illustrate the frequency distribution of the magnitude estimates.

One can note that the results have a high frequency of occurrence around the true
magnitude value of 1.0002 for the voltage and 0.8015 regarding the current. Figs. 1V.10
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Figure IV.12: Positive-sequence current
phasor phase angle estimates.

and IV.12 depict the phase angle estimates concerning the voltage and current phasors.
Figs. IV.13 and IV.11 show a high frequency of occurrence around the true values of
150.73° and 147.64° concerning the voltage and current phasors, respectively.

Taking into account the positive-sequence voltage and current phasor estimates, the
computation of the complex power has been performed. Fig. IV.14 illustrates the active
vs reactive power estimates. It can be seen that the results are scattered within a small
cluster. Positive values of active and reactive power indicate a lagging power factor, that
is, the power flow is sent from the DER side to the grid side. For this scenario, the reported
value of power factor is close to 0.998.

Fig. IV.15 depicts the resulting Thévenin’s impedance of the grid side. The recursive
WLS provides resistance and reactance estimates close to 2.337 pu and 0.683 pu, respec-
tively. One can notice that constant values have been achieved corroborating with the
assumption of invariant gid side during the analysis interval. In addition, one can also
state that the Thévenin’s impedance components have not noticeable variation due to the
high accuracy system frequency estimation yielding quasi-steady state positive-sequence

phasors.
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Figure 1V.16: Classical capability curve of synchronous generators. Note that the white
circle representing the power factor of the first analyzed scenario falls into the normal

operating area.

Let a classical composite capability diagram of aggregated synchronous generators be
given by the curve depicted in Fig. IV.16. It is possible to see that the power factor (white
circle) of the analyzed scenario falls into the blue area. This area provides a steady state
operating condition. The yellow area represents a near-normal operating point, however it
is strongly advised to take control actions to bring the power factor to the blue region. Red
area can provoke synchronous generator based DER misoperation. Looking closely at the
aforementioned figure, one can notice that the aggregated DER. sends power to the grid
and it is operating in a normal condition. Fig. IV.17 illustrates the Thévenin equivalent
of the grid side that fulfills the power flow exchanges between the DER side and the grid
side seen from the PCC.

In the second scenario, the Thévenin’s equivalent of the grid side is evaluated taking
into account the inversion of the reactive power flow, that is, from the grid side to the DER
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Figure IV.17: Thévenin’s equivalent circuit of the grid side (1° scenario: lagging power
factor).

side. A special regard must be given to this statement, because, in essence, the DER, will
be seen as a load that consumes reactive power. Considering that a given instant in time
the local frequency recorded at PCC' is equal to 50.05 Hz and once again the three-phase
voltage and current input signals (in pu) have a slight unbalance in both amplitude and
phase angle, as depicted in Table IV.2

Table IV.2: Three-phase voltage and current input signals (2° scenario)

a-phase b-phase c-phase
Amplitude | Angle | Amplitude | Angle | Amplitude | Angle | Freq.
(pu) (deg.) (pu) (deg.) (pu) (deg.) | (Hz)

Voltage 1.3876 -25.443 1.3843 -145.548 1.4021 94.668

Current 1.1234 -20.567 1.1204 -140.222 1.1448 99.587 50.05

For this scenario, a frequency estimation error around 0.15 mHz has been obtained.
The reported positive-sequence voltage and current phasor are close to 0.9838/—25.44° pu
and 0.7986/—20.40° pu. Computing the complex power over the analysis interval, Fig.
IV.18 depicts the reactive vs active power estimates. Once again the results are scattered
into a small cluster. One can note that the reactive power is negative, that is, the DER
side absorbs power from the grid because a leading power factor close to 0.996 has been
achieved.

An interesting analysis may be accomplished for understanding this phenomenon. The
effect of the reactive power flow inversion will impose variations on the grid side model.
Once the Thévenin’s voltage is assumed to be equal to the infinite busbar voltage whose
value is invariant during the observation interval, a capacitive effect will appears on the
Thévenin’s impedance, as depicted in Fig. IV.19. It can be seen that the reactance has a
negative value, furthermore it has a much larger contribution on the Thévenin impedance
computation whose reported value is close to 0.547/—84.44° pu.

Fig. IV.20 illustrates the operating point of the aggregated DER, concerning the sce-
nario analyzed. One can observe that the power factor falls into the yellow area of the
left side. In other words, the DER absorbs power near-normal operating point, however,
actions must be taken in order to lead the power factor to the right side of the capability
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curve, more precisely, into the blue area. Fig. IV.21 shows the equivalent grid model that
fulfills the power flow exchanges between the DER- and grid side.

Now, let us evaluate the impact of the frequency deviation on the Thévenin’s impedance
estimates. The previous scenarios presented on this section take into account accurate
local frequency measurement in order to provide phasor measurements with high degree
of accuracy. However, when the frequency tracking process does not have a satisfactory
performance the computation of the Thévenin’s impedance will be completely jeopardized.
In 1.9, it has been presented the pernicious effect of the frequency deviation over the
synchronized phasor measurements, in this way, variations over time on the Thévenin’s
impedance estimates are also expected.

For simulation purposes, let us consider the second scenario. Assuming that the three-
phase input signals are sampled at a sampling rate of 1800 Hz locked to the fundamental
frequency. However, a true local system frequency at 50.3 Hz has been applied. If no action
is taken to track the system frequency the impedance estimates will not have valuable
informations. In Figs. IV.22-1V.23, one can see clearly that both the magnitude and phase
angle vary in time. In this way, the assumption of invariant grid side during the analysis
interval is not fulfilled. The estimates start from the true values, however they quickly

change according to the frequency deviation.
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Figure IV.22: Impedance magnitude vari- Figure IV.23: Impedance phase angle vari-
ation caused by the frequency deviation. ation caused by the frequency deviation.

IV.3 Practical online external equivalents in radial active dis-
tribution grids using PMU data

In several studies concerning the expansion planning and operation of the electrical power
systems, the external equivalents have been employed for reducing the dimensions of the
analysis aiming mainly to improve the computational efficiency. Many control and mo-
nitoring functions require external equivalents due to the lack of updated and complete
system informations. Generally, a grid control center receives updated data only of the
grid’s observable zones and outside them monitoring capabilities may not be found [94].
According to [94], for a comprehensive understanding of the external equivalent theory
three networks must be evaluated, as illustrated in Fig. IV.24. The internal network
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Figure IV.24: Representation of the internal network, boundaries, and external network

(adapted of [94]).

(IN) combined with the boundaries represent the area of interest. For practical real-time
monitoring applications, the area of interest can be considered as the observable zone.

The goal of the external equivalent is to simulate the reactions of the external network
(EN) when variations are provoked in the IN. It is of paramount importance to mention
that for several internal variations the external reactions may be not noticeable, however,
when the variations take place in the vicinity of the boundaries, the reactions on the EN
could be meaningful.

The trivial solution that has been employed concerning external equivalents is disregard
and replace the EN by additional power injections in the boundaries busbars. The constant
power injections are equal to the power flow among the boundaries busbars and the external
network. However, this type of equivalent is not advised due to the fact that the power
injection is constant, that is, even if a variation occurs in the vicinity of the boundary the
equivalent will not react.

In other words, for variations into the area of interest that change the power flow
between the boundary and the external network, when the EN is replaced by a constant
power injection the model imposes that the power exchanging between the boundary and
the EN is constant, which does not always correspond to the reality.

External equivalents have been sufficiently studied in the scope of generation and trans-
mission systems [95], however its application for distribution grids needs to be stepped up.
The main problematic is related to the large number of sections and branches of the pri-
mary feeders that may yield topologies having thousands of busbars. In [90], it is possible
to find a work that describes properly a method for evaluating external equivalents in
electric distribution networks.

The proposed method has been developed based on the principle of the mesh of the
REI equivalent. However, modifications have been performed in the REI mesh to allow
its applicability in the distribution network [94]. The method has been applied to recon-
figuration problem and the results show significant reduction regarding the computational
burden. The method has been modeled taking into account classical measurements (non-
synchronized) and multiple power flows.

PMUs may change the manner for evaluating external equivalents in active distribution
grid. Synchronized voltage and current phasors taken at the boundary busbars may provide
the necessary sensitivity to detect variations in the IN that change the operating status of
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the EN. In addition, synchronized phasors simplify the equivalent model providing a linear
representation. In this way, according to the envisaged application, the external equivalent
may be modeled as a variable impedance that changes its values regarding the operating
point of the system or it may be modeled as a variable power injection in the boundary
busbars.

One can note that the power injections are not constant because the PMU will track
the internal network variations seen from the boundaries. In essence, for each boundary
busbar a simplified Norton equivalent is obtained. In the following section the Ward linear
equivalent is introduced in which it will be the basis for a comprehensive understanding of

the equivalent provided by PMU measurements.

IV.3.a Ward linear equivalent overview

This section has been written based on the theory presented in the references [94] and [96].
The Ward linear equivalent can be interpreted as the generalized Norton theorem. For this
model the generators/loads can be represented by constant current, constant admittance,
or both. The currents appear in vector I and the admittances are allocated in the main
diagonal of the matrix Y. For exemplification, let us consider the linear system give by

VYxE=1I (IV.34)

where Y is the nodal admittance matrix; E is the voltage phasor vector of the busbars;
and [ represents the current phasor vector of nodal injections.
Looking closely at Fig. IV.24, Eq. (IV.34) can be put according to the following linear

system

Yee Yep O By Ip
Yee Yep YBr| x |Ep| = |Ip (IV.35)
0 Y Yir E; I;

being Yrg all admittances connected among the EN busbars; Yz is formed by the admit-
tances that connect the EN and the boundary busbars (equal to and Ypg); Ypp is formed
by all admittances connected to the boundary busbars; Yg; represents all admittances
connected among the IN and the boundary busbars (equal to and Y;p); and Y7; covers all
admittances connected among the IN busbars.

Arranging Ep in the first equation of (IV.35) yields

Ep=Yp(lp - YepEpR). (IV.36)

Replacing Eq. (IV.36) into the second equation of (IV.35) provides the reduced linear
system given by

Yig Yir By I
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Vit =Ypp — YpYppYee (IV.38)

19 =1p—YepYaplp (IV.39)

one can note that the reduced system given by Eq. (IV.37) involves only the state variables
regarding the area of interest (Eg and E;). In the same way that the linear system (IV.35)
is associated with the Fig. IV.24, the reduced system (IV.37) can be associated with the
Fig. IV.25.
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Figure 1V.25: Reduction of the external network.

One can note that the matrix Y54 contains the admittances connected among the bo-
undary busbars as well as the shunt admittances. Ygp corresponds to the existent elements
of the original network and the matrix —YpgrYy, EIYB g appears due to the reduction pro-
cess. The vector I contains the equivalent current injections formed by two components:
the vector Iz formed by the injections previously existent and the vector formed by the
distribution of the currents into the boundary busbars caused by the external injections
(~YpeYpplp).

It is clear that the external network can be replaced by a set of admittances (series
and shunts) connected to the boundary busbars and by a set of current injections at these
busbars. In essence, the Ward linear equivalent may be interpreted as the generalized
Norton’s equivalent.

IV.3.b Practical on-line external equivalent based on PMU data

The first step of the external equivalent based on PMU measurements for active distribution
systems consists in determine the zones of the grid concerning the IN, boundaries, and EN.
This step is primordial because the PMUs must be placed at the boundary busbars, as
illustrated in Fig. IV.26. For accomplishing this task, it has been considered that the area
of interest involves the main feeder. The lateral taps (or other feeder’s sections) may be
represented as the EN.

Fig. IV.27 shows the three subdivisions for a radial distribution feeder. In this figure,
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Figure IV.26: PMU placement at the boudary busbars.

one can see that the area of interest involves the main feeder (blue line) and the boundary
(green circle). For identifying the components of the internal network an upstream search
of the network data must be performed. One can note that the boundary represents the
connection point between the main feeder and the external area. Once the boundary iden-
tification is accomplished, the EN represents the components upstream from the boundary
busbars (red lines).

SS busbar

Figure IV.27: Subdivision of the grid into three areas. Internal network (blue line), boun-
dary (green circle), and external network (red line).

As already mentioned, a PMU has the capability to compute the overall information of
the busbar in which it has been placed (voltage phasor, input and output current phasors,
power factor, frequency, and complex power measurement). In this way, the first manner
for evaluating the EN, seen from the boundary, is to take into account the local voltage
phasor and the current phasor that flows from the boundary to the EN. For this case, the
EN can be interpreted as an impedance that may vary its value according to the operating
point of the overall distribution system.

In this way, the variable impedance seen from the boundary busbar can be computed
according to
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- E
Zoy = A (IV.40)

*

EN

being |Ej| the phasor magnitude at the boundary busbar and Sgy is the complex power
that flows from the boundary to the EN.

If more boundary busbars are considered, Eq. (IV.40) must be computed for each of
them. In this way, the EN is modeled as a variable impedance that change its value due to
the sensitivity of the PMU measurements regarding the variations into the IN. From the
original network shown in Fig. IV.27, the equivalent network is displayed in Fig. IV.28.

SS busbar

Figure IV.28: Equivalent network.

This type of equivalent may be applied for studies concerning, for example, reactive
compensation using capacitor banks or allocation assessment of DERs into the internal
network. The aforementioned studies for active distribution grids must be carefully evalu-
ated in order to ensure voltage level within specified operational limits. Therefore, a PMU
placed at the boundary busbar may provide an evaluation of the external network when
variations are introduced in the IN.

Another type of equivalent that may be employed is based on the Ward linear model. It
is of paramount importance to mention that the direct application of the theory presented
IV.3.a could have a poor performance due to the radiality of the network. As it has been
shown in I1.2.a, loops in electric distribution grids have been often applied for increasing the
reliability of critical areas, however radial design is already the main topology. Taking into
account Eq. (IV.38) and looking closely at Fig. IV.25, one can see that the admittances
among the boundary busbars appear due to the reduction process.

For this reason, it must be avoided the application of techniques based on the network
matrices for solving problems in distribution grids because a high dimension matricial
formulation can be achieved whose consequence is a high computational burden. Thereby,
the external equivalent to be used is based on the simplified Norton’s theorem applied at
each boundary busbar, as illustrated in Fig. IV.29. One can see that for each predefined
boundary busbar in which a PMU is placed the EN can be replaced by a variable power
injection. This type of equivalent may be applied for studies related to enhanced power
flow in which the power balance must be properly fulfilled.

The two practical methods for evaluating the external equivalent in active distribution
systems (variable impedance and power injection) take into consideration the synchronized
measurements associated with the EN recorded at the boundary busbar. The EN is replaced
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Figure 1V.29: Equivalent network based on the simplified Norton’s theorem.

by these measurements, that is, one can imagine that it is disconnected of the area of
interest. This is particularly envisaged because even if there are topological errors in the
EN they will not compromise the performance of the equivalent based on synchronized
measurements. It is to be noted that the performance of classical methods is reduced due
to these errors.

IV.3.c Main objective: Reduction of the grid size and online evaluation
of the external network

The proposed technique for determining online external equivalent of zones of the electric
distribution grid has been tested in a radial feeder with eighteen busbars, as illustrated in
the one line diagram of Fig. IV.30. The following characteristics of the substation (SS)
have been considered: operating voltage of 20 kV, transformer size of 4 MVA and power
factor of 0.92 lagging. In Appendix E, one can find the full details of the feeder’s data.

Considering the base case, that is, the original grid depicted in Fig. IV.30, the results
obtained using a load flow solution (Power System Analysis Toolbox - PSAT [97]) are
shown in Figs. IV.31-1V.32. The power flow solution has been used as the source of PMU
measurements. Clearly, one can observe a voltage magnitude drop along the feeder and a
maximum angular aperture of 1.2454° between the slack-bus (substation busbar) and the
busbar 18. As it has been commented in I1.2.b, when 1% TVE is considered for any phasor
measurement taken at this grid, the actual grid operating status could not be valid. Due
to this fact, the modeling of the external network is severely jeopardized regarding this
error margin.

It has been shown that the accuracy of the phasor estimates provided by the frequency-
adaptive Park’s transformation-based algorithm may be close to 0.1% TVE, thus, let us
consider this error margin in order to evaluate its impact on the external equivalent com-
putation. Assuming that the IN comprises the busbars {1, 2, 3, 4, 5, 6, 7, 8} and the other
busbars are into the EN. According to IV.3.b, the busbar 5 will be the boundary. In this
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Figure IV.30: Feeder model with 18 busbars (Appendix E).
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manner, it is required to place an accurate PMU at this busbar. Fig. 1V.33 illustrates the
equivalent network, in which the grid size is reduced from 18 to 8 busbars. The proposed
technique has reduced the original network by a factor of two approximately.

Considering 0.1% TVE over the phase angle measurements taken at the busbar 5, one
can see in Figs. IV.34-1V.35 the comparison between the original and reduced network
from the base case. Values of voltage magnitude and phase of the each IN busbar have
been considered for evaluation purposes. It can be noted that the results obtained for
the reduced network are close to the values reported for the original network. This error
margin provides a variable impedance (Zgy) equal to 0.8940/18.693° pu.

In this way, accurate PMUs providing measurements with a very small TVE value may
properly evaluate the external equivalent of electric distribution grids. It is important to
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Figure IV.31: Voltage magnitude profile Figure 1V.32: Voltage phase profile (base
(base case). case).
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mention that for evaluating the external equivalent, it is only required the positive-sequence
voltage phasor measurement at the boundary busbar and the current phasor measurement
that flows toward the EN.

For the next scenario, let us assume the integration of a DER (photovoltaic site) at
the busbar 4 with an installed capacity of 1 MVA and a power factor of 0.98 lagging. The
goal is to evaluate the external equivalent taking into account variations at the vicinity of
the boundary from the base case. The power injection into the grid arising from the DER
tends to reduce the power delivered by the substation, due to this fact the net generation
is given by the difference over time between the power supplied for both substation and
DER.

This new generation setpoint changes the overall characteristics of the power flow into
the grid. Fig. IV.36-1V.37 illustrate the voltage magnitude and phase profiles after the
integration of the DER. One can note a slight improvement on the voltage magnitude level
and a smaller angular aperture between the busbars.

Considering 0.1% TVE over the phase angle measurements taken at the boundary
busbar 5, it can be seen in Figs. 1V.38-1V.39 that the results for the reduced network are
very close to the reported values regarding the original network. It is important to mention
that the integration of the DER imposes a new distribution of the power flows, therefore,
the variable impedance related to the EN for this new operation status has been changed

to 0.8852/18.688° pu.
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IV.4 Assessment of three-phase voltage drop in primary ra-
dial distribution grids using PMU data

On distribution circuits, voltage drops are caused by current flowing through the line
impedances. The impact of voltage drop is more apparent over the customers located at
the end of the feeder, in which the voltage level may be lower than the limits imposed by
the standards (for example, ANSI C84.1-1995 [98]). One of the main responsibilities of
the electric distribution utilities is to deliver voltage to customers within a suitable range,
thereby voltage regulation is often required to enhance the primary voltage level along

the feeders. Voltage regulators placed in the substation or on the feeders are employed to
enhance the voltage limits. Several methods to control primary voltage have been used by

distribution utilities such as [64]:

e Substation power transformers endowed with on-load tap-changing (OLTCs)

e Substation feeder or bus voltage regulators.
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e Line voltage regulators.

e Fixed and switched capacitor banks.

Until nowadays, classical voltage drop calculation is performed taking into account
the feeder’s segmentation, that is, the feeder is divided into a given number of segments.
For simplification, the segments have the same wire size and the loading on a segment is
calculated using a given current (presumed to be known) at a predetermined power factor
(for example, 0.92 lagging). The computation is performed segment-by-segment and the
overall voltage drop of a feeder is given from the summation of all segment voltage drops.
Knowing the busbar voltage at the sending end, the voltage profile may be obtained [99].

Z=R+jx L,
e e .

S

r

A )
| |
| |
| |
| |

Figure IV.40: Distribution feeder segment model.

A segment of a distribution feeder is depicted in Fig. IV.40. E, and E, represent the
phasor at the sending and receiving ends. Z = R + jX is the segment’s impedance, and
I is the current phasor flowing through the segment. The linear relationship among the
quantities can be obtained as follows

Es=E.+AE=E,+ ZI. (IV.41)

being,

AE = ZI = (R+jX) (In— jIx). (IV.42)

The phasor diagram for the segment line is depicted in Fig. 1V.41. Note that this
representation has been modeled using a lagging power factor.

Figure IV.41: Phasor diagram of the feeder segment line.

Replacing Eq. (IV.42) into Eq. (IV.41) and rewritten in rectangular coordinates yields
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Viarop = Bs — By = RIg + XIx + j(XIr — RIx). (IV.43)

Eq. (IV.43) represents the exact voltage drop calculation, however its real part is the
well-known approximate voltage drop used by several distribution utilities [99]

|Vdrop| = |Es| - |Er| ~ RIgp + XIx. (IV'44)

Eq. (IV.44) represent the classical method used for evaluating the voltage drop on
a feeder’s section. The term (XIp — RIx) is often negligible. In [99], it can be found
the background concerning the approximate and the exact methods for distribution feeder
voltage drop calculation. The error estimate has been properly evaluated and it is shown
that, unless the term (XIr — RIx) exceeds 10% of the nominal voltage, a very small error
of less than 0.5% of nominal voltage is introduced by the approximative method. In this
way, this method is normally quite accurate under most conditions.

However, the approximative method may be caught in a trap when heavy currents at
a leading power factor occur. This is considered the worst case, however, it is not always
taken into consideration because a small probability of occurrence is associated to it. In
Section II, we have explained that the integration of the DERs may be considered as one
of the main actors on the active power distribution grids and this integration makes this
case (heavy current at a leading power factor) somewhat more likely to occurs.

Keeping in mind the quantity (X1 — Rlx), if Ir and Ix are both negative or positive
real values their effects tend to cancel. However, if Ir is negative and Ix is positive (or
the reverse), then the quantity (X Iz — RIx) may have a largest values. Due to this fact,
one can note clear evidence that leading power factor will impact on the voltage drop
calculation.

When other segments have experienced heavy current at a leading power factor, one
can observe that the errors will accumulate and the overall result of the voltage drop may
be severely compromised. In this way, accurate methods must be proposed in order to
circumvent this problematic. PMUs endowed with accurate frequency-adaptive algorithms
may change the manner for evaluating the overall voltage drop in radial distribution feeders
aiming to provide results close to the exact calculation.

IV.4.a Overall voltage drop of a radial feeder calculated from PMU data
taken at the feeder ends

Let us consider the feeder with k segments depicted in Fig. 1V.42

Ez E E3 Er

I
—= —_— = —_ —

| Z | . _Z

Ve b b1
Ls L, L,

Figure IV.42: Radial distribution network with k£ segments.
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where F; and I, represent the voltage and current phasors at the sending end of the
feeder; from Zs to Zj,, we have the impedance of the segments; from I to Iy, we have
the complex currents flowing through the impedance of the segments; from Iy to Iy, we

have the complex currents flowing toward the loads; and F, is the voltage phasor at the
feeder end.

Taking into account the nodal analysis, the following relationship concerning the first
segment can be obtained

E,=Zaly + Ey (IV.45)

in a similar manner, Eq. (IV.46) shows the relationship for the second segment

Ei1=Zplhis+ By (IV.46)

looking closely at Eqs. (IV.45)-(IV.46), one can note that the phasor E; appears in both.
Thereby, replacing Eq. (IV.46) into Eq. (IV.45) yields

By = Zalg + Ziolis + B (IV.47)

One can remark that the terms Zg Iy and Z1211o represent the voltage drop (V)
in the respective segments. Performing the same procedure for all segments of the feeder
a generalized equation can be obtained according to

& = Zsl@ + 212@ =+ 223@ + ...+ Zkr& + & (IV48)

Clearly, one can see that Eq. (IV.48) provides the overall voltage drop (V 4,,,.) on the
feeder. Taking into account Eq. (IV.43) related to the exact model of the voltage drop,
Eq. (IV.48) can be rewritten in rectangular form according to Eq. (IV.49). It can be noted
that the overall voltage drop of a feeder may be obtained simply using accurate voltage
phasor measurements at the feeder ends

k k k k
Viropy = Bs — By = <Z RiIRi> + (Z Xifxi> +j ((Z XiIRi> —~ <Z Rifxi)>>

i=1 i=1

k k
=FEgy — Erp + ](Esx - Erx) = Z R (Vd'ropi) + ] (Z Imag (Vdropi)> . (IV49)
i=1 i=1
where I, = Eg, + jEs; and B, = E. + j By
It can be seen that Eq. (IV.49) can be applied to each phase of a three-phase primary
distribution feeder, as given by the reduced Eq. (IV.50). That is, individual analyzes may
be carried out. Assessment of three-phase voltage drop is strongly advisable for improving
the percentage voltage regulation to each phase.

Kd"’opTabc = Esabc B Erabc' (IV5O)

One can notice that PMU measurements may change the way for monitoring radial
feeders. When heavy currents with leading power factor are present on the segments the
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voltage drop along the feeder tends to increase, thus, the impact will appear at the end
of the feeder. In this way, taking the measurements at the feeder ends the overall voltage
drop can be computed regardless of the current level or the power factor present in each
segment. However, it is necessary to keep in mind that the accuracy of the voltage drop
computation is directly related to the accuracy of the estimated phasors E, —and E, .

In I1.2.b, it has been presented the challenges concerning the voltage angle difference
between adjacent busbars in distribution feeders. By placing PMUs at the feeder ends, the
angular aperture between them could have the highest value, however, depending of the
feeder’s features, this aperture may be small. Within this context, the algorithm used by
the PMUs will play an imperative role.

The 4F-algorithm has the qualities demanded to satisfactorily fulfill the present ap-
plication. We recall that this algorithm compute phasors of a single-phase input signal.
Therefore, considering the fundamental phasor of each phase recorded at the feeder ends,
advanced monitoring functions for radial feeder in active distribution grids may be properly
performed.

IV.4.b Main objective: Online three-phase voltage drop assessment

The IEEE 34 node test feeder has been considered for three-phase voltage drop assessment
using PMU data. Fig. IV.43 illustrates the feeder topology, in which the busbars were
renumbered from 1 to 34 for ease of reference. The substation transformer has an installed
capacity of 2.5 MVA with operating voltage of 24.9 kV. Delta and Wye 3-phase spot and
distributed loads are connected along the feeder, however single- and two-phase loads are
also considered for giving to the grid an unbalanced characteristic.

In addition, shunt capacitors and regulators have also been considered (see [100] to find
the complete data of the grid). Based on [100], three-phase power flow results from the
base case are depicted in Figs. 1V.44-1V.45. Considering the abc-sequence and the a-phase
as angular reference, a maximum angular aperture of 5.18°, 6.78°, and 6.02° have been
reported for the a-, b-, and c-phase, respectively.

The approximate voltage drop may be calculated according to the difference between
the voltage magnitude at the feeder ends. A special regard must be taken to this statement,
because, in essence, the approximative voltage drop may be determined using conventional
measurement devices (non-synchronized).

Now, assuming that two accurate PMUs are allocated in the grid. The first one is placed
at the substation busbar and the second one is placed at the busbar 9. The feeder length
between the PMUs is approximately equal to 31.726 Km. Considering that the PMUs are
endowed with the 4F-algorithm whose fundamental phasor estimates may be close to 0.1%
TVE under several scenarios (III.6.a.ii), this error margin has been considered over the
phasor measurements taken at the aforementioned busbars.

Table IV.3 shows the voltage drop comparison between the calculation performed by
the approximate technique and accurate PMUs. Concerning the power flow data, the
approximate voltage magnitude drop for the abe-phases are 0.0328, 0.0247, 0.0300 (in pu),
respectively. Thereby, the approximate voltage drops in volts are equal to 816.72 V, 615.03
V, and 747 V.

However, considering the angular aperture between the busbars where the PMUs have
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Figure IV.43: IEEE 34 node test feeder [100].
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Figure IV.44: Voltage magnitude profile of Figure IV.45: Voltage phase profile of the
the abc-phases from the base case. abc-phases from the base case.

been placed, one can note an increasing of the voltage drop. For the a-phase an angular
aperture close to 2.26° has been reported. For the b- and c-phase the angular apertures
are close to 2.70° and 1.9°, respectively. Assuming +0.1 % TVE, one can notice that the
reported voltage drop for the abe-phases are equal to 0.0531, 0.0557, and 0.0476 (in pu),
respectively. In this way, the voltage drop in wvolts to be corrected for the abc-phases are
close to 1.322 kV, 1.386 kV, and 1.185 kV.

Clearly, the obtained estimates show a significant deviation between the techniques
whose impact will be on the percentage voltage regulation (V' R) given by Eq. (IV.51)

Vsl — Vi
_ Vsl = Vasl | 4, (IV.51)
[Vrel

being |Vsg| the sending end voltage at substation busbar and |Vzg| the receiving end

VR(%)
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voltage at busbar 9.

Fig. IV.46 depicts the reported percentages. The exact calculation provides values
close to 5.14%, 5.36%, and 4.59% for the abs-phase, respectively. One can see that the
corrected voltage adjustments provided by accurate PMUs are of the order of 5.6%, 5.89%,
and 5%, whereas the adjustments provided by the approximate calculation are of the order
of 3.39%, 2.53%, and 3.1%, respectively. In this way, using accurate PMUs data it is
possible to boost the adjustments of the voltage regulator RG1 in order to put the voltage
profile along the feeder within reliable limits.

Table IV.3: Comparison between the voltage drop calculation

Voltage drop (pu) Voltage drop (kV)
Calculation a-phase | b-phase | c-phase | a-phase | b-phase | c-phase
Approximate 0.0328 | 0.0247 | 0.0300 | 0.8167 | 0.6150 | 0.7470

Accurate PMU
(0.1% TVE) 0.0531 | 0.0557 | 0.0476 1.3222 1.3869 | 1.1852

B Fxact calculation
C—J Accurate PMU .
= Approximate calculation

=589
X 756
g5
E
=}
&
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Figure 1V.46: Voltage regulation profile.

IV.5 Assessment of harmonic issues using PMU data

Power quality in electric distribution systems is a very delicate issue because it may pro-
duce different interpretations from customer and utility perspectives. In [65], one can find
a statement that well summarizes this issue: “From a customer perspective, a power quality
problem might be defined as any electric supply condition that causes appliances to mal-
function or prevents their use. From a utility perspective, a power quality problem might
be percetved as noncompliance with various standards such as RMS voltage or harmonics.”

In theory, a perfect power quality can be attained when the sinusoidal signals are free
from disturbances (interruption, sag, swell, spike, noise, flicker, harmonic distortion, and
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frequency deviation). In the real life, however, this is almost unattainable. Among the
aforementioned disturbances that may be found in electric distribution environment, the
harmonic distortion has a special attention due to various operational problems that it
may produce in primary feeders. In Section II.4, it has been presented some drawbacks
caused by harmonics, such as, excessive heating on the feeder wiring, increased heating
producing dielectric stress in capacitor banks, misoperation of relays and switchgears, and

equipments life-cycle reduction.

Within this context, the identification of the responsible by the origin of harmonics
plays a crucial role. When the customers are considered as the main source of harmonics
they are penalized with increases in their energy bills, on the other hand, when the utilities
are found guilty they must take actions for reducing harmonics (for instance, installing
filter banks) in order to meet with the requirements imposed by the standards and also

avoid penalties.

The classical method for identifying the main source of harmonics takes into account the
harmonic active power flow direction seen at PCC between the utility and the customer
[101]. Harmonics change the RMS value of voltage and current waveforms producing
variations on the active, reactive, and apparent powers as well as on the power factor.
In this way, the classical method monitors the sign of the harmonic active power. Based
on [10], let us demonstrate these variations in an intuitive manner. Assuming that an

instantaneous current waveform be given by
i(t) = Iy + Iy, sin(wt) + Iy, sin(2wt + ¢ia) + ... + Iy, sin(kwt + ¢jr;) (IV.52)

being Iy the DC-offset, I,,, the sinusoidal components peak value and k the highest harmonic
component present in the signal.

Computing the RMS value for this signal yields

1 /T 2+ 12 + ..+ 12
Irms = || T/ [i(4))? dt = \/13 R : (IV.53)
0

Irnms = \/Ig + 12+ L2+ ... 4 [ 1|2 (IV.54)

or

it is clear that the RMS value of a current signal distorted by harmonics must be computed
taking into account the peak value of the harmonics or the RMS value to each harmonic
component. Similar results may be obtained for voltage signals, as shown below

Vints = V2 + [Vi[2 + [Vaf2 + .+ [Vi[2, (IV.55)

Now, let us consider voltage and current signals distorted by harmonics in order to
evaluate their impacts on the active power flow. Considering the following signals

e(t) = Eo + Ep, sin(wt + ¢e1) + Enmy, sin(2wt + ¢e2) + ... + By, sin(kwt + ¢er)  (IV.56)
i(t) = Io + Iy, sin(wt + ¢i1) + Iy, Sin(2wt + i) + ... + Ly, sin(kwt + ¢ir) (IV.57)
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the overall active power can be calculated as follows

1

T
P = 7 / [Eo + Em, sin(wt + ¢e1) + Enmy, sin(2wt + ¢e2) + ... + Epy, sin(kwt + g )] X
0

[I() + Iml sin(wt + (bzl) + Im2 sin(2wt + ¢12) + ...+ Imk sin(kwt + (blk)] dt. (IV58)

Performing the calculations inside the integral of Eq. (IV.58), one can obtain product
of terms with same frequencies or product of terms with different frequencies. Thereby, the
integral of the product of the terms with different frequencies, regarding the period of the
smallest frequency, will be null. By that, only the product of terms with equal frequencies
must be considered whose generalized equation is given by

P= ;/}T Fsin(mwt 4 ¢¢)G sin(mwt + ¢;) dt = ? cos(pe — @;) (IV.59)
hence,
P = Eyly + |E1||11| cos(pe1 — ¢i1) + ... + | Ex|| k| cos(der, — Pik) (IV.60)
:P1+zk:PHn =P+ Py
ntl

where Py represents the active power of the DC component, P; is the fundamental active
power and Py is the harmonic active power.

According to [102], when Py <0 (inversion of the harmonic flow) a customer will be
considered as the main source of harmonic pollution. When Py >0, the harmonics are
generated within the distribution grid, that is, the grid is the source of pollution. Fig.
IV.47 illustrates the harmonic power flow direction regarding the term Pp.

P,<0
\'\am\O“.‘c'S
PCC
Utility i Load
Measurement
point mv

P>0

Figure IV.47: Representation of the harmonic active power flow direction.

It can be seen that the average power computed from nonsinusoidal voltage and current
signals will be the summation of the harmonic components average power. Based on the
aforementioned analysis, the calculation of the overall apparent power (S) might be carried
out according to Eq. (IV.61)

S = \/Eg + |E1]2 4 | B2 + ... + |Eg|? x \/IO2 + |02+ | L)% + ...+ [T ]2 (IV.61)
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According to C.I. Budeanu [103]-[101], the nonactive power could be represented as
follows

k
Q = |Er||I1] sin(¢e1 — pi1) + ...+ | Ex || L | sin(Per — Pie) = Q1+Z Qu, = +Qn (IV.62)
n=2

where Q1 and Qg denote the fundamental reactive power and the harmonic reactive power,
respectively.

The effectiveness of Eq. (IV.62) has been questioned because it could not quantify
properly the harmonic reactive power flow [104]. Aiming to avoid misunderstanding the
standard [102] states that the nonactive power can be calculated using Eq. (IV.63)

Qny =V S*— P2 (IV.63)

The identification of the harmonic power flow direction using the Py method has been
applied in existing measurements devices from the major vendors [105]. However, the
standard [102| itself states that in most common practical situations, it is difficult to
measure correctly the higher order components of Py using conventional instrumentation.
The main reason for this difficulty stems from the fact that the phase angle between the
harmonic voltage and current phasors may be close to £90°, in this way even small errors
in phase angle measurements can cause large errors in Ppy. Thus, it is advised to use
instrumentation optimized specifically for measurements of Py components.

One can note clear evidence that accurate PMUs endowed with frequency-adaptive
algorithms may overcome this problematic. The AWLS-algorithm has the qualities required
to satisfactorily contributes with the Py method. We recall that this algorithm is able
to compute with accuracy harmonic phasors of a single-phase input signal even under
frequency deviation. Therefore, advanced monitoring concerning harmonic power flow
direction and pollution source identification in active distribution grids could be achieved.
In the following section, contributions for improving the Py method using PMU data are
reported.

IV.5.a Main objective: Enhanced detection of both harmonic power flow
direction and main source of harmonic pollution under frequency
deviation

Let us analyze scenarios in which both the grid- and industry side experiencing harmonic
problems. A steel mill having nonlinear loads such as solid state converters, arc furnaces
and saturated magnetic devices is connected to a 20 kV primary distribution feeder. The
industry is assumed as a balanced load, thus single phase analysis is performed. The rated
current by phase is 40 A. In the grid side nonlinear loads are also presented, in this way,
for both sides, random harmonic components upto 11th component can be recorded by a
PMU placed at PCC, as depicted in Fig. 1V.48.

For the first scenario, the even- and odd-harmonic voltage phasors can have a magnitude
upto 2% and 5% of the fundamental voltage magnitude, respectively. For all of them, the
phase angle can take any value within the range of £180°. Concerning the even- and odd-
harmonic current phasors the reported magnitudes are 2.5% and 5% of the fundamental
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Figure IV.48: Representation of the analyzed system model.

current magnitude, respectively. Likewise, their phase angle can also falls within the range
of £180°. The phase angle of the fundamental voltage and current phasors are equal to
45° and 22.5°. A system frequency at 50.2 Hz has been considered in order to evaluate the
impact of the frequency deviation on the harmonic issues. In Table IV.4 the reported data
have been summarized.

Table IV.4: Input signal components range for the first scenario.

Voltage Current
Component Magnitude | Angle (deg.) | Magnitude | Angle (deg.) | Freq. (Hz)
0% 0.5% - 0.5% -
12 100 % 45° 100 % 22.5° 50.2
2 47 67 82, 10° 2% 180° 2.5% 180° '
32, 5%, 7%, 92, 112 5% +180° 5% +180°

Taking into account the input signal components range, the harmonic phasors have
been randomly created to simulate various magnitude and phase angle patterns at PCC.
Table IV.5 depicts the obtained phasors for the first scenario. Figs. IV.49-1V.50 illustrate
the resulting voltage and current input signals in time domain locked to the fundamental
frequency at 50-Hz. It can bee seen that the waveforms are very distorted, in this way, it is
of paramount importance to determine who is the main source of harmonic pollution as well
as the identification of the power flow direction in order to share harmonic responsibility.

Concerning the identification of the main source of harmonics, it has been commented
that the term Py by itself can provides this information, however, knowing that the power
flow can be directly related to a given angular aperture, we have used another intuitive term
entitled harmonic power factor (P frr) for accomplishing this task, as shown in Eq. (IV.64).
In essence, it provides the information of leading or lagging power factor concerning the
harmonics.

When P fg <0, a leading power factor is obtained that can be interpreted as a capacitive
effect on the industry side. In this way, the non-linear loads at the industry side are the
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Table IV.5: Phasors randomly created (first scenario).

Voltage Current
Component | Magnitude | Angle | Magnitude | Angle
(th) (V) (deg.) (A) (deg.)
0 100 0° 0.2 0°
2 303 -30° 0.418 97°
3 851 132° 0.620 -105°
4 28 68° 0.887 -112°
5 769 166° 0.485 -73°
6 294 134° 0.957 72°
7 334 -8° 1.448 145°
8 224 -132° 0.867 -97°
9 390 -92° 1.627 140°
10 145 -166° 0.244 102°
11 314 68° 1.253 -21°
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Figure 1V.49: Voltage waveform at PCC  Figure IV.50: Current waveform at PCC
(first scenario). (first scenario).

main source of harmonic pollution. Otherwise, a lagging power factor is achieved and the
grid side will be the main source of pollution.

Computing the resulting angle from the obtained harmonic power factor a valuable
information regarding the zone in the complex unit circle in which it falls can be addressed.
Leading power factor yields angles into the range +90°<0<-90° and lagging power factor
produces angles within +90°>6>-90°.

Py |Bs||I 02— Gi2) + o+ | BRI o — O
PfH:coseH:—H:| o|l2] cos(dea — dia) + ... + | Ep[[ 11| cos(der — di) (IV.64)
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Now, let us evaluate the impact of the system frequency deviation. For this purpose, the
voltage and current signals shown in Figs. IV.49-1V.50 are sampled at a rate of 36 samples
obtained over one period of the 50-Hz signal. Fig. IV.51 illustrates the comparison between
the Pp, value of each harmonic component. The figure on the left side (blue bars) depicts
the true Py, values. The P fy is equal to -0.2516 resulting in an angle of 104.57°. The
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Figure IV.51: Comparison between the Pp, values for the first scenario: on the left, true
values - on the right, the reported values taking into account a frequency deviation of +0.2
Hz.

overall Py is equal to -1090.48 W. In other words, the industry side is the main source of
pollution. Recalling that the system frequency is 50.2 Hz, that is, a frequency deviation
of 40.2 Hz, the figure on the right side (red bars) shows significant variations on the Pp,
estimates.

The DC-offset, 2th, 6th, 7th, 8th, and 10th components have an absolute increase in the
order of 483.33%, 19.15%, 5.30%, 14.12%, 36.87%, and 1496.63%, respectively. The 3th,
5th, and 9th components have experienced a reduction in the order of 66.33%, 76.18%, and
9.48%, respectively. One can also observe that the 4th and 11th components are in opposite
direction. The first one is a harmonic caused by the non-linear loads at the industry side,
however the frequency deviation imposes a change in its direction.

Now, this harmonic becomes erroneously imputed to the grid side. Similarly, the 11th
component is caused by the grid side, but it is attributed to the industry side. The P fy is
equal to -0.1241 resulting in an angle of 97.129°. The overall Py taking into account the
frequency deviation is equal to -594.16 W.

The obtained harmonic power factor indicates that the main source of pollution is the
industry side. Despite correctly inferring the main source of pollution, one can note that
the overall Py has not valuable information due to the large margin of error concerning
the harmonic active power. Due to this fact, the main goal is to infer precisely both source
of pollution and harmonic power flow direction.

Now, let us evaluate the first scenario using the frequency-adaptive AWLS-algorithm.
The voltage and current input signals are distorted by Gaussian white noise related to
a SNR=66 dB. The reported frequency estimation error is close to -0.5 mHz. Fig. IV.52
shows the comparison between the true Py, value of each component. The maximum error
that has been obtained is close to 0.794% for the 10th component.

The harmonic power factor is close to -0.2515, thus, a resulting angle of 104.56° has
been attained. In addition, power flow inversion of individual harmonic components has
not been reported. It is clear that the proposed algorithm imputes correctly the industry
side as the main source of harmonic pollution and the harmonic power flow direction is
properly determined.

In the second scenario, the worst case related to phase angle between the voltage and
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Figure IV.52: Comparison between the Py, values for the first scenario: on the left, true
values - on the right, the reported values using the frequency-adaptive AWLS-algorithm.

current harmonic phasors near +90° is evaluated. In this way, the phase angle of the
harmonic voltage and current phasors have been settled to be close to £90° and +0°,
respectively. A system frequency at 49.85 Hz has been considered.

In Table IV.6, the reported data have been summarized. Based on the input signal
components range the obtained phasors randomly created are shown in Table IV.7. We
state that the DC component has been omitted in order to evaluate only the sinusoidal
harmonics. Figs. IV.53-1V.54 depict the resulting voltage and current input signals in time
domain.

Once again, a similar analysis is performed. Fig. IV.55 depicts the comparison between

Table IV.6: Signal input components for the second scenario.

Voltage Current
Component Magnitude | Angle (deg.) | Magnitude | Angle (deg.) | Freq. (Hz)
0* 0.5% - 0.5% -
12 100 % 60° 100 % 30° 19 85
2 47 62 82, 10° 2% ~ +90° 2.5% ~ +0° '
3 5, 72 98, 117 5% ~ £90° 5% ~ +0°
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Figure IV.53: Voltage waveform at PCC Figure IV.54: Current waveform at PCC
(second scenario). (second scenario).



1V.5. Assessment of harmonic issues using PMU data

183

Table IV.7: Phasors randomly created (second scenario)

Voltage Current

Component | Magnitude | Angle | Magnitude | Angle
(th) (V) | (deg) | (A) | (deg)

0 0 0° 0 0°
2 29 -90.08° 0.550 -0.030°
3 537.5 89.95° 1.178 -0.010°
4 240 -89.94° 0.967 -0.100°
5 149 90.10 1.992 -0.030°
6 375 -90.10° 0.631 -0.040°
7 872 90.07° 1.556 -0.010°
8 349 -90.03° 0.374 -0.040
9 207.5 90.05° 1.844 -0.060°
10 10 -90.10° 0.836 0.020°
11 278 90.02° 0.075 0.020°

the Py, value of each harmonic component. The figure on the left side (blue bars) shows
the true Py, values. For this scenario, the P fy is equal to -0.001228 resulting in an angle
of 90.070°. The overall Py is equal to -5.574 W. Based on the reported data, one can state
that the industry side is the main source of pollution. Assuming a frequency deviation of
-0.15 Hz, the figure on the right side (red bars) shows large errors on the Py, estimates.

100 |

Py (W)

10 117 o 20 3 4 5 6 7 8 9 10" 11*

Harmonic order

0 22 3F 4 5 6 77 g o
Harmonic order

Figure IV.55: Comparison between the Pp, values for the second scenario: on the left,
true values - on the right, the reported values taking into account a frequency deviation of
-0.15 Hz near +90°.

One can notice that the frequency deviation imposes a reverse harmonic flow for the
3th, 6th, 7th, and 9th components.
87.681°. It can be noted that the nonlinear loads at the grid side are imputed as the main

The Pfy is close to 0.0404 providing an angle of

source of harmonic pollution, however, this does not reflect the reality. Fig. IV.56 depicts
the estimates provided by the AWLS algorithm.

The P fr; that has been obtained is close to -0.0011 providing an angle of 90.062°. The
overall Py is equal to -4.972 W. It can be seen that even in a critical scenario, in which the
angular aperture between voltage and current harmonic phasors is near £90° combined
with frequency deviation, the AWLS algorithm presents the capability to track efficiently
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the main source of harmonic pollution as well as the corrected power flow direction.
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Figure IV.56: Comparison between the Py, values for the second scenario: on the left, true
values - on the right, the reported values using the frequency-adaptive AWLS-algorithm.
Note the accuracy of the estimates.

IV.6 Conclusion

In the current chapter, contributions are outlined for improving four potential applications
of synchronized phasor measurements in electric distribution grids. The first application
brings contributions for online estimation of Thévenin’s equivalent (TE) circuit using ac-
curate PMU data provided by the frequency-adaptive Park’s transformation algorithm
assuming steady- or quasi-steady state conditions. This application aims to overcome the
problematic related to the Thévenin’s impedance locus method when equal or very close
consecutive measurements are used. The proposed application is able to determine the TE
circuit of the grid side seen by the PCC between aggregated DERs (wind turbines) and
the active distribution grid. It has been assumed that the Thévenin’s voltage is equal to
the fictitious infinity busbar voltage whose value is 1/0° pu. In this way, online power flow
exchanges between both sides and updated capability curve of synchronous generators can
be properly carried out.

The second one is a practical application to track online external equivalents in radial
active distribution grids using PMU data. This application uses the voltage and current
phasor measurements recorded at a given boundary busbars to replace the external net-
work (EN) by a variable impedance or power injection (simplified Norton’s theorem). The
concept ‘variable’ has been employed to indicate that the measurements taken at the bo-
undary busbar change according to the operating status of the grid. Besides the external
equivalent evaluation, this application also reduces the electric grid size aiming to improve
advanced monitoring functions dedicated to the area of interest (internal network) without
loss of accuracy. Test cases are performed using a feeder model with 18 busbars and the
power flow results for the internal network busbars taking into account the original and
equivalent networks have not shown significant differences when accurate PMU data are
employed.

The third one is related to the online three-phase voltage drop assessment in primary
radial distribution grids. This application takes into consideration accurate synchronized
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voltage measurements recorded at the feeder ends. The frequency-adaptive 4F-algorithm
has been used to accomplish this task. The goal is to improve the voltage regulation along
the feeder even for conditions related to heavy current combined with leading power factor
caused by the integration of DERs. A test case has been performed using the IEEE 34
node test system and the obtained results show significant differences between the voltage
drop calculation computed from the approximate method and the one using accurate PMU
data.

The last one concerns the assessment of harmonic issues. This application brings con-
tributions for improving the classical Py method (harmonic active power) using accurate
synchronized measurements. The goal is to improve both detection of the main source
of harmonic pollution and real power flow direction under several scenarios including the
worst case when the phase angle between the harmonic voltage and current phasors are
near £90°. The frequency-adaptive AWLS-algorithm has been employed for estimating
randomly harmonic phasor estimates upto the 11th component at PCC to identify the
harmonic components that are generated by the grid- and customer side even under fre-

quency deviation.






General Conclusion and Prospects

The work reported in the present thesis covers the subject concerning the applications of
phasor measurement units in active power distribution systems to increase the situational
awareness. Advanced knowledge regarding phasor estimation process is required in order
to allow a comprehensive understanding of the challenges that must be circumvented for
ensuring the deployment of PMUs and PMU-enabled IEDs in electric distribution envi-
ronment. Due to this fact, in Chapter I, the state of the art regarding the estimation of
synchronized phasor measurements has been presented.

The powerful Fourier’s methods are still the cornerstone of the data processing tech-
niques employed to estimate phasor measurements. In this way, a thorough review of
the main key points with respect to Fourier series (FS) approach, Fourier transform (FT)
properties, discrete Fourier transform (DFT) and fast Fourier transform (FFT) have been
described in details to provide an intuitive mathematical basis for phasor representation in
continuous and discrete-time domain. This review has been used as theoretical support for
the accurate frequency-adaptive algorithms that have been proposed in the current thesis.
Additionally, the main drawbacks concerning phasor estimation in electric power systems
are also outlined. A special regard has been given to the system frequency deviation res-
ponsible for introducing the pernicious leakage phenomenon whose impact on the phasor
estimation accuracy is relentless.

The characteristics and features of the classical PMU used in high-voltage power sys-
tems have been described taking into account the overall informations provided by the
IEEE Std. C37.118. Concerning the state of art of synchronized measurements in distri-
bution grids, the current conjuncture of the major projects related to the deployment of
synchronized devices in the distribution environment are equally carried out. In addition, a
survey of some tailored algorithms found in the technical literature for estimating phasors
in distribution environment has also been reported.

In Chapter II, the main challenges of the synchronized phasor measurements deploy-
ment in active power distribution grids have been presented. A special regard to the
problematic concerning the precision requirements demanded by the IEEE Std. C37.118
versus the active distribution system operational requirements has been presented and dis-
cussed. It has been shown that the admissible TVE metric stated by this standard is not
conceivable for distribution grids and it is essential to reduce the TVE in order to obtain
valuable phasor estimates in distribution environment.

The standard requires a maximum permissible TVE of 1%, therefore phase angle errors
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close to £0.573° are permitted. However, classical distribution grid topology having buses
separated by shorter distances can produce smaller angular apertures between adjacent
busbars. A practical case concerning an express feeder section comprised between a sub-
station busbar and a load concentration busbar has been analyzed. Assuming PMUs with
1% TVE, the obtained results concerning active- and reactive power flows as well as the
power losses have not valuable informations due to the large error margin arisen.

Additional analyses were performed and the reported results suggest a maximum TVE
value less than or close to 0.1% in order to provide phasor estimates that fulfill several ex-
pectations for enabling advanced distribution applications. Other challenges regarding fre-
quency deviation, out-of-band disturbances (harmonic, interharmonic and subharmonic),
measurement points, and cost-benefit ratio of the synchronized devices deployment are
also reported. In this way, PMUs and PMU-enabled IEDs especially developed for active
distribution grids must fulfill the following prerequisites: high degree of accuracy, adaptive
in frequency, and economically viable.

In Chapter III, three frequency-adaptive algorithms for estimating synchronized phasor
measurements in active power distribution systems have been proposed. They aim to afford
accurate phasor estimates under dynamic and/or static conditions. The algorithms employ
a decoupled stage to track local system frequency based on the classical finite derivative
approximation of the fundamental positive-sequence voltage phasor phase angle displace-
ment. For accomplishing this task, however, the Park’s transformation have been applied
due to its high sensitivity and quick response under frequency deviation. Additionally, rate
of change of frequency (ROCOF) has been also computed accurately.

In practice, Park’s transformation could lead to very noisy estimates caused by seve-
ral factors that degrade its stability (Gaussian white noise, harmonics, and so on). For
overcoming these effects, FIR filters (bandpass and moving average) have been applied to
substantially alleviate the undesirable effects and, consequently, to give back to the Park’s
transformation its inherent robustness. After performing accurate frequency tracking, the
algorithms use this information to properly perform software-based adaptive-frequency.
With the development of high-performance DSPs and FPGAs with powerful routines of
floating-point representation this task may be adequately and easily accomplished.

The first algorithm for estimating phasors is based on a modified Park’s transforma-
tion that adjusts its inner parameters according to the measured system frequency, thus
fundamental positive-sequence voltage phasor estimates can be achieved with an enhanced
speed and accuracy in both balanced and unbalanced conditions. The main goal of the pro-
posed algorithm concerns an improved traceability of steady-state and dynamic conditions
in active distribution grids.

The second algorithm titled ‘4F-algorithm’ performs four steps in a synergistic manner
- frequency estimation, FIR bandpass filtering, fast linear interpolation, and half-cycle
Radix-2 DIT FFT approach - for estimating fundamental and selective harmonic phasors
of a single-phase input signal. This algorithm applies the technique ‘divide and conquer’
because the components of a very distorted input signals are separated from each other
by a FIR filter bank and thereafter interpolation is individually performed at the filters
output data. This process allows a direct application of the half-cycle FFT approach to be
obtained when the input signal is distorted by harmonics.

The third algorithm titled ‘AWLS algorithm’ provides a practical, intuitive and accurate
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manner for computing DC-offset, fundamental and harmonics phasors under frequency
deviation of a single-phase voltage or current input signal using full or fractional-cycle
data window. The phasor estimation process is modelled in the weighted least square
sense and the algorithm has also the ability to modify its inner parameters according to
the estimated system frequency.

An extensive range of signal models have been used to cover static and/or dynamic
conditions particularly found in active power distribution systems. These signals are cor-
rupted by DC-offset, high harmonic content, out-of-band disturbances, and Gaussian white
noise. They have been employed for evaluating the algorithms performance. Test cases
related to amplitude- and phase step, frequency step, and frequency ramp have been per-
formed. Considering the accuracy of the phasor estimates the reported results have a very
low TVE value. Therefore, the tests demonstrate the capability of the proposed algorithms
in dealing efficiently with very corrupted signals under frequency deviation.

Once accurate phasor measurement estimates have been obtained, four potential appli-
cations for improving monitoring capabilities in active distribution grids have been pro-
posed. The first application brings contributions for online estimation of Thévenin’s equiva-
lent circuit using accurate data provided by the frequency-adaptive Park’s transformation
algorithm assuming steady- or quasi-steady state conditions. This application aims to
overcome the problematic related to the Thévenin’s impedance locus method when equal
or very close consecutive measurements are used. The proposed application is applied to
determine the reduced grid model seen by the PCC between aggregated DERs (wind tur-
bines) and the active distribution grid. In this way, online power flow exchanges between
both sides and updated capability curve of synchronous generators have been properly
carried out.

The second application is a practical application to track online external equivalents
in radial active distribution grids using accurate PMU data. This application reduces the
electric grid size replacing the external network (EN) by a variable impedance or a variable
power injection (simplified Norton’s theorem) related to the voltage and current phasors
recorded at a given boundary busbars. Reducing the size of the grid using external equi-
valents advanced monitoring functions dedicated to the area of interest (internal network)
may be achieved without loss of accuracy. Test cases are performed using a feeder model
with 18 busbars and the power flow results for the internal network busbars taking into
account the original and equivalent network have not shown significant differences when
accurate PMU data are employed.

The third application is related to the online three-phase voltage drop assessment in
primary radial distribution grids. Knowing that one of the main responsibilities of the
electric distribution utilities is to deliver voltage to customers within a suitable range, this
application takes into consideration accurate synchronized voltage measurements recorded
at the feeder ends to improve voltage regulation even for conditions related to heavy current
combined with leading power factor caused by the integration of DERs. The frequency-
adaptive 4F-algorithm has been used to provide accurate fundamental phasor estimates
at the feeder ends. A test case has been performed using the IEEE 34 node test system
and the obtained results show significant differences between the voltage drop calculation
computed from the approximate method and from accurate PMU data.

The fourth application concerns the assessment of harmonic issues. It brings contri-
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butions for improving the classical Py method (harmonic active power) using accurate
synchronized measurements. The goal is to improve both detection of the main source
of harmonic pollution and real power flow direction under several scenarios including the
worst case when the phase angle between the harmonic voltage and current phasors are
near +£90°. The frequency-adaptive AWLS-algorithm has been employed for estimating
randomly harmonic phasor estimates upto the 11th component at PCC. These harmonics
are generated by both grid- and load side. The obtained results shows that the main source
of harmonic pollution and the real power flow direction can be properly carried out even
under frequency deviation.

The propositions presented in the current thesis - frequency-adaptive algorithms and
applications of accurate phasor measurements in active power distribution systems - have
been characterized and modelled in simulation environment. Due to this fact, future
prospects are related to a feasible deployment of the proposed algorithms on a DSP- or
FPGA-based PMU for the development of low cost advanced devices for enabling the envi-
saged monitoring applications. Prospects concerning new possibilities to use the GPS-UTC
to synchronize events in the power distribution grid are also aimed. Prospects related to
differential approach for communication framework among advanced PMUs are also envi-
saged. It is important to mention that other effects capable of degrading phasor measure-
ments accuracy, especially nonideal frequency response of voltage and current transducers,
must also be evaluated for ensuring valuable phasor estimates. Additionaly, test cases
concerning modulated input signals (sags and swells) must also be evaluated. Despite the
content of the thesis is based on simulations, it is of paramount importance to mention that
they can describe in a consistent manner the behavior of the phasors estimation process as
well as their applications. Based on the propositions and results presented in this thesis, it
can be stated that significant contributions concerning the state of the art of synchronized
phasor measurements in electric power distribution systems have been obtained.
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Appendix A

Discrete Fourier Transform and phasor
representation

Let the input signal y(t) be given by
y(t) = Yincos(2m fot + ). (A.1)

Considering a data window with {n=0,1,2,..., N-1} samples obtained at sampling period
nTs, Eq. (A.1) can be rewritten as

y[n] = Yicos(2m fonTs + ¢) = Yicos <2]7\r[n + ¢> . (A.2)

Applying the real part of the DFT for Eq. (A.2) provides

2~ 2 2k
E—t]/V»?;)YmCOS<]7¥l+¢>COS<7;\7>, (k=1) (A.3)

and using the following trigonometric identities

cos(a + b) = cos(a)cos(b) — sin(a)sin(b) (A.4)

sin(a)cos(a) = %sin(Qa) (A.5)

Eq.(A.6) can be represented as follows

N-1
Y v2 2 1 . (4
Y, = N\f 2 [cos(gb)cos2 (an> — §sm(q§)sm (ﬁ)] . (A.6)
Looking closely at Eq. (A.6) some conclusions are drawn:
Y, /2 Nl ) - (4mn
5N nzz:o sin(¢)sin (N) =0 (A.7)
and
N-1 N-1 N-1
Y V2 2 1 1 1 1 4
N\f nEZO cos(p)cos? <]7\r;1> = Y,V 2c0s(¢) !N ngzo 3 + N 2 508 <]7:]n> (A.8)

therefore, the first summation of the brackets is equal to % and the second will be null. In
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this way, Eq. (A.6) can be rewritten as

Y2

5 cos(¢) = Y—mcos(@ (A.9)

V2

A similar procedure may be realized for the imaginary part of the DFT, hence

Y,

V2 i 2mn - [ 2mnk
Y, = ~ r;) Y,ncos N + ¢ | sin Tk (k=1) (A.10)
taking into account the trigonometric identities given by Eqgs. (A.4)-(A.5), we have

Y; = Y2 5= [1cos(¢)sin (T) — sin(¢)sin? (2”” (A.11)

N 2 N

n=0

once again some conclusions are drawn:

Y. \/§N71 47n
. cos(¢)sin () =0 (A.12)
2N n;) N
and
N-1 vl =
_ YT'JLV‘@ S sin(g)sin’ (ﬁ,") = —Y”}Vﬂsm(qﬁ) [Z % - %COS (4]7\71) (A.13)
n=0 n=0 =0

therefore, the first summation is equal to % and the second is null. Thereby, Eq. (A.11)

YinV2
2

can be rewritten as

, Yo .
sin(¢p) = —Eszn(qﬁ). (A.14)

It is clear that the DFT can represent a phasor in terms of a limited number of samples

Y, = -

inside a data window, providing the real and imaginary parts of the phasor, hence
Y. =Y, —jY;. (A.15)

The mathematical formulation presented in the present appendix has been considered a
nominal frequency component, i.e. k=1, however the estimation of the harmonic phasors
(k=2,3,...) can be directly obtained.



Appendix B

Phasor estimation error due to leakage phenomenon

In order to determine the error on the synchrophasor estimate due to the pernicious leakage

phenomenon let us assume the following assumptions:
e The fundamental frequency f, = 50 Hz;

e N represents the amount of samples extracted in D-cycles (being D a positive integer

or positive real number);

e The sampling frequency is given by f, = N f,/D, thus the sampling period is T, = 1/ f,.

Let the input signal y(t) be given by the complex exponential function as
y(t) = e2mhe!
Eq (B.1), evaluated at each sampling time nT,, provides
y[nT,) = ed2mfonTa
where, taking into account the third assumption, leads to the following sequence
yln] = ejzwfon(#fo) — R (0> 0).

Applying the DFT for the sampled sequence y[n], gives

N-1

-27tnD _ s2mnk

Y(k) = E /"N xe )N
n=0

being k the frequency component. Therefore,

N-1
Y(k)= ) & FPh,
n=0

Clearly, the Eq. (B.5) can be represented by a geometric series as

N-1

Y(k)=)Y a"=1+a+d*+ - +a" "= 1-a?
o 1—a
thus,
1—a¥V 1 — ef2mn(D—k)
Y(k) = ¢ = ‘ .2mn(D—k)
or,

1 —cos(2mn(D — k))] — jsin(2mn(D — k))
[1 — cos <727m(]€_k)>} — jsin <727m(]€_k)>

Y (k) = |

(B.4)
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Using the following trigonometric identity

1 — cos(x) = 2sin? (g) (B.9)

Eq. (B.8) can be rewritten as

2sin? (M) — jsin(2m(D — k)

Y (k) =
2s1n? <727T(2DN_I€)> - jsin(L(%_k))

(B.10)

that is
_ 2sin*(m(D — k)) — jsin(2m(D — k))

Performing a division by 2 for each member of Eq. (B.11), results

(B.11)

. 9 D—k)) — . sin(2m(D—k))
y (k) = SD = k) = (B.12)

. 2w (D—k)
2 (r0-0)) _ n(E)
stn ( N )—] 2

and using the following trigonometric identity

%sin(2x) = sin(x)cos(x) (B.13)

Eq. (B.12) can be rewritten as

Y (k) = sin?(m(D — k)) — jsin(n(D — k)) x cos(m(D — k)) (B.14)

5in2 <W(€V_k)) — jsin (W) X €08 (W)

resulting
[sin(m(D — k)) — jeos(n(D — k))] x sin(w(D — k))

[sin (%) — jcos (W)] X 81N (ﬂ(DI\fk)>

Multiplying the Eq. (B.15) by the j operator, gives

Y (k) = (B.15)

Y (k) = [cos(m(D — k)) + jsin(n(D — k))] x sin(w(D — k)) (B.16)

[cos <W(?V_k)) + jsin (%)] X §in <7r(l?v_k)>

therefore,
eI™D=F)  sin(n(D — k)
Y (k) = PETCED) - (7(D—-K)\ (B.17)
e N sin (T)
Multiplying the numerator and the denominator of Eq. (B.17) by the following unitary
w(D—k)
factors :Eg:zg and —3, respectively, and performing a regrouping of the equation terms,
provides
jm(D—k) SiTL(ﬂ'(lZ*k))
Y (k) =N m(D-k) (B.18)

,W(DN—k) Sin(ﬂ[})\;k) >

e’
w(D—k)
N



where, ()
sin(x

sinc(z) = (B.19)

x
hence,

Y (k) = N x sinc(m(D — k) jn(D-k)1-1/N) (B.20)

sinc (W)

Eq. (B.20) can be found in [25]. This equation shows that when the input signal frequency

changes from f, Hz to (f, £ Af) Hz, the obtained phasor undergoes two modifications
caused by the magnitude and phase angle factors. Generally, the magnitude factor could
be negligible because the frequency deviation will cause a barely perceptible variation on
the magnitude estimate. Let the true system frequency be given by f,,, = 51 Hz, a frequency
component equal to k = 1 (fundamental frequency), and using N=256 samples by cycle,
the effect of magnitude leakage in the phasor estimation into one observation window will
be

sine(m(1.02 — 1))
. (w(1.02—1
sitnc (%)

The parameter D—=1.02 into the brackets of Eq. (B.21) represents a fractional cycle inside

= 0.9935 (B.21)

the observation window (51 Hz/50 Hz). Based on this assumption, one can observe that
the amount of samples within the observation window will not necessarily impact on the
magnitude factor. It is important to mention that the same result can be found for a
system frequency of 49 Hz taking into account a fractional cycle of 0.98. Fig. B.1(a) would
lead us to believe that the curves of the magnitude factor response to each frequency are
overlapped, however, the zoomed Fig. B.1(b) shows the expected effect of shifting between
them related to the fractional cycles (asynchronous sampling condition).

When D > 1 the curve shifts to the right and to the left when D < 1 being the dis-
placement proportional to the frequency deviation from nominal frequency. The displayed
magnitude leakage data point represents the real value of the magnitude estimate of X (1),
in which it could be obtained performing a multiplication between the correct magnitude,
given by N in Eq. (B.20), and the obtained value in Eq. (B.21). In theory, even performing
a recursive DFT-based phasor estimation, the magnitude attenuation (varying with time)
could be disregarded, however, for practical applications, the leakage phenomenon intro-
duces a second harmonic component that yields oscillations over the magnitude estimate
varying with time, as shown in Subsection 1.8.b.

Unfortunately, all prerogatives cited above are not applied in a straightforward manner
for the phase angle factor because it is far more sensitive to the frequency deviation. For
a system frequency at 51 Hz, the phase angle error is given by

1
m(1.02 — 1) <1 — 256) = 0.06259 rad =~ 3.58° (B.22)
in which a symmetric value can be found for a system frequency of 49 Hz. Fig. B.2(a)
shows the phase angle factor linear response, and the zoomed Fig. B.2(b) displays that
the frequency deviations will shift the phase leakage data point to up when D > 1 and to
down when D < 1, being also the displacement proportional to the frequency deviation
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from nominal frequency. Applying a recursive DFT algorithm the phase angle to each
recursive computation will depend upon the frequency deviation and the recursion order,
therefore the result is a phasor estimate that rotates one complete circle per second in the
complex plane. For a constant input signal frequency of 51 Hz the phasor rotates in the
counterclockwise direction, whereas for 49 Hz the phasor rotates in a clockwise direction.
As mentioned in the first chapter of this thesis, the sensibility of the phase angle estimate
has been employed for accurate frequency estimation.

=
=300 —/, =501z
f 17
200 Sm = E 4

o e e o

A
N E‘
L%

.

11, 1NV VIS SN

OO

5 10 15 20

Frequency component (k)

(a)

Magnitude of X
S
S

=056
b ,/,f \\\
= ) , e x4
© oo, N
< 255 - s, \ |
E ."' // - \\
g{) // "lb“Ma,gnitude leakage\Qata point (254.34)
< 254 L ' y
= “0.96 0.98 1 1.02 1.04
Frequency component (k)
(b)

Figure B.1: (a) Magnitude factor response at 50+1 Hz; (b) Zoomed view around k=1 to
track the magnitude leakage data point.
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Appendix C

Classical method for estimating fundamental
positive-sequence phasor

The Fortescue’s theorem sates that any unbalanced tree-phase system of vectors (voltage
or current) may be represented into three balanced system of vectors called symmetrical
components [84]. The balanced systems that compose the symmetrical components are
termed as positive-sequence system (same sense of rotation as the original unbalanced
system), negative-sequence system (opposite sense of rotation) and zero-sequence (vectors
equal in magnitude and having the same phase position with respect to a given reference
axis) [10], as illustrated in Fig. C.1.

Unbalanced Positive- Negative- Zero-
system sequence sequence sequence

Figure C.1: Unbalanced three-phase system of vectors together with their symmetrical
components.

Taking into account an unbalanced tree-phase voltages system, the Fortescue’s theorem
can be written as follows

Va=Vao+ Va1 + Vas
Ve =Vpo+ Vi1 + Vi (C.1)
Ve = Voo + Vo1 + Vea

in this way, performing some manipulations using the a = 1£120° rotating operator, it is
possible to solve the linear system (C.1) with respect to any symmetrical component. In
order to exemplify this statement, let us consider the V41 component. For this, the following
identities are carried out: Viag = Vio = Voo, Va1 = a®Vai, Vo1 = aVai, Vaa = aVas, and
Voo = a?Vao. Hence, the linear system may be rewritten as (C.2), however, the second
and third equations must be multiplied by a and a? in order to eliminate the zero and
negative-sequence components, therefore
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Vi =Vao+ Va1 + Vaz
(VB = Vag + a?Va1 +aVaz) x a (C.2)
(Vo =Vao+aVar + a2VA2) x a?

the resulting equation is given by
(Va+aVe+a*Vo) = (1 +a+a*)Vao + 3Var + (1 + a+ a*)Vas (C.3)

one can notice that the factor (1+a+a?) is null, thereby, the equation that describes the
V41 component is given by

Var = - (Va+aVp + a*Ve) (C.4)

W

once calculated V41 the other phasors Vp; and V1 may be determined performing the
following identities Vg1 = a?Va and Vop = aVyy.

In [25], the recursive computation of positive-sequence component of three-phase signals
is properly developed. Let us recall the procedure proposed in this reference through an
example. Consider a constant input tree-phase signals at the nominal frequency of the
power system 50-Hz. The signals are sampled at a rate of 1800 Hz (N=36 samples by
period of the fundamental frequency). In this case, the sampling angle is equal to =10°
(360°/36). Recalling the recursive updating given by Eq. (1.95) and looking closely Eq.
(C.4), the recursive updating of the component V43 is be given by

- T ~ r— 2 ;
Vil = v ;)g((vA(N ) — Va(r))edr—10 (C.5)

F (VB(N +7) — Vig(r)e 7020 1 (Vo (N + 1) — Ve(r))e I2110)

where r is the recursion index and the numbers 12 and 24 give the envisage phase shifts to
comply with Eq.(C.4). Other components of voltage may be calculated in a similar manner
for both balanced and unbalanced original three-phase systems.



Appendix D

Park’s transformation-based fundamental
positive-sequence phasor

In the present Appendix, the equations based on the Park’s transformation for estimating
fundamental-positive sequence phasor under specific scenarios particularly found in active
distribution grids are outlined. The analyzed scenarios include balanced and unbalanced
signals at nominal and off-nominal power frequency. In order to determine the equations
let us consider the following assumptions:

e The nominal angular frequency w, = 2 fy;

e The off-nominal angular frequency w = w, + Aw

e The sampling angle 6 = %’r (being N the number of samples inside a data window)

e The sampling period Ts = ﬁfo

Balanced input signal at nominal frequency

Let the sampled three-phase voltage input signal be given by

eq(rTs) = Encos(worTs + @) (D.1)
ep(rTs) = Emcos(worTs + ¢ — 120°) (D.2)
ec(rTs) = Epcos(werTs + ¢ + 120°). (D.3)

being r the sample number or recursion index. Replacing Eqgs. (D.1)-(D.3) into the Park’s
transformation equations given by

sq = k (eqco8(0) + epcos(6 — 120°) + eccos(0 + 120°)) (D.4)
sq = —k (egsin(0) + epsin(§ — 120°) + ecsin(6 + 120°)) (D.5)

the abc/dq transformation can be accomplished, hence

Sd, = Kk [Emcos(worTs 4+ ¢)cos(rd) + Epcos(werTs + ¢ — 120°)cos(rd — 120°) (D.6)
+Ecos(werTs + ¢ + 120°)cos(rf + 120°)]

= —k [Epmcos(worTs 4+ ¢)sin(rl) + Enycos(worTs + ¢ — 120%)sin(rd — 120°)  (D.7)
+Encos(worTs + ¢ + 120°)sin(rf 4+ 120°)] .

Sq

r

Using the following trigonometric identities

cos(a)cos(b) = % (cos(a — b) 4 cos(a + b)) (D.8)
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cos(a)sin(b) = % (sin(a + b) — sin(a — b)) (D.9)

Egs. (D.6)-(D.7) can be rewritten as

kE,

Sq, = [cos(worTs + ¢ — 10) + cos(worTs + ¢ + 10) + cos(worTs + ¢ —rh)  (D.10)

+cos(worTs + ¢ — 240° 4+ 10) + cos(worTs + ¢ — 10) + cos(worTs + ¢ + 240° + 16)]

Em
Sqp = _E 5 [sin(werTs + ¢ + 16) — sin(werTs + ¢ — 1) — sin(werTs + ¢ — rf) (D.11)

r

—sin(werTs + ¢ — r6) + sin(worTs + ¢ + 240° + r0) + sin(w,rTs + ¢ — 240° + rb)] .

Regrouping the terms yields

kB,

Sd, = [Bcos(worTs + ¢ — r0) + cos(worTs + ¢ + r0) (D.12)

t-cos(worTy + ¢ — 240° + 10) 4 cos(worTs + ¢ + 240° + 76)]

Sq. = Mgm [3sin(woerTs + ¢ — 10) — sin(werTs + ¢ + r0) (D.13)

r

—sin(worTs + ¢ — 240° 4 r0) — sin(worTs + ¢ + 240° 4 r0)]

Looking closely at Egs. (D.12)-(D.13) one can observe that

cos(worTs + ¢ + 10) + cos(worTs + ¢ — 240° + 1) (D.14)
+ cos(werTs + ¢ 4+ 240° +7r0) =0
— (sin(woerTs + ¢ + 10) + sin(werTs + ¢ — 240° + 1) (D.15)

+sin(werTs + ¢ + 240° +16)) =0

hence, Egs. (D.12)-(D.13) can be rewritten in a compact form as follows

Em

Sd, = 5K cos(worTs + ¢ — 1) (D.16)
By,

Sq, = 352 sin(werTs + ¢ — r0). (D.17)

All analyzes presented in the present Appendix use the k coefficient equal to ? aiming to
transfer the RMS information of the three-phase signal to the dg-components. Due to the
sampling clock be matched to the nominal power frequency the real and imaginary parts
of the fundamental positive-sequence phasor may be directly obtained according to

Sd, = Trgcos((j)) (D.18)
Sq, = %sin(qﬁ). (D.19)

Balanced input signal at off-nominal frequency

For the current scenario the previous analysis may be taken into account. For this, it is
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only need to replace w, by w into Egs. (D.16)-(D.17), thus

E, Enm
84, = ﬁcos(ers +o—1r0) = ﬁcos((wo + Aw)rTs + ¢ — 1) (D.20)

Sq, = Ef";sin(ers +¢—rb) = fa/n%sin((wo + Aw)rTs + ¢ —10). (D.21)

Keeping in mind that the sampling clock and the power frequency are matched, one can
reduce Egs. (D.20)-(D.21) as follows

Em
Sq, = ﬁcos(Aers + ¢) (D.22)

En,
Sq, = —=sin(AwrTy + D.23
o = sin(erT, + ) (D.23)
clearly, it can be seen that the real and imaginary parts of the phasor rotates according to
the frequency deviation, as has been shown in Subsection 1.8.b using DFT.

Unbalanced input signal at nominal frequency

Let the sampled unbalanced three-phase voltage input signal be given by

eq(rTs) = B, cos(worTs + ¢q) (D.24)
ep(rTs) = Em,cos(worTs + ¢p — 120°) (D.25)
ec(rTs) = B cos(worTs + ¢ + 120°). (D.26)

One can note that the unbalanced concerns both amplitude and phase angle of the three-
phase signal. Therefore, replacing Egs. (D.24)-(D.25) into Eqs. (D.4)-(D5) we can find
generalized equations as given below

V2

Sq, = o (B, [cos(worTs + ¢q — r0) + cos(worTs + ¢q + 10)] (D.27)
+Em, [cos(worTs + ¢p — r0) + cos(worTs + ¢p — 240° + 10)]
+En, [cos(werTs + ¢pc — r0) + cos(worTs + ¢ + 240° + r0)])

Sq. = —\f (Em, [sin(worTs + ¢q + 10) — sin(worTs + ¢gq — 16)] (D.28)

+Ep, [sin(worTs + ¢p — 240° + 1) — sin(werTs + ¢p — 16)]
+Enm, [sin(worTs + ¢e + 240° 4+ 10) — sin(worTs + ¢ — 76)])

Once again assuming a sampling clock matched with the power frequency Egs. (D.27)-
(D.28) can be rewritten in a compact form as follows

Sd, = ? (Em, [cos(¢a) + cos(2worTs + ¢q)] (D.29)

+E, [cos(dp) + cos(2worTs + ¢p — 240°)]
+Ep, [cos(pe) + cos(2werTs + ¢ + 240°)))
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a[%

(Em, [sin(¢q) — sin(2worTs + ¢q)] (D.30)

+Em, [sin(¢p) — sin(2werTs 4+ ¢p — 240°)]
+En, [sin(¢c) — sin(2worTs + ¢ + 240°)])

Sq:

r

Regardless of the type of unbalance (magnitude, phase angle, or both), it can be seen that
the real and imaginary parts of the fundamental positive-sequence phasor is distorted by
a 2th harmonic component.

Unbalanced input signal at off-nominal frequency
The generalized equations concerning unbalanced input signal at off-nominal frequency can
be obtained just replacing w, in Egs. (D.27)-(D.28) by w, hence

V2
6

+Ep, [cos((wo + Aw)rTy + ¢p — r8) + cos((wo + Aw)rTs + ¢, — 240° + )]

+En, [cos((we + Aw)rTs 4+ ¢ — 10) + cos((wo + Aw)rTs + ¢ + 240° + 16)])

Sqr = _\6[ (B, [sin((wo + Aw)rTs + ¢o + r0) — sin((wo + Aw)rTs + ¢ — r6)] (D.32)

+Ep, [sin((wo + Aw)rTs + ¢p — 240° + r0) — sin((wo + Aw)rTs + ¢p — r0)]
+En. [stin((wo + Aw)rTs + ¢c + 240° + 16) — sin((w, + Aw)Ts + ¢ — 10))])

Sd, = (Em, [cos((wo + Aw)rTs + ¢q — 10) + cos((wo + Aw)rTy + ¢g + 170)] (D.31)

\V)

therefore, Egs. (D.31)-(D.32) can be rewritten as follows

Sq, = \gﬁ (Bm, [cos(AwrTs + ¢q) + cos(2worTs + AwrTs + ¢4)] (D.33)

+Em, [cos(AwrTs + ¢p) + cos(2worTs + AwrTs + ¢p — 240°)]
+Em, [cos(AwrTs + ¢c) + cos(2worTs + AwrTs + ¢ + 240°)])

2
Sq, = \6[ (Bm, [sin(AwrTs 4+ ¢q) — sin(2worTs + AwrTs 4+ ¢4 )] (D.34)

+Em, [sin(AwrTs 4+ ¢p) — sin(2werTs + AwrTy 4 ¢ — 240°)]
+En, [sin(AwTs + ¢c) — sin(2worTs + AwrTs + ¢ + 240°)]) .

It is possible to see that this is the worst scenario because the real and imaginary
phasor components will be distorted by a 2th harmonic component combined with an
angular velocity related to the frequency deviation.



Appendix E

Feeder’s data of the distribution grid model

In the present Appendix, the feeder’s data of the distribution grid model of 18 nodes are
presented. Tables E.1-E.2 show the bus and branch data for the base case, respectively.
The tension base is equal to 20 kV and the power base is 1 MVA. The total impedance
value (resistance and reactance) of each section has been directly represented in Table E.2.
The feeder’s data have been modified and adapted of the reference [106]. Below, one can
find the definition of each parameter taking into account the IEEE Common Data Format

(CDF).

Type: 0 - Unregulated (load, PQ) and 3 - Hold voltage and angle (V-Theta)

Pr,: active power at the load point

[ ]
[ ]
e () : reactive power at the load point
o Pg: active power generated

[ ]

Qg: active power generated

Table E.1: Bus data

Table E.2: Branch data

‘ P. | Q. | Pa Oc Bus | Bus R iX

Bus 1 hype | o) | pu) | (ow) | (ow) || (om) | (t0) | ) | (pw)
1 3 0 0 3.6026 | 1.5403 1 2 0.000275 | 0.000353
2 0 1.229 | 0.505 0 0 2 3 0.002943 | 0.003773
3 0 0.080 | 0.039 0 0 3 4 0.003035 | 0.003891
4 0 0.036 | 0.017 0 0 4 5 0.000882 | 0.001132
5 0 0.671 | 0.325 0 0 5 6 0.000278 | 0.000254
6 0 0.176 | 0.085 0 0 5 9 0.001306 | 0.001674
7 0 0.064 | 0.031 0 0 6 7 0.000973 | 0.000890
8 0 0.266 | 0.129 0 0 7 8 0.002085 | 0.001908
9 0 0.072 | 0.035 0 0 9 10 0.001195 | 0.001533
10 0 0.108 | 0.052 0 0 9 13 0.007089 | 0.003536
11 0 0.124 | 0.060 0 0 10 11 0.006827 | 0.003405
12 0 0.028 | 0.014 0 0 11 12 0.003827 | 0.002105
13 0 0.158 | 0.024 0 0 13 14 0.006827 | 0.004505
14 0 0.136 | 0.064 0 0 14 15 0.002527 | 0.003205
15 0 0.098 | 0.022 0 0 15 16 | 0.004118 | 0.005125
16 0 0.078 | 0.012 0 0 16 17 0.001881 | 0.002334
17 0 0.101 | 0.032 0 0 17 18 0.001121 | 0.001212

18 0 0.118 | 0.025 0 0 8 12 — —







UNITES DE MESURE DE PHASEUR DANS LE CADRE DES RESEAUX
DE DISTRIBUTION ELECTRIQUE INTELLIGENTS

Résumé: Une infrastructure robuste de surveillance basée sur des mesures numériques
classiques est souvent utilisée pour permettre une gestion efficace du réseau de distribu-
tion électrique, néanmoins les mesures de phaseurs synchronisés, également connu comme
synchrophaseurs, sont particuliérement efficaces pour améliorer la capacité de gestion et
la surveillance de ces réseaux. Le synchrophaseur est un phaseur numériquement calculé
& partir des échantillons de données en utilisant une source temporelle absolue pour un
horodatage extrémement précis des mesures effectuées.

De ce fait, les applications des synchrophaseurs sont trés nombreuses dans les réseaux
électriques, en particulier dans les réseaux de transport. Ils permettent notamment de
mesurer la différence angulaire entre les noeuds, ’estimation d’état linéaire, détecter I'ilotage,
mesurer la stabilité oscillatoire, et détecter et identifier les défauts. Ainsi, nous pourrions
étre amenés a croire que pour apporter les avantages bien connus des mesures synchronisées
vers les réseaux de distribution électriques, il serait seulement nécessaire de placer les Unités
de Mesure de Phaseur, également connu par I’abréviation anglophone PMU, d’une maniére
directe dans ’environnement de la distribution électrique. Malheureusement, cette tache
n’est pas aussi évidente qu’elle n’y parait.

Les réseaux de distribution électriques et les réseaux de transport ont des caractéris-
tiques opérationnelles différentes, donc les PMUs dédiées aux réseaux de distribution
doivent avoir des caractéristiques différentes de celles consacrées aux réseaux haute ten-
sion. Les réseaux de distribution intelligents possédent des longueurs de ligne plus courtes
en produisant une ouverture angulaire plus petite entre les noeuds adjacents. En outre,
le contenu harmonique élevé et la déviation en fréquence imposent aussi des défis pour
I’estimation des phaseurs. Les appareils synchronisés avancés dédiés pour la surveillance
du réseau de distribution doivent surmonter ces défis afin de mener la précision des mesures
au-dela des exigences actuelles.

Cette problématique globale est traitée et évaluée dans la présente thése. La précision
de l'estimation de phaseur est directement liée & la performance de l’algorithme utilisé
pour traiter les données. Une grande robustesse contre les effets pernicieux qui peuvent
dégrader la qualité des estimations est fortement souhaitée. De ce fait, trois algorithmes
adaptifs en fréquence sont présentés en visant 'amélioration du processus d’estimation
des mesures de phaseurs dans les réseaux de distribution actifs. Plusieurs simulations en
utilisant des signaux corrompus sont réalisées pour évaluer leurs performances dans des
conditions statiques et/ou dynamiques.

Prenant en compte ’estimation précise des phaseurs, quatre applications potentielles
sont présentées pour augmenter la perception, la compréhension et la projection des actions
dans les réseaux de distribution. Des contributions sont apportées concernant le circuit
équivalent de Thévenin vu par le point de couplage commun (PCC) entre la production dé-
centralisée et les réseaux de distribution. Des contributions sont également apportées pour
les équivalents dynamiques externes et 1’évaluation de la chute de tension dans les réseaux
moyenne-tension radiaux, ainsi que 1’évaluation de la problématique des harmoniques pour
I'amélioration de la méthode classique nomée PH (puissance active harmonique) pour dé-
tecter a la fois la principale source de pollution harmonique et le vrai flux de puissance
harmonique sous déviation en fréquence.



Le sujet des mesures de phaseurs synchronisés dans le réseaux électrique de distribution
est encore peu exploré et les questionnements quant & son applicabilité sont communs,
néanmoins cette thése vise a fournir des propositions pour contribuer a l'avénement de
mesures de phaseurs dans I'environnement de la distribution électrique.

Mots clés Synchrophaseur; Unités de Mesure de Phaseur; Réseauzr de distribution
électrique intelligent; Algorithmes adaptifs en fréquence; Applications.

PHASOR MEASUREMENT UNITS IN ACTIVE POWER DISTRIBUTION
SYSTEMS

Abstract: Robust metering infrastructure based on classical digital measurements has
been used to enable a comprehensive power distribution network management, however
synchronized phasor measurements, also known as synchrophasors, are especially welcome
to improve the overall framework capabilities. Synchrophasor is a phasor digitally com-
puted from data samples using an absolute and accuracy time source as reference. In
this way, since the absolute time source has sufficient accuracy to synchronize voltage and
current measurements at geographically distant locations it is possible to extract valuable
informations of the real grid operating status without full knowledge of its characteristics.

Due to this fact, applications of synchronized phasor measurements in wide-area mana-
gement systems (WAMSs) have been achieved. Angular separation, linear state estimation,
islanding detection, oscillatory stability, and disturbance location identification are some
of the several applications that have been proposed. Thus, we could be lead to believe that
to bring the well-known benefits of the synchronized measurements toward electric distri-
bution grids it is only required to place in a straightforward manner conventional Phasor
Measurement Units (PMUs) into the electric distribution environment. Unfortunately, this
is not as simple as it seems.

Electric power distribution systems and high-voltage power systems have different ope-
rational characteristics, hence PMUs or PMU-enabled IEDs dedicated to distribution sys-
tems should have different features from those devoted to the high-voltage systems. Active
distribution grids with shorter line lengths produce smaller angular aperture between their
adjacent busbars. In addition, high harmonic content and frequency deviation impose
more challenges for estimating phasors. Generally, frequency deviation is related to high-
voltage power systems, however, due to the interconnected nature of the overall power
system, frequency deviation can be propagated toward the distribution grid. The inte-
gration of multiple high-rate DERs with poor control capabilities can also impose local
frequency drift. Advanced synchronized devices dedicated to smart monitoring framework
must overcome these challenges in order to lead the measurement accuracy beyond the
levels stipulated by current standard requirements.

This overall problematic is treated and evaluated in the present thesis. Phasor es-
timation accuracy is directly related to the algorithm’s performance used for processing
the incoming data. Robustness against pernicious effects that can degrade the quality of
the estimates is highly desired. Due to this fact, three frequency-adaptive algorithms are



presented aiming to boost the phasor estimation process in active distribution grids. Se-
veral simulations using spurious and distorted signals are performed for evaluating their
performances under static and/or dynamic conditions.

Taking into account accurate phasor estimates, four potential applications are presented
seeking to increase situational awareness in distribution environment. Contributions are
presented concerning online Thévenin’s equivalent (TE) circuit seen by the Point of Com-
mon Coupling (PCC) between DERs and the grid side, dynamic external equivalents and
online three-phase voltage drop assessment in primary radial distribution grids, as well
as assessment of harmonic issues for improving the classical PH method (harmonic active
power) to detect both the main source of harmonic pollution and true power flow direction
under frequency deviation.

The issue of synchronized phasor measurements in electric power distribution systems is
still underexplored and suspicions about its applicability are common, however this thesis
aims to provide propositions to contribute with the advent of phasor measurements in
electric distribution environment.

Keywords Synchrophasor; Phasor Measurement Units; Active power distribution sys-
tems; Frequency-adaptive algorithms; Applications.
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