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2.3. Surgical instrument detection
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112 Chapter 7. Surgical tool detection: Results and discussion

Figure 7.4 illustrates visual SVM model di erences when learned with the three
type of positive samples, for a suction tube instrument and the upper part of a
bipolar forceps. As can be expected, the ‘cleanest’ model exhibiting best the tool
shape is obtained from the third alternative. The tool shape obtained with the
rst alternative is extremely noisy and the tool is hardly recognizable. Indeed, in
addition to semantic labelling results being quite noisy themselves, in the data-set
the suction tube is sometimes partially occluded by other surgical instruments or
being very close to them, explaining the not-so-well-de ned shape.

(d) Semantic labelling data (e) All instruments annotations (f) Single instrument annota-
tions

(j) Semantic labelling data (k) All instruments annotations (I) Single instrument annota-
tions

Figure 7.4: SVM model per type of positive samples for a suction tube (top) and a
bipolar forceps (bottom). Upper rows represent the background class and bottom
rows the tool class.

7.2.2.2 Negative training samples

Three negative samples alternatives have been considered to train the SVM shape
model (see sectiort.3.3.2: (1) binary sampling, (2) grey-scale sampling, (3) Gaus-
sian sampling.

Figure 7.5 displays the visual impact of SVM model alternatives. Variations in
appearance are minimal across models, indicating a small impact of the negative
sampling strategy on detection results.
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168 Appendix A. CPU code pro ling applications

Figure A.2: Extended result view from Intel VTunes pro ling on the ShapeDetector
application.

Figure A.3: Intel VTunes analysis of thread performance.



A.2. Valgrind and KCacheGrind 169

Figure A.4: Line per line result view from Intel VTunes pro ling on the ShapeDe-
tector application.

A.2 Valgrind and KCacheGrind

Valgrind is a programming tool for memory debugging, memory leak detection, and
pro ling. Valgrind was originally designed to be a free memory debugging tool for















Appendix B. LabelMe: data annotation tool
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176 Appendix C. SVM model illustrations

(e) Binary negative

(k) Uniform negative

(9) Gaussian negative

Figure C.2: Suction tube SVM models for various training con gurations, without
the use of the SVM spatial regularization term.






178 Appendix C. SVM model illustrations

(e) Binary negative

(k) Uniform negative

(9) Gaussian negative

Figure C.4: Bipolar forceps SVM models for various training con gurations, without
the use of the SVM spatial regularization term.



C.2. Bipolar forceps 179

Figure C.5: Upper part of the bipolar forceps SVM models for various training
con gurations.
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