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Chapter 1

Introduction: the making of superconducting quantum processors

The research reported in this thesis deals with the design, the fabrication and the test of superconducting processors with the aim of running, on simple cases, quantum codes overcoming classical ones.

1.1 The origins of quantum computing

1.1.1 From entanglement to quantum computing

The strong interest for quantum information dates back to the experimental demonstration of the violation of Bell inequalities in the early 1980s (see [1] and references therein to earlier work). These experiments shed light on the concept of entangled state first considered by Einstein, Podolski and Rosen when establishing their paradox [2]. An entangled state of two systems cannot be factorized in a product state of the two systems. Bennett and Brassard first established that EPR entangled pairs can be used to implement cryptography codes that could be perfectly safe [3, 4].

On the side of computing, a series of works thought about making a quantum Turing machine based on reversible dynamics. In a different direction, Feynman pointed out that given the difficulty to simulate the evolution of a quantum system with a classical computer, it would be very useful to build a universal quantum system able to simulate other ones [5]. The first blueprint for a universal digital quantum computer as we understand it now was proposed by Deutsch [6] in 1985. Such a machine performs the evolution of a register of two-level systems called quantum bits (qubits) using quantum logic gates operating on them. The interest for quantum computing raised significantly when quantum codes outperforming classical ones were proposed during the 1990s. In particular, Shor proposed a quantum algorithm able to factorize numbers

7
Figure 1.1: Sketch of a universal quantum processor. Any unitary evolution can be implemented on the qubit register using single ($U_1$) and two-qubit gates ($U_2$). Each qubit can be read out independently.

with an exponential speed-up compared to known classical algorithms [7, 8].

1.1.2 Blueprint(s) for a quantum processor

The blueprint of a quantum processor, sketched in Fig. 1.1, based on the unitary evolution of a $N$ qubit register and on qubit readout operations, is not so different from that of a classical processor.

The main difference is that the qubit register is not restricted to be one of the $2^N$ computational basis states of the register, but can be any coherent superposition of them. In this scheme, the qubits should be logical qubits protected against decoherence processes detrimental for quantum coherence, and thus for the computation performed. The five criteria to meet for making a quantum processor have been summarized by DiVincenzo [9]: a quantum processor consists of a register of quantum bits (1) with good quantum coherence (2), on which one can apply any unitary evolution using a universal set of quantum gates (3), that can be read-out individually with high fidelity (4), and that can be reset (5).

Let us mention here that the unitary evolution of a qubit register is not the unique implementation possible of quantum computing. There is the one-way quantum computing [10] consists in preparing a highly-entangled state, which is the resource, and in performing subsequent single qubit projective readout operations afterwards. Another implementation that has already led to an industrial development is adiabatic quantum computing [11]. In this scheme, one follows the ground state of a system whose Hamiltonian slowly evolves from a simple form with a well-known ground-state to a more subtle one whose ground state encodes the solution of the searched problem. This strategy, well suited for addressing optimization problems, has been implemented by the DWave company [12, 13]. Although quantum speed-up has not been yet demonstrated for the DWave machine, this machine was used for solving non-trivial problems.
1.1.3 Physical implementations of quantum bits

Numerous implementations have been considered for making quantum processors: NMR, trapped ions and atoms, optical circuits, and of course electrical circuits; see [14] for different implementations. Electrical circuits that can be fabricated with the standard methods of microelectronics and are thus potentially more easily scalable than other implementations are very appealing, even though macroscopic electrical circuits are intrinsically less quantum coherent than microscopic objects such as ions, atoms or spins. At the time of writing, the most advanced platform for quantum information processing is based on trapped ions ([15] and refs. therein), but no quantum processor based on the unitary evolution of a qubit register and able to solve a non-trivial problem has yet been operated.

1.2 State of the art of superconducting quantum processors

Among quantum bit electrical circuits, superconducting quantum bit circuits based on Josephson junctions are the most advanced, and elementary processors have already been implemented.

1.2.1 Superconducting qubits

Following the first demonstration in 1999 of quantum coherence in a superconducting Cooper pair box circuit [16], different superconducting qubits have been proposed and investigated [17], and very significant progress has been achieved in term of quantum coherence, gate fidelity, and qubit readout [17]. Nowadays, the sole superconducting qubit architecture still used for making circuits is the circuit quantum electrodynamics (circuit-QED) architecture [18, 19]. Circuit-QED is similar to cavity-QED in which an atomic hyperfine transition is strongly coupled to a microwave cavity [20], but with the atom replaced by a Cooper pair box. In circuit-QED, Cooper pair box qubits are nowadays of the transmon type [21], and are embedded in a microwave resonator that can be planar or three-dimensional.

1.2.2 The transmon qubit

The Hamiltonian of the Cooper pair box writes $H = E_c \hat{n}^2 - E_j \cos \delta$ where $n$ is the number of Cooper pairs transferred across the junction and $\delta$ the phase difference across the junction, $E_c = (2e)^2 / 2C$ the charging energy and $E_j$ the Josephson energy of the junction. Here $\delta$ and $\hat{n}$ are conjugated variables and satisfy the commutation relation $[\hat{\delta}, \hat{n}] = i$. The transmon is a Cooper pair box in the slightly anharmonic regime $E_j \gg E_c$, and can be strongly electrically coupled to a microwave resonator, as sketched in Fig. 1.2. The two lowest energy states $|g\rangle$ and $|e\rangle$ form a quasi-two-level system used as a qubit. The
transmon is capacitively coupled to a microwave resonator whose frequency is shifted by the qubit state. This frequency shift is exploited for reading the qubit state using the so-called dispersive readout method. When sending a microwave pulse to the resonator, the phase of the reflected (or transmitted) signal conveys information on the qubit state. This method is simple, but requests to use a quantum limited amplifier for reaching high fidelity single-shot readout. Such amplifiers were not available at the beginning of this work. In order to achieve high fidelity single-shot readout of the transmon, the Quantronics group had implemented a readout variant [22] in which the readout resonator is also made slightly non-linear by including a Josephson junction in its inductor. This non-linearity induces a bifurcation transition between two different dynamical states with different amplitude and phase, when excited close to resonance, as first demonstrated in [23]. Under proper conditions, one can map the qubit state to the dynamical state of this so-called Josephson Bifurcation Amplifier (JBA).
1.2.3 Superconducting quantum processors

Before the beginning of this thesis work, a prototype of superconducting quantum processor had been operated at Yale in 2009 [24]. It was a two-qubit transmon processor fitted with a universal set of gates but not with individual qubit readout. Although such a limited processor could only provide a partial answer at each run, it was sufficient for demonstrating the proper operation of a series of gates implementing the Grover quantum search algorithm on four items. Another implementation of a two-qubit processor had also been made for the phase qubit at UCSB, and used for running the Deutsch-Jozsa algorithm [25]. The Quantronics group decided to implement an elementary superconducting quantum processor fitted with individual JBA readout of the transmon [26]. This project to which I contributed during one and a half year formed the core of the Ph.D. thesis of Andreas Dewes [27].

1.3 Operating the Grover search algorithm in a two-qubit processor

The aim of this first project was to implement and test a 2-qubit processor fitted with high fidelity single shot readout. This work is summarized in Chapter 2 that also provides most of the theoretical material needed in this thesis.

Figure 1.3: Two-qubit processor. (a) Optical micrograph of the two-transmon qubit circuit. (b) Electrical equivalent scheme. The qubits are capacitively coupled, and each of them is fitted with its non-linear readout resonator.
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Figure 1.4: Grover search algorithm on four items. (top) Gate sequence used. The algorithm proceeds as follows: the preparation creates a superposition of all the computational basis states; one of the four possible oracle functions (operators) is applied. The oracle is defined by a combination of the $Z_{±\pi/2}$ operators; a decoding sequence is applied on the qubit register, and readout is performed. (bottom) Raw success probability of the Grover search algorithm, for the four possible cases. The dashed lines indicate the success probability of the classical query and check algorithm. The larger success probability achieved demonstrates quantum speedup.

Our processor shown on Fig. 1.3 is composed of 2 frequency tunable transmons fitted with JBA readout, and that are capacitively coupled. Although this coupling is not tunable, the effective interaction it induces between the qubits can be be switched on (off) by placing the qubits on (off) resonance using local current lines that control the qubit frequencies with the flux induced in the transmon SQUID loops. When the qubits are on resonance, the effective interaction yields a swapping evolution of the qubit states. This evolution can be used for obtaining an entangling gate which forms, with single qubit gates, a universal set of gates. The process tomography of this $\sqrt{SWAP}$ two-qubit gate [28] shows an overall gate fidelity of 90%. With this processor, we implemented the Grover quantum search algorithm on 4 items [26], as shown on Fig. 1.4. This case of the Grover search algorithm is interesting because it ideally succeeds at each run after a single call of the discriminating function (here an operator) provided to the user, whereas the classical “query and check” strategy obviously achieves a success probability of 1/4. The raw data yield an average success probability of $\sim 60\%$, always above the classical limit of 25%, which demonstrated the quantum speedup of the implementation of the Grover search algorithm in our processor despite its imperfections.
1.4 Towards a scalable superconducting quantum processor

1.4.1 A more scalable design

The design of our 2-qubit processor being clearly not scalable, the main part of this thesis consists in developing a more scalable strategy suitable for making larger processors. There are different scalability issues, and our aim is not to address all of them. An obvious road-block is the readout: achieving high fidelity individual qubit readout of a register is a difficult problem whatever the implementation considered. The other main scalability issue is the necessity to implement quantum error correction as soon as the complexity of the processor and of the algorithm gets large. We simply aim at making a general purpose quantum processor approaching the DiVincenzo criteria, and able to run quantum algorithms on a still very small qubit-register. This processor should furthermore require as moderate as possible resources in term of signal generation and digitization. We have designed, fabricated and tested a 4-qubit processor, schematized on Fig. 1.5, in which tunable-transmon qubits are driven and read by frequency multiplexed signals carried by a single microwave transmission line. This circuit implements multiplexed JBA readout of the transmons, and the two-qubit gates are performed by bringing the two qubits close to resonance with a high quality factor microwave resonator, the coupling-bus, to which all the transmons are capacitively coupled.

![Schematics of the four-qubit processor operated. Each tunable qubit is coupled to its JBA readout resonator; and to a common bus resonator, for mediating qubit-qubit interactions. The readout resonators are staggered in frequency and coupled to a single transmission line, carrying all the qubit drive and readout signals.](image)

1.4.2 Fabrication issues

As shown on the processor scheme, each qubit is fitted with its own flux line for frequency tuning. The simplicity of this design yields however delicate fabrication issues:
Figure 1.6: Four-qubit sample used for multiplexed readout. (top) Equivalent electrical scheme of the circuit. Four qubit-JBA resonator cells are coupled to a single transmission line carrying qubit driving and readout signals. The transmon qubits are tunable with a global magnetic field. (bottom) Optical micrograph of the sample showing the four cells. Bonding wires connect the signal lines from the chip to the printed circuit board, and reconnect all the ground electrodes.

- One has to fabricate Josephson junctions for the qubits and for the JBAs at distant places on the chip. This requires junctions with a well defined geometry in order to obtain the suitable non-linear Josephson inductances needed in the circuit.

- The presence of the common drive and readout line, of individual flux-lines coming close to the transmon qubits, and of the coupling-bus coupled to all transmons induces crossing problems between microwave transmission lines. For making these crossings without perturbing the transmission of the lines, we have fabricated aluminum airbridges connecting the conductors of a transmission line over another line.

1.4.3 Demonstrating multiplexed qubit readout

Prior to the fabrication and operation of a complete quantum processor, we describe the operation of a 4-transmon qubit circuit shown in Fig. 1.6, in which we perform multiplexed qubit readout and individual qubit driving through a single transmission line. In this circuit, the transmon qubits are only tunable by applying a global magnetic field.

The four JBA readout resonators are staggered in frequency, with a 60 MHz separation. Our first aim is to probe if single shot qubit readout is possible. For
readout, one has to send a microwave pulse close to the resonance frequency of each non-linear readout resonator, and to analyze its complex amplitude transmitted after the interaction with the JBA resonator. For synthesizing the drive signals, we mix a single carrier frequency with a sum of ac signals produced by an AWG in order to obtain a set of pulses at the different JBA frequencies. After passing through the circuit, the readout signal is first analogically demodulated with the carrier, which yields the sum of the four readout signals at the different detuning frequencies between the carrier and the JBA resonators. This signal is digitized and numerically demodulated at the four sideband frequencies, yielding 4 pairs of \((I_i, Q_i)\) quadratures that contain the information on qubit readout. The density plot of the quadratures in the four complex planes is shown on the left panel of Fig. 1.7 after applying \(\pi/2\) pulses on all qubits that prepare equal weight superpositions of all qubit states. One observes that all points pertaining to a given pair of quadratures form two clouds that can be well discriminated by choosing suitable separatrices. The probability \(p_i\) of getting the outcome High \((H_i)\) corresponding to the bifurcated state of JBA \(i\) is measured by repeating a measurement sequence and counting the number of \(H\) shots. We have checked that each cloud corresponds to a given state of the qubit, which demonstrates single shot readout. One observes that the simultaneous operation of the four JBAs does not prevent us from demodulating the signals as properly as achieved in single JBA measurements.
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1.4.4 Testing a 4-qubit processor

Finally, we describe in Chapter 5 the test of the full 4-qubit processor shown on Fig. 1.9. This circuit consists of four qubit-readout cells coupled to the same drive-readout line. The coupling of each qubit to a high quality factor coupling bus resonator mediates the qubit-qubit interactions.

In this circuit, individual flux control lines and a coupling bus have been added compared to the previously described experiment. For the crossings between the lines, we have added an extra fabrication step of aluminum airbridges at the end of the process. These airbridges can be seen on on Fig. 1.9.b.
Figure 1.9: (a) Optical micrograph of the four-qubit processor. The frames indicate the four cells. Each cell consists of a transmon qubit, coupled to a common bus resonator, and to a JBA resonator, itself coupled to a single transmission line carrying all the qubit drive and readout signals. The frequency of each qubit is tuned by passing current in its dedicated flux line. (b) SEM image of the airbridges used for line crossings.

We found that this processor suffers from losses in the JBA resonators and of short coherence times of the qubits. The origin of these imperfections is not known, but it could arise from the extra fabrication steps needed for making the airbridges. Because of these imperfections, this circuit cannot be used as a general purpose quantum processor as it was expected to be. We show nevertheless the operation of its new functionalities. First, our new design of the frequency control flux lines forcing the return current to flow in separate conductors without inducing flux in other transmons, as is often the case in multiple flux line circuits, yields a really small crosstalk between flux controls. Second, the airbridges fabricated for making the line crossings work properly without inducing extra losses. Third, we probe the two-qubit interaction mediated by the coupling bus. This qubit-qubit interaction is obtained by placing two qubits on resonance at a frequency slightly above the coupling bus frequency, which mediates the swapping interaction. The coherent swap between two qubits is shown on Fig. 1.10. The duration needed for obtaining a maximally entangling $\sqrt{\text{iSWAP}}$ universal two-qubit gate is $\sim 15\text{ns}$. 
Figure 1.10: Coherent swapping oscillations between qubit 2 and qubit 4 mediated by coupling them through the bus resonator. The symbols are the measured excitation probability of qubit 4 corrected from readout errors. The solid lines are the simulated excitation probabilities of qubit 2 (green), qubit 4 (blue) and of the bus resonator (magenta).
Chapter 2

Operating a transmon based two-qubit processor

In the aim to develop a quantum processor based on superconducting qubits able to run quantum algorithms, the Quantronics group decided to first make and operate the simplest possible processor, namely a two-qubit processor having a universal set of quantum gates and individual single-shot readout. Designing, fabricating and operating such a processor was the Ph.D. research project of Andreas Dewes [27] to which I contributed during the first year of my own Ph.D. research. The processor we developed and its schematic equivalent circuit are shown in Fig. 2.1. With this elementary but functional processor, we generated and probed entanglement between qubits, performed the process tomography of a two-qubit entangling gate, and run a quantum algorithm. We implemented the Grover search algorithm on four objects, and demonstrated its quantum speedup.

![Prototype implementation of the processor. (a) SEM image. (b) Electrical equivalent circuit.](image)

The goal of this chapter is to present the work done on this two-qubit processor. All the building blocks needed to understand this work are presented, given that they will be also useful for the next chapters: the different elements composing the circuits, the transmon qubit, its operation, and its readout are first presented. Then, the operating mode of the processor, the operation and characterization of single and two qubit gates are explained. Finally, the im-
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Implementation and operation of the Grover search algorithm in this processor is summarized.

2.1 Superconducting qubits based on Josephson junctions

The superconducting qubit we use is the transmon version of the Cooper pair box qubit developed at Yale [21]. It is made of a simple capacitor and two Josephson junctions arranged in a SQUID configuration.

2.1.1 The Josephson junction

\[ \hat{H} = -E_j \cos \hat{\phi} \]  

(2.1)

with \( E_j \) the Josephson energy of the junction. The supercurrent between the electrodes, proportional to the time-derivative of \( n \), takes the form

\[ I_{12} = I_c \sin \phi \]  

(2.2)

with \( I_c = E_j / \phi_0 \) the maximum supercurrent through the junction, and \( \phi_0 = \hbar / 2e \approx 2.05 / 2\pi \times 10^{-15} \) Wb the reduced flux quantum.

Considering first the phase as a classical variable gives the second Josephson relation

\[ V = \phi_0 \frac{\partial \phi}{\partial t} \]  

(2.3)

For small currents \( I_{12} \ll I_c \), the Josephson junction behaves as a phase-dependent inductance

\[ L_j(\phi) = \frac{\phi_0}{I_c \cos \phi} \approx L_{j0} \left[ 1 + \frac{\phi^2}{2} + O(\phi^4) \right] \]  

(2.4)
where $L_{j0} = \varphi_0 / I_c$ is the bare Josephson inductance. The Josephson inductance

$$L_j(\varphi) \approx \frac{\varphi_0}{I_c \sqrt{1 - (I_{12} / I_c)^2}} \approx L_{j0} \left[ 1 + \frac{(I_{12} / I_c)^2}{2} + O \left( \frac{(I_{12} / I_c)}{4} \right) \right]$$

(2.5)

thus depends non-linearly on the supercurrent across the junction, increases with current, and even diverges at the critical current.

2.1.2 The SQUID: a flux tunable Josephson junction

Two Josephson junctions in parallel constitute a SQUID\(^1\) as depicted on Fig. 2.3. When the loop inductance is negligible, a SQUID behaves as a tunable Josephson junction controlled by the flux $\Phi$ threading the loop. The Josephson Hamiltonian takes the form

$$\hat{H} = -E_j^*(d, \Phi) \cos \hat{\varphi},$$

(2.6)

with $E_j^*(d, \Phi) = E_j \sqrt{1 + d^2 + (1 - d^2) \cos \Phi}$ being the adjustable Josephson energy and $E_{j1(2)} = E_j(1 \pm d) / 2$ the Josephson energies of the two individual junctions, expressed as a function of the SQUID asymmetry $d$.

\(^1\)Superconducting quantum interference device
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2.1.3 The Cooper Pair Box

The Cooper Pair Box (CPB) circuit introduced by the Quantronics group is shown in Fig. 2.4. It consists of a Josephson junction in parallel with a capacitor $C_c$, subject to an external electric field, which can be applied by a voltage source through a gate capacitor. Its Hamiltonian [30] is

$$\hat{H} = E_c (\hat{n} - n_g)^2 - E_j \cos \hat{\phi}$$

(2.7)

with $E_c = 2e^2/(C_c + C_g)$ the total charging energy of a single Cooper pair on the top superconducting island, and $n_g = C_g V_g/2e$ the reduced gate charge. The circuit variable $\hat{n}$ (number of Cooper pairs on the island) and $\hat{\phi}$ (superconducting phase difference across the junction) satisfy the commutation relation $[\hat{\phi}, \hat{n}] = i$. In the phase representation, this Hamiltonian writes

$$\hat{H} = E_c \left(-i \frac{\partial}{\partial \phi} - n_g\right)^2 - E_j \cos \hat{\phi}.$$  

(2.8)

This form is convenient because it yields a solvable equation for the eigenstate wave-functions in terms of Mathieu functions [31, 21]. The eigenstate energies are given by

$$E_k = \frac{E_c}{4} \mathcal{M}_{A} \left[k + 1 - (k - 1) \frac{\%2 + 2n_g (-1)^k}{-2E_j E_c}\right],$$

(2.9)

where $k$ is integer, and where $\mathcal{M}_{A}[r,q]$ stands for the Mathieu characteristic value $a_r$ for even Mathieu functions with characteristic exponent $r$ and parameter $q$. The spectrum being anharmonic, the ground and the first excited states $|g\rangle$ and $|e\rangle$ are used to define a qubit (Fig. 2.5), although the effect or other upper levels still needs to be taken into account. When using a SQUID for the Josephson junction, one can tune the qubit transition energy $E_{ge} = E_e - E_g$. 

Figure 2.4: The Cooper pair box: schematic electrical circuit.
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Figure 2.5: Energy levels of the Cooper pair box. (a) The anharmonicity of the spectrum allows to define a qubit as the two lowest energy states. (b-c) First three energies levels of the CPB as a function of the reduced gate charge $n_g$ for $E_j/E_c = 1$ and 10.

2.1.4 Different Cooper pair box flavors

Nakamura, Pashkin and Tsai [16] first demonstrated at NEC in 1999 the coherent manipulation of a Cooper Pair Box qubit. This CPB was operated in the charge regime, meaning that its eigenstates consisted of a superposition of at most two subsequent number states of the box island. Although the achieved coherence time was rather short $\simeq 5$ ns, this first demonstration of coherent Rabi oscillations with an electrical circuit triggered a huge interest in superconducting quantum circuits.

The Quantronics group operated in 2001 a variant of the CPB in the intermediate regime $E_J/E_C \sim 1$: the Quantronium [32]. This circuit was fitted with single-shot readout, though with limited fidelity, and with a strategy for reducing decoherence due to the gate charge noise that plagues single electron circuits. This strategy consists in operating the Cooper Pair Box at an optimal working point, the so-called sweet spot, where the transition energy $E_{ge} = E_e - E_g$ is stationary with respect to gate charge variations. It provided a huge gain for the coherence time measured in a two-pulse Ramsey experiment up to 0.5 μs.

A next important step was achieved at Yale in 2004 [19] when Schoelkopf, Wallraff, Girvin and collaborators inspired by cavity QED physics [33, 20] embedded a Cooper pair box in a planar microwave resonator, creating the field of circuit quantum electrodynamics (CQED). The interest of CQED is to isolate the Cooper Pair Box from the outside electromagnetic noise inducing decoherence, and to provide a sensitive readout method through the dependence of the resonator frequency on the quantum state of the CPB, called cavity pull. Another architecture variant that we will not discuss in this thesis consists in embedding a Cooper pair box in a 3D cavity [34], in even closer analogy with CQED.
2.2 The transmon

The transmon, developed at Yale in 2007 [21], is now the most widely used superconducting qubit. It is a Cooper pair box for which the strategy used to make it less sensitive to charge noise was pushed at its maximum: a large shunting capacitance $C_c$ places the Cooper pair box in the regime $E_j \gg E_c$, in which the CPB is an oscillator made anharmonic by the phase dependence of the Josephson inductance. The great advantage of this regime is to make the CPB first transition frequency almost completely insensitive to charge and thus to charge noise, leading to increased coherence. Within this approximation, the qubit transition energy $E_{qc} = E_1 - E_0$ is given by

$$E_{qc} \approx \sqrt{2E_jE_c - \frac{E_c}{4}}$$

(2.10)

When one replaces the Josephson junction by a flux tunable SQUID, one finds

$$E_{qc} \approx E_{qc}^{\text{max}} \left( \frac{1 + d^2 + (1 - d^2) \cos \Phi}{2} \right)^{\frac{1}{4}}$$

(2.11)

with $E_{qc}^{\text{max}}$ is the maximum transition energy of the qubit.

In the transmon regime ($E_j \gg E_c$), the matrix elements $|\langle i+1|\hat{n}|i\rangle|$ are well approximated with the one of the harmonic oscillator

$$|\langle i+1|\hat{n}|i\rangle| \approx \sqrt{i+1} \left( \frac{E_j}{8E_c} \right)^{\frac{1}{4}}.$$  

(2.12)

So the immunity to charge noise comes at the price of a reduced anharmonicity $\alpha = E_{ef} - E_{qc}$, with $E_{ef} = E_2 - E_1$. This anharmonicity shown on Fig. 2.6 tends to $E_c/4$ when $E_j \gg E_c$, which limits the speed of a resonant drive at the qubit transition frequency as discussed below.

![Figure 2.6: Reduced anharmonicity $\alpha/E_c$ as a function of $E_j/E_c$.](image)

We describe in the next subsections the different operations on a single qubit including state manipulation and state readout.
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2.2.1 Single qubit gates

Two knobs are available to control the transmon qubit state: the applied electric field or gate voltage $V_g$, and the flux $\Phi$ applied to the loop. We will discuss the effect of both drives on the Bloch sphere that corresponds to the Hilbert space spanned by the $\{|g\rangle, |e\rangle\}$ states, in the frame rotating at the qubit frequency $f_{ge} = E_{ge}/\hbar$.

2.2.1.1 Single qubit gates with resonant gate-charge microwave pulses

The transmon is driven quasi-resonantly at a frequency $f_d$ close to its transition frequency $f_{ge}$ by applying a coherent microwave electric field to its capacitor, or equivalently a microwave gate voltage $V_d(t) = V_d^S(t) \cos(\omega_d t + \varphi_d(t))$. Such a drive corresponds to the Hamiltonian

$$\hat{H}_d = -2e\beta V_d(t) \hat{n}$$ \hspace{1cm} (2.13)

with $\beta = C_g/(C_c + C_g)$.

Under the Hamiltonian 2.13 and for a low amplitude $V_d^S(t)$, the qubit state rotates in the Bloch sphere around an axis defined by

$$\hat{H}_d/\hbar = -\frac{\Omega_{R0}(t)}{2} \left( \cos \varphi_d(t) \hat{x} + \sin \varphi_d(t) \hat{y} \right) - \frac{\delta}{2} \hat{z}$$ \hspace{1cm} (2.14)

at a Rabi frequency $\Omega_R = \sqrt{\left|\Omega_{R0}\right|^2 + \delta^2}$ with $\delta = \omega_{ge} - \omega_d$ and $\Omega_{R0}(t) = 4e\beta V_d^S(t)|\langle 0|\hat{n}|1\rangle|e^{i\varphi_d(t)}$. We show on figure 2.7 the measured excited state population after a weak Rabi pulse with variable duration and frequency, the so-called Rabi chevrons.

![Figure 2.7: Rabi oscillations under quasi-resonant weak drive. (a) Pulse sequence used. (b) Qubit excited state probability displaying characteristic chevrons.](image)

The reduced anharmonicity $\alpha$ of the transmon sets an upper limit to the driving speed for ensuring negligible leakage to the upper levels of the transmon.
Indeed, in the Hilbert space spanned by the states \(|g\rangle, |e\rangle, |f\rangle\) and in the frame rotating at \(\omega_d\), Hamiltonian 2.13 writes

\[
H_d/\hbar = \begin{pmatrix}
0 & \Omega_{R0}^* / 2 & 0 \\
\Omega_{R0} / 2 & \delta & \Omega_{R0}^* / \sqrt{2} \\
0 & \Omega_{R0} / \sqrt{2} & 2\delta + \alpha
\end{pmatrix}
\] \quad (2.15)

For strong enough drives such that the Rabi frequency \(|\Omega_{R0}|\) becomes non-negligible compared to the anharmonicity \(|\alpha|\), the \(|f\rangle\) state is populated from the \(|e\rangle\) state by the non-diagonal element \(\Omega_{R0}^* / \sqrt{2}\).

Gaussian pulses To get rid of this unwanted population, one has to keep the drive low enough by using for instance a slowly varying Gaussian shaped pulse [35]. For a NOT gate (\(\pi\) pulse) in a time of \(\sim 10\) ns and typical anharmonicity of \(\alpha \approx 400 - 500\) MHz, we observe almost no population of the \(|f\rangle\) state, but a remaining population of the \(|g\rangle\) state of about 1%. In this thesis work, we only use Gaussian-shaped pulses, since the single qubit gate fidelity is mainly limited by other factors.

If more accuracy is needed [36], this imperfect drive can be improved in applying a pulse having its amplitude and its phase varying in time \((V_\delta^F(t) \in \mathbb{C})\). This method called “Derivative removal by adiabatic gate” (DRAG) [37], mainly consists in driving the qubit at its ac-Stark shifted resonance frequency.

2.2.1.2 Z rotations using phase driven gates

In the rotating frame at the qubit frequency \(f_{ge}\), any change of the qubit frequency \(f_{ge} + \delta f_{ge}\) induces a rotation around the Z axis of the Bloch sphere at the frequency \(\delta f_{ge}\). The application of a frequency shift pulse \(\delta f_{ge}(t)\) with total duration \(\tau\) thus induces a Z rotation by an angle \(\varphi = 2\pi \int_0^\tau \delta f_{ge}(t) dt\), provided that the evolution is adiabatic and does not induce a population exchange between qubit levels. In practice, one applies trapezoidal flux pulses on the qubit SQUID with rise and fall times of order 1-2 ns, which does not induce any significant population change; the area under the trapezoid determines the phase accumulation (Eq. 2.11).

2.2.2 Decoherence: relaxation and dephasing

The ability to control the parameters \(\{\lambda\} = \{n_g, \Phi_{ext}\}\) of the qubit Hamiltonian goes together with opening noise channels on these parameters, which induces decoherence of the qubit [31, 21].

The coupling Hamiltonian to the fluctuations of a parameter \(\lambda\) is

\[
\delta H / h = -1/2(\vec{D}_\lambda \vec{\sigma}) \delta \lambda
\]

with \(\vec{D}_\lambda \vec{\sigma} = D_{\lambda, x} \sigma_x + D_{\lambda, y} \sigma_y + D_{\lambda, z} \sigma_z\) and \(D_{\lambda, u}\) being the sensitivity of \(H\) to a small variation of \(\lambda\) along \(u\) in the qubit subspace.
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From the previous sections, we see that the transverse terms $D_{\lambda,z}$ and $D_{\lambda,y}$ induce relaxation and excitation, whereas the longitudinal $D_{\lambda,z}$ induces dephasing. We gather under $D_{\lambda,\perp}$ the terms in the equatorial plane of the Bloch sphere ($D_{\lambda,x}$ and $D_{\lambda,y}$).

The different $D_{\lambda,u}$ terms are linked to qubit matrix elements by

\[
\begin{align*}
D_{n_g,z} &= 2\frac{E_c}{\hbar} (\langle g|\hat{n}|g\rangle - \langle e|\hat{n}|e\rangle) \\
D_{\Phi_{\text{ext}},z} &= 2\frac{E_J}{\hbar} \left| \langle g|\hat{n}|e\rangle \right|^2 \sin^2 \Phi_{\text{ext}} \\
D_{n_g,\perp} &= 4\frac{E_c}{\hbar} \left| \langle g|\hat{n}|e\rangle \right| \\
D_{\Phi_{\text{ext}},\perp} &= \frac{1}{2} \frac{E_J}{\hbar} \left( \langle g|\hat{n}|e\rangle \cos \Phi_{\text{ext}} \right) \sin \Phi_{\text{ext}}^2.
\end{align*}
\]  

(2.16)

The relaxation rate is linked to $D_{\lambda,\perp}$ by

\[
\Gamma_{\lambda}^{\text{rel}} = \frac{\pi}{2} D_{\lambda,\perp}^2 S_{\lambda}(\omega_{ge}),
\]

(2.17)

where $S_{\lambda}(\omega_{ge})$ is the noise spectral density on the parameter $\lambda$, taken at the qubit frequency.

Similarly, the pure dephasing rate is

\[
\Gamma_{\lambda}^{\phi} = \pi D_{\lambda,z}^2 S_{\lambda}(\omega = 0),
\]

(2.18)

where the noise spectral density of $\lambda$ is taken at $\omega = 0$ or at a cutoff frequency that depends on the precise experimental protocol. In the case of $1/f$ noise spectrum, the decay of Ramsey oscillations is no longer exponential but Gaussian $\sim \exp \left(-\frac{\Gamma_{\lambda}^{\phi} t}{2}\right)$ with an 'effective rate' (defined as the inverse of a $1/e$ decay time)

\[
\Gamma_{\lambda}^{\phi} = 3.7 A \left| \frac{\partial \omega_{ge}}{\partial \lambda} \right|,
\]

(2.19)

where $A$ is the amplitude of the $1/f$ noise at 1 Hz.

The above expressions allow to calculate the relaxation and dephasing rates due to noise on the gate charge $n_g$ and on the SQUID flux $\Phi_{\text{ext}}$.

2.2.2.1 Relaxation

**Gate charge noise** The gate charge noise arises from the impedance $Z_g$ in series with the gate capacitance. Assuming this impedance at thermal equilibrium, the noise spectral density on the gate voltage is

\[
S_{V_g}(\omega) = \frac{\hbar \omega}{2\pi} \left[ \coth \left( \frac{\hbar \omega}{2k_B T} \right) + 1 \right] \operatorname{Re} [Z_g(\omega)].
\]

(2.20)

In the limit of low temperature $k_B T \ll \hbar \omega$, the relaxation rate is

\[
\Gamma_{V_g}^{\text{rel}} = 16\pi \beta^2 \omega_{ge} R_K \frac{\operatorname{Re} [Z_g(\omega)]}{R_K} \left| \langle g|\hat{n}|e\rangle \right|^2
\]

(2.21)

with $R_K = \hbar/e^2$. 


Flux noise  Relaxation can also occur through the flux line used to control the qubit frequency; the mutual inductance $M$ between the SQUID and the flux line inductance with total impedance $Z_f$ yields:

$$S_{\Phi_{ext}}(\omega) = \frac{M}{\Phi_0}^2 \frac{\hbar \omega}{2\pi} \left[ \coth \left( \frac{\hbar \omega}{2k_B T} \right) + 1 \right] \Re \left[ \frac{1}{Z_f(\omega)} \right],$$  \hspace{1cm} (2.22)

which yields a relaxation rate

$$\Gamma_{\Phi_{ext}} = \frac{\hbar \omega_{ge}}{4} \left( \frac{E_j d M}{\Phi_0} \right)^2 \Re \left[ \frac{1}{Z_f(\omega_{ge})} \right] \left| \langle g | \sin \hat{\varphi} | e \rangle \cos \Phi_{ext} \right|^2,$$  \hspace{1cm} (2.23)

that is in our system much smaller than the measured relaxation rates, and consequently negligible.

Other decoherence sources  The external decoherence sources considered here are often not the dominant ones. Other less controlled decoherence sources include [38]:

- Spurious two level systems (TLS) that induce relaxation [39, 40].
- Dielectric losses in the substrate. Several designs have been operated in order to reduce this impact [41, 42].
- Out of equilibrium quasiparticles that tunnel across the Josephson junctions also lead to relaxation [43].

T1 measurement  We show on Fig. 2.8 the pulse sequence used to measure the relaxation rate $\Gamma_1$ as well as a typical relaxation curve. This measure consists in applying a $\pi$ pulse on the qubit, waiting a given time $\Delta t$ before measuring the averaged qubit state population. The relaxation time $T_1 = 1/\Gamma_1$ is the decay time of the exponential.

Figure 2.8: $T_1$ measurement. (a) Pulse sequence. (b) Population of the excited state as a function of the delay time $\Delta t$. 
2.2.2.2 Pure dephasing

Gate noise At low frequency, thermal noise is negligible, and the gate charge noise is dominated by $1/f$ noise arising from microscopic fluctuations with typical amplitude $A \approx 10^{-5}$. In the transmon limit $E_J \gg E_C$, an upper bound of the Gaussian dephasing rate is [44]

$$\Gamma_{\text{ns}}^\phi \leq 3.7 \times 2^7 \frac{A}{h} E_c \sqrt{\frac{\pi}{2}} \left(\frac{2E_J}{E_C}\right)^{5/4} \exp\left(-\frac{32E_J}{E_C}\right).$$

(2.24)

This mechanism yields negligible dephasing rates compared to what is observed in our experiments.

Flux noise For the same reason, the thermal flux noise is negligible at low frequency. Similarly to charge noise, microscopic uncontrolled fluctuators with a $1/f$ noise with a typical amplitude $A = 10^{-6} - 10^{-5}$ yields an effective dephasing rate

$$\Gamma_{\Phi_{\text{ext}}}^\phi \approx \frac{1}{2} A_{\Phi_{\text{ext}}} \left|\sin\left(\Phi_{\text{ext}}\right) \left(1 - d^2\right) \left(1 + d^2 + (1 - d^2) \cos\left(\Phi_{\text{ext}}\right)\right)^{-3/4}\right|. \quad (2.25)$$

This contribution is often the major part of the measured dephasing rate.

Measurement of the Ramsey coherence time $T_2^*$ The coherence time is measured using a Ramsey two-pulse sequence as shown in Fig. 2.9.

The decay time of the excitation probability is the coherence time $T_2^* = 1/\Gamma_2$ that contain both relaxation rate $\Gamma_{\text{rel}}^\phi$ and pure dephasing $\Gamma_2^\phi$ as $\Gamma_2 = \Gamma^\phi + \Gamma_{\text{rel}}^\phi / 2$

2.2.3 Qubit state readout

The readout of transmon qubits is now always performed in the circuit-quantum electrodynamics (Circuit-QED) framework introduced by [19, 18], with some variants.
2.2.3.1 Cavity quantum electrodynamics

As depicted in Fig. 2.10, a resonator is capacitively coupled to the transmon leading to the Jaynes-Cummings Hamiltonian

\[ H/\hbar = \omega_R a^\dagger a + \frac{1}{2} \omega_{ge} \sigma_Z + g (a \sigma_+ + a^\dagger \sigma_-) \]  

(2.26)

with \( g \) the coupling constant between the qubit and the resonator.

**Cavity shift** In the dispersive regime, for which the qubit and the resonator are far detuned (\( |\Delta| = |\omega_R - \omega_{ge}| \gg g \)) and exchange no energy, one can approximate\(^2\) the Hamiltonian 2.26 as

\[ H/\hbar = \omega'_R a^\dagger a + \frac{1}{2} \omega_{ge} \sigma_Z + \chi \sigma_Z a^\dagger a, \]  

(2.27)

where the multi-level structure of the transmon has been taken into account in \( \chi = \chi_{ge} - \chi_{ef} \) [21], the dispersive shift calculated with the first \( \chi_{ge} = \frac{g_{ge}^2}{\omega_{ge} - \omega_R} \) and second \( \chi_{ef} = \frac{g_{ef}^2}{\omega_{ef} - \omega_R} \) excited state cavity shift, and \( \omega'_R = \omega_R - \chi_{ef}/2 \).

The 'coupling constants' \( g_{ij} \) scale as the matrix element \( |\langle i|\hat{n}|i+1\rangle| \) so that \( g_{ef} \approx \sqrt{2}g_{ge} \) in the transmon regime. The dispersive Hamiltonian may be rewritten in the form

\[ H/\hbar = (\omega'_R + \chi \sigma_Z) a^\dagger a + \frac{1}{2} \omega_{ge} \sigma_Z, \]  

(2.28)

where the oscillator state remains harmonic but with a frequency that depends on the qubit state, as sketched in Fig. 2.11. Typical qubit readout is performed in measuring the transmission (or reflection) coefficients of the resonator in which the CPB is embedded.

\(^2\text{This approximation is only valid while the number photon in the resonator } n = \langle a^\dagger a \rangle \text{ remains small compare to } n_{\text{crit}} = \Delta^2/4g^2\)
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Figure 2.11: Qubit state dependent cavity shift

2.2.3.2 Linear dispersive readout

The simplest way to implement qubit readout is to send a microwave pulse at the bare resonator frequency \( f_R \) and to measure the phase of the reflected pulse. The reflected pulse acquires a phase \( \delta \varphi = \pm 2 \arctan (2 \chi / \kappa) \) that depends on the qubit state, with \( \kappa = \omega_R / Q \) the resonator linewidth, as depicted in Fig. 2.12.

This method, known as “linear dispersive readout”, can be used to accurately detect the qubit state if one is able to discriminate the two outgoing signals out of the noise in a time shorter than the qubit lifetime.

Linear dispersive readout using homodyne detection

Technically, to get both quadratures of the reflected signal, we use an IQ mixer as a demodulator, as shown in Fig. 2.13. Fed with the outgoing signal \( A \cos (\omega_R t + \varphi_R) \) and a microwave carrier \( L \cos (\omega_R t) \) at the same frequency, the IQ mixing gives two output

\[
\begin{align*}
I_D &= AL \cos (\omega_R t + \varphi_R) \cos (\omega_R t) = \frac{AL}{2} [\cos \varphi_R + \cos (2\omega_R t + \varphi_R)] \\
Q_D &= AL \sin (\omega_R t + \varphi_R) \cos (\omega_R t) = \frac{AL}{2} [\sin \varphi_R + \cos (2\omega_R t + \varphi_R)] 
\end{align*}
\]

These two outputs are then low-pass filtered, giving access to the two quadratures

\[
\begin{align*}
I_D &= \frac{AL}{2} \cos \varphi_R \\
Q_D &= \frac{AL}{2} \sin \varphi_R 
\end{align*}
\]
This method makes possible to determine the projected qubit state from the outgoing signal with a good accuracy if the noise added in amplifying the signal remains under a certain level. At the beginning of this project, linear dispersive readout of transmons had not been demonstrated with high single-shot fidelity because of the noise added by the cryogenic amplifiers used for amplifying the signal. High fidelity single-shot had been achieved in the Quantronics group in 2009 [22] using a non-linear readout resonator called Josephson Bifurcation Amplifier (JBA) [45]. Under proper drive conditions, this non linear resonator has two possible dynamical states and can latch either state depending on the projected qubit state. This mapping of the qubit state onto the latched resonator state makes the JBA a suitable high fidelity readout for a transmon. It is now described in more details.

![Figure 2.13: Homodyne detection using IQ down-conversion.](image)

### 2.2.3.3 The Josephson bifurcation amplifier

The JBA is a LC resonator made slightly non-linear by inserting a Josephson junction in series with the geometric inductance. It is operated at a driving frequency and amplitude for which it bifurcates between two different internal dynamical states.

![Figure 2.14: (a) Electrical scheme of a JBA. (b) Simplified equivalent circuit close to resonance, with \( I_d = V_d/Z_e \) and \( C_T = C_j + C_c \).](image)

Figure 2.14. represent its actual lumped element circuit (a) and its equivalent circuit around the resonance frequency (b).

**Theory** The dynamics of this system at zero temperature (and zero quantum fluctuations) can be fully described by the charge on the capacitor \( q \) (treated
as classical variable) under a drive \( V \cos(\omega m t) \). The equation of motion is

\[
\ddot{q} + \frac{\omega_r}{Q} \dot{q} + \omega_r^2 q + \frac{pi^2 \dot{q}^2}{2I_0} = \frac{V}{L_T} \cos(\omega m t),
\]

with \( \omega_r = 1/\sqrt{C_T(L_g + L_j)} \) the resonance frequency of the resonator at low power and \( Q = Z_i/Z_e \) the quality factor of this resonance (\( Z_i = \sqrt{(L_j + L_g)/C_T} \)).

Using the reduced parameters

\[
\begin{align*}
\Delta_m &= \omega_m - \omega_r \\
\Omega &= 2Q \Delta_m/\omega_r \\
u(t) &= \sqrt{\frac{\nu_0^2 \omega_m}{2\pi}} q(t) \\
\beta &= \left( \frac{V}{\nu_0 \omega_m} \right)^2 \left( \frac{\nu Q}{2\pi} \right)^{3/2},
\end{align*}
\]

the slowly varying envelope of \( u(t) \) of the oscillations at \( \omega_m \) is given by

\[
\frac{du}{d\tau} = -\frac{u}{\Omega} - iu \left( |u|^2 - 1 \right) - i \sqrt{\beta}.
\]

We display on Fig. 2.15 the stationary solutions of Eq. 2.33 for different values of the reduced drive power \( \beta \). One observes that for same driving parameters, the system can have two stable dynamical states, labeled \( L \) and \( H \).

![Figure 2.15: Internal field stationary amplitude for different reduced drive amplitudes \( \beta_c/10, \beta_c/3, 2\beta_c/3, \beta_c, 3\beta_c/2, \) and \( 3\beta_c \) (from blue to red). Dashed lines represent unstable solutions.](image)

The points where the system bifurcates from a low amplitude state \( L \) to a high amplitude state \( H \) (and inversely) are given by the equation

\[
\beta_{\pm} = \frac{2}{27} \left[ 1 + \left( \frac{3}{\Omega} \right)^2 \pm \left( 1 - \frac{3}{\Omega^2} \right)^{3/2} \right].
\]

Figure 2.16 represents the two switching branches \( \beta_{\pm} \) expressed as a function of the relative drive power.
Dynamics with thermal or quantum fluctuations The switching between the L and H states is a stochastic process governed by quantum and thermal fluctuations. It is well described by the Dykman theory as explained in [45, 46, 44, 47, 48]: slightly below the bifurcation line $\beta_-$, the switching from L and H is characterized by a switching rate $\Gamma_s(P_e, f_m)$ that increases with temperature and decreases with the distance to the line (in power or frequency). A particularly simple result is that at low temperature, the quantum dynamics is the same as the thermal dynamics but with an effective ‘quantum temperature’ $T = \hbar \omega_r / 2 k_B$. If the JBA drive signal is applied during a time $\tau$, the rate $\Gamma_s(P_e, f_m)$ translates into a switching probability $P_{s,\tau}(P_e, f_m)$ that increases from 0 to 1 with increasing drive power $P_e$ or decreasing drive frequency $f_m$. The switching curves $P_{s,\tau,f_m}(P_e)$ and $P_{s,\tau,P_e}(f_m)$ (called S curves in the following) have characteristic widths $\delta P_e$ and $\delta f_m$ simply related by the slope $\partial \beta_- / \partial f_m$ of the $\beta_-$ bifurcation line.

Hamiltonian of the non-linear resonator One can also describe the undriven non-linear resonator by adding a quartic Kerr term to the Hamiltonian of the harmonic oscillator:

$$H/\hbar = \omega_r a^\dagger a + \frac{K}{2} (a^\dagger a)^2,$$

with $K = -\pi p^3 \omega_R Z R$ the Kerr non-linearity.

JBA as qubit readout In the same way as for the linear resonator, the JBA bare frequency is shifted depending on the qubit state, and the JBA-qubit system is described by

$$H/\hbar = (\omega_R + \chi \sigma_Z + \frac{K}{2} a^\dagger a) a^\dagger a + \frac{1}{2} \omega_{ge} \sigma_Z.$$

The whole stability diagram described in Fig. 2.16 is now shifted by the two qubit states, leading to the two bistability regions of Fig. 2.17. Accordingly,
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one has now two S curves, the width \( \delta P_e \) (resp. \( \delta \omega_m \)) of which needs to be compared to their separation \( \Delta P \) converted in frequency with

\[
\Delta f = 2 \chi = \Delta P \partial f_m / \partial \beta_+.
\] (2.37)

Figure 2.17: (a) Stability diagram for the two possible qubit states \(|g\rangle\) (blue) and \(|e\rangle\) (red) for a typical operating point (green). (b) Switching probability as a function of the power for the selected frequency.

To operate the JBA as a qubit readout one chooses a drive frequency in the bistability regions and a drive power between the bifurcation lines \( \beta_+,(g) \) and \( \beta_+,(e) \) corresponding to the two qubit states (green dot on Fig. 2.17.a). The qubit projected in its excited state will make the JBA bifurcate to its \( H \) state whereas the projection in the ground state will leave the JBA in its \( L \) state. After an amount of time just long enough to let the JBA reach its \( H \) state if it switches, one reduces the drive power (orange dot) to place the driving point in the bistable regions for both qubit states, thus latching JBA dynamics. At this point, nor relaxation or excitation of the qubit can further impact the JBA dynamical state.

The internal state of the resonator leaks out to build the measured signal, which is measured using the technique described in Sec. 2.2.3.2, without any time limitation because of the latched character of the signal.

In theory, this detector could perfectly map the qubit state to the outgoing signal, yielding perfect readout. However, different effects can reduce the readout fidelity:

- An imperfect separation of the switching curves can lead to incorrect mapping of the qubit states to the JBA ones, as shown in Fig. 2.17.b.
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- The bifurcation dynamics lasting for a finite time, relaxation can occur before the JBA reaches \( H \), leading to an incorrect result.

- During the long signal acquisition step (orange dot), the JBA can switch back from \( H \) to \( L \) if the drive frequency is chosen too high (retrapping process), producing a wrong result.

**Performance of transmon readout with the JBA**  Experimentally, we apply the JBA driving pulse depicted in Fig. 2.18.a with a reduction of amplitude on the latching plateau of \( 10 - 20\% \). The output signal is measured and averaged during a time \( t_m \) on the latching plateau, after a small dead time corresponding to the transient. One obtains in this way a single point in the IQ plane. Fig. 2.18.b, shows 20000 subsequent measurement points when the switching probability is 84%. The points are distributed in two well separated regions that correspond to both \( H \) and \( L \) JBA states. These switching-non switching events can be displayed as a voltage histogram (see Fig. 2.18.c) along the red curve of Fig. 2.18.b. A threshold can be defined to calculate the switching probability.

![Figure 2.18](image)

Figure 2.18: Experimental measurement of the JBA switching probability. (a) driving pulse applied at frequency \( f_r \). (b) outgoing signal demodulated at frequency \( f_r \), averaged during the time \( t_m \). Each green point represents a single measurement sequence. (c) Histogram of the measured quadratures along the red axis defined on (b).

Keeping the same threshold, a switching curve is measured by varying the amplitude of the whole pulse. Figure 2.19 shows the S curves for the qubit prepared in its ground, first and second excited states. The maximum difference between the switching curves (dashed lines) indicates the optimal point for mapping the qubit states to the JBA ones. At this maximum difference, the minimum readout errors are \( p(H|g) \approx 8\% \) when the qubit is in its ground state and \( p(L|e) \approx 16\% \) when the qubit is in its excited state. The maximum contrast is 76%, which characterizes the fidelity of a single measurement.
When measuring qubit state populations based on precisely measured switching probabilities, these readout errors can be corrected for if needed, as detailed in [27].

Figure 2.19: Switching curves of a JBA for a qubit in state $|g\rangle$(blue), $|e\rangle$(red) and $|f\rangle$(green) as a function of the drive power.

**Shelving to level $|f\rangle$** The use of only the first two transmon levels $|g\rangle$ and $|e\rangle$ gives a readout contrast limited by the overlap of the switching curves. A trick to increase $S$ separation is to transfer the $|e\rangle$ state to the $|f\rangle$ state prior to measurement, which increases artificially the qubit dependent cavity shift. This escape from the computational basis allowed us to get an improved fidelity of 81% as shown with the brown curve on Fig. 2.19. This improved sensitivity is also due to the impossible direct relaxation from $|f\rangle$ to $|g\rangle$ during the measurement time.

2.2.3.4 Cavity induced relaxation and dephasing

In a circuit-QED architecture, the qubit is connected to the outside dissipative word only through its readout resonator and directly feels the resonator field, as shown in Fig. 2.20. This leads to two important effects.

Figure 2.20: Electrical scheme of a transmon in a CQED geometry.
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Purcell effect First, the impedance in series with the coupling capacitance is now made of the resonator capacitively coupled to the 50 $\Omega$ environment; it is frequency dependent, and Eq. 2.21 takes the simple form

$$\Gamma_p = \kappa \frac{g_R^2}{\Delta^2 + \kappa^2},$$

(2.38)

with $\kappa$ the resonance linewidth, $\Delta = \omega_R - \omega_{ge}$ the qubit resonator detuning, and $g_R$ the coupling constant between the qubit and its readout resonator. This enhanced relaxation rate around the resonator frequency is known as the Purcell effect [49].

Dephasing due to photon noise in the resonator The coupling to a resonator also yields dephasing because the photon population in the resonator shifts the qubit frequency and is subject to shot noise [50, 51, 52]. The dephasing rate Eq. 2.27

$$H/\hbar = \omega_R a^\dagger a + \frac{1}{2} (\omega_{ge} + \chi a^\dagger a) \sigma_Z,$$

rewrites

$$\Gamma_\phi = \frac{8\chi^2}{\kappa} \bar{n}_{th}$$

(2.39)

with $n_{th}$ the average population.

2.3 Processor operation

The processor we have fabricated and operated consists of two tunable transmon qubits I and II that are directly capacitively coupled, and fitted with individual JBA readouts. The schematics of the circuit is depicted on Fig. 2.21: the two non-linear readout resonators are displayed in blue, whereas the two qubits are in green; the qubits are coupled to each other through a coupling capacitance $C_{qq}$ described in Sec. 2.3.1. The current lines shown in red allow to tune the flux in the SQUIDs and thus to control the qubit frequencies within a few nanoseconds$^3$, which provides the requested frequency agility for gate operation.

$^3$The response function of the line is actually measured in-situ, and taken into account for generating the desired pulse shape at the SQUID level.
Figure 2.21: Schematic circuit of the two-qubit processor operated. The two qubits are capacitively coupled to each other and to their own readout resonators.

The qubit frequencies at the different operation points are shown in Fig. 2.22. The two readout resonators are the highest frequencies in the system: \( f_{\text{I}r} = 6.84 \) (6.70) GHz. For readout, the transmons are moved close to their readout resonators with detunings \( \Delta_{\text{rr}} = f_{\text{I}r} - f_{\text{ge}} = 0.640 \) (0.700) GHz, before the readout tones are applied. Since the qubits are directly coupled, as it will be described in Sec. 2.3.1, one places them at the same frequency only for performing two-qubit operations. Drives for single qubit gates are applied through the readout resonators. Despite the filtering that it induces, the relative low quality factor \( Q \sim 730 \) of the readout modes as well as the relative small detunings \( \Delta_{\text{rin}} \sim 1.6 \) GHz allow us to implement fast single qubit gates (\( t_g < 50 \) ns for a \( \pi \) pulse).
Simultaneous readout  At the end of a pulse sequence or algorithm, the readout is performed on both qubits simultaneously. The readout process is characterized by a $4 \times 4$ readout matrix that gives the probability of the different possible outcomes \{LL, LH, HL, HH\} after having initialized the two qubit register in states \{\ket{gg}, \ket{ge}, \ket{eg}, \ket{ee}\}. This readout matrix, which takes into account all readout errors including crosstalk between the two channels, is non purely diagonal. By applying its inverse to the JBA state probability vector deduced from repeated identical measurement sequences, one obtains the average populations of the different qubit states and their correlations.

### 2.3.1 Two-qubit interaction yielding a universal gate

In order to obtain a universal set of gates able to implement any unitary evolution of the qubit register, one needs an entangling interaction [25].
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The capacitive coupling through $C_{qq}$ between the two qubits, see Fig. 2.23, yields the coupling Hamiltonian

$$\hat{H}_{qq} = \frac{1}{2} C_{qq} \hat{V}_{qq}^2 \approx \frac{4e^2C_{qq}}{C_{\Sigma 1}C_{\Sigma 2}} \hat{n}_1 \hat{n}_2 + \ldots$$

(2.40)

Writing this Hamiltonian in the uncoupled qubit state basis yields

$$\hat{H}_{qq}/\hbar = g_{qq} (\hat{\sigma}_+ \hat{\sigma}_++ \hat{\sigma}_- \hat{\sigma}_-)$$

(2.41)

with $\hbar g_{qq} = 4e^2C_{qq}/C_{\Sigma 1}C_{\Sigma 2}$ the coupling constant between the two qubits. The evolution operator induced by the swapping Hamiltonian 2.41 is

$$U_{SWAP}(t, \Delta_{qq}) = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & \cos tg_e - i \frac{\Delta_{qq}}{g_e} \sin tg_e & i \frac{\Delta_{qq}}{g_e} \sin tg_e & 0 \\
0 & i \frac{\Delta_{qq}}{g_e} \sin tg_e & \cos tg_e + i \frac{\Delta_{qq}}{g_e} \sin tg_e & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}
$$

(2.42)

with $\Delta_{qq}$ the detuning between the qubits, and $g_e = \sqrt{4g_{qq}^2 + \Delta_{qq}^2}$ the effective swapping frequency. This evolution operator efficiently entangles the qubits when they are on resonance, yielding there the maximally entangling $\sqrt{5}\text{SWAP}$ gate for $t_g = \pi/4g_{qq}$ and the $i\text{SWAP}$ gate for $t_g = \pi/2g_{qq}$. By non-adiabatically changing the detuning $\Delta_{qq}$, one efficiently turns the effective interaction on and off.

As shown in Fig. 2.24, starting from a far off-resonant condition $\Delta_{qq} \gg g_{qq}$ and placing the qubit at resonance $\Delta_{qq} = 0$ for a time $t_g$ prior to detuning them again does induce the expected swapping.

Figure 2.24: Avoided level crossing between the two qubits, when varying qubit $j$ bare frequency, with qubit $i$ bare frequency fixed.
Swapping evolution The swapping evolution is readily characterized by initializing the qubit register in state $|ge\rangle$. To do so, a $\pi$ pulse is applied to one qubit, the two qubits are placed in resonance during a varying time, and they are re-decoupled and measured, as shown in Figure 2.25.a. The data shown are corrected to get rid of readout errors as explained in 2.3, and the average qubit joined populations are shown on Figure 2.25.b. A swap between states $|eg\rangle$ and $|ge\rangle$ is observed, as well as relaxation to $|gg\rangle$ and dephasing. The dashed line represents the master equation simulated data with the parameters independently measured. Only the qubit dephasing rates are left as fit parameters$^4$. The simulated data well agrees with the experiment and gives a swapping frequency $2\delta_{gg}/2\pi = 8.3$ MHz. The $i\sqrt{SWAP}$ ($iSWAP$) is obtained in a time $t_{\sqrt{SWAP}} = 31$ ns ($t_{iSWAP} = 62$ ns), indicated with gray lines on Fig. 2.25.b.

As in the case of $\sigma_Z$ gates detailed in Sec. 2.2.1.2, the displacement of qubit $I$ to place it on resonance with qubit $II$ introduces a large spurious extra phase $\varphi = 2\pi t_{\text{gate}} \delta f \sim 30 - 100 \times 2\pi$. We compensate this phase up to a $2\pi$ multiple. The phase compensation calibration is determined via quantum state tomography.

$^4$The first order pure dephasing rate vanishes because of the qubit insensitivity to flux noise at resonance.
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2.3.2 Quantum state tomography

The state of the two-qubit register is described by its density matrix $\rho$. The diagonal elements of this density matrix, i.e. the state populations, are directly obtained from repeated measurements of the qubit register as already explained. Standard quantum state tomography [53] is needed for fully determining the density matrix, in particular its non-diagonal elements, whereas quantum process tomography is needed for fully characterizing the fidelity of the $\sqrt{iSWAP}$ gate.

Two-qubit state tomography

The density matrix of a two-qubit register can be decomposed on the generalized Pauli basis of tensorial products of two single qubit Pauli matrices $\{\hat{\sigma}_v\} = \{I, X, Y, Z\}$:

$$\rho = \sum_{v_1,\ldots,v_n} {c_{v_1,\ldots,v_n} \hat{\sigma}_{v_1} \otimes \cdots \otimes \hat{\sigma}_{v_n}}. \tag{2.43}$$

The coefficients $c_{v_1,\ldots,v_n}$ with $v_i \in \{I, X, Y, Z\}$ can be obtained by a trace operation: $c_{v_1,\ldots,v_n} = Tr[\hat{\sigma}_{v_1} \otimes \cdots \otimes \hat{\sigma}_{v_n} \rho]$ and are determined experimentally by measuring the qubits along the 16 directions $\{\hat{\sigma}_{v_1} \otimes \hat{\sigma}_{v_2}\}$ of the Hilbert space. This is readily performed by applying suitable $\pi/2$ rotations bringing subsequently each direction along the $\sigma_Z$ direction prior to readout in the computational basis.

Because of measurement errors, the Eq. 2.43 can yield to an unphysical $\rho$ matrix. We use the so-called Maximum likelihood method widely described in [27] to determine the best density matrix compatible with the measurements performed.

Density matrix evolution during swapping

Examples of state tomography measured in this way are shown in Figure 2.26: they correspond to the $\sqrt{iSWAP}$ (a) and $iSWAP$ (b) gates including their $\sigma_Z$ phase compensation pulse. The displayed density matrices are those obtained after the final maximum likelihood step.

$^5$Realistic density matrix has to be positive ($\langle \psi | \rho | \psi \rangle > 0$ for all possible states $| \psi \rangle$) and has to have a unitary trace $Tr(\rho) = 1$. 
Figure 2.26: Two-qubits tomography after a $\sqrt{iSWAP}$ gate (a) and an $iSWAP$ gate (b) starting from state $|ge\rangle$. The circle sizes represent absolute values $|\rho_{ij}|$ whereas the arrows the colors both represent the corresponding phases $\text{arg}(\rho_{ij})$.

2.4 Gate tomography

For determining the fidelity of the $\sqrt{iSWAP}$ gate operation implemented in our processor and for characterizing its errors, we have performed the full quantum process tomography [54] of the gate.

2.4.1 Quantum process tomography of the $\sqrt{iSWAP}$ gate

We use the method known as Standard Quantum Process Tomography (SQPT, to be compared with other methods [55, 56, 57]), which consists in determining how the implemented gate transforms a complete basis $B$ of operators acting on the two-qubit Hilbert space. For this basis, we take again all tensorial products of Pauli operators. The transform of $B$ yield a the so-called $\chi$ matrix that contains the whole information on the quantum process. In practice, we transform the 16 basis states $|\psi_i\rangle \in \{|g\rangle, |e\rangle, (|g\rangle + |e\rangle)/\sqrt{2}, (|g\rangle + i|e\rangle)/\sqrt{2}\} \otimes 2$ where $\otimes 2$ denotes the 2-dimensional Kronecker product of all possible permutations. As explained in [27], the quantum state tomography for all these register states yields the symmetric $\chi$ matrix represented in Fig. 2.27. The error process matrix $\tilde{\chi} = \chi_{\text{ideal}}^{-1}$ obtained by removing the targeted transformation from the measured one is also represented. It shows an overall fidelity $F_g = 0.90$, and shows the different types of error. Relaxation during gate operation is the main error source, followed by imprecise swap duration and imperfect corrected $\sigma_Z$ compensation.
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Figure 2.27: Reconstructed half $\chi$ matrix (a) and error process matrix $\tilde{\chi}$ (b). Each non-zero matrix coefficient is shown as a bar, the height of which encodes the amplitude; the phase is represented both by the bar color and a red pointer. Solid empty boxes and black pointers correspond to the ideal gate, for a sake of comparison. Elements marked by $T_1$, $S$ and $Z$ are errors due to relaxation, imprecise swap duration, and imperfect $\sigma_Z$ compensation, respectively.

2.5 Running the Grover search quantum algorithm

With the two-qubit gate just described and a set of single qubit gates, one disposes of a universal set of quantum gates allowing to implement any unitary evolution of the qubit register\(^6\). We decided to implement the Grover search algorithm [58] on four objects because it provides an interesting benchmark for quantum speedup.

\(^6\)In the sense that no feedback is needed
2.5.1 The Grover search algorithm

The Grover search algorithm is a quantum algorithm for searching an unsorted database. It can find a single solution among $N = 2^n$ possible solutions in the minimum number of queries to the database, which is $O(\sqrt{N})$.

For finding a single state among $N = 2^n$ ones in a classical bit register, one needs a function able to discriminate the solution, and one has to call it an average number of time $O(N)$ for succeeding in the search. In the case of a search in a quantum register, the discriminating function is replaced by a discriminating quantum operator, called the Oracle, which leaves the state corresponding to the search solution unchanged, and inverts all the other ones.

The Grover search algorithm then finds the solution by calling the Oracle only $O(\sqrt{N})$ times. Whereas for a classical search, the algorithm consists only in repeating the experiment with the $N$ different possible states, the quantum algorithm operates very differently:

- Start with a fully superposed quantum state $\left\{ |g\rangle + |e\rangle \right\} \otimes n$
- Repeat $O(\sqrt{N})$ times the following sequence to increase the weight of the solution in the register state:
  - apply the given and unknown Oracle operator
  - apply a fixed operator called diffusion (or symmetry) operator.
- Measure the register state in the computational basis $\{ |g\rangle, |e\rangle \} \otimes n$

The Grover search algorithm on 4 objects

In the particular case $N = 4$, the Grover search algorithm requests only a single call of the Oracle for finding the solution with certainty. This is already quite amazing, and provides a rather clear case of quantum speedup. Note that a classical query & check classical algorithm would succeed with a probability $1/4$ after a single call.

The algorithm is fully described in figure 2.28. The four possible oracle functions consist in a $iSWAP$ gate followed by one of the 4 possible gates $Z^{\pm \pi/2}_I Z^{\pm \pi/2}_II$. These oracle functions $\pi$-shift a single state among 4. In the two-qubits case, the diffusion operator is again a $iSWAP$ gate followed by $X^{\pm \pi/2}_I X^{\pm \pi/2}_II$. The state readout at the end is supposed to fully represent the oracle function applied.

![Figure 2.28: Grover algorithm sequence (see text)](image_url)
2.5.2 Running the Grover search algorithm

Figure 2.29: Single-run success probabilities of the implemented Grover search algorithm, for the 4 possible oracle operators. The success probability is always larger than the success probability of the query-and-check classical algorithm.

We have implemented the Grover search algorithm for the four possible Oracles. As shown in Fig. 2.29, the raw data shows a success probability for a single run that ranges between 52% and 67%, well above the 25% success probability of a classical algorithm. This result [26] provided the second demonstration of quantum speedup with an electrical quantum processor after the demonstration performed at UCSB for the Shor algorithm [59].
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Design of a 4 qubit processor

Towards a more scalable architecture

We have demonstrated in the previous chapter a two-qubit processor fitted with individual qubit control and individual qubit readout. The frequency agility of the flux controlled transmons was used to switch on and off the interaction induced by a fixed capacitive coupling, which implements a $iSWAP$ interaction. Using this controlled interaction, we obtained a universal set of gates able to implement any unitary operation. With this processor, we could run algorithms and record an outcome after each run, and this outcome was faithful enough for demonstrating the quantum speedup of the Grover search algorithm. This architecture is however not suited for scaling up the processor size, and a more scalable architecture for drive, coupling and readout is clearly needed. Section 3.1 describes the architecture we propose, the following sections discussing single-qubit gates, two-qubit gates and multi-qubit readout.

3.1 A $N + 1$ line architecture

Our goal is to make a simple quantum processor prototype sufficiently versatile to run any algorithm with any choice of qubits, and get the result in a single shot at the end of the run, by reading out simultaneously all the qubits. We aim also at limiting the complexity and the hardware expense.
Figure 3.1: (a) ’N + 1 architecture’ of a simple N-qubit processor with a single wire used for drives and readouts, and N wires to control the qubit frequencies. (b) Frequency domain overview of the processor: qubit frequencies are shown (green) at various positions corresponding to different operation (parking, driving, coupling and readout), whereas coupling bus (magenta) and readout resonators (blue) are fixed.

The architecture that we propose is shown in Fig. 3.1. It is a ’N + 1 architecture’, meaning that it requires N + 1 lines connected to the processor to perform all the operations and readouts on N qubits. This architecture reuses many of the characteristics of the simple 2-qubit processor described in chapter 1 with few important changes to make it more scalable:

- We propose first to apply single qubit gate drives via a common transmission line coupled to all the qubits, through their readouts.

- Second, we target a versatile processor in which any pair of qubits can be selected for applying an $iSWAP^{\alpha}$ gate similar to the one described in chapter 1. To do so, rather than directly coupling the qubits to each other, we couple them capacitively to a common high quality factor resonator, playing the role of a coupling bus [60]. To perform the gate, we intend to place the two selected qubits on resonance, at a frequency close but different from that of the bus.

- Third, for simultaneous single-shot high fidelity readout, we keep the idea of having a Josephson bifurcation amplifier (JBA) per qubit. For a sake of scalability, we intend to frequency multiplex all the readout signals on the same line (also used for single qubit drives), adapting the multiplexed linear dispersive readout demonstrated for flux qubits in [61].
Consequently, as for the two-qubit processor of the first chapter, a key feature of our architecture is the frequency agility of the qubits. They have to be moved from their parking frequency, to a frequency suited for single qubit gates, then to resonance with another qubit for implementing swap gates, and finally to a frequency close of their readout resonator for projecting their states. Consequently, each transmon needs its own flux control line (hence $N$ wires), which has to be much faster than any gate duration, but at the same time slow enough to be adiabatic (i.e. not changing the population of the qubit eigenstates).

Figure 3.1.b shows on a frequency axis the positions corresponding to the different operations applied to the qubits in our architecture.

We define the computational basis of our processor as the eigenbasis of the system when each qubit is at its parking position with the other modes (readouts and coupling bus) being empty.

Considering that all the qubits will suffer from decoherence and relaxation, all the operations have to be done as quickly as possible. In the rest of this chapter, we detail how the operations are performed rapidly and the various spurious effects.

In Section 3.2, we discuss the expected accuracy of fast single-qubit gates as well as their undesired effects on non-targeted qubits (all drives being applied through a single line potentially affecting all the qubits). We then discuss in Section 3.3, two-qubit gates, in term of coupling constant and expected maximum fidelity. We also detail the effect of residual couplings between qubits at their parking frequencies.

In Section 3.4, we discuss the parameter chosen for readout, the resulting readout accuracy, and the possible readout crosstalk of simultaneous readout by the intrinsic non-linearity of the JBAs.

Last, we discuss in Section 3.5 discuss the problem of frequency crowding potentially limiting scalability, and check that the parameters chosen yield to coherence and life times long enough to perform simple algorithm.

### 3.2 Single qubit gates

We discuss single qubit gates in the frames rotating at the qubit transition frequencies. Rotations around the $Z$ axis of the Bloch sphere are performed using adiabatic frequency changes, whereas rotation around $X$ and $Y$ axis are obtained by applying Rabi pulse with suitable amplitude, duration and phase.

#### 3.2.1 $Z$ axis rotations

A $\sigma_Z$ gate on qubit $i$ is performed with a current pulse on its flux line, starting at its parking position.

For this, we use a 1 GHz bandwidth flux line, a pulse generator with a 1 ns time resolution and 14 bits depth to encode frequency changes up 8 GHz.
A phase \( \varphi = \int \delta f(t) \, dt \in [-\pi, \pi] \) is easily obtained in 10 ns (10 samples) by a qubit displacement \( \delta f \) of order 100 MHz. The 14 bits depth makes the phase tunable with an accuracy of 1 bit \( \times 1 \text{ns} = 10^{-3}\pi \).

**Spurious drives** The spurious flux \( \varphi_k \) induced in the loop of qubit \( k \) when driving the qubit \( i \neq k \) induces correspond to a unitary operation given by

\[
U_k = \begin{pmatrix} 1 & 0 \\ 0 & c_{ik}\varphi_i \end{pmatrix},
\]

where \( \varphi_i \) is the phase applied to qubit \( i \) and \( c_{ik} \) is the relative crosstalk between flux line \( i \) and qubit \( k \). This \( c_{ik} \) crosstalk have to be minimized at the design step of the processor geometry with the help of microwave simulations (See Sec. 3.6.1). Any residual crosstalk is finally corrected by applying a calibrated correction matrix to the vector of flux pulse amplitudes.

### 3.2.2 X and Y axis rotations

As in chapter 1, X and Y rotations are applied resonantly to a selected qubit \( i \), in the shortest possible time \( t_g \) compatible with the 3-level nature of the transmon qubit. More precisely, to avoid spurious excitation of the third level or incomplete rotation of a \( \pi \) pulse, we intend to either use Gaussian \( \pi \) pulses of 20 ns (\( \pm 3\sigma \)) or 10 ns long DRAG pulses [62, 63] yielding errors below 1%.

However, contrary to Chapter 2, since all the qubits are driven through a single line in our architecture, two important differences have to be considered:

- As a first consequence, the Rabi pulse on selected qubit \( i \) is also felt by all other qubits \( k \neq i \). In order to minimize the corresponding spurious drive, qubit \( i \) is moved away from the parking region to the drive position. The residual drive of qubit \( k \) and its compensation are evaluated in next section.

- Since qubit \( i \) is moved back and forth away from its parking position, it accumulates extra phase that needs to be compensated by a Z gate.
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3.2.2.1 Displacement induced phase

As in Sec. 3.2.1, the accumulated phase due to the displacement is \( \varphi = \int (\omega_{ge}(t) - \omega_{ge}^{\text{parking}}(t)) \, dt \). To avoid any extra Z rotation during X or Y pulse, one need to make this accumulated phase to be zero (or a 2\( \pi \) multiple). For fast flux pulse and a detuning \( \Delta_{\text{drive}} - \Delta_{\text{parking}} \sim 2 - 4 \text{ GHz} \), this acquired phase is of the order of \( \varphi \sim t_g \Delta_{\text{drive}} - \Delta_{\text{parking}} \sim (20 - 40) \, 2\pi \) but only a small amount \( \varphi[2\pi] \in [-\pi, \pi] \) of it has to be compensated using a \( \sigma_Z \) gate as in Sec. 3.2.1.

3.2.2.2 Spurious drive on the other qubits

The evolution induced on qubit \( k \) is given by 3.2 (in the rotating frame at \( \omega_{ge}^k \))

\[
U^k = \begin{pmatrix}
\frac{\frac{ie^{k}}{\Omega_R} \cos \left( \frac{\Omega_R^t}{2} \right) - i \delta \sin \left( \frac{\Omega_R^t}{2} \right)}{\Omega_R}
& \frac{ie^{k} \sin \left( \frac{\Omega_R^t}{2} \right)}{\Omega_R} \\
\frac{ie^{-k} \sin \left( \frac{\Omega_R^t}{2} \right)}{\Omega_R}
& \frac{\frac{ie^{-k}}{\Omega_R} \cos \left( \frac{\Omega_R^t}{2} \right) + i \delta \sin \left( \frac{\Omega_R^t}{2} \right)}{\Omega_R}
\end{pmatrix} \{ |g^k \rangle, |e^k \rangle \}
\]

with \( \delta = \omega_{ge}^k - \omega_d \) the detuning between the two qubits, \( \Omega_{R0} \) is the Rabi drive strength at resonance and \( \Omega_R^2 = \Omega_{R0}^2 + \delta^2 \) the actual Rabi frequency of the detuned qubit. It is shown in Fig. 3.3 for a particular bad choice of the parameter exacerbating the error.

Figure 3.3: Spurious Rabi oscillation in the Bloch sphere

We see on the off-diagonal terms of Eq. 3.2, that the variation of the complex amplitudes oscillate periodically, cancel every \( t_L = L\pi/\Omega_R \sim L\pi/\delta \) (\( L \) integer) and have a maximum value \( a_R = \frac{\Omega_{\text{max}}}{\Omega_R} = \frac{1}{\sqrt{1+\epsilon^2}} \sim \epsilon \) with \( \epsilon = \Omega_{R0}/\delta \).

The diagonal terms show a complicated phase evolution: taken at all \( t_L \) times, this variation is \( \varphi_L = \frac{2L\pi\delta}{\Omega_R} \approx \pi L \epsilon^2 \) At large detuning \( \epsilon \to 0 \), this spurious drive becomes negligible; however the detuning \( \delta \) is in practice limited to 2 - 4 GHz and we choose this value (\( \epsilon = 1/40 - 1/80 \) given gate duration \( t_g \)). This yields to an amplitude variation that can reach 2.5%.
If full cancellation of this error is needed, we can choose precisely the parking frequencies and the drive frequency and strength to verify $\Omega_R^k = 2L\Omega_{R0}$, with an easily reachable MHz precision.

In that case, the phase error can be cancelled using a compensating $\sigma_Z$ gate (typically $\varphi \approx \frac{\pi}{2} \sim 2.5^\circ$).

3.2.2.3 Alternatives

The spurious drive discussed above and its necessary compensation due to limited detunings is inherent to our $N+1$ architecture. An alternative solution is to have one drive per qubit, either by adding $N$ driving wires (leading to a $2N+1$ architecture) or by using the flux lines as a charge driving line of the transmon [64]. This latter alternative comes at the expense of more hardware on each flux line (bias tees and filters).

3.3 Two-qubits gates

For obtaining a universal set of gates, it is sufficient to combine single qubit gates and an entangling two-qubit gate. Direct constant capacitive coupling between qubits, as done is Chapter 2, being not scalable, we use a bus resonator as already mentioned [19, 65].

3.3.1 Coupling with bus resonator

We consider the system formed by a resonator coupled to a register of qubits. The overall Hamiltonian takes the Tavis-Cummings form:

$$
H = \omega_RA^\dagger A + \sum_i \omega_i \sigma_i^Z + \sum_i g_i (\sigma_i^+ A + \sigma_i^- A^\dagger)
$$

(3.3)

where $g_i$ is the coupling constant between the resonator mode and qubit $i$.

In the limit where $\omega_i^g - \omega_R \gg g_i$, one can trace out resonator mode degrees of freedom (see Sec. 3.3.3 for validity) and end up with an effective Hamiltonian

$$
H = \sum_i \omega_i \sigma_i^Z + \sum_{i \neq j} J_{ij} \sigma_i^X \sigma_j^X
$$

(3.4)

with

$$
J_{ij} = g_i g_j \left( \frac{1}{\Delta_i} + \frac{1}{\Delta_j} \right),
$$

(3.5)

where $\Delta_i = \omega_i - \omega_i^g$.

The important difference with the direct coupling used in chapter 2 is the frequency dependence of the coupling constant $J_{ij}$, giving a supplementary nob to switch on or off the interaction.
3.3.2 iSwap gate

When two particular qubits are placed on resonance close to the bus frequency, the interaction terms in Eq. 3.4 yield an effective \( iSWAP \) interaction with frequency \( J_{ij}/2\pi \), via virtual photon exchange.

We choose to perform a \( \sqrt{iSWAP} \) gate in 20 ns, compatible with the 1 ns resolution of our pulse control system. This correspond to \( J_{ij}/2\pi = 12.5 \text{ MHz} \).

Given the chosen bus-qubit coupling \( g_i/2\pi = 50 \text{ MHz} \), one finds the bus-qubits detuning is

\[
\Delta_{\text{bus-coupling}} = 2g_i^2/J_{ij} \simeq 2\pi 400 \text{ MHz.} \tag{3.6}
\]

3.3.3 Validity of the empty bus approximation

In order to check that the bus remains empty during the interaction, we calculate the unitary evolution operator of the complete system composed of two qubit symmetrically coupled to the bus. Instead of looking at the bus population, we consider the matrix element \( \langle ge_0|U|eg_0 \rangle \), as shown on Fig. 3.4, reaching \(-1\) for a complete swap with no energy left in the resonator. We see that even with the fast oscillations with the bus, one can find a place where the swap is almost perfect \( |\langle ge_0|U|eg_0 \rangle| > 0.9999 \).

![Figure 3.4: \( \langle ge_0|U|eg_0 \rangle \) matrix element as a function of the swap duration](image)

In reality, the two coupling constant between the qubit and the bus can slightly differ due to geometrical constrains. We show on Fig. 3.5 the minimum value of the same matrix element as a function of the asymmetry. We see that an asymmetry of 5% leads to a swap element of -0.995, corresponding to a gate fidelity greater than 99.5%.

3.3.4 Residual coupling

Since the coupling between the two qubit cannot be completely switched off, a residual partial \( SWAP \) evolution occurs at their parking positions. Solving
Eq. (3.4-3.6) for two qubits \( i \) and \( j \) out of resonance yields a SWAP frequency \( f_{qq} \) and amplitude \( a_{qq} \)

\[
\begin{align*}
    f_{qq} &= \sqrt{4J_{ij}^2 + \Delta_{ij}^2} \sim \Delta_{ij} \\
    a_{qq} &= \frac{2J_{ij}}{\sqrt{4J_{ij}^2 + \Delta_{ij}^2}} \sim \frac{2J_{ij}}{\Delta_{ij}} \ll 1
\end{align*}
\]

at large detuning, with \( \Delta_{ij} = \omega_i - \omega_j \).

Accepting a qubit-qubit detuning \( \Delta_{qubit-qubit}/2\pi = 400 \text{ MHz} \) at the parking frequencies, and requesting a swap amplitude \( a_{qq} \leq 1\% \) yields an upper bound for the effective coupling \( J_{ij}/2\pi \leq 2 \text{ MHz} \). Given this constraint, we find a lower bound for the qubit-bus detuning at parking

\[
\Delta_{bus-park}/2\pi \geq 2 \text{ GHz}.
\]  

3.4 Simultaneous readout of transmons

At the end of any algorithm (or at intermediate error correcting steps), the qubit register (or at least, part of it) has to be read out:

- each measured qubit should be read with a high fidelity that does not depend on the simultaneous readout of other qubits. In other words, readout crosstalk should be kept at a negligible level [9].

- Ideally, this measurement should also be quantum non-demolishing (QND) in order to be able to continue the computation with the projected qubit, which can be useful in certain algorithms. However, it is always possible to replace a QND readout by transferring the state to be measured to another fresh qubit using a C-not gate just before measurement.
3.4.1 Frequency multiplexing of readouts

As already explained in chapter 1, qubit readout is usually obtained in CQED from the state dependent frequency shift of a readout resonator. Measuring the reflection or transmission coefficients of a microwave pulse reflected from (or transmitted through) this resonator allows to discriminate the two qubit states.

This readout method can be frequency multiplexed using frequency-staggered readout resonators (sketched in Fig. 3.6), provided that all the signals are sufficiently amplified to extract their in- and out-of-phase quadratures and so the projected qubit state.

Multiplexed readout of qubits was first performed in circuit QED for flux qubits using a wide-band HEMT cryogenic amplifier [61, 66]. However the single-shot sensitivity was not reached with an high fidelity.

![Figure 3.6: Multiplexed readout method](image)

In order to reach this sensitivity, an additional amplification stage with better signal to noise ratio is needed and two options are possible: either use one quantum limited amplifier inserted before the HEMT to amplify all the readout signals, or as in chapter 1, use one JBA per qubit.

3.4.2 Amplification schemes for multiplexing

3.4.2.1 Linear readout with a quantum limited amplifier

Single-shot readout and continuous measurements have been performed with different kind of quantum limited amplifiers (Josephson parametric amplifier and Josephson parametric convertor) mainly for single-qubit. To readout a set of qubits, with readout cavities in a $\Delta f$ range, the quantum limited amplifier needs to have a larger bandwidth and not to saturate even when simultaneously fed by all the readout signals.

At the beginning of this thesis work, quantum limited parametric amplifiers had bandwidth of the order of a few tens of MHz and maximum output power of the order of $-100 \text{ dBm}$ that made them not suited for a scalable multiplexed readout.

Recent implementations of Josephson parametric amplifiers [67, 68] demonstrate larger bandwidths (up to few GHz) and higher saturation power (up
to −80 dBm) that allowed this kind of amplifier to readout simultaneously up to 4 qubits with a high fidelity [64].

### 3.4.2.2 Multiplexing several Josephson bifurcation amplifiers

On our side, we decided at the beginning of this thesis to frequency multiplex Josephson parametric amplifiers (JBA) used in our previous experiment (Chapter 2). Each qubit is fitted with its own complete non-linear readout device that provides a (nearly) quantum limited discriminator, only requesting commercial low noise cryogenic HEMT amplifier.

However, the JBAs are non-linear resonators, so that the dynamics of one might affect the switching probability the others. This imposes to separate their frequencies more than for linear multiplexed readout, leading to a larger frequency span for measuring the same number of qubits. Technically, this requires only to control readout signals over a larger bandwidth.

### 3.4.3 JBA characteristics

![Figure 3.7: (a) Equivalent electrical circuit of the JBA. (b) JBA switching curve for the qubit in its ground (blue) and excited (red) state. (c) JBA stability diagram for both qubit states](image)

As explained in Sec. 2.2.3.3, a JBA is operated in its bistable regime. At a given driving frequency, the resonator switches from its low to its high amplitude state at a driving power that depends on the qubit state. This switching is a stochastic process governed by quantum noise at low temperature, and its rate increases with power. For a given shape of readout pulse, this stochastic switching translates into a power dependent switching probability. This so-called S switching curve is characterized by its 10 – 90% width.
δP_{10−90}. As shown in Fig. 2.2.3.3.b, a good JBA readout has its switching width δP_{10−90} much smaller than the power separation ΔP = 2χ \frac{∂P}{∂f} |_{β_+} between the two switching curves for the two qubit states (β_+ denote the L to H switching line show in Fig. 2.2.3.3.c).

A few parameters control the dynamics of the JBA:

- The resonator characteristic impedance \( Z_c = \sqrt{\frac{L_g + L_j}{C_i + C_c}} \). In practice, this impedance can be designed in the 30−80 Ω range. We choose a relatively low \( Z_c \approx 35 \) Ω to get rather high current at low photon number.
- The resonator frequency is fixed by other constraints explained in Sec. 3.1. In our design, this frequency is at about 11 GHz.
- The resonator non-linearity is a key parameter that is best expressed in term of participation factor \( p = \frac{L_j}{L_{tot}} \) with \( L_g, L_j, \) and \( L_{tot} = L_j + L_g \) the geometrical, Josephson and total inductances, respectively.
- The resonator external quality factor \( Q_e \) defining the coupling to the readout line (assuming an internal quality factor \( Q_i \gg Q_e \)) and controlling the speed of the switching dynamics.

These last two parameters are now discussed.

3.4.3.1 Choice of JBA parameters

3.4.3.1.1 External quality factor, sensitivity and measuring speed

As show in formula 2.38, at large qubit-resonator detuning, the relaxation rate of the qubit through the cavity is inversely proportional to the cavity quality factor \( Q \). We thus choose the largest possible value of \( Q \approx 3000 \) compatible with a fast energy loading of the resonator in a time \( \tau_R = \frac{Q}{\pi R} \approx 50 \) ns. This time \( \tau_R \) is the rise/decay time of the resonator at low power (linear regime) and can be quite different from the characteristic time scales of the dynamics at large driving power. Numerical simulations of the experiment of chapter 1 show that \( Q \approx 600 \) leads to a switching time \( \tau_p \approx 30 \) ns. \( \tau_p \) is the time needed to separate the trajectories that switches from those that do not, and is larger than the qubit projection time.

The new chosen value correspond to a switching time \( \tau_p \approx 100 \) ns, which can be made shorter than the Purcell relaxation times as readout as discussed in Sec. 3.4.3.2. Moreover, this slower JBA has a narrower power width \( \delta P_{10−90} \approx 1 \) dB and consequently a smaller frequency width \( \delta f_{10−90} = \delta P_{10−90} \left( \frac{∂P}{∂f} |_{β_+} \right)^{-1} \approx 0.8 \) MHz, which makes easier discriminating the two qubit states.

3.4.3.1.2 Non-linearity

As show by Eqs. 2.32, the reduced non-linearity \( p \) impacts directly the resonator energy just before and after switching (L and H states at switching), but simulation show that it has a small impact
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on the JBA switching speed. The internal number of photon at switching determines our ability to discriminate the $L$ and $H$ states in a given time; we target a readout signal at switching of $-100\,\text{dBm}$, which should allow us to measure the quadratures of the outgoing signal within a few microseconds with sufficient accuracy to perfectly discriminate the two resonator states. Using 2.2.3.3, this leads to a non linearity $p \simeq 0.15$ for a typical reduced detuning of $\Omega = 2Q\Delta f \sim 4 - 10$.

3.4.3.2 Qubit-readout coupling

We decide to be in the regime where the two switching curves are completely separated, accepting an error of $10^{-5}$ due to this overlap. This imposes us to choose a value of $2\chi \geq 4\,\text{MHz}$.

The qubit state dependent cavity shift $\chi$ and Purcell relaxation rate $\Gamma_{\text{purcell}}$ are strongly dependent on the coupling constant $g$ and of the qubit-resonator detuning $\Delta_{\text{readout-JBA}}$. We show in Fig. 3.8 the relaxation time as a function of the coupling constant $g$, take at the selected point where $2\chi = 4\,\text{MHz}$.

![Figure 3.8: Purcell relaxation time as a function of the coupling constant $g$ where $2\chi = 4\,\text{MHz}$](image)

Since the qubit projection time is fixed by the JBA parameters to $\tau_p \sim 100\,\text{ns}$, we also accept a relaxation during measurement of $1 - 2\%$ leading us to a Purcell relaxation time at readout of $5 - 10\,\mu\text{s}$ while keeping a low coupling to avoid spurious effects. We choose a reasonable value of $g/2\pi = 75\,\text{MHz}$ leading a relaxation of the excited state of $\sim 1.5\%$ at the optimal detuning $\Delta_{\text{readout-JBA}}/2\pi \simeq 1\,\text{GHz}$.

3.5 Processor Parameters

The relative detunings chosen in the 3 previous sections already provide a picture of the the overall frequency staging.
3.5.1 Final choice

In order to ensure negligible thermal excitation of the bus resonator (which has the lowest frequency in the system), we choose its frequency to be \( f_{\text{bus}} = 4 \text{ GHz} \). This yields to a thermal population of \( \sim 10^{-3} \) at 30 mK.

We also choose the readout resonators to be the highest frequencies in the system to keep the transmon frequencies below their readout resonator frequencies at readout and avoid the straddling regime in which the resonator dispersive shifts cancel [69]. This leads us to the frequency staging shown on Fig. 3.9.

<table>
<thead>
<tr>
<th>Device</th>
<th>4 ps</th>
<th>&gt; 2.5 ps</th>
<th>4.5 ps</th>
</tr>
</thead>
<tbody>
<tr>
<td>TI</td>
<td>300 ps</td>
<td>&gt; 100 ps</td>
<td>25 ps</td>
</tr>
<tr>
<td>Drive amplitude</td>
<td>&gt; 1%</td>
<td>&gt; 90.9 %</td>
<td>unused</td>
</tr>
<tr>
<td>Qubit-qubit swap amplitude</td>
<td>100 %</td>
<td>&gt; 1 %</td>
<td>unused</td>
</tr>
<tr>
<td>Qubit-qubit coupling</td>
<td>1.5 MHz</td>
<td>&lt; 2 MHz</td>
<td>&lt; 5 MHz</td>
</tr>
</tbody>
</table>

![Figure 3.9: Overall frequency staging](image)

3.5.2 Overall decay and coherence rates

Assuming a standard amplitude \( A = 10^{-5} \) for the 1/f flux noise in transmon SQUID loops, Eq. 2.25 predicts that a transmon with a symmetric SQUID (i.e.
whose frequency can go well below the bus frequency) would have a coherence time \( T_2 \simeq 1 \mu s \) at the bus frequency as shown in Fig. 3.12.

Since there is no need for the transmon frequency to reach the bus frequency, an asymmetric design of transmon would be appropriate (see Fig. 3.11).

We get a minimum coherence time around the parking place (6 – 7 GHz) of \( T_2 = 2 \mu s \).

---

**Figure 3.11:** Transmon frequency as a function of the reduced flux through the loop for \( d = 0 \) (blue) and \( d = 0.4 \) (red).

**Figure 3.12:** Decay and coherence rates as a function of the frequency for two different junction asymmetry \( d = 0 \) (dashed lines) and \( d = 0.4 \) (solid lines).
3.6 Sample design

We need now to translate the physical parameters from the previous sections into an actual geometrical design that we can fabricate. This section explains general rules used for sample design (Sec. 3.6.1) as well as how we perform microwave simulations (Sec. 3.6.2) to extract the relevant parameters (Sec. 3.6.4). The geometry of the design highly depends on the substrate material, sapphire in our case, which is chosen because of its low microwave losses.

3.6.1 Overall design

We first need to place the different components and their connecting lines. As shown in Fig. 3.13, topological constraints impose crossings at least between some of the lines, given that connections are located on the sample edges[70]. Because such crossings can introduce impedance mismatching and crosstalks of the crossing lines, we decide to cross the flux biasing lines carrying signals at relatively low frequency \( f \leq 1 \text{ GHz} \) with the drive-readout line on which a small signal loss \( \leq 1 \text{ dB} \) cannot be too detrimental.

![Figure 3.13: Geometric placement of the different components. The flux biasing lines cross the microwave drive and readout line.](image)

Flux lines

In our design, the frequency control of the qubit is performed by applying current pulses to the flux lines. In order minimize the crosstalk of flux line \( i \) to other qubits \( j \), one has to prevent the current returning to ground to flow away from flux line \( i \), from low frequency to microwave frequencies \( (DC - 1 \text{ GHz}) \). For that purpose, we use a separate ground (red lateral lines in Fig. 3.14), which is reconnected to the common ground only at the chip edges.

At \( DC \) frequencies, the only path to ground is obviously though this separate ground; at microwave frequencies \( (1 \text{ GHz}) \), simulations confirm that only less than 1\% of return current flows in other ground, and a negligible part of it can approach other qubits.
The only remaining source of crosstalk is thus the field induced by flux line \( i \) on qubit \( j \). This contribution is negligible, given the quadrupolar nature of the CPW mode and of the symmetric double loop design.

![Design of our flux lines. The colors are only given for The qubit is in green while the flux line is in red. The ground symbol “S” (“N”) represents connection to the main ground via superconducting (normal) material.](image)

### 3.6.2 Microwave simulations

Microwave design is not always intuitive because none of the designed element are purely capacitive or inductive. Although approximate formulas and experience are good guides, numerical simulations are however necessary to check the correct behavior of different elements at high frequencies and to obtain precise values of the relevant electrical parameters.

Although the experiment will involve non-linear resonator in the quantum regime, they can be considered as simple linear elements working in the classical regime at the design step. Each Josephson junction (or SQUID) is thus replaced in the simulations by its equivalent linear inductance \( L_j = \Phi_0^2 / E_j \).
Given our circuit is essentially planar, we perform our simulations with a so called 2.5D simulator, well adapted to this task and requiring less memory than a full 3D simulator. We choose a professional software called SONNET. Since our circuit is only made of thin film superconductors, we model it with ideal metal sheets with zero resistivity.

This simulator can give us:

- the resonance frequencies of the transmons and of their readout resonators,
- the coupling between a transmon, its readout resonator, and the drive-readout line,
- the spurious cross-talk between lines,
- the decay rates (or quality factor) of the resonators relaxation rates due to dielectric losses or coupling to the 50Ω matched external lines.

Since simulation times increase extremely fast with the size of the simulated circuit, we make many different simulations of only simulate parts of it, like a particular crossing, or at most, a single cell of the processor, including the transmission line, a readout resonator, a qubit and a part of the coupling bus.

Signals are connected to the simulated lines via ports, which are characterized by their internal impedance $Z_{pi}$ (Fig. 3.15).

![Figure 3.15: Schematic of a microwave simulation. Two ports $i$ and $j$ are connected to the device (D.U.T.). Note that port impedance $Z_{pi}$ are complex numbers.](image)

The simulator calculates for each targeted frequency the microwave currents and charges in all conducting materials; it outputs the $S$ matrix (reflection/transmission), or equivalently the $Y$ admittance and $Z$ impedance matrices...
(Eqs. 3.9). As other commercial softwares, SONNET offers an ABS\(^1\) functionality able to get a fine frequency meshing from a small number of simulated frequencies, which decreases simulation times.

### 3.6.3 Transmission, admittance and impedance matrices

The transmission, admittance and impedance matrices are defined by:

\[
Y_{ij} = \frac{I_i}{V_j} \bigg|_{V_k=0}
\]

\[
Z_{ij} = \frac{V_i}{I_j} \bigg|_{I_k=0}
\]

\[
S_{ij} = \frac{b_i}{a_j} \bigg|_{a_k=0}
\]

We see from Eqs. 3.9 and Fig. 3.15 that the \(Z_{ij}\) and \(Y_{ij}\) coefficients depend only of the device under test while the \(S_{ij}\) coefficients include also the port impedances \(Z_{pi}\).

To deduce relevant parameters from the simulations, as done in the next part (3.6.4), we exploit the relations between these different matrices. The scattering matrix is obtained from the admittance and impedance ones using

\[
S = \left(1_N - \sqrt{Z_p Y} \sqrt{Z_p} \right) \left(1_N + \sqrt{Z_p Y} \sqrt{Z_p} \right)^{-1}
\]

with \(1_N\) the identity matrix and \(Z_p = \begin{pmatrix} Z_{p1} & 0 \\ \vdots & \ddots \\ 0 & Z_{pN} \end{pmatrix}\) the diagonal complex port impedance matrix.

### 3.6.4 Extraction of the relevant parameters

The first parameters that we want to obtain from simulation are the readout resonator frequency and quality factor. Figure 3.16 shows the simulated design and the \(S\) parameters. The resonance at \(f = 11.96\) GHz is fit to extract the quality factor \(Q = 3500\).

This direct method works well for not too large quality factors. At quality factors \(Q > 10000\), obtaining accurate results from such a simulation of the \(S\) matrix becomes very long. A better solution consists in introducing an internal port \(k\) in the circuit directly connected to the resonator and in simulating the admittance \(Y_k\) as seen from this port (See Fig. 3.17). Indeed, a resonance occurs when the imaginary part of \(Y_k\) crosses zero. In the same way as the quality factor of a parallel RLC circuit is given by \(Q = R/Z_c\) with \(Z_c\) the characteristic impedences of the resonator (See also [71]), the quality factor of the simulated circuit is given by

\[
\begin{align*}
\left\{ \quad \text{Im} \left[ Y_i(\omega_0) \right] = 0 \\
Q = \frac{\text{Im} \left[ Y_i(\omega_0) \right]}{\text{Re} \left[ Y_i(\omega_0) \right]} \quad \right. 
\end{align*}
\]

\(^1\)Adaptive Band Synthesis
Figure 3.16: Readout resonator coupled to the transmission line. (a) drawing placed in the simulator. (b) simulated reflection ($S_{11}$) and transmission ($S_{21}$) parameter as a function of the frequency.

Two points have to be made here:

- Introducing such a port at any place where it does not exist in the actual circuit does not change at all the physics (resonances, quality factor, etc), provided this port has an infinite impedance. However, simulating with a finite port impedance is also possible since the simulated $Y$ and $Z$ matrices do not depend on port impedences.

- In equation 3.11, the admittance $Y_k$ as seen from the port differs from the matrix element $Y_{kk}$ given by the simulator (except when port $k$ is the only port), because $Y_k$ include the impedences of port $i \neq k$ while $Y_{kk}$ do not. $Y_k = 1/Z_k$ is actually obtained from the $S$ matrix coefficient

$$S_{kk} = \frac{Z_k - Z_{pk}}{Z_k + Z_{pk}}, \quad (3.12)$$

which includes the effect of all port impedences but $Z_{pk}$.

We apply below this method to extract the qubit resonance frequency and its quality factor, leading to the relaxation time $T_1$ up to a factor close to unity.
3.6.4.1 Qubit resonance width

Figure 3.18: Simulation performed to check qubit quality factor. (a) drawing placed in the simulator. (b) equivalent circuit of the drawing. (c) complex admittance seen from port 3 (port 1 and 2 having 50Ω impedance). (d) equivalent model in adding a parallel inductance.

Figure 3.18.a shows the simulated geometry, with real port 1 and 2 and the internal port 3 introduced at the level of the transmon SQUID. In this simulation, the SQUID Josephson is actually removed and $Y_3$ will include only the capacitive part of the circuit and the rest of the circuit (Fig. 3.18.b). The inductance can be added later in parallel with $Y_3$ (Fig. 3.18.d) to place the qubit resonance at any targeted frequency. Figure 3.18.c shows the real and imaginary part of $Y_3$, the peak at $\approx 12$ GHz corresponding to the readout resonance. Adding to $Y_3$ a variable Josephson admittance $1/jL_j\omega$ and using Eq. 3.11 we obtain a relaxation time $T_1 \approx Q/\omega_{ge}$ that increases with the qubit-readout detuning. We see on Fig. 3.19 that the relaxation time extracted in this way follow the Purcell approximation (Eq. 2.38) up to a detuning of order 2 GHz and then gets shorter because of a spurious coupling of the qubit to the outside world.

3.6.4.2 Qubit readout coupling constant

The method above also leads to the coupling constant between the qubit and its readout, indeed, $\text{Im}(Y_3^{tot})$ crosses zeros at both qubit and readout resonances (see Fig. 3.20). The separation between the zeros varies with $L_j$ and reproduces the anticrossing. The minimum separation correspond to $2q$ up to a reduced matrix element $|\langle g|\hat{n}|e\rangle|$ of order unity. One can easily reach the targeted coupling in a few with slightly different geometries changing the effective capacitance between the readout and transmon capacitors.
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Figure 3.19: Extracted relaxation time $T_1$ from microwave simulations (blue) and theoretical Purcell decay time (red)

Figure 3.20: Imaginary part of the admittance, with a parallel inductance of $L_j = 6$ nH. The resonances are shown with green and blue dots.

The same method is applied to the qubit-bus coupling.

3.7 Complete design

The full result of the design is shown in Fig. 3.21, including the pads to wire-bond the circuit to input and output lines.

In the next chapter, we explain how this design was fabricated, as well as another simpler design used for testing the multiplexed readout.
Figure 3.21: Complete design of the sample (a) Full view. (b) Zoomed view on the first cell
Chapter 4

Sample fabrication

In this chapter, we discuss the fabrication of the samples made during this thesis work.

As already mentioned, the substrate chosen is mono-crystalline sapphire for its particularly low loss tangent. Moreover, this material has a relatively high dielectric constant ($\varepsilon_r \sim 10$) well suited for microwave circuits, because capacitors can be made compact, which means small parasitic inductance and consequently higher frequencies of the spurious resonances. The surface of the substrate is the crystallographic C-plane (1,1,1,0), chosen for its in-plane isotropic dielectric constant. Given the equipment in our fabrication facility, we work on 2 inch wafers. With the standard 10 mm x 3 mm size of the sample chips chosen before my thesis, such a wafer can contain up to 44 chips.

The chip design explained in Chapter 3 is shown in Fig. 4.1. Because it comprises relatively large structures of $\sim$ mm - $\mu$m size (shown in gray) as well as small patterns down to $\sim 100$ nm (JBAs Josephson junction in red and qubit SQUID in blue), fabrication involves both optical and electron-beam lithography. The process flow usually starts on the whole wafer for a certain number of steps; at some point, the wafer is cut into chips that are processed one by one for the remaining steps. Two different process flows have been used in this work:

- **Process flow 1**
  - Deposition and patterning of large structures by optical lithography (full wafer);
  - Fabrication of JBA Josephson junctions by electron-beam lithography and deposition-oxidization (full wafer);
  - Fabrication of the qubits by electron beam lithography and deposition-oxidization (full wafer);
  - Fabrication of microwave bridges (introduced in Chapter 3) for implementing crossings and ground re-coupling (full wafer);
  - Dicing with diamond saw or scribing of the wafer.
• Process flow 2
  – Optical lithography of the main pattern (full wafer);
  – Deposition of the resist for e-beam lithography (full wafer);
  – Dicing or scribing of chips;
  – Fabrication of both qubits and JBA junctions at the same time by e-beam lithography and deposition-oxidization (chip per chip).

Both methods present advantages and drawbacks: Process flow 1 is easy to control because of the large size of the wafers, and makes possible a systematic variation of the qubit junction size on the different chips, which is useful to obtain a chip with the targeted resistance of the Josephson junctions; the price to pay is two long e-beam lithography steps and the loss of the full wafer if something goes wrong. Process flow 2 offers more flexibility because fabrication parameters like Josephson junctions areas, oxidation pressure and duration, can be adjusted on a chip according to results obtained on previously fabricated chips, and because only one chip is lost if something goes wrong. But this flow is slower and forbids fabrication of microwave airbridges, not feasible on small samples.

In the following, we detail, the fabrication of the large patterns (Section 4.1), of the JBA Josephson junctions and qubits (Section 4.2), of the microwave airbridges (Section 4.3), and in Section 4.4 the mounting of sample chips.
4.1 Fabrication of large structures using optical lithography

The superconducting metal chosen for large structures is niobium, for several reasons: it is a conventional BCS superconductor easy to deposit in thin films; it has a $T_C = 9.2\,\text{K}$ critical temperature sufficiently high to make possible measurement of test structures at $4.2\,\text{K}$ and $1\,\text{K}$, easily reachable temperatures.
with liquid helium. Many experiments have proven its ability to be used for
good enough quality factors ($Q > 10^6$) of resonators at a few GHz. Moreover,
contrary to aluminum, its critical magnetic field is high enough to be compat-
ible with the flux lines we have designed, which will carry a few milliamperes
on 150 nm thick and 10 μm wide wires. Finally, despite its type II supercon-
ductivity, niobium can be made free of magnetic vortices at the low magnetic
fields required to vary the qubit frequencies by patterning the film as grids (see
gray ground planes in Fig. 4.1).

The best niobium thin films being obtained by RF magnetron sputtering,
we use this technique to deposit an homogeneous film over the whole wafer, and
then pattern it by removing the metal between the electrodes by reactive ion
etching [72]. More precisely, the recipe to make the global pattern represented
on Fig. 4.2 is the following (see also Fig. 4.3):

- Cleaning of the sapphire wafer in an oxygen plasma at $\sim 8 \text{ W/cm}^2$ during
  3 minutes to suppress any organic trace.

- Niobium sputtering (a): deposition of 150 nm at a rate of $\sim 2 \text{ nm/s}$ by
  RF magnetron sputtering.

- Photo-resist (b): spin 500 nm of Shipley S1813 resist + bake on a hot
  plate at 110 °C for 2 minutes.

- Photo-lithography (c): UV exposure (monochromatic, line I) through the
  mask shown in Fig. 4.2, in hard contact, with a dose of 200 mJ/cm$^2$.

- Development (d): dissolution of exposed resist in pure MF319 developer
  (TMAH$^1$).

- Etching (e): Reactive ion etching of uncovered niobium using a gas mix-
  ture of $CF_4$ (20 c.c./min) and $Ar$ (10 c.c./min) at a pressure of 50 μbar.
  The etching is monitored by an optical interferometer and lasts approxi-
  mately 5 minutes at $\sim 0.6 \text{ W/cm}^2$.

- Lift-off (f): Removal of remaining (and partially cross-linked) resist in a
  bath of warm (70 °C) 1165 remover (NMP$^2$).

\footnotesize
\begin{itemize}
  \item TMAH: Tetramethylammonium hydroxide
  \item NMP: N-methyl-2-pyrrolidinone
\end{itemize}
4.2 Fabrication of Josephson junctions and qubits

The Josephson junctions of the Josephson bifurcation amplifiers as well as the transmon qubits (see Fig. 4.5) are fabricated by overlapping two aluminum layers, the first of which being oxidized to form the tunnel barrier. This stack is obtained by the Fulton and Dolan bridge technique [73], i.e., by e-beam lithography and double-angle evaporation through a suspended shadow mask (see Fig. 4.6). The shadow mask is a resist bilayer made of a spacer layer and of
the mask layer itself. The spacer is made of LOR\textsuperscript{3}, that we dissolve to create the desired undercut below the mask, without e-beam exposure. Because of the insulating property of sapphire, an aluminum layer is deposited on top of the bilayer, to avoid charging effects during e-beam exposure.

The exact recipe is the following:

- **Bilayer resist stack**
  - Spacer resist (a): 1 μm thick LOR5B resist, bake out at 190 °C for 5 minutes.
  - Mask resist (b): ∼300 nm thick PMMA 950 kg/mol, bake out at 180 °C for 1 min 30 sec.
  - Discharge layer (c): a 7 nm layer of aluminum is evaporated on top of the bilayer.

- **e-beam exposure (d):** 25 keV beam, dose of 300 – 400 μC/cm\textsuperscript{2}. The e-beam pattern (Fig. 4.5) is aligned on marks of the main pattern realized by optical lithography; the focus is periodically corrected using a laser interferometer measuring the distance between the sample and the electronic microscope objective. This exposure step lasts for 3 – 4 hours when exposing the JBA junctions (i) on the whole wafer and for ∼12 hours when exposing all the qubits (ii-iii).

- **Resist developing**
  - Al discharge layer removal (e) using a 1.2 % water solution of TMAH (1 : 1 MF-CD-26 to H\textsubscript{2}O).
  - Development (f): exposed resist is dissolved in 1 : 3 MIBK\textsuperscript{4} to isopropanol in approximately 1 min 30 sec.
  - Undercut (g) is obtained by dissolving the spacer resist with the same TMAH solution. This method makes possible to tune the undercut by observing it with an optical microscope and by immersing the sample several times until the targeted undercut is obtained. A 1.5 μm wide undercut is usually achieved in 2 – 3 minutes.
  - Under-mask cleaning: sample is cleaned in an oxygen plasma asher for ∼30 s (∼15 nm of resist ashed) to remove possible resist residues from the substrate. Note that this highly oxidizing step has to be skipped when a recontact to previously deposited material is required and when some residues on the surface are not detrimental (e.g. for JBA junctions recontact to JBA resonators).

- **Junction fabrication in a single vacuum cycle:**

\textsuperscript{3}polydimethylglutarimide
\textsuperscript{4}Methyl-isobutyl-ketone
- Pumping down to $10^{-7}$ mbar.
- Ion milling to outgas the substrate and deoxidize the metal electrodes to be recontacted: Neutralized 500eV Ar ion beam at 0.8 mA/cm² during 10 seconds (i.e. 50 Ar atom per electrode (substrate) atom).
- First aluminum layer (h): 30 nm of aluminum is deposited with e-gun evaporation at a rate of 1 nm/s through the mask with an angle of $-30^\circ$.
- Oxidation (i): the whole chamber is placed in a static O₂/Ar (15/85 %) atmosphere to oxide the aluminum layer surface. This oxidation controls the tunnel resistance and so the Josephson energy of the future junction. The oxidation parameters are 1 mbar during 50 sec for the JBA junctions, and 25 mbar during 10 min for the qubit ones.
- Second aluminum layer (j): 60 nm deposited with an angle of $+30^\circ$.
  Note that the total Al/AlOₓ/Al thickness (90 nm) is sufficient for the new junction arms to soar from the substrate to the top of previously fabricated electrodes.

- Lift-off (k): The resist stack covered with aluminum is finally removed with a warm (70 °C) bath of PG remover (NMP).

In the case of a process flow 1, the previous recipe is followed twice: once for JBA junctions and once for qubit and SQUID fabrication. For qubit SQUID fabrication, the size of the junctions vary along the different samples between $-50\%$ and $+50\%$ compared to the targeted value.

![Figure 4.4](image-url)

Figure 4.4: SEM pictures of the Josephson junctions under angle: (a) JBA junction, where we see the overlap between the two aluminum layers. (b) qubit SQUID, the junctions are hardly visible.

We show in Fig. 4.4 the obtained junctions, for the qubit and the JBA. We also fabricate in the corner of each sample some test structures with junctions identical to those of the processor. These test junctions can be measured without damaging those of the processors. The room temperature resistance $R_N$ of a junction gives the Josephson critical current and energy

$$I_c = \frac{\pi \Delta}{2eR_N}, \quad E_J = \varphi_0 I_c,$$  \hspace{1cm} (4.1)

with $\Delta \approx 180 – 190\mu$eV the energy gap of our evaporated aluminum. A correction factor of $\approx +15\%$ needs to be applied on the critical current to take
into account the reduction of tunnel resistance when temperature drops from room temperature to cryogenic temperatures.

Figure 4.5: Patterns of (i) the JBA junction and of (ii) the transmon, including (iii) its SQUID, are defined by e-beam lithography.

Figure 4.6: Fabrication process of the JBA junctions and transmon qubits by (a-g) e-beam lithography and (h-k) double angle evaporation of aluminum with intermediate oxidation.

4.3 Airbridge fabrication

To implement the line crossings and mass re-connections of our processor design (see Section 6 of Chapter 3 and Fig. 4.8), we have developed an airbridge
fabrication process, adapted from similar processes previously developed in other laboratories [70, 74]. A key feature of this technique is to use the rounding effect of a patterned and re-flowed thick resist layer, leading to smoothed resist profiles.

This fabrication process is described on Figure 4.7 and can be divided in four major steps detailed below:

- Bridge “pillars” patterning by positive UV lithography (where the bridges are to be contacted to the existing niobium layer)
  - Photo-resist (a): Spin on the cleaned wafer of a ~ 4 μm thick S1828 resist layer, bake at 110°C for 5 minutes (1 min/μm minimum). This thickness will define the bridge height.
  - Exposure (b): large dose of 900 mJ/cm² of UV light (line I), due to large resist thickness. The mask (Fig. 4.8, orange) is aligned with an accuracy of < 1 μm on top of the main pattern.
  - Development (c): exposed resist removed in MF319 developer. Special care is needed to completely get rid of resist residues at the “base” of the pillars.

Figure 4.7: Bridge fabrication by (a-c) optical lithography, (d) reflow, (e) aluminum evaporation, (f-h) second optical lithography and (i,j) aluminum etching.
• Resist reflow (d): patterned photoresist is baked at 140 °C for 4 minutes. The resist is rounded by surface tension effect, which defines the lateral profile of the future bridge. This rounding is visible with optical microscope.

• Aluminum bridge deposition in a single vacuum cycle:
  -- Ion milling: to allow good galvanic contact the niobium surface is ion milled with neutralized 500 eV Ar ion beam at 0.8 mA/cm² during 100 seconds (i.e. ~ 500 Ar atom per electrode atom). Note that this steps also burns the top surface of the resist mask.
  -- Deposition (e): 500 nm of aluminum is evaporated at right angle all over the wafer. This thickness is that of the future bridges.

• Bridge patterning by positive UV lithography and etching:
  -- Photo-resist (f): spin ~ 2 μm thick S1828 resist layer, bake it at about 110 °C for 7 minutes. This thickness is sufficient to completely planarize the new resist (i.e. fill the holes defined in the previous lithography step).
  -- Exposure (g): The whole wafer is exposed except bridge arches (Fig. 4.8, green) with a dose of 1000 mJ/cm². This dose has to be controlled properly to pierce the 7 μm thick resist without over-dosing and enlarging too much the pattern.
  -- Development (h): develop in a solution of H₂O 1 : 1 AZ developer, which has a low etching rate of aluminum used for the bridges compared to many other resist developers. The exposed resist is dissolved in 2 min 30 sec. Special care is needed to get rid of resist residues around the pillars.
  -- Etching (i): the unprotected aluminum is then etched by immersion during 15 minutes in a commercial aluminum etchant⁵ and agitation to prevent hydrogen bubbles from sticking to the surface and stopping the etching.
  -- Removal of burnt resist: resist cross-linked during the ion milling step, is eliminated by a 5 minute long exposure to an oxygen plasma in a asher (~ 2 W/cm²).

⁵ MicroChemical aluminum etchant: H₃PO₄ : 73 %, HNO₃ : 3.1 %, CH₃COOH : 3.3 %, H₂O : 20.6 %
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4.4 Cutting and mounting

As already mentioned, at a given step that depends on the process flow, the 2 inch wafer is cut. The 44 rectangular chips with size 3 × 10 mm are cut apart either with a diamond dicing saw or a manual diamond scriber. Prior to cutting, the full wafer is protected with an additional photoresist layer:
either a thick Shipley S1828 layer for process flow 1 with bridges, or a 1 μm thick UV3 layer for process flow 2 with electronic resist bilayer. After cutting, the samples are placed correspondingly either in a hot bath of 1165 remover to dissolve both the protecting layer and the resist used to fabricate the airbridges, or in isopropanol to dissolve the UV3.

Once cut and cleaned, the samples of process flow 1 are electrically characterized by measuring their test structure junctions. Note that due to the 20 μm width of the transmon capacitance “fingers”, it is also possible to measure directly the actual qubit SQUID resistances. The samples of process flow 2 are processed one by one and characterized in the same way.

Sample holder and wire-bonding

A sample selected for low temperature characterization is then stuck with wax or vacuum grease in a groove of a Rogers TMM10i circular printed circuit board (PCB). The sample pads and ground planes of the chip are wire-bonded to the PCB lines and grounds using a 33 μm diameter aluminum wire, superconducting at the temperature of a dilution refrigerator. The 50 Ω coplanar waveguide transmission lines of the PCB are terminated by 50 Ω right-angle mini-SMP connectors with a typical reflection coefficient of -26 dB @ 12GHz. The PCB is metalized on both sides with gold-coated copper, and ground planes of both sides are connected to each other with standard metalized vias.

The PCB is placed in on a sample holder with a cover (see Fig. 4.11) matching precisely its size and having a small cavity above the chip to avoid spurious resonances in the relevant frequency window (DC-15GHz). The closed sample holder is finally anchored at the mixing chamber of a conventional wet dilution refrigerator.

---

6Rogers corporation
7Al : 99%, Si : 1%
Figure 4.11: (a) PCB on its sample holder. (b) Cover, with grooves facing the transmission lines on the PCB and the chip and holes for connectors.
Chapter 5

Multiplexed readout of transmon qubits

As explained in Chapter 3, our proposition for making a scalable quantum processor is to multiplex the readout of many transmon qubits using a single line that carries all the readout signals. In this chapter, we show how we have implemented and tested this readout strategy on a four-qubit register. We first describe the sample used for this test in section 5.1, then describe in section 5.4 the readout of a single qubit and its performance for an optimal coupling, and finally demonstrate in section 5.5 the simultaneous readout of the four qubits, and discuss the performance reached and the perspectives.

5.1 Sample and experimental setup

5.1.1 Sample

The sample used in this experiment is shown in Fig. 5.1.b. It consists in four almost identical cells 1-4 depicted in Fig. 5.1.a. Each of these cells is composed of a flux tunable transmon qubit capacitively coupled to a JBA readout resonator made of lumped elements, itself capacitively coupled to the transmission line. As for the two-qubit processor described in chapter 2, the non-linearity is obtained by introducing in the resonator inductance a Josephson junction (the inductance of which depends on the current). The readout resonators of the different cells have staggered frequencies obtained by varying the resonator capacitance. As shown in Fig. 5.1.c, the resonator interdigitated capacitances are decreased from cell to cell by removing about half a finger when moving to the next one. The sample is fabricated on sapphire using the chip by chip process flow number 2 described in Chapter 4. The common readout line and the readout resonators are patterned in a niobium film by optical lithography and reactive ion etching. The JBA junctions and the qubit (capacitor and SQUID), see Fig. 5.1.d-e, are fabricated using electron-beam lithography and double-angle evaporation of aluminum through a suspended PMMA shadow mask.
mask. As already explained, airbridges cannot be fabricated with this process flow, and the top and bottom ground electrodes separated by the transmission line are reconnected by bonding of 25μm Al-Si(1%) wires. In this experiment, only two ports of the chip are used, out of the 6 available ones.

5.1.2 Low temperature setup

As shown on Fig. 5.2.b, the microwave line that carries the qubit readout and drive signals from room temperature to the sample thermally anchored at temperature $T \sim 30$ mK is attenuated at several intermediate temperatures in order to ensure a low electronic temperature at the sample stage. A bandpass filter is also inserted in the line to prevent spurious high frequency noise from reaching the sample. On the output line, the readout signals are routed to a cryogenic amplifier thermally anchored at 4.2 K through two 4 – 8 GHz circulators and a 4 – 8 GHz bandpass filter that prevents noise outside the bandwidth, at the amplifier input port, from reaching the sample. The sample is placed in a superconducting coil, the ensemble being placed inside a Cryoperm cylindrical box\(^1\) that shields the static magnetic field induced by the circulator magnets. Another Cryoperm shield is added all around the 30 mK stage of the dilution fridge in order to protect the experiment from fluctuating magnetic field coming from the environment.

5.1.3 Microwave setup

The microwave setup used in this experiment is shown in Fig. 5.2.a. The hardware for the qubit drive is shown in brown whereas hardware for readout drive and acquisition is shown in purple. Both qubit and readout signals are generated using a single sideband mixing technique discussed in Sec. 5.2.1. Then, the simultaneous readout outcomes for all qubits are obtained from the output signal using further amplification and a two-stage demodulation technique discussed in Sec. 5.2.2.

5.2 Experimental techniques

5.2.1 Single sideband mixing

In order to obtain the microwave pulses at the different relevant frequencies, we use a single sideband mixing technique based on IQ mixers whose functional diagram is described in Fig. 5.3. In this method a continuous carrier is applied to the LO port, and ac modulated signals are applied on both on the I and Q ports to translate the frequency to the targeted value and define the pulse envelope; the resulting microwave pulse is picked on the RF port.

\(^1\)MpsShield ®
Figure 5.1: 4-qubit sample used for testing the multiplexed JBA readout. (a) Equivalent electrical circuit showing the four cells composed of a flux tunable transmon coupled to a JBA resonator, itself coupled to the readout line. (b) Optical micrograph of the chip connected to a printed circuit board. (c) Optical micrographs of the qubit cells 1-4 (blue, green, red, purple). The JBA capacitance decreases from cell to cell in order to obtain staggered frequencies with 70 MHz steps. (d-e) Optical micrographs of the Josephson junctions of the qubit SQUID (d) and of the JBA readout resonator (e).
Figure 5.2: (a) Room temperature microwave experimental setup. Qubit drives are shown in brown and readout lines in purple. An arbitrary waveform generator (AWG) delivers the driving and readout pulses, which are mixed with continuous microwaves. The red dashed lines carry a 10 MHz reference signal for synchronizing the microwave generators, the AWG, as well as the measuring apparatus, which are triggered by the AWG. (b) Electrical setup in the dilution refrigerator, showing the attenuated and filtered input line, the isolated and amplified output line, as well as the global magnetic field generation.
Ideally, in order to generate a pulse with a suitable envelope $A(t)$, a microwave frequency $\omega_{RF} = \omega_{LO} + \delta\omega$ away from the LO signal $LO(t) = A_{LO} \cos(\omega_{LO}t)$, and a given phase $\varphi$, one applies I and Q signals with the same envelope $A(t)$, the same frequency $\delta\omega$, but a $\pi/2$ phase difference:

\[
\begin{bmatrix}
I(t) \\
Q(t)
\end{bmatrix} = A(t) \begin{bmatrix}
\cos(\delta\omega t + \varphi) \\
\sin(\delta\omega t + \varphi)
\end{bmatrix}.
\]

The resulting output $RF$ signal takes the requested form:

\[
RF(t) = LO(t) I(t) + LO\left(t - \frac{\pi}{2}\right) Q(t) = A_{LO} A(t) \left[\cos(\omega_{LO} t + \varphi) - \sin(\omega_{LO} t + \varphi)\right] = A_{LO} A(t) \cos((\omega_{RF} + \delta\omega) t + \varphi).
\]

The IQ mixers suffer however from important imperfections. Their use requires a careful calibration procedure, and a careful check of the outgoing signal in order to obtain a signal at a single sideband frequency, and with the desired amplitude and phase. These imperfections are:

- saturation-bandwidth: the I and Q ports have limited bandwidth and saturate easily. Although the few GHz bandwidth is not a limiting factor for our application, the saturation at a few dBm RF power had to be calibrated.

- amplitude imbalance: contrary to the ideal case of Eq. 5.2, the IQ mixing rather takes the form $RF(t) = LO(t) I(t) + \alpha LO(t - \pi/2) Q(t)$, where $\alpha$ is a coefficient that deviates from 1 by about $1 - 2$ dB.

- phase imbalance: the imperfect phase shifting leads to a modified mixing $RF(t) = LO(t) I(t) + LO(t - \beta \frac{\pi}{2}) Q(t)$ with $\beta \sim 1$. The phase imbalance is typically $5 - 10^\circ$ for a well chosen LO power.

These three main imperfections decreasing with increasing LO power, the signal of the microwave generators is first amplified as shown on Fig. 5.2.a in order to operate the mixers at the maximum possible LO power. Even under this condition, the imbalance effects cannot be neglected, and corrections are needed. We compensate these imperfections by applying I and Q signals with slightly
different amplitudes and phases deduced from a calibration. The calibration coefficients are periodically checked and tuned by minimizing the signal at the unwanted sideband frequency \((\omega_{LO} - \delta \omega) / 2\pi\), using the spectrum analyzer.

The calculation done above for a single microwave frequency \(\omega_{RF}\) is also valid for obtaining a sum of RF signals from a sum of I and Q signals with amplitudes \(\{A_i\}\), frequencies \(\{\delta \omega_i\}\), and phases \(\{\varphi_i\}\), with the very same LO frequency. Consequently, one can frequency multiplex a series of \(j\) simultaneous pulses using only one IQ mixer and only two channels of an AWG.

### 5.2.2 Demodulation and horizontal synchronization

On the acquisition side, a similar mixer is also used to demodulate the output signal, since a mixer is a reciprocal device. The signal \(s(t) = A_S(t) \cos(\omega_{RF} t + \varphi_S)\) is down-converted with a local oscillator \(LO(t) = A_{LO} \cos(\omega_{LO} t)\). The output quadratures on the I and Q ports - also known as IF (intermediate frequency) ports - are

\[
\begin{bmatrix}
I(t) \\
Q(t)
\end{bmatrix} = 
\begin{bmatrix}
s(t) \times LO(t) \\
s(t) \times LO(t + \pi/2)
\end{bmatrix} = 
\begin{bmatrix}
A_s(t)A_{LO} \cos(\omega_{RF} t + \varphi_S) \\
A_{LO} \cos(\omega_{LO} t)
\end{bmatrix} \cos(\omega_{LO} t)
\]

Writing \(\omega_{RF} = \omega_{LO} + \delta \omega\), and neglecting low-pass filtered terms at \(\omega_{RF} + \omega_{LO}\), the I and Q quadratures takes the form

\[
\begin{bmatrix}
I(t) \\
Q(t)
\end{bmatrix} = \frac{1}{2} A_S(t)A_{LO} \begin{bmatrix}
\cos(\delta \omega t + \varphi_S) \\
- \sin(\delta \omega t + \varphi_S)
\end{bmatrix}.
\]

This signal is then digitized in a time window during which its amplitude \(A_S\) is constant, with a sampling period \(dt\) and a spurious trigger jitter \(0 < \epsilon \leq dt\) that is independently measured precisely by modern digitizers. Sample \(k\) reads thus

\[
\begin{bmatrix}
I(k) \\
Q(k)
\end{bmatrix} = \frac{1}{2} A_S A_{LO} \begin{bmatrix}
\cos(\delta \omega \{k dt + \epsilon\} + \varphi_S) \\
- \sin(\delta \omega \{k dt + \epsilon\} + \varphi_S)
\end{bmatrix}.
\]

This digital signal is then numerically demodulated using tabulated values of the cosine functions at the known signal frequency \(\delta \omega\). To do so, a compiled C DLL computes

\[
\begin{bmatrix}
I_{\delta \omega}(k) \\
Q_{\delta \omega}(k)
\end{bmatrix} = \frac{1}{N} \sum_{i=0}^{N} \begin{bmatrix}
I(k) \\
Q(k)
\end{bmatrix} \cos(k \delta \omega dt),
\]

which can be written

\[
\begin{bmatrix}
I_{\delta \omega}(k) \\
Q_{\delta \omega}(k)
\end{bmatrix} = \frac{1}{4} A_S A_{LO} \begin{bmatrix}
\cos(\delta \omega \epsilon + \varphi_S) \\
- \sin(\delta \omega \epsilon + \varphi_S)
\end{bmatrix}.
\]
assuming a large sample size $N \gg 1$. The jitter delay $\epsilon$ being known, $I$ and $Q$ are corrected using the rotation matrix

$$M \equiv \begin{pmatrix} \cos \delta \omega \epsilon & \sin \delta \omega \epsilon \\ -\sin \delta \omega \epsilon & \cos \delta \omega \epsilon \end{pmatrix}$$

which gives access to the amplitude $A_S$ and phase $\varphi_S$ of the signal initially oscillating at $\omega_{RF}$.

As for the case of up-conversion (Sec. 5.2.1), this down-conversion process suffers from the same imperfections since it uses the same IQ mixer:

- saturation: the incoming signal (RF port) being usually much smaller than the LO power, the device is used in its “linear” regime and this effect is negligible.

- amplitude/phase imbalance: the pump power being in the specified range, the amplitude and phase imbalance have the same value than in the single sideband mixing case. But these effects, can be mainly ignored in our application since the absolute amplitude and phase do not matter, but only their changes.

- trigger jitter: the numerical demodulation being performed at frequencies up to $\delta f = 200$ MHz at 2 GSamples/s, the jitter delay $0 < \epsilon \leq 0.5$ ns corresponds to a phase jitter $d\varphi = 2\pi \delta f \epsilon$ that can reach 36°, larger than the typical phase shifts to be measured. This is why $\epsilon$ has to be measured by the digitizer for each acquired trace.

Once again, this calculation done for a single RF signal is valid for a sum $s(t) = \sum_{i=1}^{j} A_S,i(t) \cos(\omega_{RF,i} t + \varphi_{S,i})$ of $j$ signals undergoing an analog demodulation with the same mixer and LO frequency, followed by $j$ digital demodulations at all known intermediate frequencies $\{\delta \omega_i\}$, because digital demodulation of signal $i$ at the frequency of component $m \neq i$ averages to zero. Consequently, one obtain from such a multiplexed demodulation a series $\{(I_i,Q_i)\}$ couples per acquisition.

### 5.3 Sample characterization

#### 5.3.1 JBA readout resonator characterization

We first probe the readout resonators by measuring the sample $S_{21}$ transmission coefficient (amplitude and phase) of the sample as a function of the frequency with a vector network analyzer (VNA). The transmission curves shown in Fig. 5.4 show four resonances, the shape of which varies with the
measurement powers. At sufficiently low power (dark blue curves), the JBA resonators simply behave as linear resonators. The frequency separation is 70 MHz between subsequent resonators. At higher power (other curves), an abrupt change (more clearly visible on the phase) is the signature of the bifurcation phenomenon: the JBA switches from its low amplitude dynamical state L to the high amplitude one H, as explained in section 2.2.3.3. The switching back and forth between the two states can even be observed for some driving parameters, as show for instance on the data taken at −95 dBm power around 7.64 GHz, where the phase undergoes multiples jumps (see orange curve - this unstable behavior is due here to the way the VNA ramps its probe frequency).
Figure 5.4: (a) Spectroscopy of the JBA resonators at different drive powers, recorded with a vector network analyzer. The bifurcation phenomenon corresponds to abrupt changes, mainly visible on the phase. (b) Fit of the linear resonance of JBA 1 by expression Eq. 5.10, yielding its bare frequency and internal and external quality factors. (c) Stability diagram of the JBA as a function of the reduced detuning $\Omega$. The solid blue line correspond to the switching from L to H whereas the vertical red line indicates the reduced drive frequency $\Omega = 6.5$. (d) Switching probability as a function of driving power, for the chosen frequency $\Omega = 6.5$. 

$\Omega = 6.5$
By fitting in the complex plane \( \{ \text{Re}[S_{21}], \text{Im}[S_{21}] \} \) each of the four linear resonances measured at low power (see example of JBA 1 in Fig. 5.4.b) with expression
\[
S_{21}^{-1}(f) = 1 + \frac{Q_{\text{int}}}{Q_{\text{ext}}} \left( \frac{1}{1 + 2jQ_{\text{int}}(f/f_R - 1)} \right),
\]
the resonator internal and external quality factors \( Q_{\text{int}} \) and \( Q_{\text{ext}} \) are extracted. We find \( Q_{\text{int}} = \{ 2500, 2550, 2650, 2200 \} \) and \( Q_{\text{ext}} > 40000 \) for the four readouts. Then, the JBAs are placed in their bifurcation regime and their switching probability is measured using rectangular pulses with increasing powers (see Fig 5.4.d). In order to benefit from a large readout sensitivity without suffering from the retrapping instability, we choose drive frequencies 10 MHz below the resonator frequencies in the linear regime, which corresponds to a reduced detuning \( \Omega = 6.5 \gg \Omega_c = \sqrt{3} \) (see Eq. 2.32).

### 5.3.2 Qubit spectroscopy

The next step consists in measuring spectroscopically the qubits using the methods described in Chapter 2, as a function of the global magnetic field that can be applied to the sample with a single coil. The result is shown on Fig. 5.5, where the switching probabilities \( p_{S,i} \) of the four JBAs are all superposed (see caption). These measurements are performed at sufficiently large power to show both the \( |g\rangle \rightarrow |e\rangle \) spectroscopic line and the two-photon \( |g\rangle \rightarrow |f\rangle \) transition, which gives access to the transmon anharmonicity \( \alpha = f_{ge} - f_{ef} = -434 \pm 2 \) MHz for the four qubits. Note that qubit 3 (red) is not tunable because of a discontinuity in the SQUID loop, already detected at room temperature. The three tunable qubits have different offset in magnetic field due to imperfect shielding of the magnetic field created by the circulators. The magnetic field periods of these qubits are different, which we attribute to a difference of the shielding currents induced in the superconducting ground electrodes by the Meissner effect canceling the magnetic field.

### 5.3.3 Qubit-readout resonator coupling constant

The coupling constant between each qubit and its readout resonator cannot be measured directly by observing an anticrossing between both objects, because the JBA frequencies have been placed well above the maximum qubit frequencies in this sample. Consequently, it is deduced from the qubit frequency modulation and from the resonator pull \( \chi_{ge} \) (in the linear regime) induced by the qubit \( i \) left in its ground state: the resonator frequency \( f_R \) is measured as a function of the global magnetic field that controls the qubit frequency (see Fig. 5.6), and is fitted with the model of Eq. 2.27. Indeed, we have
\[
f_i^R = f_i^{R0} + \chi_{ge}^i/2\pi
\]
with \( f_i^{R0} \) the resonator frequency in the absence of qubit and \( \chi_{ge}^i \) the cavity shift (Eq. 2.27). This yields \( g/2\pi = 85 \pm 3 \) MHz. The coupling constant obtained for cells 2 and 4 has the same value.
Figure 5.5: Simultaneous spectroscopy of the four qubits as a function of the global magnetic field applied to the sample: the four switching probabilities $p_i$ are encoded from transparent for $p_i = 0$ to blue, green, red, and purple for $p_{1,2,3,4} = 1$, and are all superposed. The blue arrow corresponds to the optimal working qubit used to characterize cell 1 (Sec. 5.4), whereas the yellow dashed line corresponds to a compromised working point used for testing the multiplexed readout of all qubits (Sec. 5.5).

In the next section, we characterize the readout performance of qubit-JBA cell 1 at its optimal point for readout (cyan arrow on Fig. 5.5), where it shows good readout fidelity and sufficiently long estimated Purcell relaxation time ($T_P > 8\,\mu s$). In section 5.5, we will operate the full circuit at the magnetic field shown by the yellow line of Fig. 5.5. Due to the lack of individual control of each qubit frequency in this sample, this magnetic field is not optimal for any of the qubits: it is actually a reasonable compromise between all the qubit readout contrasts, given the complex frequency pattern of the sample.

### 5.4 Single qubit readout

In this section, we characterize the readout of qubit-JBA cell 1 at its optimal point, i.e. where the qubit-readout frequency difference is not too large to
insure a sufficient resonator pull and a full separation of the switching curves corresponding to the qubit ground and excited states, but also sufficiently large for limiting the Purcell relaxation rate of Eq. 2.38.

At this operating point, the frequency difference between qubit 1 and its readout resonator is \( \Delta_1 = f_{e1} - f_{R1} = -1.08 \, \text{GHz} \). The qubit and readout pulse amplitudes used are shown in Fig. 5.7; the signals are produced using single sideband mixing as described in section 5.2.1.

Single qubit control pulses are carefully designed to avoid spurious population of transmon level \( f \) (see Section 3.2.2). We label \( \theta^{ij} \) a resonant drive between the states \(|i\rangle\) and \(|j\rangle\) inducing a rotation by an angle \( \theta \). For small Rabi angles \( \theta \), the control pulses are Gaussian shaped with a time truncation at \( \pm 3\sigma \) and \( \sigma = 4 \, \text{ns} \) (24 ns foot to foot). Their amplitude is increased proportionally to the targeted \( \theta \) until the maximum amplitude allowed by the setup is reached (see dashed gray line in the left panel of Fig. 5.7). Above this limit, a plateau is added to the pulse between the Gaussian rise and the Gaussian fall. For simplicity, an equivalent pulse “length” is defined as the duration of an equivalent rectangular pulse having the same area with the maximum allowed amplitude. Numerical simulations of the dynamics of a transmon with its three lowest energy levels show that such relatively long pulses with Gaussian rise and fall induce preparation errors smaller than 0.1\%, which allowed us not to use the DRAG technique [37] required for shorter and stronger pulses.

As already mentioned, the JBA is driven at a frequency \( \sim 10 \, \text{MHz} \) below its linear resonance frequency. The readout pulse consists of a 2.025 \( \mu s \) long almost rectangular pulse, with a first 25 ns long step at higher amplitude to accelerate the energy loading at the beginning. As discussed below and in Appendix A, the time needed by the JBA for projecting the qubit and ‘deciding’ to switch or not is of the order of 100 ns. After this the JBA is in a latched state and maintains its signal whatever the qubit “does”. The 2.025 \( \mu s \) long pulse...
is transmitted through the whole setup and is then digitized for subsequent digital demodulation between time 0.325 μs and time 1.325 μs (2000 sampling points).

Figure 5.7: (left) Microwave control pulse envelopes for $\pi_{ge}$, $\pi_{ef}$, and $(2\pi)_{ge}$ rotations. The dotted line shows the maximum amplitude used. (right) Beginning of the microwave readout pulse envelope.

The outcome of each readout sequence yields a pair of $(I_1, Q_1)$ quadrature amplitudes, i.e., a point in the complex amplitude plane. We show in Figure 5.4 a density plot of these amplitudes on a set of $10^5$ measurements taken just after applying a $(\frac{\pi}{2})_{ge}$ pulse in order to have equal populations of the ground and excited states. On the left panel, one observes two clouds corresponding to the two dynamical states of the readout resonator. The blue dashed line represents the best separatrix between the two regions. The right panel represents the projection of the $(I_1, Q_1)$ orthogonally to the separatrix line; the two corresponding histograms overlap by less than $10^{-4}$ of their area. A single-shot experiment result is labeled as low (L) if the outcome is on the left side of the red dashed line and high (H) if it is on the right.
Figure 5.8: JBA 1 outgoing signal, (left) in the \((I_1, Q_1)\) plane and (right) histogram of the projection orthogonally to the dashed blue line.

**Description of the switching curves**

We now define the bifurcation switching probability \(p_1\) as the probability for the JBA to be found in its high (H) state. Figure 5.9 shows the variations of this probability as a function of the peak drive power for the qubit prepared in the \(|g\rangle, |e\rangle\) and \(|f\rangle\) states, respectively. In order to best display the difference between \(p_1\) and 0 or 1, we plot the switching curves using a double logarithmic scale below and above 0.5.
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Figure 5.9: (left) Rabi oscillation of $p_1$ as a function of the equivalent control pulse length (duration of a rectangular pulse with maximum amplitude), without (red) and with (magenta) shelving. (right) Probability $p_1$ with no qubit control pulse (blue) and after a $\pi_{ge}$ pulse alone (red) or with shelving (magenta). These curves are shown using a double-logarithmic scale below and above 0.5 (right axis). Thin green lines represent “ideal” S curves built by shifting the blue line to the red one above 50% switching and the red line to the blue line below 50%. The vertical dashed lines indicate the pulse power yielding the highest readout contrasts with (left) and without (right) shelving.

- No qubit pulse applied:

When no control pulse is applied to the qubit (blue curve), i.e. with the qubit supposedly in its ground state $|g\rangle$, one notices that the switching probability continuously increases with power, but presents a shoulder at a level of 1.1% that we interpret as a spurious population of the excited state $|e\rangle$ in excess compared to the expected thermal equilibrium value of $2 \times 10^{-5}$. The 1.1% value observed corresponds to an effective qubit temperature of 70 mK, above the 30 mK fridge temperature. Note that such a large qubit temperature is usually not observed in 2D architectures and that it was not observed on previous samples with more attenuation at low temperature. It may result from a bad infrared shielding in this particular experiment.

- After a $\pi_{ge}$ pulse:

When measuring the switching curve after a $\pi_{ge}$ pulse, one obtains the switching curve displayed in red, which differs from the green one obtained by shifting the blue curve by a power corresponding to the $2\chi$ frequency change of the readout resonator (Eq. 2.37). One observes a sloping shoulder between $-114$ and $-111$ dBm. The red line indicates the largest difference between the two switching curves without and with a $\pi_{ge}$ pulse applied. The value $p_1 \approx 0.96$ at this point is smaller than 1 for different reasons we only partly explain. First, the excess initial population in the excited state is transferred back to
the ground state by the $\pi^{ge}$ pulse, hence a 1.1% missing population in the excited state. Second, relaxation during the drive pulse itself, before readout starts, results in a small error. Having independently measured $T_1 = 2\,\mu s$, we estimate this specific relaxation error at about 0.6%. Then we tentatively attribute the missing 2.3% difference at the measurement point to relaxation during the readout itself because the effective projection time is longer than the duration of the first plateau of the readout pulse, as discussed further below.

- After a $\pi^{ge}$ and a $\pi^{ef}$ pulses

For further improving the readout fidelity, we have used the already known trick that consists in transferring the excited qubit population from $|e\rangle$ to $|f\rangle$. When measuring the switching probability curve after a $\pi^{ge}$ and $\pi^{ef}$ pulse (pink curve), ideally preparing the qubit in the $|f\rangle$ state, we see the curve shifted again, but with a plateau at about 0.977 between $-114$ and $-111$ dBm instead of a sloping shoulder. On this plateau, a relaxation from $|f\rangle$ to $|e\rangle$ has a negligible impact on readout outcome. Indeed, in absence of direct relaxation from $|f\rangle$ to $|g\rangle$, the ground state population grows quadratically as $\sim (t/T_{fg})^2$ with $T_{fg} = \sqrt{T_{fe} T_{eg}} \approx \sqrt{2} T_{eg}$, where $T_{ij}^{\langle j \rangle}$ stands for the relaxation time from $|i\rangle$ to $|j\rangle$ state. This yields a really small error of 0.1 – 0.2% during measurement, even assuming measurement times longer than 100 ns. In this composite measurement with a $\pi^{ef}$ applied before the readout pulse, the plateau close to one on the switching curve is thus quantitatively explained by excess population of the excited state combined with relaxation during the drive sequence. This observation strongly supports that the slope observed after a $\pi^{ge}$ pulse is also due to relaxation.

The pink dashed line points out the maximum difference between the qubit left in its ground state and the composite pulse measurement after a $\pi^{ge}$ pulse. This 96.5% contrast obtained, mainly limited by thermal population (2.2% of loss) and relaxation during drives (1.1% of loss), indicates that the intrinsic fidelity of our JBA readout could reach a 99.8% fidelity provided one makes transmon qubits with a longer relaxation time $T_1$ and without excess population of the excited state.

**Observation of single qubit Rabi oscillations**

The left part of Fig. 5.9 shows the best results obtained after a Rabi sequence, measured with simple and composite readout pulse.

One has to note that a composite measurement pulse takes the qubit out of the computational basis $\{ |g\rangle, |e\rangle \}$, which prevents from continuing a computation with it. Nevertheless, this limitation is of the same nature as that of a non QND detector and can be circumvented by using ancillary qubits.

The three tunable transmons (and the one with an open loop SQUID) show similar performances at similar $\sim 1$ GHz qubit-JBA detuning. Moreover, at all measured transmon frequencies, they all show relaxation times in the range $T_1 : 1.7 - 3.2\,\mu s$ significantly below the estimated Purcell lower limit.
$T_P > 8\,\mu s$, and shorter than in other comparable 2D transmon circuits. We tentatively attribute these short relaxation times to dielectric losses [75].

**JBA internal state evolution**

In order to shed light on the evolution of the internal state of the JBA resonator during readout, we have performed semi-classical numerical simulations of the JBA dynamics with parameters that correspond to those independently measured experimentally. The way these simulations are done is detailed in Appendix A. Resulting trajectories of the internal JBA complex field amplitude are shown in the left panel of Fig. 5.10. The detailed evolution of the amplitude module is shown in the right panel.

![Simulated internal state trajectories](image)

**Figure 5.10:** (a) Simulated internal state trajectories, colored in blue for trajectories ending in the L state (qubit in $|g\rangle$) and in red for the H state (qubit in $|e\rangle$). (b) Time evolution of the internal amplitude for switching and non-switching trajectories.

This simulation shows that the JBA bifurcates from about 4 to about 50 photons after a transient at about 16 photons. One observe that the time taken by the JBA to “decide” to switch (or not) to the H state is most of the times shorter than 100 ns, meaning that qubit relaxation after this time has no impact on the final outcome; older observations with an oscilloscope of averaged trajectories at 0% and 100% of switching confirm that L and H trajectories diverge before 100 ns, which can be taken as an upper bound for the time needed for the qubit projection. According to Eq. 2.39 and for our quality factor and dispersive shift, this projection should occur within $T^\phi (\alpha) \sim 86\,\text{ns}/|\alpha|^2$, i.e. in about 5 ns during the transient around 16 photons. This shows that although the measurement output develops over one hundreds of nanoseconds, the actual projection time is much shorter.
By simulating a large number of similar trajectories (see Appendix) of a JBA alone with qubit state dependent parameters, we obtain the switching curves shown in Fig. 5.11, which are compared to the experimental ones. The reasonably good agreement obtained for the separation the S curves as well as for their slope, without introducing any adjustable parameters apart from the attenuation of the driving line that is known with a precision of only 2 dB, shows that Dykman’s effective temperature approach works well and that simulations do capture the physics of bifurcation. The sloppy shoulder of the S curve for the qubit excited state is not predicted at all. This is not a surprise since our simulation do not really include the qubit, and especially not its relaxation during measurement. This is why our collaborators A. Blais and B. Royer have performed full quantum simulation including a three state transmon, a JBA, and the possibility for the transmon to relax during measurement. Their simulation are also shown on Fig. 5.11. They do not fit as well the data but capture a relaxation induced small rounding at the top of the S curve for $|e\rangle$. Nevertheless the effect is much less pronounced that what is observed experimentally. Coming back to the upper bound of 100 ns for the projective time, we point out that applying the independently measured relaxation rate to this time would reduce the $|e\rangle$ population by $\sim 0.5\%$, which is here also insufficient to explain the experimental $p_1(|e\rangle)$ at -114dB for instance. The conclusion is that the sloppy shoulder cannot be explained by normal relaxation during the measuring time, and that an important ingredient of the dynamics of the JBA coupled to an excited qubit is missing in the theory. This issue could be related to a similar unexplained problem observed with the linear dispersive readout of transmons [76]: indeed, non-QNDness of the readout, i.e. excitation and relaxation during readout, has often (but not always) been observed with an average photon number in the cavity well below the critical photon number $n_{crit}$ mentioned in Section 2.2.3.1. Yet our JBAs switch from about 5 to 50 photons and could suffer from this non-QNDness. Although fortunately, this effect can be eliminated by using shelving, it is still to be understood.
After having performed individual qubit readout, we investigate now the simultaneous readout of the four transmon qubits.

5.5.1 Readout frequencies, signal generation and analysis

Given the lack of individual transmon tunability, a magnetic field leading to not too large detunings $\Delta_i = \{-1.2, -1.76, -3.12, -2.06\}$ GHz was applied, placing the system at a compromise point as indicated by the yellow line on Fig. 5.5. In particular, we have to operate JBA 3 far detuned from its transmon with a broken SQUID, and for increasing the visibility, this JBA is driven $\sim 5$ MHz below its frequency, i.e. at $\Omega = 3.2$.

Figure 5.12: Readout frequency overview. The carrier frequency is $f_c = 7.77$ GHz, $f_{Ri}$ stand for readout frequency and $f_{Risb}$ represent the ideally canceled sideband.
Register state discrimination

Given these larger detunings than in the optimized case, we now use readout
pulses with a 50 ns first plateau followed by a 2 μs latching plateau. The car-
rier frequency $f_c$ used to generate the sideband tones $f_{R_i} = f_c + \delta_{R_i}$ is chosen
so that the undesired sidebands $f_{R_{isb}} = f_c - \delta_{R_i}$, possibly not perfectly can-
celed, nevertheless stand away from other relevant frequencies, as shown in
Fig. 5.12. All the tones falling in a ±120 MHz bandwidth around the carrier
frequency, we generate their additive combination with an arbitrary waveform
generator (AWG) sampling at 1 GSample/s. After sending the four tones at
their specific amplitude as in the previous experiment, the signal returned is
analog-demodulated with the carrier, and one gets a signal containing the four
readout signals at the different detuning frequencies. This signal is digitized
and numerically demodulated at the four sideband frequencies $\delta_{R_i}$, yielding
4 $(I_i, Q_i)$ quadratures pairs at frequencies $f_{R_i}$. The density plot of the quadra-
tures in the four complex planes is shown on the left panel of Fig. 1.7 after
applying $(\frac{\pi}{2})_g$ pulses on all qubits. Again, one can observe that the two clouds
of each pair $i$ can be well discriminated by choosing four suitable separatrix,
and the probability $p_i$ of outcome $H$ for JBA $i$ is measured by repeating a
measurement sequence and counting the number of H shots: the simultane-
ous operation of the four JBAs does not prevent us from demodulating the signals
as properly as achieved in the single JBA measurements.

![Figure 5.13: Density plot of $10^5$ single-shot outcomes, each including the four $(I_i, Q_i)$ quadratures. The colors (blue, green, red, purple) stand for $i = (1 - 4)$.
(left) $(I_i, Q_i)$ coordinates at the frequency $f_{R_i}$. (right) Histogram of the pro-
jection perpendicularly to the best separatrix lines.](image-url)
5.5.2 Switching performance

As done in previous individual qubit readout experiments, we measure the set of switching curves for the four JBAs. These curves are represented on Fig. 5.14 for the qubits prepared in $|g\rangle$, $|e\rangle$, and $|f\rangle$ state. As expected, the larger qubit-JBA detunings $\Delta_i$ lead to smaller resonator pulls $\chi_i$, to a reduced separations between the S curves, and to lower readout sensitivities.

Figure 5.14: Measured S curves as a function of the drive power for the four qubit, in the ideally prepared $|g\rangle$, $|e\rangle$, and $|f\rangle$ state.

Nevertheless, the maximum contrast between the qubit left in its ground place or in the $|e\rangle$ states measured with and without composite readout is shown on Table 5.1.

<table>
<thead>
<tr>
<th>Qubit</th>
<th>$\pi_i^{ge}$ contrast</th>
<th>$\pi_i^{ge} + \pi_i^{ef}$ contrast</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>92.5%</td>
<td>95%</td>
</tr>
<tr>
<td>2</td>
<td>92.3%</td>
<td>94%</td>
</tr>
<tr>
<td>3</td>
<td>79%</td>
<td>N/A</td>
</tr>
<tr>
<td>4</td>
<td>81.2%</td>
<td>88%</td>
</tr>
</tbody>
</table>

Table 5.1: Contrast obtained obtained with standard and composite pulse on the 4 qubits.

---

2Except for qubit 3 whose $|e\rangle \leftrightarrow |f\rangle$ transition frequency is out of the reachable frequency window.
5.5.3 Simultaneous qubit drive and readout

For the chosen compromise working point, the frequency distribution of the transmons and their readout resonators is shown on Fig. 5.15. Several frequencies are close to each other, raising a problem often referred to as “frequency crowding” [77], which is easily solved when individual frequency control of the qubits is available. Because of the ac Stark shifts induced on qubit frequency \( i \) by drives applied to qubits \( m \neq i \) (as detailed in Section 3.2.2), driving the qubits 1, 2 and 4 simultaneously would be complicated, and we prefer slightly separate their drive and use the driving sequence shown in Fig. 5.16. Nevertheless, the readout of the different transmons can overlap without any problem. For best readout performance, we apply readout pulses right after driving, and use composite readout pulses (with shelving to \( |f\rangle \) state) for the qubits 2 and 3, but neither for qubit 1 because \( f_{ef}^{1} \approx f_{ge}^{2} \) nor for qubit 3 because the low \( f_{ef}^{3} \) happens to be filtered by the readout resonator.

To demonstrate that the readout of the full register is operational, we have performed the simultaneous measurement of Rabi oscillations of all qubits by applying to all of them \( \theta_{ge}^{i} \) pulses of increasing areas (with the same shape for all qubits except for an arbitrary amplitude factor), and then reading out the
full register. We obtain the Rabi oscillations shown in Fig. 5.17, expressed as a function of the equivalent duration defined above.

![Figure 5.17: Simultaneous measurement of Rabi oscillations on 4 transmons.](image)

The Rabi frequencies are different because of the different drive amplitudes, and their values can be controlled over similar ranges. The visibility of these Rabi oscillations is large, but significantly smaller for qubit 3 due to its very large detuning from its readout resonator. Figure 5.18 summarizes the readout contrast and errors obtained on the four cells, with this non optimal magnetic bias. This basic experiment demonstrates that multiplexed JBA readout is compatible with qubit driving.

![Figure 5.18: Contrast and errors obtained by quasi simultaneous qubit drives and readouts on four qubit cells.](image)

### 5.5.4 Readout crosstalk between JBAs

A natural question that arises is the maximum number of transmons that our multiplexed JBA scheme could handle. Given JBAs are non-linear resonators which can à priori interfere, this raises a frequency-crowding problem different from the one faced by linear dispersive readout. It is thus important to investigate any possible crosstalk between different channels. Note that increasing
the total bandwidth needed to avoid crosstalk can increase the technical difficulty for producing all readout drive signals and to demodulate the outgoing readout signal.

The issue is how close the JBA frequencies can be without the bifurcation dynamics of a given JBA getting affected by the dynamics of the other ones, whether they switch or not. To answer this question, we had to average probabilities $p_i$ obtained in different conditions, over large period of time. So we first checked the stability of our measurement chain.

To measure this stability, we monitor the variance of $p_i$ measured over $N$ consecutive shots upon increasing $N$. More precisely, we compare the standard deviation $\sigma_i$ for the four outcomes to the predicted value $\sigma_i = (p_i (1 - p_i) / N)^{1/2}$ assuming independent statistical events. As shown in Fig. 5.19, the standard deviation follows perfectly the predictions for independent variables up to a maximum size $N < 5 \times 10^4$, limited by slow drifts in signal preparation and measurement.

![Figure 5.19: Standard deviation as a function of the number of measurement $n$ for the 4 readout. Experimental data (dotted) and theory (solid line)](image)

In the present setup with 70 MHz frequency difference between two neighboring JBAs, the crosstalk is quantified by preparing qubit 2 in a superposition $(|g\rangle + |e\rangle) / \sqrt{2}$ and qubit 1 either in $|g\rangle$ or in $|e\rangle$, and by averaging $p_2$ as much as allowed by the drifts. We find that the difference in $p_2$ for the two states of qubit 1 yields a crosstalk of only $0.2 \pm 0.05\%$, as shown in Fig. 5.20. This low value shows that the JBA frequency separation of 70 MHz that we have used is rather conservative, and therefore that JBA readout of a larger register is possible using the same microwave hardware. However, this empirical upper bound of 70 MHz for the JBA separation does not fully answer the question, and the crosstalk issue deserves more in-depth theoretical prediction.
5.6 Overall performance and conclusion

In conclusion, the experimental results obtained in this chapter on multiplexed JBA readout of four transmons show that JBA readout has an excellent intrinsic readout fidelity when shelving is used and that it is compatible with driving and reading transmons in a small qubit register. However, the overall readout contrast obtained with our multiplexed JBA scheme is significantly lower than that demonstrated at UCSB [78] on also four transmon qubits, using individual linear dispersive readout and a wideband quantum limited parametric amplifier. Nevertheless the larger errors in our experiment are not due to the readout method itself but (i) to the lack of individual qubit frequency control in this first simple design, (ii) to slightly too high temperature of the qubits, and (iii) to faster qubit relaxation. The UCSB team has been limited to four qubit read simultaneously because of the still limited $-107$ dBm saturation power of their parametric amplifier. But recent developments of the Traveling Wave Parametric Amplifier [67] will probably help solving the scalability issue for linear dispersive readout. On our side, although we have measured a negligible crosstalk between the JBAs and have not found any blocking issue, the scalability of multiplexed JBAs will at some point be limited by the interactions between JBAs with close frequencies. Although the quantitative limit is still unknown, present results suggest that reading out a ten-qubit register with multiplexed JBA is possible.
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Chapter 6

Characterizing a 4 qubit processor prototype: preliminary results

This chapter reports our fabrication and test of a 4-qubit processor implementing the design described in chapter 3 and fitted with the multiplexed qubit readout demonstrated in the last chapter 5. We first describe the sample and the setup used (Sec. 6.1), then the readout and qubit performances (Sections 6.2-6.2.3) that we compare with the results obtained in chapter 5. We finally characterize the qubit-qubit interaction mediated by the bus resonator (Sections 6.3 and 6.4). Because of problems encountered in the fabrication process, this first prototype does not meet the performances of an operational processor, with sufficient coherence time, gate fidelity and readout fidelity for running any algorithm. We could nevertheless test different features of our architecture.

6.1 Sample and experiment setup

6.1.1 Sample

The sample used for this experiment is shown in Fig. 6.1. As in the previous experiment, it consists in four almost identical cells 1 – 4. Each cell is made of a JBA resonator capacitively coupled to a single transmission line on one side, and to a transmon qubit on another side. The main difference with the sample investigated in Chapter 5 is that the transmons are independently tunable by passing current in individual local flux lines, and are coupled to a single high quality bus resonator that mediates an exchange interaction between them. As explained before, the flux lines have dedicated ground return conductors for avoiding the return current to spread in superconducting electrodes in an uncontrolled way. Because of the need of line crossings, the sample is fabricated using the process flow 1 described in Chapter 4, and fitted with
airbridges. The flux and transmission lines, the JBA geometrical inductances and capacitances, and the coupling bus are first patterned in a niobium film on a 2" sapphire wafer. The JBA Josephson junctions are fabricated on the whole wafer using standard double-angle aluminum evaporation through a resist shadow-mask made by e-beam lithography. The transmon capacitance and Josephson junctions are then fabricated in the same way. The bridges are finally fabricated on the full wafer, prior to cutting it in individual sample chips. The sample is placed in the groove of a TMM10 printed circuit board (PCB) and the 6 lines on the PCB are wire-bonded to the sample with aluminum wires.

6.1.2 Low temperature setup

As shown on Fig. 6.2, the microwave setup is similar to the one used in the experiment of Chapter 5, except that the readout frequencies are now in the $8 - 12$ GHz bandwidth. The incoming microwave line down to the sample is thermally anchored and attenuated at different temperatures. The outgoing line is composed as before, of a $8 - 12$ GHz double circulator followed by a $8 - 12$ GHz cryogenic bandpass filter, prior to the cryogenic amplifier at 4.2 K.

The electrical setup now also includes four lines for driving the flux through the SQUID loops of the transmons with a large 1 GHz bandwidth. Since these lines carry quite a large current (few mA) at the sample level, the only 20 dB (50 Ω matched) attenuator used for reducing the noise is placed on the 4.2 K stage, where the available cooling power is large enough to dissipate $\sim 5 - 30$ mW. For the same reason, the flux drive lines are routed using CuNi cables, temperature independent between 300 and 4.2 K, NbTi superconducting cables between 4.2 K and 30 mK to avoid heat transfer, and semi-flexible silver plated copper cables at 30 mK. To block high frequency radiation, these lines are low-pass filtered at 1 GHz with a commercial filter actually acting as a stop-band filter between 1 and $\sim 20$ GHz. This filter is then followed by a soft absorptive real low-pass filter up to UV frequencies. This homemade filter is simply a coaxial waveguide with its dielectric made of Eccosorb\textsuperscript{1}, which provides a good absorptive material even at low temperature.

\textsuperscript{1}Emerson & Cuming Microwave Products.
Figure 6.1: Optical micrographs of the 4-qubit processor prototype used in the experiment (four images merged). Each qubit-readout cell is shown with a color frame, and the bus resonator and the different microwave ports are labeled.
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6.1.3 Microwave setup

The microwave setup used at room temperature is again really similar to the one used in Chapter 5, except that the readout mixers are now replaced by Hittite HMC-C042 mixers, the local oscillator frequency of which is in the 8.5−13.5 GHz range, while the readout frequencies are now at \( \sim 11 \text{ GHz} \). The flux lines are directly connected to the outputs of a 4 channels Tektronix AWG5014 waveform generator, sampling at 1 GSample/s.

6.2 Individual cell characterization

We detail here the characterization of the different functionalities of the elementary cells. We first characterize the JBA readouts (Sec. 6.2.1), then the transmon coherence and relaxation times. Finally the crosstalk in the frequency control of the transmons is investigated.

6.2.1 JBA resonator characterization

6.2.1.1 \( S_{21} \) coefficient varying with power

The frequency dependence of the \( S_{21} \) transmission coefficient measured with a VNA is shown in Fig. 6.3 for various drive powers. It clearly points out to a defective behavior of the JBA resonators. First, only 3 over the 4 expected resonances are visible on the transmission, indicating that the Josephson junction of JBA 1 is probably open. Second, one notices on the low power curve

Figure 6.2: Fridge wiring. Only one on the 4 flux lines is drawn
(top blue trace) that the resonance dip is only of $\sim 6$ dB, which clearly indicates that the quality factor of the resonators are low. Third, the power (albeit roughly calibrated) needed for observing the switching to the bifurcated state (see green, olive and red traces) is sizeably larger that for the sample of chapter 5. All these features can be well explained by an abnormally low internal quality factor of the JBA resonators, as characterized more precisely below.

![Figure 6.3: VNA measured S21 coefficient as a function of the frequency for different incident power](image)

6.2.1.2 Quality factor in the low power linear regime

Figure 6.4 shows the complex $S_{21}$ transmission coefficient of the three visible resonances (JBA 2–4) in the linear regime. The fit in the complex plane yields external quality factors $Q_e \approx 3000$ in agreement with the design value, but internal quality factors $1800 < Q_i < 2900$ significantly lower than in the previous experiment. This is a clear indication that one of the last steps of the fabrication process has induced losses not present before, as discussed more precisely below.
6.2.1.3 Readout contrast

Even though the internal quality factor of the JBAs resonators is low, we investigate their ability to perform qubit readout. From here to the end of the chapter, we focus only on cells (qubit + readout) 2 and 4. The switching curves of JBA 2 and 4 are shown on Fig. 6.5 for the qubits prepared in the ground or excited state. The detunings $\Delta_i = \omega_R - \omega_e$ used for this characterization are $\Delta_2 = -1.01$ GHz and $\Delta_4 = -0.85$ GHz, similar to the value used for characterizing a single JBA in Sec. 5.4. One observes that the switching curves widely differ from the almost ideal situation reached in the previous experiment, and that the achieved readout contrast $\{0.2, 0.4\}$ is very small compared to the value $> 0.9$ achieved in the previous experiment.

Figure 6.5: Measured switching curves for JBA 2 (left) and JBA 4 (right), for the qubit in its ground (blue) and excited state (red), as a function of the drive amplitude. The green curves are the corresponding differences, or contrast of a $\pi$ pulse.
In order to check if the poor internal quality factors $1800 < Q_i < 2900$ of the JBA resonators can indeed be responsible for the poor readout performances observed, numerical simulations of the switching curves were performed using the method explained in Appendix A. An extra shunt resistor at the same quantum temperature as the external load was added across the JBAs to model $Q_i$. The separation between the simulated switching curves for the two qubit states (see Fig. 6.6) is indeed strongly reduced in comparison with the case of no internal loss, hence the reduced readout contrast. The agreement with the experiment is only qualitative due to the rounding of the $S$ curve in state $|e\rangle$, as already discussed in section 5.4. Nevertheless, these simulations prove the detrimental effect of the lowered $Q_i$’s on the JBA readout contrasts. The exact cause of these lowered $Q_i$’s are unknown and determining them will require further investigations on test structures all along the fabrication process flow.

For the present sample we can only speculate, about the possible explanations:

- First the bridge fabrication process could introduce microwave losses by leaving resist residues below the bridges or all over the sample. This hypothesis seems however ruled out by the observation of a high quality factor $\sim 50000$ for the bus-resonator, whose resonance mode involves ground currents in airbridges.
- Second, the JBA resonators are baked at $\sim 190^\circ$C during the subsequent qubit fabrication, which could lead to oxidation of the aluminum layer.
Third, the recontact areas of the JBAs aluminum Josephson junctions to
the niobium meander inductances (see Fig. 4.1) could have been oxidized,
either before aluminum deposition or at a subsequent hot temperature
step. Indeed, an effective series resistance \( R_s \approx 10^{-2} \Omega \) would be sufficient
to reduce the resonator quality factor down to \( Q_i \sim 2000 - 3000 \).

Whatever the correct explanation, the low readout contrast found in this sam-
ple as well as the missing resonator have prevented high fidelity multiplexed
readout, and thus operation as a quantum processor. Nevertheless, the differ-
ent functions of the chip can be tested by rescaling the raw measured switching
probability by measured readout fidelities of Fig. 6.5 for obtaining the qubit
populations \( p(|e_i\rangle) \) as mentioned in section 2.2.3.3.

6.2.2 Qubit characterization
6.2.2.1 Spectroscopy

The measured transition frequencies of qubit 2 and 4, together with the low
power resonances of their readout resonators are plotted in Fig. 6.7 as a function
of the current applied to their flux line. More precisely, a 5 \( \mu s \) long saturating
qubit pulse followed by a readout pulse are applied every 20 \( \mu s \). The qubit fre-
quencies are perfectly fitted by Eq. 2.11 using \( \omega_{ge}^{\text{max}} = 10.038 \) (10.623) GHz
and a SQUID asymmetry \( d = 0.05 \) (0.02). These values of \( d \) are actually only
upper bounds because filters in the setup prevent from measuring resonances
below 3.8 GHz, and thus from reaching the minimum transition frequencies.
The small modulation of the resonator frequency with the qubit frequency
give access to the qubit-JBA resonator coupling constant. Using Eq. 2.27,
one obtains \( g_{2(4)}/(2\pi) = 95 \) (101) MHz, slightly larger than the design value
estimated in Chapter 3.
Figure 6.7: Cell 2 (left) and cell 4 (right) characterization: VNA measured readout resonator frequency in the linear regime (top) and qubit transition frequency $f_{2e}^g$ (bottom) as a function of the flux line voltage.

### 6.2.2.2 Single qubit gates: Rabi oscillations

We have controlled coherently the quantum state of the qubits, as shown on Fig. 6.8 for qubit 2 and 4. Their resonant frequencies are here the maximum one indicated above, and the data show the 20\% and 40\% contrasts previously determined.
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Figure 6.8: Rabi oscillation of qubit 2 and qubit 4. Raw switching probability.

6.2.2.3 Qubit relaxation and dephasing times

Figure 6.9: Qubit 2 decoherence ($T_2$) and relaxation times ($T_1$) at a few frequencies. The maximum qubit frequency and the readout frequency are shown by green and red dashed lines, respectively. The solid red and green lines are the expected Purcell relaxation time (Eq. 2.38) and the decoherence time $T_2^{-1} = T_{\text{purcell}}^{-1}/2 + T_\phi^{-1}$ with $T_\phi$ the pure dephasing time corresponding to a qubit frequency noise with a $A/f$ spectral density with amplitude $A = 10^{-5}$ at 1 Hz.

The coherence times $T_1$ and $T_2$ measured for qubit 2 at different frequencies are shown in Fig. 6.7. These times are significantly shorter than those estimated from the parameters shown in Fig. 3.12.
First, the relaxation time at high frequency $f_{ge} > 8 \text{ GHz}$ is shorter than predicted by the Purcell expression, even taking into account the reduced quality factor of the readout resonators. This points to an imperfect control of the microwave environment around the qubit at these frequencies. On the low frequency side ($f_{ge} < 7 \text{ GHz}$), the measurements indicate $T_1 > 3.5 \mu s$, once again well below the Purcell limit. Because there is no reason that the relaxation in the flux line should be 20 times faster at 8-10 GHz than at 5-6 GHz, we tend to think that the strong relaxation is not due to the bad design of the flux line.

Second, the $T_2$ coherence time measured with a 2-pulse Ramsey sequence, is also between a factor 2 and a factor 100 shorter than the measured $2T_1$. Since the echo-coherence time is not longer, the noise responsible for the dephasing occurs mainly above 10 MHz. We cannot exclude that this noise is coming from the flux line, but the fact that its value is comparable with the one measured in the multiplexed readout experiment of Chapter 5 that had no flux lines suggest an alternative source of noise.

The qubit 4 shows similar dephasing and relaxation times, indicating once again that this sample can only be used for probing some function designs. Further investigations are clearly needed to characterize both relaxation and dephasing sources in this first prototype.

### 6.2.3 Frequency control, flux lines crosstalk

The spectroscopic data of Fig. 6.7 demonstrates our ability to control the qubit frequencies from $\sim 3$ to 10.5 GHz at low frequency (50 kHz). But our processor is based on the ability to change a qubit frequency precisely in a few nanoseconds only. To test this ability, we measure the response of the flux lines in-situ by applying to flux line 2 a voltage step with a 1 ns rise-time and measuring the qubit frequency after a variable delay. More precisely, we make the qubit swap with the bus as explained in the next section and deduce its frequency from the swap period. The result is shown on Fig. 6.10 with a time resolution of 10 ns. As for the experiment of chapter 2, the response function of the line does not correspond to a simple first order filter: it is very fast at the beginning but shows a slower increase in the last few per cent. This effect can be easily corrected by applying a pulse with a properly calculated overshoot, as done in section 2.3.
Another important property is the crosstalk between two flux lines at low and high frequency. On the high frequency side, this crosstalk was not measured but is expected to be negligible with our design. Indeed, dedicated return current lines separated from other ground electrodes, force the current pulses to adopt the CPW quadrupolar geometry, which localize the induced fields. The situation is not as simple at low frequency, although one could think that because the qubit \( j \) is more than 200 time farther from a flux line \( i \neq j \) than qubit \( i \) and because the field decays as the inverse of the distance to square, the direct crosstalk is negligible. Indeed, the field induced by flux line \( i \) is expelled from the neighboring superconducting electrodes by Meissner effect; which induces screening currents that can flow all over the sample and can generate local fields on qubit \( j \). The low frequency crosstalk has thus to be measured at DC. This measurement is performed by placing qubit 4 at 7 GHz, where the frequency sensitivity to its flux line voltage is \( \frac{\partial f_4^{ge}}{\partial V_4} \approx 11 \text{ GHz/V} \), and in varying the voltage of flux line 2. One finds a slope \( \frac{\partial f_4^{ge}}{\partial V_2} \approx 90 \text{ MHz/V} \) that indicate a crosstalk of 0.8% between cells 2 and 4 at DC frequency. This crosstalk is smaller than previously achieved in similar designs without dedicated return lines (\( \sim 30\% \) [79] for instance). It has nevertheless to be corrected when operating a processor, by applying the correction matrix mentioned in Sec. 3.2.1.

### 6.3 Bus characterization and coupling to the qubits

As the bus is not directly coupled to the readout resonators, it is a priori invisible without using one of the qubit as a spectrometer. However, it was detected at \( f_{\text{bus}} = 3.825 \text{ GHz} \) in a high-power 2-tone spectroscopy with a first spectroscopic pulse at a variable frequency and a power \( \sim 40 \) times higher.
than for driving a qubit, and a second pulse to read out a JBA (see Fig. 6.11). Because this high power effect is not understood, a more controlled way to characterize the bus is to use a qubit and measure directly its coupling to the bus.

\[
H_1^c = \left( \begin{array}{c} \Delta_i \\ g_i \\ \Delta_i \end{array} \right) \{ |e_i0\rangle, |g_i1\rangle \} 
\]

(6.1)

with \( \Delta_i = \omega_R - \omega_i^{qe} \) the qubit-bus detuning, when restricted to a single qubit and a single excitation in the system. Equation 6.1 leads to vacuum Rabi oscillations observed as a chevron pattern when measured as a function of \( \Delta_i \).

Experimentally, the qubit is prepared in its excited state, is then frequency tuned across the bus frequency for a variable duration \( t_s \), and is finally tuned to its readout frequency for measurement, as shown in the top panel of Fig. 6.12. The readout outcome is corrected for finite readout fidelity and shown in the bottom panel. The chevron pattern observed shows a small asymmetry and a drift at short time. This effect is due to the uncorrected finite rise time of the flux pulse described in Sec. 6.10 above. The data at times larger than 75 ns are fitted to determine the qubit-bus coupling constant \( g_2/2\pi = 90 \text{MHz} \). The predicted chevron minima, solution of \((\Delta_i^2 + g_i^2) t_s^2 = (2N\pi)^2\), are displayed on top of the data, without taking into account the frequency drift.
Figure 6.12: Swap between qubit 2 and bus. (top-left) qubit spectroscopic line versus current applied to the flux line. (top-right) Pulse sequence used as a function of time. The flux pulses have been converted in frequency units to share the same vertical scale as the left panel. Microwave pulses envelopes are represented on the same graph by dashed lines placed at the proper time, but with a height representing their microwave amplitude (unrelated to the frequency axis). (bottom) Qubit 2 excitation probability as a function of the flux line 2 voltage and of the swap duration. The dashed black line represent the location of the expected probability minima for the ideal frequency step on the qubit (see text).

The same experiment performed on qubit 4 (see Fig. 6.13) gives a similar chevron pattern and a coupling constant $g_4/2\pi = 101 \pm 3$ MHz.
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Figure 6.13: Qubit-bus swap experiment performed with qubit 4 and flux line 4.

These measured coupling are about twice as high as the designed values which is not understood but can only facilitate the test of the two-qubit gates.

**Bus resonator quality factor**

For determining the bus resonator quality factor, we measure the decay time of a single photon in the resonator. The protocol is sketched on Fig. 6.14.a: qubit 2 is prepared in its excited state, prior to a swap with the bus at frequency $f_{bus}$. The swapping time was chosen such that the qubit excitation is transferred to the bus with a high probability $> 95\%$. After this excitation swap, a waiting time $\Delta t$ is applied prior to a second swap that transfers the remaining excitation back to the qubit. The excitation probability of qubit 2 shown on Fig. 6.14.b as a function of the waiting time $\Delta t$ decays exponentially with a time constant $\tau = 2.2$ µs, which corresponds to a quality factor $Q_{tot}^2 = 2\pi \tau f_{bus} \approx 50,000$ for the bus. The excitation lifetime of the bus resonator is thus comparable to those of the qubits.
Impact of higher harmonics of the bus resonator

A point ignored in the design, that could complicate the processor operation, is the impact of higher harmonic modes of the bus resonator. The frequency of the second harmonic around 8 GHz is indeed not far from the parking frequencies of the qubits (6 – 7.5 GHz, see Fig. 3.9).

Now, the coupling between the qubit and a bus resonator mode is proportional to the amplitude of the electric field for this modes at the position of the qubit. Given that the qubits are placed close to the electric nodes of the second harmonic (see Fig. 6.15), the estimated coupling to this harmonic is only $g/2\pi < 30$ MHz. Nevertheless it is not negligible and it would be useful and easy to reduce it even more by moving them slightly in the design.
6.4 Qubit-qubit bus mediated interaction

The exchange interaction $g/2\pi \approx 90-100\text{ MHz}$ found between the bus-resonator and the qubits is expected to mediate a sizable qubit-qubit interaction. We remind here the Hamiltonian of the 2 qubits coupled to the bus (Eq. (3.3)):

$$H_{24}/\hbar = \omega^{\text{bus}} a^\dagger a + \omega_2^{ge} \sigma_2^Z + \omega_4^{ge} \sigma_4^Z + g_2(\sigma_2^+ a + \sigma_2^- a^\dagger) + g_4(\sigma_4^+ a + \sigma_4^- a^\dagger). \quad (6.2)$$

Tracing out the bus degrees of freedom in the dispersive regime $|\omega^{ge}_2 - \omega^{\text{bus}}| \gg g_2(4)$ yields the effective two-qubit Hamiltonian (Eq. (3.4))

$$H/\hbar = \omega_2^{ge} \sigma_2^Z + \omega_4^{ge} \sigma_4^Z + J_{24} \sigma_2^X \sigma_4^X \quad (6.3)$$

with $J_{24} = g_2 g_4 \left( \frac{1}{\Delta_2} + \frac{1}{\Delta_4} \right)$ the effective qubit-qubit coupling constant. Since simultaneous readout of two qubits is impossible with this sample due to its too low readout efficiency, we characterize the swapping by measuring only qubit 4 at the end of a variable coupling time of qubits 2 and 4. As already mentioned, a proper calibration of readout errors makes possible to get the absolute population of the excited state of qubit 4.

6.4.1 Resonance condition for qubit-qubit swapping

One first needs to determine the flux line currents that places the 2 qubits on resonance, i.e. $f_2^{ge} = f_4^{ge}$. To do so, after having prepared qubit 2 in its
excited state, we vary the two flux line currents simultaneously for a given arbitrary amount of time, and then displace qubit 4 for readout (see top panel of Fig. 6.16). The excited state population \( p (|e_4\rangle) \) of qubit 4 increases as shown in the bottom panel when the 2 qubits are on resonance and can share the same excitation. The resonance condition line is marked with a dashed black line. One also notices that the probability \( p (|e_4\rangle) \) increases when the qubit 4 is resonant with the bus and gets a spurious excitation from it.
6.4.2 Swapping coupling strength

As mentioned above, the qubit-qubit effective coupling $J_{24} = \frac{2\Delta_2\Delta_4}{\Delta}$ is inversely proportional to the common detuning $\Delta$ between the resonant qubits and the bus. Given the short coherence times $T_2$ of the qubits, it is advantageous to use a large coupling (small detuning) to reduce the gate time and increase
its fidelity. On another hand, as discussed in Section 3.3.3, the smaller the detuning, the larger the residual population of the bus and the higher the precision needed for the gate time.

In order to find the largest coupling that does not leave a too large excitation in the bus, we measure and simulate the swap experiment for the two qubits on resonance \((f_{2e}^b = f_{4e}^b)\) at different detunings \(\Delta\) with the bus. To do so, we vary the swap duration \(t_s\) (along the oblique line of Fig. 6.16), as shown in the top panel of Fig. 6.17. The resulting excitation probability of qubit 4 is shown in the bottom panel Fig. 6.17, together with the results of a simulation by integration of the master equation of the system, described below in Section 6.4.4. Experimental data and simulation agree qualitatively, despite the much lower resolution used in the experiment. Note also that the theoretical time axis has been slightly shifted upward to compensate for a 14 ns delay between the current pulses in the two flux lines. The simulation shows a Moiré pattern around the symmetry axis at 3.825 GHz, between two sets of chevrons. Those pointing upwards correspond actually to the fast oscillation of the bus population discussed in section 3.3.3. To limit this unwanted population, we choose a detuning \(\Delta = -0.462 \text{ GHz}\) (see magenta line on Fig. 6.17), where the Moiré becomes barely visible. This correspond to \(J_{24}/2\pi \approx 30 \text{ MHz}\), much larger than the \(J_{13}/2\pi \approx 12.5 \text{ MHz}\) value targeted in Section 3.3.
Figure 6.17: Qubit-qubit swap at different common qubits-bus detunings $\Delta$. (top-left) Spectroscopic lines of qubit 2 and 4 versus current applied to their own flux line. (top-right) Pulse sequence used as a function of time (see text). (bottom-left) Measured qubit 4 excitation probability as a function of the SWAP duration and of flux lines 2 voltage (the voltage of flux line 4 is calculated to maintain the resonance condition) (bottom-right) Simulation by integration of the master equation of the system with $T_1 = \tau = 2.7 \mu s$, the same effective $T_2 = 170 \text{ ns}$ for the two qubits, and $\tau = 2.2 \mu s$ (see Section 6.4.4).
6.4.3 Bus mediated swap

The swap protocol used is sketched in the top panel of Fig. 6.18: the qubit 2 is first prepared in its excited state and placed during a variable time $t_s$ at the frequency $f_{ge}^2 = 4.29$ GHz chosen above. During that time, qubit 4 is placed at a variable frequency around $f_{ge}^4$. Qubit 4 is finally moved at its readout frequency and measured. Its resulting excitation probability is shown in the central panel of Fig. 6.18 as a function of $t_s$ and $f_{ge}^4$. A simulation of the very same protocol is shown on the right. It is performed using the values of the measured $T_1$ and $\tau$ times, and with an effective $T_2 = 170$ ns time common to the two qubit and adjusted to fit the data (see section 6.4.4).

The time dependence of $p(|e_2\rangle)$ and $p(|e_4\rangle)$ at the chosen frequency $f_{ge}^4$ (see magenta line of the central panel of Fig. 6.18) is shown in the bottom panel of the figure. The agreement between data and simulation is correct. One observes fast oscillations of the bus population at the bus-qubit detuning frequency, with a maximum amplitude of 10%. This residual amplitude would be too high to implement a high fidelity gate and is the result of the small detunings chosen because of the too short decoherence times.

The maximum excited state population $p(|e_4\rangle)$ is about $\sim 90\%$, which gives the modulus of the matrix element $\langle e_2g_4U_{SWAP}g_2e_4 \rangle$ responsible for the SWAP. This indicates that the corresponding gate fidelity could reach this value when complemented by a $\sigma_Z$ phase gate for correcting the phase accumulated during the swap. This limited fidelity is due to (i) dephasing for $\sim 9\%$, (ii) relaxation for $1\%$ and (iii) residual population in the bus for $< 1\%$. With the present coupling and relaxation and effective dephasing times of $20$ μs and $5$ μs respectively, the gate fidelity could reach $98\%$ with a detuning $\Delta = -1.4$ GHz and a gate swap time of $40$ ns.
Figure 6.18: Swap between qubit 2 and 4 at fixed qubit 2 frequency ($\Delta_2 = -0.462\text{GHz}$). (top-left) Spectroscopic lines of qubit 2 and 4 versus current applied to their own flux lines. (top-right) Pulse sequence used as a function of time (see text). (middle-left panel) Measured qubit 4 excitation probability as a function of the SWAP duration and flux lines 4 voltage (middle-right panel). Simulation by integration of the master equation of the system with the same parameters as in Fig. 6.16. Solid and dashed lines indicate the minima and maxima of $p(|e_4\rangle)$, respectively. (bottom) Measured (dots) qubit 4 population along the magenta line of middle panel. Solid lines are simulated population of qubit 2, qubit 4, and of the bus.
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6.4.4 Simulation of the swap experiments

The simulated data shown in this chapter are obtained by integrating the master equation

\[
\frac{\partial \rho}{\partial t} = -\frac{i}{\hbar} [H, \rho] + \sum_i D_i (\rho)
\]  

with

\[
H/\hbar = \omega_{\text{bus}} a^\dagger a + \omega_{\text{ge}}^2 \sigma_Z^2 + \omega_{\text{ge}}^4 \sigma_Z^4 + g_2 (\sigma_+^Z a + \sigma_-^Z a^\dagger) + g_4 (\sigma_+^Z a + \sigma_-^Z a^\dagger)
\]  

\[
D_i (\rho) = L_i \rho L_i^\dagger - \frac{1}{2} L_i^\dagger L_i \rho - \frac{1}{2} \rho L_i^\dagger L_i
\]

This integration was performed with the open-source Python Quantum Toolbox named QuTiP [80] well suited for simulating the dynamics of open quantum systems. The simulator outputs the population Tr (\sigma_Z^4 \rho) of qubit 4 to be compared with the experimentally measured data points, as well as the excitation population Tr (\sigma_+^Z a) of qubit 2 and of the bus Tr (a^\dagger a \rho) that were not measured.

The bus frequency \( f_{\text{bus}} = 3.825 \text{ GHz} \) and the coupling constants \( g_{2(4)}/2\pi = 90 \) (100) MHz entering in the simulation are the one independently measured. The data are fitted with relaxation times \( T_1 = 2.7 \mu s \) for the two qubit and a decay time \( \tau = 2.2 \mu s \) previously measured for the bus resonator. Because the individually measured dephasing times of each qubits are not relevant any longer when the two qubit are resonantly coupled, and because the exact theoretical description of pure dephasing is missing in this case, we phenomenologically model dephasing by a common dephasing time acting independently on both qubits and left as a free fitting parameter. The fit yield \( T_2 = 170 \text{ ns} \).

6.5 Conclusion

In conclusion, several problems have been encountered on this first measured prototype that prevented to use it as a real processor. In particular, a missing JBA and other JBAs being lossy, most likely due to fabrication problem, prevented us from reproducing the good multiplexed readout results of the previous chapter. However, it was possible to demonstrated SWAP operations
between two qubits, with a fidelity clearly limited by much too short coherence times. For progressing, one has to work on the fabrication process, in particular for improving the contact between the aluminum electrodes of the Josephson junctions on the niobium layer, and for optimizing the parameters of the airbridge fabrication process in order to avoid any highly cross-linked resist layer underneath the bridges.

These preliminary tests make us think that our architecture based on multiplexed JBA readout and on the non-resonant coupling of transmons to a high Q bus resonator for gate operation is a viable concept, if and only if qubits with reproducible coherence times larger than 20 μs can be obtained.
Chapter 7

Conclusion and perspectives

7.1 Operating the 4-qubit processor

In this thesis work, we have designed, implemented and tested a prototype version of a simple electrical 4-qubit processor. Although its imperfections have prevented us from using it as a real processor, we were able to validate its functional blocks and the overall design. We describe here the solutions that we envision for solving the technical issues we have encountered, and in a broader perspective, the scalability potential of superconducting quantum processors.

Solving technical issues

In our rather complex circuits, we have obtained qubits with coherence times systematically shorter than calculated from the relaxation and dephasing one could attribute to the electromagnetic circuit in which they are embedded. These problems were even more acute in the full processor where the qubits and the JBA resonators showed quite bad performances.

Since some transmons fabricated on sapphire using the same deposition machines and measured in 3D cavities have yielded much longer coherence times, we cannot attribute the source of our problems to the superconducting thin films deposited, but rather to defects induced during the whole fabrication process. Further tests are clearly necessary for clarifying this issue. The Josephson junctions of the JBA readouts and the qubits are fabricated in two rounds, the second potentially detrimental to the first set of junctions. If this is indeed a problem, fabricating all the junctions in a single round would solve it.

Nevertheless, fabricating the airbridges requires a baking at high temperature (140°C). Because of the fragility of these bridges, they have to be made at the very end, possibly degrading the junctions. An alternative solution would be to fabricate bridges prior to the junctions with a dielectric material beneath the bridge, thus replacing the “air”. We have obtained the optical masks needed for modifying our fabrication process, but had not the time for developing it. Different dielectric materials could be used, such as silicon nitride ($\text{Si}_3\text{N}_4$),
aluminum oxide (Al$_2$O$_3$), or low loss plastic used in microwave electronics as BCB (benzo-cyclo butene). We have performed some preliminary tests using the Cyclotene BCB photoresist that allows us to obtain thick layers of $\sim$ 5μm more easily than when using Si$_3$N$_4$ or Al$_2$O$_3$ that can be deposited at a rate of $\sim$ 0.1 nm/s. Once cured, this material is expected to have relatively small dielectric losses ($\tan \delta \sim 0.0008$). Such non-suspended strong bridges would allow us to fabricate the Josephson junctions afterwards, preventing them from re-baking.

Our circuits in which aluminum films are contacted on niobium films are also prone to interface problems even when 500 eV ion cleaning of niobium is done prior to aluminum deposition. Replacing niobium by another superconductor less prone to surface oxidation such as NbTiN has been recently successfully demonstrated [81].

In addition to that, our experiments probably suffer from imperfect filtering of the flux and microwaves lines [82].

**Operating our 4-qubit processor**

Assuming solving all technical issues leads to better transmon qubits and to the high fidelity JBA readout obtained on simpler samples, could one really use this 4-qubit circuit as a universal quantum processor? We have demonstrated that the coupling bus induces an effective swapping evolution between two qubits on resonance slightly above the bus frequency, but we have not determined the fidelity of the two-qubit gate one can obtain this way. Would this fidelity be as good as estimated in Chapter 3, this processor could run some simple quantum algorithms such as the Grover search algorithm on 16 items, and protocols such as the teleportation protocol.

### 7.2 Scalability issues faced by superconducting processors

**7.2.1 The readout scalability issue**

One important aim of this thesis work was to propose a more scalable solution than previously achieved for making a superconducting processor. In this respect, we have clearly demonstrated multiplexed readout on four transmons, which is the state of the art. Indeed, although a nine transmon circuit was recently operated in [64], simultaneous multiplexed single-shot readout reaching a high fidelity has not been achieved on more than four transmons using linear dispersive readout. This method is limited by the small saturation power ($\sim -105$ dBm) of presently available Josephson parametric amplifiers [78]. The scalability of linear dispersive readout is presently estimated at about ten qubits but the recent operation of the so-called Travelling Wave parametric Amplifier (TWPA) [67, 83] may lead to a large increase.

On the side of our architecture based on multiplexed JBA readout and on a coupling bus, the scalability would be limited by the interaction between
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non-linear resonators too close in frequency, and by the technical difficulty to produce and to analyze readout signals spanning a too large bandwidth. Keeping the same frequency staging of 60 MHz for preventing crosstalk would allow us to scale up to 10-15 qubits without changing our microwave setup. However, coupling more than 5-6 of our transmons to the same bus resonator seems a bit unreasonable because of residual couplings of the qubits at their parking frequencies. A way to get around this issue could be to use tunable couplers [84, 85] between each qubit and the coupling bus which mitigates the frequency crowding problem.

7.2.2 All scalability issues

Our previous analysis of scalability in term of readout is insufficient because one needs to make a large number of coherent qubits, which implies to implement at the same time quantum error correction, definitively a formidable challenge.

First the error correcting codes already developed are extremely demanding in terms of coherence and gate performance for the physical qubits, with a threshold at about $\sim 10^{-5}$ error per gate operation, plus with a huge overhead in term of physical qubit number [8]. Given this strategy seems presently unrealistic, other approaches have been recently considered.

A new strategy less demanding in term of gate error fidelity but far more in term of physical qubit resources is the surface code approach [86, 87]. It consists in making a 2D array of transmons and resonators coupled as shown in Fig. 7.1 (different designs are possible). The transmons, coupled to two resonators are used as data qubits and for error detection. In this scheme, one keeps track of the errors that occur without correcting them on the fly. A preliminary 1D version of a 9-qubit circuit recently achieved the 1% error threshold needed in this approach [64]. The complexity of the surface code 2D design requires a 3D packing of the elements, and poses formidable technical challenges in term of frequency crowding and residual couplings. The estimated overhead in term of physical qubit number could be as large as $10^3$. 
A very different strategy consisting in making intrinsically more robust qubits based on high quality factor resonators was recently proposed \cite{88}. The qubits would be Schrödinger cat states encoded in the internal field of resonators, with Josephson coupling elements and extra low quality factor driven resonators for preparing them and controlling their evolution. This strategy is based on controlling dissipation in order to stabilize the qubit Hilbert subspace. Errors consisting only in the emission of single photons are detected using parity measurements, and one would simply record them. Experiments have been recently performed along these lines \cite{89}.

### 7.3 Other promising strategies for quantum information processing

#### 7.3.1 The hybrid route

A completely different approach than making the processor with a large number of qubit is to combine a few-qubit processor with a RAM-style quantum memory. This memory would store the whole qubit register, and transfer on demand, qubits to the processor for performing gate operations, before transferring them back to the memory.

Hybrid systems that combine the convenient addressability of electrical circuits and the intrinsically good coherence properties of some microscopic systems have been proposed, and some results have been obtained in this direction. In the case of nitrogen-vacancy (NV) spins in diamond, a proof of concept for a memory based on a spin ensemble was demonstrated in \cite{90}. A full protocol
for a multimode memory was proposed in [91] and preliminary results obtained [92].

A nuclear spin based quantum processor?

Nuclear spins with coherence times up to hours are probably among the best qubits. Since nuclear spins can be coupled to electronic spins by hyperfine interactions, they can be entangled, which is equivalent to operating an entangling gate on them [93]. Here, superconducting circuits would be used to transfer quantum information between the electronic spins, and thus between the nuclear spins.

7.3.2 Semiconductor qubits are back

Quantum bits based on electronic spins or quantum dots in semiconducting materials have been developed very early, but they have never achieved good enough quantum coherence for making circuits. Andrea Morello and his team at UNSW recently made a breakthrough by demonstrating qubits in a spinless semiconducting material $^{28}\text{Si}$ that achieve extremely long coherence times [94, 95, 96], far longer than those of superconducting qubits.

7.4 Personal viewpoint

Superconducting quantum information processors are certainly not yet around the corner, but research in this field is worth being pursued in-depth.

First, these circuits and the design flexibility they offer have recently provided excellent systems for carrying out foundational experiments in quantum mechanics that only were thought experiments. The direct observation of the quantum trajectory followed by the quantum state of an artificial atom weakly continuously measured [97, 98] was made possible thanks to the progress on superconducting qubit control.

Second, research in this field has already led to the development of interesting devices such as the Josephson parametric amplifier used in the above-mentioned experiment. These amplifiers that reach the ultimate sensitivity limit imposed by quantum mechanics have already been used for improving the sensitivity of electron spin resonance spectroscopy [99]. This demonstrates the interest of superconducting quantum circuits beyond qubit research.
Appendix A

Numerical simulation of the switching dynamics of a JBA

This appendix describes numerical simulations performed to check that the switching dynamics of the Josephson Bifurcation Amplifiers (JBA) used for reading out the qubits is understood. Our goal is to produce the JBA switching curves in the different experiments. Although no complete analytical theory of the JBA exists, M. Dykman has established a quantum Langevin equation for the JBA valid for a drive frequency not too close to the critical frequency $\Omega_c = \sqrt{3}$ and a drive amplitude close to the switching one. An interesting result of his work is that the quantum dynamics is equivalent to the classical one but with an effective temperature $T = \frac{\hbar \omega_0}{2k_B}$ [100, 48], with $\omega_0$ the angular frequency of the JBA resonator. We have performed such classical simulations of the JBA alone to produce the switching curves. In this approach, the influence of the qubit is taken into account in a very simple way, through a change of the JBA parameters (due to the $2\chi$ frequency pull between ground and excited qubit states). More advanced theoretical investigations have been performed by A. Blais and his coworkers [101, 102] by treating fully quantum mechanically the coupled system JBA + Transmon, including the drive and the qubit decoherence. This approach was in particular used to try to reproduce the shoulder observed in the switching curve for state $|e\rangle$ (see Section 5.4), which reduces the readout fidelity. We establish below in sections A.1 and A.2 the classical Langevin equation of the JBA. This equation of motion was simulated with a program written in C and optimized for speed. Section A.3 presents simulated trajectories and the resulting switching curves obtained from these simulations.

A.1 Equivalent model of the JBA resonator

The schematic circuit of the JBA resonator connected to its source and load through the input and output lines is shown on Fig. A.1.a.
The resonator consists of its geometrical inductance $L_g$ in series with a Josephson inductance $L_j = I_0/\varphi_0$, in parallel with an internal capacitance $C$ and a resistance $R_i$ modeling the losses. This resonator is capacitively coupled by a capacitance $C_c$ to a transmission line connected to a microwave source with internal voltage $V_0$ and impedance $R_0 \simeq 50\,\Omega$ and to a load $R_0$.

Using the Norton-Thevenin theorem, one simplifies the system to a single
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port circuit (see Fig. A.1.b) with the resonator driven by a voltage source \( V_0/2 \) through an impedance

\[
Z_d = \frac{R_0}{2} + \frac{1}{jC_c\omega}. \tag{A.1}
\]

Applying once more the Norton-Thevenin theorem, one obtains the circuit of Fig. A.1.c with a parallel current source.

Assuming a drive frequency \( \omega \) close to resonance \( \omega_0 \) as well as a large quality factor leading to \( C_c\omega_0 R_0 \ll 1 \), \( Z_d \) can be approximated by the capacitance \( C_c \) in parallel with a resistance \( R_{eq} = 2/(R_0 C_c^2 \omega_0^2) \), and the current source by \( I_d = j \frac{V_0}{2} C_c \omega_0 \) (see Fig. A.1.d).

The angular frequency and characteristic impedance of the resonator are thus \( \omega_0 = 1/\sqrt{L_{tot} C_{tot}} \) and \( Z_c = \sqrt{L_{tot}/C_{tot}} \) with \( C_{tot} = C + C_c \) and \( L_{tot} = L_j + L_j \); we denote \( p = L_j/L_{tot} \) the participation ratio of the Josephson junction to the total inductance.

The quality factor \( Q_{tot} \) of this parallel RLC circuit is simply the ratio of its resistance to the resonator characteristic impedance

\[
\frac{1}{Q_{tot}} = \frac{Z_c R_i}{Z_c} + \frac{Z_c}{R_0^2 (C_c\omega_0)^2} \tag{A.2}
\]

\[
= \frac{Z_c}{R_i} + \frac{R_0/2 (C_c^2 \omega_0^2)}{Z_c} \tag{A.3}
\]

\[
= \frac{1}{Q_i} + \frac{1}{Q_e} \tag{A.4}
\]

where \( Q_i = R_i/Z_c \) and \( Q_e = \frac{Z_c}{R_0^2 (C_c^2 \omega_0^2)} \) are the internal and external quality factors, respectively.

Finally, the model can be expressed using only reduced parameters (\( Q, Z_c, \ldots \)) as shown on Fig. A.1.e, with a thermal current noise source included in the current source and characterized by its spectral density \( S_i(\omega) \).

A.2 Equation of motion of the JBA

The charge \( q \) on the capacitor \( C_{tot} \) under a drive \( I(t) = \frac{V_0}{R_0} \sqrt{\frac{2}{Q_c Z_c}} \sin(\omega_d t) \) obeys the equation

\[
\dot{q} + \frac{\omega_0}{Q_{tot}} \dot{q} + \omega_0^2 q + \frac{p q^2 \dot{q}}{2 R_0} = \frac{V_0}{R_0} \sqrt{\frac{2}{Q_c Z_c}} \omega_d \cos(\omega_d t) + \dot{i}_n, \tag{A.5}
\]

where \( i_n \) is a white noise source with spectral density \( S_{i_n}(\omega) = 4k_B T/R_{eq} \) and temperature \( T = \hbar \omega_d/2k_B \). Writing the charge on the capacitance as \( q(t) = Q(t) \cos(\omega_d t + \varphi) \) with \( Q(t) \) a slowly varying envelope, and using the reduced variable and parameters already mentioned in Section 2.2.3.3 and in
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[103], i.e.

\[
\begin{align*}
    u(t) &= \sqrt{\frac{\mu Q_{\text{tot}}}{2\tau}} \frac{\omega_d}{f_0} Q(t), \\
    \beta &= \left(\frac{V_0}{\sqrt{2} e}\right)^2 \left(\frac{\omega_d}{2\tau}\right)^3, \\
    \Omega &= 2Q_{\text{tot}} \frac{\omega_d - \omega_0}{\omega_0}, \\
    \tau &= t (\omega_0 - \omega_d)
\end{align*}
\]

(A.6)

the equation of motion of the slow charge envelope reads

\[
\frac{du}{d\tau} = -\frac{u}{\Omega} - j u \left( |u|^2 - 1 \right) - j \sqrt{\beta} + \eta_x + j \eta_y,
\]

(A.7)

where the noise source \( i_n \) is replaced by an in-phase and in-quadrature independent gaussian noise sources \( \eta_x \) and \( \eta_y \) with variance 1 and quadratic average \( \frac{Z_c e^2 p^3}{16 \hbar (1 - \omega_d/\omega_0)^2} Q_{\text{tot}} \frac{1}{T_{\text{Ray}}} \). The reduce charge \( u \) is related to the internal number of photons in the resonator by

\[
n = \frac{\hbar}{e^2} \frac{1}{Z_c Q_{\text{tot}}} |u|^2.
\]

Equation A.7 is then step-wised integrated with a compiled C program using finite differences of the real and imaginary parts of \( u \).

A.3 Simulations

Figure A.2: Simulated trajectories of the resonator field \( \alpha \) for non-switching (qubit in \( |g\rangle \), blue) and switching (qubit in \( |e\rangle \), red), in the complex plane (center) and as a function of time (right). The reduced parameters are \( \{ Z_c = 36 \, \Omega, \, Q_{\text{tot}} = Q_e = 2500, \, f_0 = 7.75 \, \text{GHz} \} \) and the driving parameters are \( \Omega_g = -8.08, \, \beta_g = 0.076 \) for the qubit in \( |g\rangle \) and \( \Omega_e = -5.8, \, \beta_e = 0.205 \) for the qubit in \( |e\rangle \), corresponding to the optimal readout used in Section 5.4 (left).

Figure A.2 presents the trajectories corresponding to the optimal readout point from Section 5.4, for the same absolute driving amplitude of \( P_{\text{inc}} \approx -113 \, \text{dBm} \), and the two detunings corresponding to the qubit in its ground and excited state \( \beta = \{ 0.076, \, 0.205 \} \{ \{|g\rangle, |e\rangle\} \). We see two sets of trajectories ending in (non-switching) L and (switching) H states; that are fully correlated to the qubit state because of the large switching curves separation.
The typical time taken by the system to "decide" to switch or not is below 100 ns in this case (note however that for some very rare trajectories (not shown) this 'decision' can take up to 300 ns). Given the experimentally observed good mapping of the qubit state to the switching/non-switching of the JBA, the 100 ns time before switching gives an upper bound for the qubit readout time by a JBA. As far as the qubit projection is concerned, this readout is thus as fast as a readout based on a linear resonator followed by a quantum limited amplifier.

A threshold $|\alpha_{th}|$ shown by the dashed circle of Fig. A.2 is then chosen to discriminate the switching and non-switching events. The threshold choice is made to stop the simulation as soon as the switching trajectory crosses it, which limits the simulation time (10,000 full trajectories takes approximately 10 seconds on a workstation).

To produce a switching curve, we then simulate 10,000 trajectories that we stop if the threshold is crossed, for many different values of the drive amplitude in the relevant switching range. To simulate the effect of the dispersive shift due to the qubit, the drive frequency is simply changed from $\omega_d - \chi$ to $\omega_d + \chi$. We obtain the switching curves on Fig. A.3 (left) and convert them to absolute units of drive amplitude using

$$P_{\text{rise}} = \frac{\beta \left(1 - (\omega_d/\omega_0)^4\right)^{3/2} Q e_h^2 \omega_0^2}{2p^3 e^2 Z_e} \quad (A.8)$$

Figure A.3: Simulated switching probabilities for parameters corresponding to the experiment of Section 5.4 (mentioned in Fig. A.2). The blue (red) curve correspond to qubit state $|g\rangle$ ($|e\rangle$). Results are shown in reduced (left) and absolute (right) drive amplitude units.

The switching curves in reduced unit happens to strongly overlap whereas
those in absolute units are very well separated. This indicates that the discrimination of the two qubit states is mainly due to the change of $\Omega \sim 1 - (\omega_d/\omega_0)^2$.

Comparison of experimental data with simulations

We show on Fig. A.4 the comparison between the experimentally measured switching curves with the simulated curves.

![Figure A.4: Switching curves for the qubit in its ground (blue) and excited (red) state; experimental data points (dots), semi-classical simulation (dashed) and full quantum simulation (solid) including $T_1$ and $T_2$ decoherence times.](image)

First, the curves from the semi-classical simulations agree well with the experimental data in term of slope and separation. Obviously, it does not reproduce the slow increase between 0.9 and 1 coming from relaxation, widely discussed in Chapter 5. The curves coming from the full quantum simulations from A. Blais et al. approximately agree with the data in term of slope and separations, but shows a similar but not quantitative shoulder on the switching curve from the qubit in its excited state.

These agreements indicates that the semi-classical theory with an effective temperature $T = \hbar \omega/2k_B$ is correct, and that the complex full quantum simulation needs to be further investigated to perfectly describe the switching curves.
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We report the characterization of a two-qubit processor implemented with two capacitively coupled tunable superconducting qubits of the transmon type, each qubit having its own nondestructive single-shot readout. The fixed capacitive coupling yields the $\sqrt{i}$SWAP two-qubit gate for a suitable interaction time. We reconstruct by state tomography the coherent dynamics of the two-bit register as a function of the interaction time, observe a violation of the Bell inequality by 22 standard deviations after correcting readout errors, and measure by quantum process tomography a gate fidelity of 90%.
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Quantum-information processing is one of the most appealing ideas for exploiting the resources of quantum physics and performing tasks beyond the reach of classical machines [1]. Ideally, a quantum processor consists of an ensemble of highly coherent two-level systems, the qubits, that can be efficiently reset, that can follow any unitary evolution needed by an algorithm using a universal set of single- and two-qubit gates, and that can be readout projectively. In the domain of electrical quantum circuits [2], important progress [3–7] has been achieved recently with the operation of elementary quantum processors based on different superconducting qubits. Those based on transmon qubits [3,4,8,9] are well protected against decoherence but embed all the qubits in a single resonator used both for coupling them and for joint readout. Consequently, individual readout of the qubits is not possible and the results of a calculation, as the Grover search algorithm demonstrated on two qubits [3], cannot be obtained by running the algorithm only once. Furthermore, the overhead for getting a result from such a processor without single-shot readout but with a larger number of qubits overcomes the speed-up gain expected for any useful algorithm. The situation is different for processors based on phase qubits [5,6,10], where the qubits are more sensitive to decoherence but can be read individually with high fidelity, although destructively. This significant departure from the wished scheme can be circumvented, when needed, since a destructive readout can be transformed into a nondestructive one at the cost of adding one ancilla qubit and one extra two-qubit gate for each qubit to be read projectively. Moreover, energy release during a destructive readout can result in a sizable cross talk between the readout outcomes, which can also be solved at the expense of a more complex architecture [10,11].

In this work, we operate a new architecture that comes closer to the ideal quantum processor design than the above-mentioned ones. Our circuit is based on frequency tunable transmons that are capacitively coupled. Although the coupling is fixed, the interaction is effective only when the qubits are on resonance, which yields the $\sqrt{i}$SWAP universal gate for an adequate coupling duration. Each qubit is equipped with its own nondestructive single-shot readout [12,13] and the two qubits can be read with low cross talk. In order to characterize the circuit operation, we reconstruct the time evolution of the two-qubit register density matrix during the resonant and coherent exchange of a single quantum of excitation between the qubits by quantum state tomography. Then, we prepare a Bell state with concurrence 0.85, measure the Clauser-Horne-Shimony-Holt (CHSH) entanglement witness, and find a violation of the corresponding Bell inequality by 22 standard deviations. We then characterize the $\sqrt{i}$SWAP universal gate operation by determining its process map with quantum process tomography [1]. We find a gate fidelity of 90% due to qubit decoherence and systematic unitary errors.

The circuit implemented is schematized in Fig. 1(a): the coupled qubits with their respective control and readout subcircuits are fabricated on a Si chip [see Supplemental Material (SM), Sec. I [14]]. The chip is cooled down to 20 mK in a dilution refrigerator and connected to room-temperature sources and measurement devices by attenuated and filtered control lines and by two measurement lines equipped with cryogenic amplifiers. Each transmon $j = I, II$ is a capacitively shunted SQUID characterized by its Coulomb energy $E'_C$ for a Cooper pair, the asymmetry $d_j$ between its two Josephson junctions, and its total effective Josephson energy $E_j(\phi_j) = E'_j|\cos(x_j)|\sqrt{1 + d_j^2\tan^2(x_j)}$, with $x_j = \pi\phi_j/\phi_0$, $\phi_0$ the flux quantum, and $\phi_j$ the magnetic flux through the SQUIDs induced by two local current lines with a 0.5 GHz bandwidth. The transition frequencies $\nu_j = \sqrt{2E'_jE_j/h}$ between the two lowest energy states $|0_j\rangle$ and $|1_j\rangle$ can thus be tuned by $\phi_j$. The qubits are coupled by a capacitor with nominal value $C_j = 0.13$ fF and form a register with the Hamiltonian (see Sec. II of the SM [14]).
FIG. 1 (color). (a) Circuit schematics of the experiment showing the qubits I and II in green, their readout devices in grayed blue, and the homodyne detection circuits with their digitizer (ACQ) in blue. (b) Left-hand panel: Spectroscopy of the sample showing the resonator frequencies \( v_R \) and \( v_H \) as a function of their flux bias \( \phi_{II} \) when the other qubit is far detuned. Right-hand panel: Spectroscopic anticrossing of the two qubits revealed by the 2D plot of \( p_{00} + p_{11} \) as a function of the probe frequency and of \( \phi_I \), at \( v_H = 5.124 \text{ GHz} \). (c) Typical pulse sequence including X or Y rotations, a \( \text{SWAP}^\phi \) gate, \( Z \) rotations, and tomographic and readout pulses. Microwave pulses \( a(t) \) for the green and for readout (blue) are drawn on top of the \( v_{II}(\phi) \) dc pulses (red lines).

\[
H = \hbar(-\sigma_x^I \sigma_x^J - \sigma_y^I \sigma_y^J + 2g \sigma_z^I \sigma_z^J)/2.
\]

Here \( \hbar \) is the Planck constant, \( \sigma_{x,y,z} \) are the Pauli operators, \( 2g = \sqrt{E_C^2 E_{\text{Coul}}^2 / E_C} \approx v_{II} \) is the coupling frequency, and \( E_C \), the Coulomb energy of a Cooper pair on the coupling capacitor. The two-qubit gate is defined in the uncoupled basis \( \{|uv\} = \{|0\}_I \otimes |0\}_J \otimes |1\}_I \otimes |1\}_J \), at a working point \( M_{II} \) where the qubits are sufficiently detuned \( (v_R - v_I \gg 2g) \) to be negligibly coupled. Bringing them on resonance at a frequency \( v_0 \) in a time much shorter than \( 1/2g \) but much longer than \( 1/\nu \), and keeping them on resonance during a time \( \Delta t \), one implements an operation \( \Theta_{II} \Theta_{II}^{\text{SWAP}} \), which is the product of the gate to an adjustable power and of two single qubit phase gates \( \Theta_j = \exp(i\theta_j \sigma_z^j/2) \) accounting for the dynamical phases \( \theta_j = \int 2\pi(\nu - \nu_j)dt \) accumulated during the coupling. The exact \( \text{SWAP}^\phi \) gate can thus be obtained by choosing \( \Delta t = 1/8g \) and by applying a compensation rotation \( \Theta_j^{-1} \) to each qubit afterward.

For readout, each qubit is capacitively coupled to its own \( \lambda / 2 \) coplanar waveguide resonator with frequency \( v_{Rj} \) and quality factor \( Q_j \approx 700 \). The frequency \( v_{Rj} \) is shifted by \( \pm \chi \) depending on the measured qubit state, with \( \chi = g_0^j / (v_{Rj} - v_I) \) and \( g_0^j \) the qubit-resonator coupling frequency. Each resonator is made nonlinear with a Josephson junction and is operated as a Josephson bifurcation amplifier, as explained in detail in [13]; ideally, it switches from a low to a high amplitude oscillating state when qubit state \( |1\> \) is measured. Consequently, the homodyne measurement [see Fig. 1(a)] of two microwave pulses simultaneously applied to and reflected from the two resonators yields a two-bit outcome \( uv \) that maps with a high fidelity the state \( |uv\> \) on which the register is projected; the probabilities \( p_{uv} \) of the four possible outcomes are determined by repeating the same experimental sequence a few \( 10^6 \) times. Single qubit rotations \( a(\theta) \) by an angle \( \theta \) around an axis \( \hat{u} \) of the \( XY \) plane of the Bloch sphere are obtained by applying Gaussian microwave pulses directly through the readout resonators, with frequencies \( \nu_j \), phases \( \varphi_j = (\hat{X}, \hat{u}) \), and calibrated areas \( A_j \neq \theta \); a sufficiently high power is used to compensate for the filtering effect of each resonator, which depends on the detuning \( v_R - v_{Rj} \).

Rotations around \( Z \) are obtained by changing temporarily \( v_{II} \) with dc pulses on the current lines.

The sample is first characterized by spectroscopy [see Fig. 1(b)], and a fit of the transmon model to the data yields the sample parameters (see Sec. III of the SM [14]). The working points where the qubits are manipulated \( (M_{II}^{\text{op}}, R_{II}^{\text{op}}) \), resonantly coupled \( C \), and readout \( R_{II}^{\text{op}} \) are chosen to yield sufficiently long relaxation times \( \sim 0.5 \mu s \) during gates, negligible residual coupling during single qubit rotations and readout, and best possible fidelities at readout. Figure 1(b) shows these points as well as the spectroscopic anticrossing of the two qubits at point \( C \), where \( 2g = 8.3 \text{ MHz} \) in agreement with the design value of \( C \).

Then, readout errors are characterized at \( R_{II}^{\text{op}} \) (see Sec. IV of the SM [14]): In a first approximation, the errors are independent for the two readouts and are of about 10% and 20% when reading \( |0\> \) and \( |1\> \), respectively. This limited
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fidelity results for a large part from energy relaxation of the qubits at readout. In addition, we observe a small readout cross talk, i.e., a variation of up to 2% in the probability of an outcome of readout j depending on the state of the other qubit. All these effects are calibrated by measuring the four \( p_{uv} \) probabilities for each of the four \(|uv\rangle\) states, which allows us to calculate a \( 4 \times 4 \) readout matrix \( R \) linking the \( p_{uv} \)'s to the \(|uv\rangle\) populations.

Repeating the pulse sequence shown in Fig. 1(a) at \( M^1 = 5.247 \text{ GHz} \), \( M^\| = C = 5.125 \text{ GHz} \), \( R^1 = 5.80 \text{ GHz} \), \( R^\| = 5.75 \text{ GHz} \), and applying the readout corrections \( R \), we observe the coherent exchange of a single excitation initially stored in qubit I. We show in Fig. 2 the time evolution of the measured \(|uv\rangle\) populations, in fair agreement with a prediction obtained by integration of a simple time independent Liouville master equation of the system, involving the independently measured relaxation times \( T_1^1 = 0.44 \mu s \) and \( T_1^\| = 0.52 \mu s \), and two independent effective pure dephasing times \( T_{\psi}^1 = T_{\psi}^\| = 2.0 \mu s \) as fitting parameters. Tomographic reconstruction of the register density matrix \( \rho \) is obtained by measuring the expectation values of the 15 two-qubit Pauli operators \( \{P_j\} = \{I, X, Y, Z\} \otimes \{I, X, Y, Z\} \), the \( X_j \) and \( Y_j \) measurements being obtained using tomographic pulses \( Y_j (-90^\circ) \) or \( X_j (90^\circ) \) just before readout. The \( \rho \) matrix is calculated from the Pauli set by global minimization of the Hilbert-Schmidt distance between the possibly nonphysical \( \rho \) and all physical (i.e., positive-semidefinite) \( \rho \)'s. This can be done at regular intervals of the coupling time to produce a movie of \( \rho(\Delta t) \) (see the Supplemental Material [14]) showing the swapping of the \(|10\rangle \) and \(|01\rangle \) populations at frequency \( 2\gamma \), the corresponding oscillation of the coherences, as well as the relaxation towards \(|00\rangle \).

Figure 2 shows \( \{\langle P_j \rangle\} \) and \( \rho \) only at \( \Delta t = 0 \) ns and a \( \sqrt{1/\text{SWAP}} \) obtained at \( \Delta t = 31 \) ns with \( \Theta^{-1} \) rotations of \( \theta_\gamma \approx -65^\circ \) and \( \theta_{1\|} \approx +60^\circ \). The fidelity \( F = \langle \rho | \rho_{\text{ideal}} \rangle \) of \( \rho \) with the ideal density matrices \( \{\psi_{ij}\} \) is 95% and 91%, respectively, and is limited by errors on the preparation pulse, statistical noise, and relaxation.

To quantify in a different way our ability to entangle the two qubits, we prepare a Bell state \(|10\rangle + e^{i\phi}|01\rangle \) (with \( \phi = \theta_{1\|} - \theta_I \)) using the pulse sequence of Fig. 1(c) with \( \Delta t = 31 \) ns and no \( \Theta_\gamma^{-1} \) rotations, and measure the CHSH

**FIG. 2 (color).** Coherent swapping of a single excitation between the qubits. (a) Experimental (solid lines) and fitted (dashed lines) occupation probabilities of the four computational states \(|00\rangle \ldots |11\rangle \) as a function of the coupling duration. No Z or tomographic pulses are applied here. (b) Ideal (empty bars) and experimental (color filling) expected values of the 15 Pauli operators \( X, \ldots, ZZ \). (c) Corresponding ideal (color-filled black circles with black arrow) and experimental (red circle and arrow) density matrices, as well as fidelity \( F \) and concurrence \( C \). Each complex matrix element is represented by a circle with an area proportional to its modulus (diameter equals cell size for unit modulus) and by an arrow giving its argument. See Sec. VI of the SM [14] for a real and imaginary part representation of the matrices.

**FIG. 3 (color).** Test of the CHSH-Bell inequality on a \(|10\rangle + e^{i\phi}|01\rangle \) by measuring the qubits along \( X^I \) or \( Y^I \) and \( X^\| \) or \( Y^\| \) (see top-left inset), respectively. Blue (red) error bars are the experimental CHSH entanglement witness determined from the raw (readout-error corrected) measurements as a function of the angle \( \varphi \) between the measuring basis, whereas solid line is a fit using \( \psi \) as the only fitting parameter. Height of error bars is \( \pm 1 \) standard deviation \( \sigma(N) \) (see bottom-right inset), with \( N \) the number of sequences per point. Note that averaging beyond \( N = 10^6 \) does not improve the violation because of a slow drift of \( \varphi \).
entanglement witness $\langle XX_\varphi \rangle + \langle XY_\varphi \rangle - \langle YX_\varphi \rangle$ as a function of the angle $\varphi$ between the orthogonal measurement bases of qubits I and II. Figure 3 compares the results obtained with and without correcting the readout errors with what is theoretically expected from the decoherence parameters indicated previously: unlike in [11] and because of a readout contrast limited to 70%–75%, the witness does not exceed the classical bound of 2 without correcting the readout errors. After correction, it reaches 2.43, in good agreement with the theoretical prediction (see also [16]), and exceeds the classical bound by up to 22 standard deviations when averaged over $10^6$ sequences.

In a last experiment, we characterize the imperfections of our $\sqrt{\text{SWAP}}$ gate by quantum process tomography [1]. We build a completely positive map $\rho_{\text{out}} = \mathcal{E}(\rho_{\text{in}}) = \sum_{m,n} \rho_{mn} P_m P_n^\dagger$ characterized by a $16 \times 16$ matrix $\chi$ expressed here in the modified Pauli operator basis $\{P_k\} = \{I, X, Y = iY, Z\}^{\otimes 2}$, for which all matrices are real. For that purpose, we apply the gate (using pulse sequences similar to that of Fig. 1(c), with $\Delta t = 31$ ns and $\Theta_j^{-1}$ rotations) to the 16 input states $\{|0\rangle, |1\rangle, |0 \rangle + |1\rangle, |0 \rangle + i|1\rangle\}^{\otimes 2}$ and characterize both the input and output states by quantum state tomography. By operating as described previously, we would obtain apparent input and output density matrices including errors made in the state tomography itself, which we do not want to include in the gate map. Instead, we fit the 16 experimental input Pauli sets by a model (see Sec. V of the SM [14]) including amplitude and phase errors for the $X$ and $Y$ preparation and tomographic pulses, in order to determine which operator set $\{P_k\}$ is actually measured. The input and output matrices $\rho_{\text{in, out}}$ corrected from the tomographic errors only are calculated by inverting the linear relation $\{P_k\} = \text{Tr}(\rho P_k^\dagger)$ and by applying it to the experimental Pauli sets. We then calculate from the $\rho_{\text{in, out}}$ set an Hermitian $\chi$ matrix that is not necessarily physical due to statistical errors, and which we render physical by taking the nearest Hermitian positive matrix. This final $\chi$ matrix is shown and compared to the ideal matrix $\chi_{\text{id}}$ in Fig. 4, which yields a gate fidelity $F_\chi = \text{Tr}(\chi \chi_{\text{id}}) = 0.9$ [17] for a single run of the gate. To better understand the imperfections, we also show the map of the actual process preceded by the inverse ideal process [18]. The first diagonal element of $\chi$ is equal to $F_\chi$ by construction. Then, main visible errors arise from unitary operations and reduce fidelity by 1%–2% (a fit yields a too long coupling time inducing a $95^\circ$ swap instead of $90^\circ$ and $\theta_{11}$ rotations too small by $3.5^\circ$ and $7^\circ$, respectively). On the other hand the known relaxation and dephasing times reduce fidelity by 8% but is barely visible in $\chi$ due to a spread over many matrix elements with modulus of the order of or below the 1%–2% noise level.

In conclusion, we have demonstrated a high fidelity $\sqrt{\text{SWAP}}$ gate in a two Josephson qubit circuit with individual nondestructive single-shot readouts, observed a violation of the CHSH-Bell inequality, and followed the register’s dynamics by tomography. Although quantum coherence and readout fidelity are still limited in this circuit, they are sufficient to test in the near future simple quantum algorithms and get their result in a single run, which would demonstrate the concept of quantum speed-up.
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I. SAMPLE PREPARATION AND EXPERIMENTAL SETUP

- Sample fabrication: the sample is fabricated on a silicon chip oxidized over 50 nm. A 150 nm thick niobium layer is first deposited by magnetron sputtering and then dry-etched in a SF\(_6\) plasma to pattern the readout resonators, the current lines for frequency tuning, and their ports. Finally, the transmon qubit, the coupling capacitance and the Josephson junctions of the resonators are fabricated by double-angle evaporation of aluminum through a shadow mask patterned by e-beam lithography. The first layer of aluminum is oxidized in a \(\text{Ar} - \text{O}_2\) mixture to form the oxide barrier of the junctions. The chip is glued with wax on a printed circuit board (PCB) and wire bonded to it. The PCB is then screwed in a copper box anchored to the cold plate of a dilution refrigerator.

- Qubit microwave pulses: The qubit drive pulses are generated by two phase-locked microwave generators whose continuous wave outputs are fed to a pair of I/Q-mixers. The two IF inputs of each of these mixers are provided by a 4-Channel 1 GS/s arbitrary waveform generator (AWG Tektronix AWG5014). Single-sideband mixing in the frequency range of 50 – 300 MHz is used to generate multi-tone drive pulses and to obtain a high ON/OFF ratio (> 50 dB) of the signal at the output of the mixers. Phase and amplitude errors of the mixers are corrected by measuring the signals at the output and applying sideband and carrier frequency dependent corrections in amplitude and offset to the IF input channels.

- Flux Pulses: The flux control pulses are generated by a second AWG and sent to the chip through a transmission line, equipped with 40 dB of attenuation distributed over different temperature stages and a pair of 1 GHz absorptive low-pass filters at 4 K. The input signal of each flux line is fed back to room temperature through an identical transmission line and is then measured to compensate the non-ideal frequency response of the line.

- Readout Pulses: The pulses for the Josephson bifurcation amplifier (JBA) readouts are generated by mixing the continuous signals of a pair of microwave generators with IF pulses provided by a 1 GS/s arbitrary function generator. Each readout pulse consists of a measurement part with a rise time of 30 ns and a hold time of 100 ns, followed by a 2 \(\mu\)s long latching part at 90 % of the pulse height.

- Drive and Measurement Lines: The drive and readout microwave signals of each qubit are combined and sent to the sample through a pair of transmission lines that are attenuated by 70 dB over different temperature stages and filtered at 4 K and 300 mK. A microwave circulator at 20 mK separates the input signals going to the chip from the reflected signals coming from the chip. The latter are amplified by 36 dB at 4 K by two cryogenic HEMT amplifiers (CIT Cryo 1) with noise temperature 5 K. The reflected readout pulses get further amplified at room temperature and are then demodulated with the continuous signals of the readout microwave sources. The IQ quadratures of the demodulated signals are sampled at 1 GS/s by a 4-channel Data Acquisition system (Acqiris DC282).

II. TWO-QUBIT HAMILTONIAN

The Hamiltonian of a Cooper pair box \(j \{s_2, s_1\}\) with total Coulomb energy \(E_C^j\) (for a Cooper pair), with total Josephson energy \(E_J^j(\phi_j)\), with island charge \(N_j\) (in Cooper pair units) and conjugated phase variable \(\delta_j\), biased by a gate charge \(N_{g,j}\), is \(H_j = E_C^j \left( \hat{N}_j - N_{g,j} \right)^2 - E_J^j(\phi_j) \cos \left[ \delta_j - \delta_{j,0} (\phi_j) \right] \) with \(\tan (\delta_{j,0}) = d_j \tan (\pi \phi_j / \phi_0)\). In the limit \(E_J^j / E_C^j \geq 8\) that corresponds to the transmon qubit and when restricting the Hilbert space to the two lowest eigenstates \(\{0\rangle, \{1\rangle\}\), the \(N_{g,j}\) parameters become irrelevant, and one has \(\langle 0 | \hat{N}_j | 0 \rangle \approx (1 | \hat{N}_j | 1 \rangle \approx 0, \langle 1 | \hat{N}_j | 0 \rangle = 2^{-3/4} i \left( E_J^j / E_C^j \right)^{1/4}\), and \(H_j = -\hbar \nu_0 \sigma_2 / 2\) with \(\nu_0 \approx 2 E_C^j / E_J^j (\phi_j) / \hbar\). When coupling two such transmon qubits by
a capacitance $C_c$ much smaller than each total island capacitance, the total Hamiltonian is $H = H_1 + H_2 + H_{int}$ with $H_{int} = 2E_CE_C^\Pi/N_1N_2$ and $E_C$ the Coulomb energy of a Cooper pair on the coupling capacitor. Using the matrix elements above leads to $H_{int} = i\hbar g\sigma_y^I\sigma_y^\Pi$ with $g = \sqrt{E_C^\Pi E_C^\Pi}q_{int}/(2E_C)$. This symmetric and purely transverse coupling term $\sigma_y^I\sigma_y^\Pi$ (exchange term) is not surprising since each charge on a transmon island varying at the frequency of the other qubit plays the role of a resonant gate drive for this second qubit, and makes it rotate around an equatorial axis of its Bloch sphere. The precise YY nature (rather than XX for instance) is on the other hand meaningless and is a matter of initial convention for the global phases of the $|0\rangle$ and $|1\rangle$ states.

III. SAMPLE PARAMETERS

The sample is first characterized by spectroscopy (see Fig. 1.b of main text). The incident power used is high enough to observe the resonator frequency $\nu_R$, the qubit line $\nu_0$, and the two-photon transition at frequency $\nu_{02}/2$ between the ground and second excited states of each dynamical state (data not shown). A fit of the transmon model to the data yields the sample parameters $E_C^I/h = 36.2$ GHz, $E_C^\Pi/h = 0.98$ GHz, $d_I = 0.2$, $E_C^I/h = 43.1$ GHz, $E_C^\Pi/h = 0.87$ GHz, $d_{int} = 0.35$, $\nu_R^I = 6.84$ GHz, and $\nu_R^\Pi = 6.70$ GHz. The qubit-readout anti crossing at $\nu = \nu_R$ yields the qubit-readout couplings $g_0^I \approx g_0^\Pi \approx 50$ MHz. Independent measurements of the resonator dynamics (data not shown) yield quality factors $Q_1 = Q_1 = 730$ and Kerr non linearities $|s_{31}|/\nu_0^2$ $K_{11}/\nu_R^I \approx K_{11}/\nu_R^\Pi \approx -2.3 \pm 0.5 \times 10^{-5}$.

IV. READOUT CHARACTERIZATION

Errors in our readout scheme are discussed in detail in [13] for a single qubit. First, incorrect mapping $|0\rangle \rightarrow 1$ or $|1\rangle \rightarrow 0$ of the projected state of the qubit to the dynamical state of the resonator can occur, due to the stochastic nature of the switching between the two dynamical states. As shown in Fig. IV.1, the probability $p$ to obtain the outcome $1$ varies continuously from $0$ to $1$ over a certain range of drive power $P_d$ applied to the readout. When the shift in power between the two $p_{|0,|1\rangle}(P_d)$ curves is not much larger than this range, the two curves overlap and errors are significant even at the optimal drive power where the difference in $p$ is maximum. Second, even in the case of non overlapping $p_{|0,|1\rangle}(P_d)$ curves, the qubit initially projected in state $|0\rangle$ can relax down to $|0\rangle$ before the end of the measurement, yielding an outcome $0$ instead of $1$. The probability of these two types of errors vary in opposite directions as a function of the frequency detuning $\Delta = \nu_R - \nu > 0$ between the resonator and the qubit, so that a compromise has to be found for $\Delta$. Besides, the contrast $c = Max(p_{|1\rangle} - p_{|0\rangle})$ can be increased [13] by shelving state $|1\rangle$ into state $|2\rangle$ with a microwave $\pi$ pulse at frequency $\nu_{12}$ just before the readout resonator pulse. The smallest errors $c_{\nu_R}^I$ and $c_{\nu_R}^\Pi$ when reading $|0\rangle$ and $|1\rangle$ are found for $\Delta_1 = 440$ MHz and $\Delta_\Pi = 575$ MHz and are shown by arrows in the top panels of Fig. IV.1: $c_{\nu_R}^I = 5\%$ and $c_{\nu_R}^\Pi = 13\%$ (contrast $c_1 = 1 - c_{\nu_R}^I - c_{\nu_R}^\Pi = 82\%$), and $c_{\nu_R}^I = 5.5\%$ and $c_{\nu_R}^\Pi = 12\%$ ($c_{\nu_R}^\Pi = 82\%$). When using the $|1\rangle \rightarrow |2\rangle$ shelving before readout, $c_{\nu_R}^I = 2.5\%$ and $c_{\nu_R}^\Pi = 9.5\%$ (contrast $c_1 = 1 - c_{\nu_R}^I - c_{\nu_R}^\Pi = 88\%$), and $c_{\nu_R}^I = 3\%$ and $c_{\nu_R}^\Pi = 8\%$ ($c_{\nu_R}^\Pi = 89\%$). These best results are very close to those obtained in [12], but are unfortunately not relevant to this work.

Indeed, when the two qubits are measured simultaneously, one has also to take into account a possible readout crosstalk, i.e. an influence of the projected state of each qubit on the outcome of the readout of the other qubit. We do observe such an effect and have to minimize it by increasing $\Delta_{1,\Pi}$ up to $\sim 1$ GHz (where the dispersive shift $\chi \sim 2.5$ MHz is still large enough), and by not using the shelving technique. An immediate consequence shown in Fig. IV.1(b) is a reduction of the $c_{\nu_R}^\Pi$ contrasts. The errors when reading $|0\rangle$ and $|1\rangle$ are now $c_{\nu_R}^I = 19\%$ and $c_{\nu_R}^\Pi = 7\%$ (contrast $c_1 = 74\%$) and $c_{\nu_R}^I = 19\%$ and $c_{\nu_R}^\Pi = 12\%$ (contrast $c_1 = 69\%$). Then to characterize the errors due to crosstalk, we measure the $4 \times 4$ readout matrix $\mathcal{R}$ linking the probabilities $p_{uv}$ of the four possible $uv$ outcomes to the population of the four $|uv\rangle$ states. As shown in Fig. IV.1(c-d), we then rewrite $\mathcal{R} = \mathcal{C}_{CT}$, $(\mathcal{C}_1 \otimes \mathcal{C}_1)$ as the product of a $4 \times 4$ pure crosstalk matrix $\mathcal{C}_{CT}$ with the tensorial product of the two $2 \times 2$ single qubit readout matrices

$$\mathcal{C}_{I,II} = \begin{pmatrix} 1 - c_{I,II} & c_{I,II}^I \\ c_{I,II} & 1 - c_{I,II} \end{pmatrix},$$

In the worst case, the readout crosstalk is 2.1%. We also illustrate on the figure the impact of the readout errors on our swapping experiment by comparing the bare readout outcome $uv$, the outcomes corrected from the independent readout errors only, and the $|uv\rangle$ population calculated with the full correction including crosstalk.

We now explain briefly the cause of the readout crosstalk in our processor. Unlike what was observed for other qubit readout schemes using switching detectors [5], the crosstalk we observe is not directly due to an electromagnetic perturbation induced by the switching of one detector that would help or prevent the switching of the other one.
Figure IV.1: Readout imperfections and their correction. (a) Switching probabilities of the readouts as a function of their driving power, with the qubit prepared in state $|0\rangle$ (blue), $|1\rangle$ (red), or $|2\rangle$ (brown), at the optimal readout points. The arrows and dashed segments indicate the readout errors and contrast, at the power where the later is maximum. (b) Same as (a) but at readout points $R^{I,II}$ used in this work. (c-d) Single readout matrices $C^{I,II}$ and pure readout crosstalk matrix $C^{CT}$ characterizing the simultaneous readout of the two qubits. (e-g) Bare readout outcomes $uv$, outcomes corrected from the independent readout errors only, and $|uv\rangle$ population calculated with the full correction including crosstalk for the swapping experiment of Fig. 2.
Indeed, when both qubits frequencies $\nu_{1,II}$ are moved far below $\nu_{2,II}$, the readout crosstalk disappears: the switching of a detector has no measurable effect on the switching of the other one. The crosstalk is actually due to the rather strong ac-Stark shift $\sim 2(n_{II} - n_{I})g_{0}^{2}/(R - \nu_{I}) \sim 500$ MHz of the qubit frequency when a readout resonator switches from its low to high amplitude dynamical state with $n_{I} \sim 10$ and $n_{II} \sim 10^{2}$ photons, respectively. The small residual effective coupling between the qubits at readout can then slightly shift the frequency of the other resonator, yielding a change of its switching probability by a few percent. Note that coupling the two qubits by a resonator rather than by a fixed capacitor would solve this problem.

V. REMOVING ERRORS ON TOMOGRAPHIC PULSES BEFORE CALCULATING THE GATE PROCESS MAP

Tomographic errors are removed from the process map of our $\sqrt{SWAP}$ gate using the following method. The measured Pauli sets corresponding to the sixteen input states are then fitted first by a model including errors both in the preparation of the state (index prep) and in the tomographic pulses (index tomo). The errors included are angular errors $\epsilon_{II}^{\text{tomo}}$ on the nominal $\pi$ rotations around $X_{I,II}^{\text{tomo}}$,  $\eta_{II}^{\text{tomo}}$ on the nominal $\pi/2$ rotations around $X_{I,II}$ and $Y_{I,II}$, a possible departure $\xi_{II}$ from orthogonality of $\{\mathbf{X}_{I}, \mathbf{Y}_{I}\}$ and $\{\mathbf{X}_{II}, \mathbf{Y}_{II}\}$, and a possible rotation $\mu_{I,II}$ of the tomographic $XY$ frame with respect to the preparation one. The rotation operators used for preparing the states and for doing their tomography are thus given by

\[
X_{II}^{\text{prep}}(\pi) = e^{-i(\pi + \delta_{II}^{\text{prep}})}\sigma_{I}^{II}/2,
X_{II}^{\text{prep}}(-\pi/2) = e^{i(\pi/2 + \eta_{II}^{\text{prep}})}\sigma_{I}^{II}/2,
Y_{II}^{\text{prep}}(\pi/2) = e^{-i(\pi/2 + \delta_{II}^{\text{prep}})}[\cos(\xi_{II})\sigma_{II}^{y} - \sin(\xi_{II})\sigma_{II}^{x}]/2,
X_{II}^{\text{tomo}}(\pi/2) = e^{-i(\pi/2 + \lambda_{II}^{\text{tomo}})}[\sin(\mu_{II})\sigma_{II}^{x} + \cos(\mu_{II})\sigma_{II}^{y}]/2,
Y_{II}^{\text{tomo}}(-\pi/2) = e^{i(\pi/2 + \lambda_{II}^{\text{tomo}})}[\cos(\mu_{II} + \xi_{II})\sigma_{II}^{y} - \sin(\mu_{II} + \xi_{II})\sigma_{II}^{x}]/2.
\]

The sixteen input states are then $\{\rho^{\text{in}} = U|0\rangle\langle 0|U^{\dagger}\}$ with $\{U\} = \{I_{I}, X_{I}^{\text{prep}}(\pi), Y_{I}^{\text{prep}}(\pi/2), X_{I}^{\text{prep}}(-\pi/2)\} \otimes \{I_{II}, X_{II}^{\text{prep}}(\pi), Y_{II}^{\text{prep}}(\pi/2), X_{II}^{\text{prep}}(-\pi/2)\}$, and each input state yields a Pauli set $\{\{P_{k}\}_{k} = Tr(\rho^{\text{in}}P_{k})\}$ with $\{P_{k}\} = \{I_{I}, X_{I}, Y_{I}, Z_{I}\} \otimes \{I_{II}, X_{II}, Y_{II}, Z_{II}\}$. $X^{\text{c}} = Y^{\text{tomo}}(-\pi/2)\sigma_{II}X^{\text{tomo}}(-\pi/2)$, and $Y^{\text{c}} = X^{\text{tomo}}(\pi/2)\sigma_{II}X^{\text{tomo}}(\pi/2)$. Figure V.1 shows the best fit of the modeled $\{\{P_{k}\}_{k}\}$ set to the measured input Pauli sets, yielding $\epsilon_{I}^{\text{prep}} = -1^\circ$, $\epsilon_{II}^{\text{prep}} = -3^\circ$, $\eta_{I}^{\text{prep}} = 4^\circ$, $\delta_{I}^{\text{prep}} = -6^\circ$, $\delta_{II}^{\text{prep}} = -3^\circ$, $\eta_{I}^{\text{tomo}} = -6^\circ$, $\eta_{II}^{\text{tomo}} = -4^\circ$, $\lambda_{I}^{\text{tomo}} = 12^\circ$, $\lambda_{II}^{\text{tomo}} = 5^\circ$, $\xi_{I} = 1^\circ$, $\xi_{II} = 2^\circ$, and $\mu_{I} = \mu_{II} = 11^\circ$.

Knowing the tomographic errors and thus $\{\{P_{k}\}_{k}\}$, we then invert the linear relation $\{\{P_{k}\}_{k}\} = Tr(\rho^{\text{in}}P_{k})\}$ to find the $16 \times 16$ matrix $B$ that links the vector $\{\mathbf{P}_{k}\}$ to the columnized density matrix $\rho^{\text{in}}$, i.e. $\mathbf{P} = B(\mathbf{P}_{k})$. The matrix $B$ is finally applied to the measured sixteen input and sixteen output Pauli sets to find the sixteen $(\rho_{\text{in}}, \rho_{\text{out}})_{k}$ couples to be used for calculating the gate map.
Figure V.1: Fitting of the pulse errors at state preparation and tomography. Measured (red) and fitted (blue - see text) Pauli sets $\{P_k\}$ for the sixteen targeted input states $\{|0\rangle, |1\rangle, |0\rangle + |1\rangle, |0\rangle + i|1\rangle\} \otimes 2$. The $\{|I, IX, IY, IZ, XI, \ldots\}$ operators indicated in abscissa are the targeted operators and not those actually measured (due to tomographic errors).
VI. REAL AND IMAGINARY PART REPRESENTATION OF THE MATRICES OF MAIN FIGURES 2 AND 4.

The $\rho$, $\chi$ and $\tilde{\chi}$ matrices of figures 2 and 4 of the main text are represented in an unconventional way that allows to encode both the modulus and the argument of each matrix element in the same matrix cell. Figures VI.1 to VI.3 show the same matrices using the more conventional real and imaginary part representation.

In addition, we show in Fig. VI.4 the contributions of relaxation, of inaccurate swapping time and of inaccurate rotations $\theta_{1,11}$ to the error matrix $\tilde{\chi}$. Contribution of relaxation is directly calculated from the independently measured values of the relaxation time $T_1$, whereas the two other contributions result from a fit to the whole experimental $\tilde{\chi}$ matrix.

![Figure VI.1](image1)

Figure VI.1: Same ideal and experimental density matrices as in Fig. 2, before and after one operation of the $\sqrt{SWAP}$ gate. (a) Color-filled black circles with black arrow is the ideal matrix whereas red circles and arrows is the experimental one. Each complex matrix element is represented by a circle with an area proportional to its modulus (diameter = cell size for unit modulus) and by an arrow giving its argument (usual trigonometric convention). (b) Real (top) and imaginary (bottom) parts of the same matrices, with positive and negative numbers being encoded along the vertical direction. The ideal matrix is represented by thick black empty bars, whereas experimental data are shown as blue-filled (positive) or red-filled (negative) thin bars.
process matrix $\chi$

Figure VI.2: Same ideal and experimental process matrix $\chi$ as in Fig. 4(a). Expected elements are marked with a star and elements below 1% are not shown. (a) Each complex matrix element is represented by a bar with height proportional to its modulus and by an arrow at the top of the bar (as well as a filling color for the experiment - see top inset) giving its argument. (b) Real (top) and imaginary (bottom) parts of the same matrix, with positive and negative numbers being encoded along the vertical direction. The ideal matrix is represented by thick black empty bars, whereas experimental data are shown as blue-filled (positive) or red-filled (negative) thin bars.
Figure VI.3: Same ideal and experimental error matrix $\tilde{\chi}$ as in Fig. 4(b). The $III$ matrix element is the only expected one; elements with modulus below 1% are not shown. (a) Each complex matrix element is represented by a bar with height proportional to its modulus and by an arrow at the top of the bar (as well as a filling color for the experiment - see left inset) giving its argument. (b) Real (top) and imaginary (bottom) parts of the same matrix, with positive and negative numbers being encoded along the vertical direction. The ideal matrix is represented by thick black empty bars, whereas experimental data are shown as blue-filled (positive) or red-filled (negative) thin bars. Labeled arrows indicate the main visible contributions to errors, i.e. a too long swapping time ($S$), too small rotations $\theta_{I,II}$ ($Z$), and relaxation ($T_1$).
Figure VI.4: Experimental (empty bars) and calculated (color-filled thin bars) χ matrix for the three error contributions S, Z, and T₁ mentioned in the text and indicated in Figs. 4(b) and VI.3. Note that the vertical scale is expanded by a factor 10 with respect to other figures, and that matrix element $I_{III}$ as well as elements with modulus below the statistical error of 1% (see error bar) are not shown. Contribution $T₁$ is directly calculated from the independently measured values of the relaxation time $T₁$, whereas contributions S and Z result from a fit to the whole experimental χ matrix (including the many small elements below 1%).
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We operate a superconducting quantum processor consisting of two tunable transmon qubits coupled by a swapping interaction, and equipped with nondestructive single-shot readout of the two qubits. With this processor, we run the Grover search algorithm among four objects and find that the correct answer is retrieved after a single run with a success probability between 0.52 and 0.67, which is significantly larger than the 0.25 achieved with a classical algorithm. This constitutes a proof of concept for the quantum speed-up of electrical quantum processors.
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The proposition of quantum algorithms1–3 that perform useful computational tasks more efficiently than classical algorithms has motivated the realization of physical systems1 able to implement them and to demonstrate quantum speed-up. The versatility and the potential scalability of electrical circuits make them very appealing for implementing a quantum processor built as sketched in Fig. 1. Ideally, a quantum processor consists of a scalable set of quantum bits that can be efficiently reset, that can follow any unitary evolution needed by an algorithm using a universal set of single- and two-qubit gates, and that can be read projectively.4 The nonunitary projective readout operations can be performed at various stages of an algorithm, and in any case at the end in order to get the final outcome. Quantum processors based on superconducting qubits have already been operated, but they fail to meet the above criteria in different aspects. With the transmon qubit5,6 derived from the Cooper pair box,8 simple quantum algorithms, namely, the Deutsch-Jozsa algorithm,9 the Grover search algorithm,1 and a three-qubit quantum error correction code, were demonstrated in two- and three-qubit processors with the coupling between the qubits mediated by a cavity also used for readout.10,11 In this circuit, the qubits are not read independently, but the value of a single collective variable is determined from the cavity transmission measured over a large number of repeated sequences. By applying suitable qubit rotations prior to this measurement, the density matrix of the two-qubit register was inferred at different steps of the algorithm, and it was found to be in good agreement with the predicted one. Demonstrating quantum speed-up is, however, more demanding than measuring a collective qubit variable since it requests to obtain an outcome after a single run, i.e., to perform the single-shot readout of the qubit register. Up to now, single-shot readout in superconducting processors has been achieved only for phase qubits.12,13 In a multistage-qubit processor equipped with single-shot but destructive readout of each qubit, the Deutsch-Jozsa algorithm9 was demonstrated in Ref. 12 with a success probability of order 0.7 in a single run, to be compared to 0.5 for a classical algorithm. Very recently a similar processor ran a compiled version of Shor’s algorithm,2 yielding prime factors of 15 with a 48% success rate.14

Since the Deutsch-Jozsa classification algorithm is not directly related to any practical situation, demonstrating quantum speed-up for more useful algorithms in an electrical processor designed along the blueprint of Fig. 1 is an important goal.15 In this Rapid Communication, we report the operation of a two-transmon-qubit processor16 that comes closer to the ideal scheme than those previously mentioned, and the single-shot run of the Grover search algorithm among four objects. Since, in this case, the algorithm ideally yields the answer after one algorithm step, its success probability after a single run provides a simple benchmark. We find that our processor yields the correct answer at each run, with a success probability that ranges between 0.52 and 0.67, whereas a single-step classical algorithm using a random query would yield the correct answer with probability 0.25.

The sample and the setup used for this experiment are the very same as those described and characterized in detail in Ref. 15. The sample fabrication and parameters are summarized in Secs. I and II of the Supplemental Material,16 whereas the scheme of our processor and its mode of operation are recalled in Fig. 2: Two tunable transmon qubits coupled by a fixed capacitor are embedded in two identical control and readout subcircuits. The Hamiltonian of the two qubits I,II is \( H = \hbar (\nu_1 I_1^z - \nu_2 I_2^z + 2g\sigma_1^x\sigma_2^x)/2 \), where \( \sigma_{x,z} \) are the Pauli operators, \( \nu_{I,II} \) are the qubit frequencies controlled by the flux applied to each transmon superconducting quantum intereference device (SQUID) loop with fast (0.5-GHz bandwidth) local current lines, and \( g = 4.6 \text{ MHz} \ll \nu_{I,II} \) is the coupling frequency controlled by the coupling capacitance (see Sec. II of the Supplemental Material and Ref. 17). The achieved frequency control allows us to place the two transmons on resonance during times precise enough for performing the universal two-qubit gate \( \sqrt{\text{SWAP}} \) (Ref. 15) and the exchange gate \( i\text{SWAP} \) used in this work. The qubit frequencies are tuned to different values for single-qubit manipulation, two-qubit gate operation, and readout (see Sec. III of the Supplemental Material16). The readout is independently and simultaneously performed for each qubit using the single-shot method of Ref. 18. It is based on the dynamical transition of a nonlinear resonator19,20 that maps the quantum state of each transmon to the bifurcated or nonbifurcated state of its resonator, which
yields a binary outcome for each qubit. This readout method is potentially nondestructive, but its nondestructive character is presently limited by relaxation during the readout pulse. In order to further improve the readout fidelity, we resort to a shelving method that exploits the second excited state of the transmon. For this purpose, a microwave pulse that induces a transition from state $|1\rangle$ toward the second excited state $|2\rangle$ of the transmon is applied just before the readout pulse, as demonstrated in Ref. 18 (this variant does not alter the nondestructive aspect of the readout method since an extra pulse bringing state $|2\rangle$ back to state $|1\rangle$ could be applied after readout). Although the readout contrast achieved with this shelving method and with optimized microwave pulses reaches 0.88 and 0.89 for the two qubits, respectively, the values achieved at working points suitable for processor operation are lower and equal to 0.84 and 0.83. The sources of readout errors are discussed in Sec. IV of the Supplemental Material and include a small readout crosstalk contribution. The overall readout fidelity is thus characterized by a $4 \times 4$ matrix $\mathcal{R}$, giving the readout outcome probabilities for each of the input states of the two-qubit register.

In order to characterize the evolution of this register during the algorithm, we determine its density matrix by state tomography. For this purpose, we measure the expectation values of the extended Pauli set of operators $\{\sigma_x I, \ldots, \sigma_z \sigma_1\}$ by applying the suitable rotations just before readout and by averaging typically 10$^4$ times. Note that the readout errors are corrected by inverting the readout matrix $\mathcal{R}$ when determining the expectation value of the Pauli set, and thus do not contribute to tomography errors, as explained in Ref. 15. The density matrix $\rho$ is then taken as the acceptable positive-semidefinite matrix that, according to the Hilbert-Schmidt distance, is the closest to the possibly nonphysical one derived from the measurement set. In order to characterize the fidelity of the algorithm at all steps, we use the state fidelity $F = \langle \psi | \rho | \psi \rangle$, with $|\psi\rangle$ the ideal quantum state at the step considered; $F$ is in this case the probability for the qubit register to be in state $|\psi\rangle$.

The Grover search algorithm consists of retrieving a particular basis state in a Hilbert space of size $N$ using a function able to discriminate it from the others. This function is used to build an oracle operator that tags the searched state. Starting from the superposition $|\phi\rangle$ of all register states, a unitary sequence that incorporates the oracle operator is repeated about $\sqrt{N}$ times, and eventually yields the searched state with a high probability. The implementation of Grover’s algorithm in a two-qubit Hilbert space often proceeds in a simpler way since the result is obtained with certainty after a single algorithm step. The algorithm then consists of an encoding sequence depending on the searched state, followed by a universal decoding sequence that retrieves it. Grover’s algorithm thus provides a simple benchmark for two-qubit processors. Its implementation with our quantum processor is shown in Fig. 3(a). First, the superposed state $|\phi\rangle$ is obtained by applying $\pi/2$ rotations around the $Y$ axis for the two qubits. The oracle operator $O_{uv}$ tagging the two-qubit state $|uv\rangle \equiv |u\rangle \otimes |v\rangle$ to be searched is then applied to state $|\phi\rangle$. Each $O_{uv}$ consists of an iSWAP gate followed by a $Z(\pm \pi/2)$ rotation on each qubit, with the four possible sign combinations $(-, -)$, $(+, -)$, $(-, +)$, and $(+, +)$ corresponding to $uv = 00$, 01, 10, and 11, respectively. In the algorithm we
Despite the presence of errors, applied. The tagged state is then decoded in all cases using an i component corresponding to the state it tags, respectively, to |applied to (bright box for the correct answer, solid dark boxes for the wrong ones). (b) State tomography at two steps of the algorithm (ρ matrices) and success probability after a single run (histograms). The bright dots on the left-hand side mark the basis state tagged by each oracle operator used. The amplitude of each matrix element is represented by a disk [black for the ideal density matrix, red (gray) for the measured one] and its phase by an arrow (as well as a filling color for the ideal matrix). After applying the oracle, the information on the tagged state is encoded in the phase of six particular elements of ρ. After decoding, the tagged state should be the only matrix element present in ρ. The fidelity $F_{\text{final}}$ actually obtained is indicated in this element. The probability distribution of the single-run readout outcomes is shown on the right-hand side (bright box for the correct answer, solid dark boxes for the wrong ones).

use, the encoding is a phase encoding as in Ref. 10. When applied to $|\phi\rangle$, each oracle operator inverts the sign of the component corresponding to the state it tags, respectively, to the other ones. The density matrix, after applying the oracle, ideally takes a simple form: The amplitude of all coefficients is 1/4, and the phase of an element $\rho_{ij}$ is $\varphi_{ij} = \pi (\delta_{ij} + \delta_{ij}^x)$, where $t$ corresponds to the state tagged by the oracle operator. The state tomography performed after applying the oracle, shown in Fig. 3(b), is in good agreement with this prediction. More quantitatively, we find that after having applied the oracle operator, the intermediate fidelity is $F_{\text{int}} = 0.87, 0.80, 0.84, 0.82$, respectively. The last part of the algorithm consists in transforming the obtained state in the searched state irrespectively of it, or equivalently to transform the phase information distributed over the elements of the density matrix in a weight information with the whole weight on the searched state. This operation is readily performed by applying an iSWAP gate followed by $X (\pi/2)$ rotations for both qubits. We find that the fidelity of the density matrix at the end of the algorithm is $F_{\text{final}} = 0.70, 0.62, 0.67$, and 0.66, respectively. We explain both $F_{\text{int}}$ and $F_{\text{final}}$ by gate errors at a 2% level, by errors in the tomography pulses at a 2% level, as well as by decoherence during the whole experimental sequence [at the coupling point, relaxation times are $T_1 \simeq 450$ ns and $T_2 \simeq 500$ ns, and the effective dephasing times $T_\phi \simeq T_{\phi}^\text{opt} \simeq 2 \mu$s (Ref. 15)].

We now consider the success probability obtained after a single run (with no tomography pulses), which probes the quantum speed-up actually achieved by the processor. We find (see Fig. 3) that our processor does yield the correct answer with a success probability $P_S = 0.67, 0.55, 0.62$, and 0.52 for the four basis states, which is smaller than the density matrix fidelity $F_{\text{final}}$. One notices that the difference between $F_{\text{final}}$ and $P_S$, mostly due to readout errors, slightly depends on the searched state: The larger the energy of the searched state, the larger is the difference. This dependence is well explained by the effect of relaxation during the readout pulse, which is the main error source at readout, the second one being readout crosstalk. One also notices that the outcome errors are distributed over all the wrong answers. To summarize, the errors of our implementation of Grover’s algorithm originate both from small unitary errors accumulated during the algorithm, and from decoherence during the whole sequence, in particular, during the final readout.

We finally discuss the significance of the obtained results in terms of quantum information processing. The achieved success probability is smaller than the theoretically achievable value 1, but nevertheless it is sizable larger than the value of 0.25 obtained by running once the classical algorithm that consists in making a random trial. From the point of view of a user who has to find out which unknown oracle has been given to him, the fidelity of the algorithm outcome is $f_{\text{act}} = 0.57, 0.63, 0.57$, and 0.59 for the 00, 01, 10, and 11 outcomes, respectively, as explained in Sec. V of the Supplemental Material.\textsuperscript{16} Despite the presence of errors, this result demonstrates the quantum speed-up for Grover’s algorithm when searching in a Hilbert space with a small size $N = 4$.

In conclusion, we have demonstrated the operation of the Grover search algorithm in a superconducting two-qubit processor with a single-shot nondestructive readout. This result indicates that the quantum speed-up expected from quantum algorithms is within reach of superconducting quantum bit processors. Demonstrating the $\sqrt{N}$ speed-up for Grover’s algorithm in larger Hilbert spaces requires a qubit architecture.
more scalable than the present one, which presently is a major challenge in the field.
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I. SAMPLE PREPARATION

The sample is fabricated on a silicon chip oxidized over 50 nm. A 150 nm thick niobium layer is first deposited by magnetron sputtering and then dry-etched in a $SF_6$ plasma to pattern the readout resonators, the current lines for frequency tuning, and their ports. Finally, the transmon qubit, the coupling capacitance and the Josephson junctions of the resonators are fabricated by double-angle evaporation of aluminum through a shadow mask patterned by e-beam lithography. The first layer of aluminum is oxidized in a $Ar-O_2$ mixture to form the oxide barrier of the junctions. The chip is glued with wax on a printed circuit board (PCB) and wire bonded to it. The PCB is then screwed in a copper box anchored to the cold plate of a dilution refrigerator.

II. SAMPLE PARAMETERS

The sample is first characterized by spectroscopy [15]. The incident power used is high enough to observe the resonator frequency $\nu_R$, the qubit line $\nu_{01}$, and the two-photon transition at frequency $\nu_{02}/2$ between the ground and second excited states of each transmon. A fit of the transmon model to the data yields the sample parameters, i.e. total Josephson energies of the transmons in zero magnetic field $E_{J1}/h = 36.2 \text{ GHz}$ and $E_{J2}/h = 43.1 \text{ GHz}$, total charging energies $E_{C1}/h = 0.98 \text{ GHz}$ and $E_{C2}/h = 0.87 \text{ GHz}$, asymmetries between the two junctions of a transmon $d_1 = 0.2$ and $d_2 = 0.35$. The measured resonance frequencies of the readout resonators are $\nu_{R1} = 6.84 \text{ GHz}$, and $\nu_{R2} = 6.70 \text{ GHz}$. The qubit-readout anticrossing at $\nu = \nu_R$ yields the qubit-readout couplings $g_0^1 \simeq g_0^2 \simeq (2\pi) 50 \text{ MHz}$. Independent measurements of the resonator dynamics yield quality factors $Q_1 = Q_2 = 730$ and Kerr non linearities [15,17] $K_1/\nu_R^1 \simeq K_2/\nu_R^2 \simeq -2.3 \pm 0.5 \times 10^{-5}$.

III. EXPERIMENTAL SETUP

- Qubit resonant microwave pulses: The qubit drive pulses are generated by two phase-locked microwave generators feeding a pair of I/Q-mixers. The IF inputs are provided by a 4-Channel 1 GS/s arbitrary waveform generator (AWG Tektronix AWG5014). Single-sideband mixing in the frequency range of 50-300 MHz is used to generate
multi-tone drive pulses and to obtain a high ON/OFF ratio (> 50 dB). Phase and amplitude errors are corrected by applying suitable sideband and carrier frequency dependent corrections to the amplitude and offset of the IF signals.

- Qubit frequency control: Flux control pulses are generated by a second AWG and sent to the chip through a transmission line equipped with 40 dB total attenuation and a pair of 1 GHz dissipative low-pass filters at 4 K. The input signal of each flux line is returned to room temperature through an identical transmission line and measured, which allows to compensate the non-ideal frequency response of the line.

- Readout pulses: The driving pulses for the Josephson bifurcation amplifier (JBA) readouts are generated by mixing the continuous signals of a pair of microwave generators with IF pulses provided by a 1 GS/s arbitrary waveform generator (AWG Tektronix AWG5014). Each readout pulse consists of a measurement part with a rise time of 30 ns and a hold time of 100 ns, followed by a 2 μs long latching part at 90 % of the pulse height.

- Drive and measurement lines: The drive and readout microwave signals of each qubit are combined and sent to the sample through a pair of transmission lines with total attenuation 70 dB and filtered at 4 K and 300 mK. A microwave circulator at 20 mK protects the chip from the amplifier noise. The signals are amplified by 36 dB at 4 K by two cryogenic HEMT amplifiers (CIT Cryo 1) with noise temperature 5 K. The reflected readout pulses are amplified and demodulated at room temperature. The IQ quadratures of the demodulated signals are sampled at 1 GS/s by a 4-channel data acquisition system (Acqiris DC282).

IV. READOUT ERRORS

Errors in our readout scheme are discussed in detail in Ref. [15] for a single qubit. First, incorrect mapping |0⟩ → 1 or |1⟩ → 0 of the projected state of the qubit to the dynamical state of the resonator can occur, due to the stochastic nature of the switching between the two dynamical states. As shown in Fig. 4.1, the probability $p$ to obtain the outcome 1 varies continuously from 0 to 1 over a certain range of drive power $P_d$ applied to the readout. When the shift in power between the two $p_{|0⟩,|1⟩}(P_d)$ curves is not much larger than
Figure IV.1:

(a) Switching probability $p$ of each readout as a function of its peak driving power, when its qubit is prepared in state $|0\rangle$ (blue), $|1\rangle$ (red), or $|2\rangle$ (brown), with the other qubit being far detuned. The arrows indicate the readout errors where the contrast is optimal with (brown) and without (red) $|1\rangle \rightarrow |2\rangle$ shelving. (b) Readout matrix $R$ giving the probabilities of the four $ab$ outcomes, for the four computational input states $|uv\rangle$, when using $|1\rangle \rightarrow |2\rangle$ shelving. Each matrix element is represented by a circle of area proportional to its value (a unit circle would touch the cell borders).

In this range, the two curves overlap and errors are significant even at the optimal drive power where the difference in $p$ is maximum. Second, even in the case of non-overlapping $p_{|0\rangle,|1\rangle}(P_d)$ curves, the qubit initially projected in state $|1\rangle$ can relax down to $|0\rangle$ before the end of the measurement, yielding an outcome 0 instead of 1. The probability of these two types of errors vary in opposite directions as a function of the frequency detuning $\Delta = \nu_R - \nu > 0$ between the resonator and the qubit, so that a compromise has to be found for $\Delta$. As explained in the main text, we use a shelving method to the second excited state in order to improve the readout contrast $c = Max(p_{|1\rangle} - p_{|0\rangle})$, with a microwave $\pi$ pulse at frequency $\nu$. 


ν₁₂ bringing state |1⟩ into state |2⟩ just before the readout pulse. The smallest errors \( e_{0}^{I,II} \) and \( e_{1}^{I,II} \) when reading |0⟩ and |1⟩ are found for \( \Delta_{I} = 440 \, \text{MHz} \) and \( \Delta_{II} = 575 \, \text{MHz} \): \( e_{0}^{I} = 5\% \) and \( e_{1}^{I} = 13\% \) (contrast \( c_{I} = 1 - e_{0}^{I} - e_{1}^{I} = 82\% \)), and \( e_{0}^{II} = 5.5\% \) and \( e_{1}^{II} = 12\% \) (\( c_{II} = 82\% \)). When using the |1⟩ → |2⟩ shelving before readout, \( e_{0}^{I} = 2.5\% \) and \( e_{2}^{I} = 9.5\% \) (contrast \( c_{I} = 1 - e_{0}^{I} - e_{2}^{I} = 88\% \)), and \( e_{0}^{II} = 3\% \) and \( e_{2}^{II} = 8\% \) (\( c_{II} = 89\% \)). These best results are very close to those obtained in Ref. [15] of main text, but cannot however be exploited for simultaneous readout of the two qubits.

Indeed, when the two qubits are measured simultaneously, we find an influence of the projected state of each qubit on the outcome of the readout of the other one. In order to minimize this spurious effect, we increase the detuning \( \Delta_{I,II} \) up to \( \sim 1\, \text{GHz} \) with respect to previous optimal values. An immediate consequence shown in Fig. S4.1(a) is a reduction of the \( c_{I,II} \) contrasts. The errors when reading |0⟩ and |1⟩ are then \( e_{0}^{I} = 10\% \) and \( e_{1}^{I} = 16\% \) (contrast \( c_{I} = 74\% \)) and \( e_{0}^{II} = 12\% \) and \( e_{1}^{II} = 15\% \) (contrast \( c_{II} = 73\% \)). When shelving the qubit in state |2⟩, the errors are \( e_{1}^{I} = 5\% \), \( e_{2}^{I} = 11\% \) (contrast \( c_{I} = 84\% \)), \( e_{0}^{II} = 5\% \), \( e_{2}^{II} = 12\% \) (contrast \( c_{I} = 83\% \)). The readout errors are captured in the \( 4 \times 4 \) readout matrix \( \mathcal{R} \) shown in Fig. S4.1(c), that gives the probabilities \( p_{uv} \) of the four possible outcomes for the different input states using the |1⟩ → |2⟩ shelving technique. This matrix \( \mathcal{R} \) is used to correct the readout errors only when doing state tomography, and not when the running the algorithm once. The cause of the readout crosstalk in our processor is discussed in Ref. [15].

V. ALGORITHM FIDELITY

From the point of view of a user that would search which unknown oracle has been given to him, the fidelity \( f_{ab} \) of the algorithm for each possible outcome \( ab \) is \( f_{ab} = p_{ab/O_{uv}} / \left( p_{ab/O_{00}} + p_{ab/O_{01}} + p_{ab/O_{10}} + p_{ab/O_{11}} \right) \) with \( p_{ab/O_{uv}} \) the probability of obtaining outcome \( ab \) knowing that \( O_{uv} \) has been used. These probabilities are shown in table V.1, yielding \( f_{00,01,10,11} = 0.57, 0.63, 0.57, \) and \( 0.59 \).
<table>
<thead>
<tr>
<th>$ab/O_{uv}$</th>
<th>$O_{00}$</th>
<th>$O_{01}$</th>
<th>$O_{10}$</th>
<th>$O_{11}$</th>
<th>$\sum$</th>
<th>$f_{ab}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>00</td>
<td>0.666</td>
<td>0.192</td>
<td>0.188</td>
<td>0.122</td>
<td>1.168</td>
<td>57.0 %</td>
</tr>
<tr>
<td>01</td>
<td>0.127</td>
<td>0.554</td>
<td>0.071</td>
<td>0.122</td>
<td>0.874</td>
<td>63.4 %</td>
</tr>
<tr>
<td>10</td>
<td>0.128</td>
<td>0.106</td>
<td>0.615</td>
<td>0.239</td>
<td>1.088</td>
<td>56.5 %</td>
</tr>
<tr>
<td>11</td>
<td>0.079</td>
<td>0.148</td>
<td>0.126</td>
<td>0.517</td>
<td>0.870</td>
<td>59.4 %</td>
</tr>
</tbody>
</table>

Table V.1: Conditional probabilities $p_{ab/O_{uv}}$ and statistical fidelities $f_{ab}$ for all possible outcomes $ab$, measured for our version of Grover’s algorithm.
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I. INTRODUCTION

Since the demonstration of quantum coherence in single Cooper pair boxes [1,2], the coherence time of superconducting quantum bits (qubits) has increased by orders of magnitude [3–5], and high-fidelity operation has been achieved [6,7]. Quantum speedup of the Deutsch-Josza [8], Grover search [9], and Shor’s factorization [10] algorithms, as well as deterministic teleportation [11] and measurement-based entanglement [12,13] protocols, were recently demonstrated in circuits with a few (2–5) qubits. Nevertheless, no superconducting quantum processor able to run algorithms demonstrating the power of quantum computation [14] has been operated yet. Making operational processors with a large number of qubits faces the challenge of maintaining quantum coherence in complex circuits, of implementing multiple individual qubit readout, and of performing high-fidelity gates in parallel with quantum error correction. Much effort is presently devoted to solving these different scalability issues [15].

We address here the problem of simultaneous readout of transmon qubits [3] in a single shot. Readout of Josephson qubits is commonly performed by coupling each of them to a linear microwave resonator whose resonance frequency is shifted by a qubit-state-dependent value ± \( \chi \) [16]. Measuring the reflection or the transmission of a microwave pulse by the resonator then reveals the qubit state [17]. High-fidelity readout has been reached in several experiments [13,18] by using quantum-limited Josephson parametric amplifiers [19]. Besides, simultaneous readout of several qubits was achieved by using resonators with staggered frequencies, all coupled to a single line on which microwave readout pulses were frequency multiplexed [20]. However, achieving single-shot fidelity in this case requires parametric amplifiers with both large bandwidth to accommodate all of these frequencies and large saturation power to linearly amplify all simultaneous pulses. The recent implementation of this method in a four-transmon circuit [21] achieved fast readout with a fidelity compatible with surface-code error correction.

An alternative method for transmon readout that does not require a Josephson parametric amplifier consists in turning each readout resonator into a nonlinear one, operated as a Josephson bifurcation amplifier (JBA) [22–24]. Indeed, driving a JBA with a suitable microwave pulse yields a fast and hysteretic transition between dynamical states with widely different field amplitude and phase, which can discriminate with high fidelity the transmon ground state \( |0\rangle \) from its excited states \( |1\rangle \) and \( |2\rangle \). The determination of the dynamical state then requires a subsequent longer measuring time at a lower power level [25]. In this work, we demonstrate multiplexed high-fidelity single-shot readout of four transmons using the circuit described in Fig. 1.

II. EXPERIMENTAL SETUP

The chip consists of four cells, labeled \( i = 1–4 \), coupled to a single transmission line that carries the multiple qubit control and JBA signals. The sample is fabricated on a sapphire substrate in a two-step lithography process. The transmission line and the readout resonators are first patterned in a niobium film using optical lithography and reactive ion etching. The transmons and JBA junctions are then fabricated by electron lithography and double-angle evaporation of aluminum through a suspended shadow mask, with intermediate oxidation. It is measured in a dilution refrigerator with base temperature 30 mK. Each transmon \( B_i \) includes a superconducting quantum interference device (SQUID) [see Fig. 1(d)] that makes its \( |0\rangle \leftrightarrow |1\rangle \) transition frequency \( f_{B_i}^{01} \) tunable with magnetic field [26]. In this experiment dedicated to readout, only a global magnetic field produced by a single coil can be applied to all transmons simultaneously. Each qubit is coupled to its JBA with a coupling constant \( g/\pi \simeq 85 \text{ MHz} \). The JBAs have staggered frequencies \( f_{B_1} \) around 7.75 GHz separated by 61, 69, and 96 MHz, and quality factors of 2500, 2550, 2650, and 2200. All have the same Kerr nonlinearity [27] \( K/2\pi \simeq -225 \text{ kHz} \) (that corresponds to a frequency reduction of 112.5 kHz per photon).

The qubits are controlled resonantly and we note \( \delta_{i\ell} \) a rotation of qubit \( i \) by an angle \( \theta \) between its states \( |k\rangle \) and \( |l\rangle \). The microwave control pulses at frequencies \( f_{B_{i\ell}} \) are obtained by translating the frequency \( f_{B_0} \) of a single carrier using the technique of single-sideband mixing: using an IQ mixer, the carrier is multiplied by two signals \( f_{B_1} \) and \( Q \) delivered by an arbitrary waveform generator (AWG). I and Q are a sum of signals at frequencies \( \delta_{i\ell} = f_{B_{i\ell}} - f_{B_0} \), with suitable envelopes and phases. Another mixer is used to produce the JBA drive signals in the same way, that is by
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FIG. 1. (Color online) Readout of transmon qubits based on multiplexed JBAs. (a) Schematic electrical circuit. Four qubit-readout cells i (only one shown) are capacitively coupled to a microwave transmission line (black central line). Each cell is made of a tunable transmon qubit $B_i$ [26] of transition frequencies $f_{0i}$, capacitively coupled to a JBA resonator $R_i$ of frequency $f_{Ri}$. Control and readout pulses are produced and analyzed as described in the text. (b), (c) Optical micrographs showing (b) the measured chip with four cells, and (c) cell 1 with transmon $B_1$ and lumped element JBA $R_1$. (d) Spectroscopy of the four qubits $B_i$ and readouts $R_i$ as a function of the coil current inducing a global magnetic field. Frequencies $f_{Ri}$ are indicated by lines, whereas qubit spectra are obtained by exciting the qubits with a 4 $\mu$s long single-frequency control pulse, reading out simultaneously the four JBAs, and color-plotting their switching probabilities.

IQ-mixing a carrier $f_{R0}$ with a sum of signals at frequencies $\delta_{Ri} = f_{Ri} - f_{R0}$, Figure 1(a) illustrates the setup used. Driven at frequencies $f_{Ri}$ chosen 9 MHz below their bare frequencies (with the transmon in its ground state), the JBAs switch at bifurcation from a state with average photon number 11 to a state between 40 and 100 photons [27,28].

The transmon-JBA detuning $\Delta_i/2\pi = f_{R0}^{01} - f_{Ri}$ determines both the readout sensitivity (through $\chi_i$) and the Purcell energy relaxation rate $T_1^P \approx 2\pi f_{Ri}/Q_i(g_i/\Delta_i)^2$ of the qubit through the resonator input line [3]. The readout pulses have a first short 25 ns long step [see Fig. 2(b)] and a longer $2\mu$s latching step at 85% of the peak power. In practice, bifurcation develops (or not) between 50 ns and 500 ns, whereas I and Q are averaged between 325 ns and 1325 ns. Readout pulses can overlap in time [see for instance Fig. 4(a)] so that the output signal contains contributions of different JBAs. In order to extract these contributions, the output signal is demodulated in two steps: An analog demodulation at the readout carrier frequency $f_{R0}$ is first performed; the resulting signal is then digitized at 2 Gsample/s with a 1 GHz analog bandwidth that widely covers the 250 MHz frequency range spanned by the four JBAs; it is then demodulated numerically by a dedicated PC, which directly multiplies it with cosine functions at frequencies $\delta_{Ri}$ and averages the result. The outcome of a readout sequence is four points $(I_i, Q_i)$ in the in-phase and quadrature plane (one for each JBA frequency $f_{Ri}$), as shown in Fig. 3(b). The outcome of a readout sequence is thus four points $(I_i, Q_i)$ in the in-phase and quadrature plane.

Spectroscopic data of the qubits and readout resonators as a function of the coil current are displayed in Fig. 1(d). These data were recorded at high excitation power to show spectroscopic lines at both $f_{R0}^{01}$ and $f_{R0}^{02}/2$. Frequencies $f_{R0}^{01}$ of tunable qubits $B_{1,2,4}$ peak at about 0.7–1 GHz below the
frequency of their respective JBA, and the anharmonicity $\alpha = f_{B}^{12} - f_{B}^{01} \simeq -434 \pm 2$ MHz. The measured relaxation times of all transmons are found to be in the range $T_1 = 1.7-3.2$ $\mu$s for $|\Delta_1/2\pi| \geq 1$ GHz. This is significantly below the Purcell limit $T_P > 8$ $\mu$s and shorter than in comparable 2D transmon circuits [21], probably due to dielectric losses [29].

### III. READOUT PERFORMANCE

All qubit-readout cells yielded similar performances at equal detuning $\Delta_1$. Performance of cell 1, operated at a qubit-JBA detuning $\Delta_1/2\pi = -1.08$ GHz, is summarized in Fig. 2. All qubit control pulses have $3\sigma$ long Gaussian rises and falls with $\sigma = 4$ ns, as shown in Fig. 2(a). Numerical simulations of the transmon dynamics including its three lowest levels show that such control pulses do not introduce preparation errors larger than 0.1% [30]. Readout is performed either immediately after applying a $\theta_{01}^{01}$ Rabi pulse, or after a subsequent $\pi_{12}^{12}$ pulse that shelves the excited qubit in state [2], as in [23]. This shelving decreases the error made in measuring the excited qubit by blocking its relaxation down to state |0⟩ before the measurement is completed [31].

The density plot of $(I_1, Q_1)$ obtained from $10^3$ repetitions of the readout after a $(\pi/2)_{10}^{01}$ pulse is shown in the left inset of Fig. 2(b). The two clouds with a small relative overlap of order $10^{-5}$ (estimated from the corresponding histogram in the right inset) reveal an excellent discrimination of the JBA states. The fidelity of the qubit to JBA mapping is investigated by measuring the variations of the switching probability $p_1$ as a function of the peak readout power $P_R$. These so-called $S$ curves are shown in Fig. 2(d) in three different cases: when the qubit is left in its ground state |0⟩ with no applied control pulse (blue), after a $\pi_{10}^{01}$ pulse aiming at preparing state |1⟩ (red), and after a $\pi_{10}^{01}$ pulse followed by a $\pi_{12}^{12}$ shelving pulse (magenta). One observes that the $S$ curves for the two states (|0⟩ and |1⟩) are separated in $P_R$ by about 5.5 dB (or equivalently by $2\chi = 3.4$ MHz in resonator or drive frequency), which is much larger than the 2.4 dB (1.5 MHz) width of the ground-state $S$ curve, defined here by $1% < p < 99%$. This result implies that, in the absence of preparation errors and relaxation before and during measurement, readout errors would be negligible.

In practice, at the optimal powers $P_R$ [see Fig. 2(d)], the measured total errors are 1.1% for |0⟩, and 3.1% and 2.2% for |1⟩ without and with shelving, respectively. These errors result from two effects. First, the 1.1% error in the ground state is due to a residual thermal excitation of the qubit (corresponding to a qubit temperature of 70 mK), as evidenced by the flat shoulder on the ground-state $S$ curve at low power. This spurious excitation is also responsible for the same absolute 1.1% error in preparing state |1⟩. The remaining errors in |1⟩ are thus 2.0% and 1.1% without and with shelving. Second, numerical simulations including relaxation during the control pulses, using the independently measured relaxation time $(T_{1\perp})^{-1} = 2.0$ $\mu$s, account for absolute errors of 0.6% and 1.1% without and with shelving. The shelving case is thus fully understood; errors in |1⟩ are only due to thermal population and relaxation at preparation, and relaxation to |0⟩ during readout is efficiently blocked as proven by the horizontal plateau at $p_1(P_R) \simeq 0.98$. The intrinsic readout fidelity with shelving is thus excellent.

Without shelving, the remaining readout error is 1.4% at the optimal $P_R$, but with a slow increase of $p_1(P_R)$ as it approaches 1. This behavior is not understood and quantum simulation of the JBA + excited qubit dynamics is needed to address this question. Nevertheless, to infer what would be the intrinsic readout fidelity in the absence of preparation errors and extra relaxation at readout, we reconstruct ideal $S$ curves: for the ground state, the lower part $p_1 \leq 0.5$ is replaced by the $S$ curve measured for the qubit excited state and shifted in power to remove the effect of residual thermal excitation; for the excited state, its upper part $p_1 > 0.5$ is replaced by the one measured in the ground state and shifted in power to remove the effect of relaxation at readout. These ideal $S$ curves, illustrated by thin solid and dotted lines in Fig. 2(d), give intrinsic readout errors lower than $2 \times 10^{-3}$ both for the ground and excited states.

We now discuss the simultaneous readout of the four qubits. Given the lack of individual transmon tunability, a magnetic field leading to not too large detunings $\Delta_1/2\pi = (-1.2, -1.76, -3.12, -2.06)$ GHz was applied. In addition, longer readout pulses with $50$ ns measurement step and $2$ $\mu$s latching step are used, as shown in Fig. 4(a). The measurement outcomes for the four qubits prepared with control pulses close to $(\pi/2)_{10}^{01}$ and with $\pi_{12}$ shelving only for $B_3$ and $B_4$ [32] are shown in Fig. 3. The density plots in the $(I_1, Q_1)$ planes are shown with their best separatrices between switching and nonswitching events. As illustrated in Fig. 3(c), the switching histograms measured along an axis perpendicular to the separatrices show a good separation, albeit smaller than obtained at the optimal working point of each
after no qubit pulse, and after a pulse without or with shelving. Rabi oscillations of the four qubits at readout powers indicated in Fig. 4(b). For simplicity, the control and readout pulses are not applied simultaneously in order to avoid having to take into account the qubit ac Stark shift resulting from other qubit drives. The switching curves of the four JBAs are shown in Fig. 4(a) after no qubit pulse, and after a pulse without or with shelving. Rabi oscillations of the four qubits, measured at the optimal powers indicated in Fig. 4(b), are shown in Fig. 4(c). These data show that JBA readout is compatible with qubit driving and simultaneous multiplexed operation. The overall performance of our multiplexed JBA is thus comparable with that achieved using linear dispersive readout and parametric amplifiers [21], albeit with larger errors not due to the readout method itself.

IV. CONCLUSION

A natural question that arises is the maximum number of transmons that multiplexed JBA could handle. Indeed, due to the nonlinear character of JBAs, bifurcation of a given JBA can be affected by the dynamics of other JBAs that are close in frequency. How close their frequencies can be without inducing readout crosstalk is not known. In the present setup, this phenomenon was quantified by preparing $B_1$ in $|0\rangle$ or $|1\rangle$ and $B_2$ in a superposition $(|0\rangle + |1\rangle)/\sqrt{2}$. The difference between the values of $p_2$ for the two $B_1$ states gives a crosstalk of only $0.2\% \pm 0.05\%$. This low value shows that a JBA frequency separation of 60 MHz is conservative, and therefore that more qubits could be read out in parallel.

In conclusion, multiplexed JBA readout of transmons has an excellent intrinsic readout fidelity when shelving is used, and is compatible with driving and reading transmons in a small qubit register. Its scalability, limited by the interactions between JBAs with close frequencies, is still under investigation, but the present results suggest that reading out a ten-qubit register is possible.
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[25] Because a new readout can only start after the resonator field has decayed, this method is better suited for single-shot readout than for continuous measurements of a qubit [20].
[26] B$_1$ has one of its two Josephson junctions open and is consequently not tunable.
[31] This blockade occurs because the direct relaxation from state $|2\rangle$ to $|0\rangle$ involves a very small matrix element; consequently, the decay to $|0\rangle$ results from the two relaxation processes $|2\rangle \rightarrow |1\rangle$ and $|1\rangle \rightarrow |0\rangle$ in series, and varies quadratically at short time, as $1 - (\Gamma_{dr})^2 t$ with $\Gamma_{dr} = \sqrt{\Gamma_{11}^2 + \Gamma_{12}^2} \sim \sqrt{2} \Gamma_{11}$. Note however that shelving takes the qubit out of the computational Hilbert space and thus makes the readout destructive.
[32] Shelving was neither used for qubit $B_1$ because $f_{12}^{12}$ being too close from $f_{11}^{11}$, it would have driven qubit $B_1$, nor for qubit $B_3$ whose frequency $f_{13}^{13}$ was outside the bandpass of the driving line.