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Introduction

The forthcoming vision of Internet of Things (IoT) and Internet of Everything (IoE) will immerse people in so-called Smart Environments involving a great number of sectors of applications such as smart habitat, smart-cities, environment monitoring, e-health... IoT and IoE tend to make everyday objects readable, recognizable, locatable, addressable and controllable via the widespread wireless deployment and the internet. Among these capabilities, localization and more extensively the ubiquitous positioning will play, in the next future, a key role to promote another emerging vision: a spatio-temporal Internet of Places (IoP), which would be able to structure and organize, by means of wireless energy aware approaches, the spatial content of Internet.

It is well known that in wireless local and personal area networks, the spectrum congestion, the low energy efficiency communications and the insufficient exploitation of the spatial resources are among the factors that may slow down its development in terms of throughput and autonomy. To overcome these unavoidable restrictions, wireless localization technology, as the mechanism for discovering spatio-temporal relationship between connected objects, appears here also as one of the key solutions. This is because dedicated localization techniques in wireless communication can help in developing more extensively the exploitation of spatial resources and allow driving optimized routing for low energy multi-hop communication and spectrum decongestion for Green ICT (Information and Communication Technology).

To propose optimized systems achieving both high data rate communication and precise localization, we define a well suited TDOA (Time Difference of Arrival) based method able to perform localization based on communication signals and data only. With this technique, unlike conventional TDOA estimations, it is possible to drastically decrease the complexity of required infrastructures by using either SIMO (Single Input Multiple Output), MISO (Multiple Input Single Output) or MIMO (Multiple Input Multiple Output) configurations in connected objects.

This whole study is made within the framework of the IEEE 802.11ad standard and WiGig alliance specifications, however the proposed solutions are compatible with other
standards and can be extended to other context aware applications requiring localization inputs such as robotics for example or smart shopping.

This thesis is organized as follows:

In the first chapter, the context and objective of this research are stated. First, new emerging applications demanding wireless high data rate communications are presented with a focus on the next generation of mobile networks (5G). Then, millimeter wave communication, and particularly 60 GHz technology, is explored as a solution to meet the requirements of mentioned high data rate applications. Energy aspects are also considered. All these elements of context lead to localization as one of the main tools required to achieve green radio systems. Furthermore, indoor localization, which is the final objective in the context of this research area, is explored regarding its growing recent applications.

In the second chapter, the state of art of 60 GHz communication systems and indoor positioning methods are presented. In the 60 GHz section, propagation characteristics, material impacts, technological aspects, modulation schemes and standards are briefly described. In the indoor positioning section, methods and metrics are presented, and TDOA is chosen as a promising solution for compact and asynchronous localization function in the context of ultra wide band high data rate millimeter wave communications.

In the third chapter, a new TDOA based method, well suited to 60 GHz communication systems, is presented. Based on Multiple Input Single Output (MISO) high data rate communication signal, this method is explored regarding two different approaches: TDOA estimation using Error Vector Magnitude (EVM) of received signal, and TDOA estimation using Channel Equivalent Response (ECR) performed in mono-band and multi-band configurations. The system description and formulations are presented in detail and the prediction of theory is confirmed through first stage of simulations. Finally, the IEEE channel is introduced and simulations are performed to illustrate the accuracy and efficiency of the proposed approach in a realistic environment.

In the fourth chapter, measurement campaigns and experimental results, acting as a second mean of theory and model validation, are presented. Coupling vectorial network analyzer based measurements and 60 GHz communication system based measurement, qualitative and quantitative results are obtained for different types of communication channel. As this research is led in the frame of European doctoral school EIT ICT labs, some measurements have been carried out in Berlin at Fraunhofer HHI.

Finally, section 5 concludes this work and presents the perspectives of this research.
Chapter 1

Context and objectives

1.1 Introduction

OME wireless systems are expected to provide multi-gigabyte data rates, thus replacing cables for indoor communications. Wide-band communications using complex modulations such as OFDM (Orthogonal Frequency Division Multiplexing) are used more and more in short-range applications such as video streaming, wireless USB, wireless HDMI, etc. However, the current commercial wireless systems do not yet reach the necessary data rates for heavy applications involving for example HD video. In addition, the popularization of smart phones and tablets in recent years causes the ever growing traffic explosion in mobile communications. This fact has recently drawn increased attention to utilize higher frequency like millimeter-wave bands [1, 2, 3, 4].

In this chapter, first, emerging applications demanding wireless high data rate communications are explored, and solutions using millimeter-wave communication are seen as key elements of the context. Next, localization is proposed as a solution to deal with the energy consumption challenges in high data rate communications and also as a powerful tool that enables different new applications for indoor environments.

1.2 New applications demanding high data rate communications

Recent applications requiring high data rate wireless communication in indoor and outdoor environment are mainly categorized in four major divisions: wireless networking, wireless display, intelligent transportation and 5G.
1.2.1 Wireless networking and instant wireless synchronization

Wireless networking and instant wireless synchronization applications need massive data rates between mobile devices, telecommunication infrastructure equipment, and the cloud [5]. Furthermore, high-bandwidth data transfer applications involve the transparent bridging of various short-range wired connection technologies with wireless technology like USB, SATA, etc. The main applications of this category are [5, 6]:

• Gb/s wireless networking for office
• Rapid upload/download
• High bandwidth and rapid file transfer/synchronizing

1.2.2 Wireless display, distribution of HDTV, high quality audio and wireless docking

It has been a while since high data digital video (HDTV) penetrated in almost every home. HD video can be transmitted via cable connections that provide easily very high data rates. However, users would prefer to utilize a wireless solution to reduce the number of visible wires. Flat panel display which can be hanged on a wall, is an example of the need for a wireless video solution. The main applications of this category are [6, 7]:

• Desktop storage and display
• Projection to TV or projector in conference room or auditorium
• In-room gaming
• Streaming from camcorder to display
• Outside broadcast pickup
• Video streaming around the home
• Uncompressed baseband high-definition video
• Uncompressed high-quality audio

Wireless docking is another application of this category which is a combination of wireless display, wireless synchronization and wireless I/O. Let’s consider a scenario where a tablet is wirelessly bridging to a dock that instantly connects the tablet to different monitors, keyboard, and mouse. And it is just by putting the tablet in range that connects it to all these peripherals needed to turn it into a full desktop system.

1.2.3 Intelligent transportation systems

Intelligent transportation systems (ITS) encompass a variety of safety, informational, and entertainment communications applications either between multiple moving vehicles
or between an in-vehicle system and infrastructure such as roadside equipment or between a train and a platform. In some regulatory domains, portions of the 60-GHz band is allocated for ITS. The main applications of this category are [8]:

- Car-to-car communication
- Monitoring and identifying of objects near vehicles
- Road guidance inside parking garages
- Rapid uploading of heavy files provided by embedded security IP camera

1.2.4 Access and future 5G

The popularization of smart phones and tablets in recent years causes the traffic explosion in mobile communications. As shown in Figure 1.1, the traffic of data on conventional networks increased during last years and is predicted to increase several times in the next 10 years.

![Traffic forecast](image)

Figure 1.1: Traffic forecast.

To support the hundreds of times more traffic demands foreseen in 2020 and beyond, the so-called 5G era, new wireless high data rate communication standards and systems are required [3, 4]. Similarly, low-cost backhaul radio devices and massively broadband wireless relays may replace telephone poles and conventional repeaters in the telephone plant of the future.

Recently, European projects like MiWEBA (Millimetre-Wave Evolution for Backhaul and Access) and METIS (Mobile and wireless communications Enablers for the Twenty-twenty Information Society) are being funded [9, 10]. The goal of these projects is to base the foundation of 5G. One major goal of 5G technology developers is providing data rates of more than 10 Gbit/s in the mobile wireless access networks. The advancements in new radio concepts such as ultra dense networks, MIMO (Multiple Input Multiple
Output) systems, device-to-device, ultra reliable and massive machine communications are expected to support the increase in mobile data volume in future 5G [11].

Furthermore, it is predicted that IoT will be implemented in different applications of everyday life and by 2020, a total of about 50 billion connected devices is expected. Thus, researches related to the fields such as World Wide Wireless Web (WWWW), Dynamic Adhoc Wireless Networks (DAWN), and Real Wireless Communication will be taken into consideration in 5G.

Regarding the spectrum that will be used in 5G, considered frequencies are 28 GHz, 38 GHz, 60 GHz and the E-band. Among these frequencies, the availability of the 60 GHz band as unlicensed spectrum makes it a good candidate to provide Gb/s communications for short-range communication. Furthermore, several industrial standards such as 802.11ad have already been developed at 60 GHz [11, 12, 13].

Millimeter-wave based networks, will consider several type of wireless links such as back-haul, multi media mesh back-haul, point to point back-haul and front-haul [6, 7].

As shown in Figure 1.2, phones at the edge of a 4G cell could connect themselves to the millimeter-wave base stations (5G base station), thereby enabling a multi gigabit mobile connections. 5G is consequently expected to operate at 3 scales of network, hereby:

- Ad-hoc Wireless Personal Area Network (WPAN)
- 802.11 Wireless Local Area Networks (WLAN)
• 802.16 Wireless Metropolitan Area Networks (WMAN)

In next section, 60 GHz millimeter-wave communication systems are presented as a solution to achieve a reliable high data rate wireless communication in order to answer the requirements of emerging applications mentioned above [6, 7].

1.3 High Data rate communication: millimeter-wave solutions (60 GHz)

1.3.1 Benefits of millimeter-wave frequencies for Gb/s communication

As already mentioned, new applications for WPAN and WLAN require very high data rates and a very high level of QoS (Quality of Service) to meet user expectations. Millimeter-wave frequencies provide a unique opportunity to wirelessly enable these applications. Different approaches are being pursued to increase the overall wireless access network capacity and the maximum supportable data rate. One proposed solution is improving spectral efficiency, which requires individual radio link optimization simultaneously for many users [3, 4]. To implement this approach, one should deal with challenges like self-interference by adjacent cells and imperfections of the deployed hardware. This requires advanced and complex signal-processing techniques and high performance transceivers, which is neither easy nor always possible to achieve. The second solution is network densification (spectrum reuse) by reducing distance between base stations. This is an energy efficient solution but with more inter-cell interference, thus more complexity. The third solution is spectrum extension using millimeter-wave communications. Below 6 GHz, it is difficult to allocate additional spectrum in low frequency because of saturated existing frequency allocations. So, the solution could be utilizing higher frequencies like millimeter-wave bands. The large amount of radio spectrum available, combined with low cost CMOS (Complementary Metal Oxide Semiconductor) technology and new solutions of integrated antennas, make millimeter-wave spectrum a valuable candidate for new capabilities for future wireless communication networks. Advantages of using millimeter-waves regarding capacity increase techniques are shown in Figure 1.3.

Spectrum extension by means of millimeter-wave cellular overlay perfectly consistent into existing networks. Millimeter-waves normally offer a large bandwidth and a shorter range communication which leads respectively to densification of networks and more throughput. They also use beamsteering and multi-user MIMO techniques supporting point to point and point to multi-point communications which increase the spectrum ef-
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Figure 1.3: Millimeter-wave advantages.

...ficiency (Figure 1.3). Using the large bandwidth available at frequencies in the 30–300 GHz range can lead to extend the spectrum. Recently, 28 and 38 GHz bands (where 1 GHz of bandwidth is available) have been explored in details to overcome the problem of future network capacity. 60 GHz band and the E band (71–76 and 81–86 GHz) are also among the bandwidths explored recently to provide multi-Gbps capacity for wireless communications.

1.3.2 Why 60 GHz?

1.3.2.1 Regulatory environment

Among the millimeter-wave bands, the vast amount of radio spectrum available at 60 GHz, is particularly a good candidate to be chosen as a relevant solution [7, 9, 14]. The 60 GHz band has not been heavily utilized because of the higher path loss of RF signals due to oxygen absorption. This has allowed regulators all over world to create 7 GHz frequency allocations, for unlicensed use. To have a better idea about this huge bandwidth, it should be mentioned that 7 GHz includes all AM radio stations, FM radio stations, all broadcast television allocations, all cellular telephony, and both 802.11 frequency bands, and still has room to spare. Representation of the allocated frequencies is illustrated in Figure 1.4.
1.3.2.2 60 GHz implications

In addition to its huge bandwidth, 60 GHz, as any millimeter-wave frequency, exhibits other features that are of great interest for telecommunication. 60 GHz technology has many important characteristics which makes it a good choice to be used in high data rate local applications.

Using small wavelength allows small high-gain antennas. A 25 dB gain antenna has an effective aperture of approximately one square inch. High-gain antennas allow high equivalent isotropically radiated power (EIRP) with low-power RF amplifiers. High gain allows overlapping networks that do not interfere. Because antennas are highly directional at these frequencies, spatial reuse is enabled for collocated systems [7].

However, due to the wave attenuation in free space, the more the frequency increases the more the attenuation increases too, as indicated by Friis equation:

\[ P_r = P_t + G_t + G_R + 20 \times \log_{10}(\frac{\lambda}{4\pi R}) \quad (1.1) \]

In this equation \( P_r \) and \( P_t \) are the received and transmitted powers expressed in \( dBm \), \( G_t \) and \( G_R \) are respectively the gains, in \( dB \), of transmitter (Tx) and receiver (Rx) antennas, \( \lambda \) is the wavelength and \( R \) is the distance between Tx and Rx. So the attenuation is much higher at 60 GHz than at 2.5 GHz, 5 GHz or any other usual radio frequencies (for example for \( R=10m \), attenuations at 60 GHz and 2.5 GHz are respectively 88 and 60 dB), as shown in Figure 1.5 [15].

But, considering equation 1.2, for given aperture areas of Tx and Rx antennas (respectively \( A_t \) and \( A_r \)), shorter wavelengths propagate further compared to longer wave-
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Figure 1.5: Path loss attenuation for 60 GHz and 2.5 GHz as function of the distance between Tx and Rx.

\[
\frac{P_r}{P_t} = A_r \frac{A_t^{\text{eff}}}{\lambda^2 R^2} \cdot \frac{1}{R^2}
\]  

(1.2)

This fact is due to the more directive transmission at higher frequencies (narrower beams). For example, a beam at 60 GHz will have about 27.6 dB extra gain compared to the beam at 2.5 GHz for the same antenna areas.

Thus, as long as directional transmissions are considered, millimeter-wave frequencies do not suffer from any inherent disadvantage relative to the lower frequencies. Moreover, directional transmissions may lead to reduce interference and at the same time, to increase spatial multiplexing capabilities for cellular applications.

Also, at 60 GHz, the peak of absorptions by oxygen molecules in the air is about 15\(dB/km\). In addition, 60 GHz also deals with the higher sensibility to obstacles and more attenuation in rainy weather. Due to all these reasons, inter-cells interferences largely decreased, which matches perfectly the concept of small cells.

In addition, there are not any widely deployed 60 GHz radiating sources in the home or office, so there is less chance for interference. Unlike the strict transmit power restrictions on ultra wide band unlicensed operation, the millimeter-wave band allows an EIRP that is significantly greater.

So, an effort exists to develop a wireless UWB (Ultra Wide Band) technology at 60 GHz. In this context ultra-high-speed systems employing mm-wave such as WiGig and
802.11ad have been standardized, however, they are not yet connected to the cellular networks. Since the release of 60 GHz spectrum by the FCC and other governmental bodies, tremendous progress has been made toward the realization of highly integrated 60 GHz radios for inexpensive and potentially ubiquitous consumer adoption. Progress in the areas of on-chip antennas, PAs (power amplifiers), LNAs (low noise amplifiers), VCOs (voltage control oscillators), mixers, ADCs (analog to digital converters), and mm-wave channel characterization will result in widespread commercial 60-GHz products [5, 7]. Progress is needed in antenna integration, lower power components, improved base-band and beam forming processing, and in creating more targeted and streamlined standards to bring 60 GHz and future mm-wave wireless devices to consumers [16, 17]. The recent achievement in 60 GHz technology and a global view of 60 GHz communication are presented in details in next chapter.

1.4 Energy aspects

Energy consumption in wireless networks is an essential factor with respect to its environmental impact as well as autonomy of the system. And this could be even more so in the case of 60 GHz communications compared to the conventional wireless networks due to strong millimeter-wave attenuation [18, 19, 20]. Hence, the energy efficient transmission technologies become one of the most important research topics and attract a lot of research projects, including MVCE (Mobile Virtual Center of Excellence), Green Radio project and cool silicon program targeting for low-power chip and network solutions [21].

1.4.1 Lower energy consumption thanks to high data rates

It may seem against the intuition to reach a low power device by using high-frequency, high-throughput wireless technologies. But, one should consider the fact that the suitability of a design for mobile applications is determined by the energy efficiency and not just the instantaneous power consumption. On the first look, it may seem that a typical high data rate 60 GHz wireless design consumes more power than other wireless technologies over higher distances. But this conclusion is misleading due to the fact that the total power consumption may be reduced by using a higher speed solution because of its ability to operate at a much lower duty cycle than slower radio technologies. Considering this fact, the power efficiency is determined by the energy required per bit transmitted. Then, in this case, the faster the radio technology, the lower the actual duty cycle and the lower the amount of energy necessary to transfer each bit of data. Furthermore, the overall power drain is reduced by using the host processor and storage for a shorter period of
time [7]. In addition, a high throughput system decreases the time required to complete a transaction and enables the user to quickly accomplish the data transfer. Therefore, using a high throughput communication at 60 GHz is helping to achieve an efficient energy consumer system. Even without considering duty cycle, higher bandwidths and higher data rates lead to better efficiencies. In fact it can be seen from Figure 1.6, that applying more bandwidth per communication link is a significant contributor for improved energy efficiency measured in Bits-per-Joule [21].

![Figure 1.6: Energy efficiency versus bandwidth for different modulation schemes [21].](image)

1.4.2 Lower energy consumption thanks to spatial capabilities

A simple way to estimate the energy budget of a given SISO communication is to consider the cost function $C$ given by:

$$C = \beta d^\gamma.$$  \hfill (1.3)

where $\gamma$ is a channel exponent (for free space: $\gamma = 2$), $\beta$ is a coefficient related to antenna gains and operating wavelength, and $d$ is the distance between Tx and Rx. This two degree of freedom equation ($\beta, d$) can lead to two approaches for optimizing the energy cost of a given communication system: beamforming, which optimizes systems regarding $\beta$ and multi-hop, which optimizes systems regarding $d$. 

---
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1.4.2.1 Beamforming

Beamforming, which consists in reducing $\beta$, is used to achieve a directional signal propagation and a spatial selectivity. Beamforming is obtained by using a phased array and combining its elements in such a way that signals experience, at particular angles, constructive interference while others experience destructive interference [22].

Multiple antenna elements are utilized in beamforming to form a beam toward a defined direction. The signal strength is increased which is achieved by transmitting phase shifted signals from multiple antenna elements. The signals are phase shifted in a way that at the target direction, the signals are added up coherently. As the number of antenna (Na) increases the peak beamforming gain (Gb) increases (i.e. $Gb [dB] = 10*\log(Na)$). For instance, approximately 12 dB of peak beamforming gain can be provided by a 16 isotropic elements antenna array.

Since many antenna elements can be packed in a very small area for millimeter-wave communications, beamforming is well suited at 60 GHz compared to 2.4 GHz and 5 GHz band. For example, a square antenna array with 16 antennas elements ($4^4$) can be packed in 1 cm$^2$ when adjacent antenna elements are separated by half wavelength (wavelength is 5 mm at 60 GHz). This fact is a very critical aspect to consider in required compact complex systems.

Furthermore, to achieve a green radio communication, focalization of energy, which generalizes the concept of beamforming, is a solution that can lead to a decrease in consumption and to increasing the range of the wireless communications. This is why underway development of 60 GHz standards consider strongly beamforming solution [23].

1.4.2.2 Multi-hops

In multi-hop networks, along the path between BS (base station) or Tx and the end user or Rx, there are one or more intermediate nodes.

The idea here is to refer to the fact that, assuming the distance $d$ between Tx node and Rx node is a sum of elementary distances $d_i$, one can write that:

$$d > \sum d_i.$$  \hspace{1cm} (1.4)

Regarding energy issues, compared with networks with single wireless link $d$, transmission over multiple short links $d_i$ in multi-hop networks might require less transmission power and energy than that required over one hop link.

In such networks, additional nodes are required. They are radio-equipped and able to
communicate by propagating over wireless links. Communication paths between Tx and Rx nodes can be established by those intermediate nodes acting as relays to forward data toward the destination.

In multi-hop wireless networks, such as radio networks, sensor networks and ad hoc networks, the network topology can be changed by each node. A set of neighbors can be piloted by each node’s adjustment of transmission power. Obtaining power-efficient routing algorithms is the primary goal of topology control. By using this technique, it is possible to maintain network connectivity and optimize performance metrics such as throughput and network lifetime [24].

So in conclusion, to be able to perform energy spatial focalization or to deal with routing algorithms in multi node networks, connected nodes should be able to determine their location.

1.5 The objective: a better utilization of spatial resources

1.5.1 Localization as a support for green radio

It has been mentioned that in the field of high data rate wireless communications, utilization of spatial resources can play a key role to perform either beamforming or multi-hops.

Beamforming allows focusing the transmitted signal toward the receiver only, thereby decreasing the wasted amount of energy, whereas multi-hop techniques enables smart routing in dynamic networks. The objective way to address the spatial resources is to be able to perform localization in a way to make it as familiar and seamless for the end user as communication.

Thus, as shown in Figure 1.7, proposing an efficient localization method which is adapted to high data rate millimeter-wave communication systems (particularly at 60 GHz), is the vision that this research deals with, in order to ensure green radio communication in the different contexts involving indoor mobility or, more recently in the lab, body area networks (BAN).
1.5.2 Other applications of indoor localization

In previous sections, the impact of localization on the power consumption has been highlighted. In this section, the advantage of performing localization is explored regarding its applications in the world of high data rate indoor communications. The ability to localize and navigate persons and mobile devices in indoor environments has become more and more indispensable, while the performance of outdoor positioning has already become excellent, by using the global navigation satellite system (GNNS) [25].

Indoor positioning have become very popular in recent years and new applications have been developed and will be developed accordingly. Some examples are [8, 26]:

- Locating, monitoring and tracking people and things:
  This process would be similar to automobile GPS navigation applications however being done indoor where GPS does not work. Navigation in malls, public buildings and finding particular stores or offices in these areas are some examples of this category.
- Coordinating Joint Activities:
  Coordinating activity between people and things that are moving dynamically with respect to each other is another interesting issue in indoor localization. Identifying and locating a particular person who is nearby is one example of this application.
- Augmented reality (AR) and gaming:
AR is an increasingly powerful tool to superimpose graphics or sounds or information related to the environment on the users real view. For AR applications, localization awareness has an important impact. Gaming and entertainment are also relatively new areas for indoor localization. Location information can be applied in order to combine the virtual and real world and create a huge number of new applications.

• Situational awareness:
  Devices use positioning information to provide context on the surrounding environment and, in interactive applications, pinpoint the location of items or people of interest that may be nearby, for example, finding the right platform in train and bus stations.

• Applications related to safety:
  Detecting the location of medical personnel in a hospital or of firemen in a building on fire are some examples of this category.

1.6 Conclusion

In this section the recent ever-growing applications urging to use high data rate communication are presented. Demonstrations have been done that huge bandwidth is necessary to meet these emerging application’s requirements and the 60 GHz band and more extensively millimeter-wave communication are seen as present and future potential promising solutions.

To overcome the energy consumption challenges for these high data rate communications, localization is introduced as a key function to perform either beamforming or multi-hops but also to develop spatial aware applications, for which different applications have been described in order to emphasize the importance of indoor localization itself.

Therefore, in the context of green radio, the subject of this research is to propose a simple and yet efficient localization method well-suited for 60 GHz wireless communications.
Chapter 2

State of the art of 60 GHz systems and indoor positioning methods

2.1 Introduction

It has been shown, in chapter 1, that 60 GHz appears to be a good candidate for present and future high data rate communications. Furthermore, localization techniques can play an important role application-wise as well as energy-wise. Consequently, in this second chapter, state of the art of 60 GHz technologies and systems is presented in order to highlight their suitability to perform both High Data Rate (HDR) communication and precise positioning. From the communication point of view, 60 GHz channel characteristics, technological aspects, modulation schemes and standards are explored. The second part of this chapter gives an overview of current positioning techniques. Angle of arrival measurements and distance related measurements leading to the determination of the main metrics (AOA, TOA, TDOA) are briefly described.

2.2 60 GHz communication systems

In spite of offering and providing many advantages, 60 GHz communication systems encounter different challenges and problems that may slow down their progress. These are defined hereafter.
2.2.1 Channel issues

Channel issues refer with all methods and approaches that allow a fair modeling of the behavior of radiated electromagnetic waves in a given environment. To target this modeling, propagation characteristic and material impact are to be addressed.

2.2.1.1 Propagation characteristics

The first property one should take into account for EM millimeter-waves propagation, is the atmospheric absorption. As shown in Figure 2.1, bands like 60 GHz that have high degree of atmospheric absorption and higher attenuation, are not suited for long range communication but are very convenient for short range applications. This is why, the majority of 60 GHz communication applications are in the category of WPAN, whereas, lower attenuation bands such as 77 and 240 GHz, are well suited for cellular, backhaul, fiber-replacement and sensing [5].

![Figure 2.1: Atmospheric absorption of EM wave.](image)

In addition to atmospheric absorption, all classical propagation phenomenons (reflection, diffraction,..) that happen in rural, urban and indoor environments must be taken into account. For that purpose, channel models are developed. In ray-tracing-based models, large scale and small scale fading, quasi-optical behavior of 60 GHz signals and polarization impact can be summarized in a general mathematical formulation dealing with the channel impulse response \( h(.) \) and expressed as follow [27, 28]:

\[
\text{Sea Level Attenuation (dB/km)} = \begin{cases} 
1 & \text{Frequency (GHz)} \leq 60 \\
0.1 & 60 < \text{Frequency (GHz)} < 360 \\
0.01 & \text{Frequency (GHz)} \geq 360 
\end{cases}
\]
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\[ h(t, \phi_{Tx}, \theta_{Tx}, \phi_{Rx}, \theta_{Rx}) = \sum_i A^{(i)} C^{(i)}(t - T^{(i)}_x, \phi_{Tx} - \Phi^{(i)}_{Tx}, \theta_{Tx} - \Theta^{(i)}_{Tx}) \]

\[ \theta_{Tx} - \Theta^{(i)}_{Tx}, \phi_{Rx} - \Phi^{(i)}_{Rx}, \theta_{Rx} - \Theta^{(i)}_{Rx} \] (2.1)

where \( t \) is time, \( \phi_{Tx}, \theta_{Tx}, \phi_{Rx} \) and \( \theta_{Rx} \) are respectively azimuth and elevation angle at Tx and Rx. \( A^{(i)} \) is the gain for the \( i^{th} \) cluster and \( C^{(i)} \) is the \( i^{th} \) cluster’s channel impulse response and can be presented as:

\[ C^{(i)}(t, \phi_{Tx}, \theta_{Tx}, \phi_{Rx}, \theta_{Rx}) = \sum_k \alpha^{(i,k)} \delta(t - \tau^{(i,k)}) \]

\[ \times \delta(\phi_{Tx} - \Phi^{(i,k)}_{Tx}) \delta(\theta_{Tx} - \Theta^{(i,k)}_{Tx}) \]

\[ \times \delta(\phi_{Rx} - \Phi^{(i,k)}_{Rx}) \delta(\theta_{Rx} - \Theta^{(i,k)}_{Rx}) \] (2.2)

where \( \delta \) is the Dirac function, \( T^{(i)}_x, \Phi^{(i)}_{Tx}, \Theta^{(i)}_{Tx}, \Phi^{(i,k)}_{Rx}, \Theta^{(i,k)}_{Rx} \) are the time and angles for the \( i^{th} \) cluster. \( \alpha^{(i,k)} \) is the amplitude of the \( k^{th} \) ray of the \( i^{th} \) cluster. \( \tau^{(i,k)} \), \( \Phi^{(i,k)}_{Tx} \), \( \Theta^{(i,k)}_{Tx} \), \( \Phi^{(i,k)}_{Rx} \), \( \Theta^{(i,k)}_{Rx} \) present the \( k^{th} \) ray of the \( i^{th} \) cluster’s time and angles. Some contribution in this general formulation may be neglected if some assumptions are done [27, 28].

For example, using high gain antenna, which is a good solution for Line Of Sight (LOS) scenarios, can reduce the delay spread of the radio channel [29]. But in the case of Non Line Of Sight (NLOS) situations, antenna arrays and beamsteering techniques should be used in order to obtain a robust communication. Using circular polarization over linear polarization [30] is another way to decrease the multi-path effects. Recently, many channel measurements and modeling effort have been done at 60 GHz [27, 28].

2.2.1.2 Material impact

The path loss and transmission loss for many materials are significantly higher at 60 GHz compared to lower frequencies [31, 32, 33]. These higher path loss and transmission loss limit the use of 60 GHz for short range communication. Consequently, high gain antennas, relays and repeaters are required in order to have wider indoor coverage.

Hence, in order to dimension in a proper way a 60 GHz communication system, material penetration characteristics are an important factor to consider a realistic propagation channel. At millimeter-wave frequencies, wave penetration is defined mostly by the permittivity of the materials, because of the fact that most objects are large compared to the wavelength. In addition, the relative permittivity of a material determines the reflection and transmission coefficients of the wave impinging on that material. Thus permittivity for different materials at 60 GHz are presented in Table 2.1 [5, 34, 35]. To determine absorption related to these materials, let’s consider a plane wave that can be written as:
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<table>
<thead>
<tr>
<th>Material</th>
<th>Relative permittivity ($\epsilon_r$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acrylic Glass</td>
<td>2.5298-j2.5298</td>
</tr>
<tr>
<td>Chipboard</td>
<td>2.8556-j0.1586</td>
</tr>
<tr>
<td>Concrete</td>
<td>6.132-j0.3014</td>
</tr>
<tr>
<td>Glass</td>
<td>5.2839-j0.2538</td>
</tr>
<tr>
<td>Plasterboard</td>
<td>2.8096-j0.0461</td>
</tr>
<tr>
<td>Wood</td>
<td>1.5761-j0.0962</td>
</tr>
<tr>
<td>Human Body</td>
<td>7.98-j10.9</td>
</tr>
</tbody>
</table>

Table 2.1: Materials permittivity at 60 GHz.

$$E(\vec{r}) = E_0 e^{-j\vec{k}.\vec{r}} \quad (2.3)$$

with the propagation constant: $k = \omega \sqrt{\mu \epsilon}$ or $k = \omega \sqrt{\mu_0 \epsilon_0 \epsilon_r}$, in the case of non-magnetic materials. $\epsilon_r$ represents the complex relative permittivity of the medium where the wave is propagating. If $\alpha$ is the attenuation constant, we have then [34]:

$$\alpha = \Re(jk) = \omega \sqrt{\frac{\mu_0 \epsilon'_0}{2}} \left( \sqrt{1 + \left( \frac{\epsilon''}{\epsilon'} \right)^2} - 1 \right)^{1/2} \quad (2.4)$$

where $\epsilon' = \Re(\epsilon_0 \epsilon_r)$ and $\epsilon'' = \Im(\epsilon_0 \epsilon_r)$. $\alpha$ is in $Np/m$. To compare the attenuation involved by the different materials in Table 2.1, we express the attenuation in $dB/cm$ with:

$$att_{[dB/cm]} = 20 \cdot \alpha \cdot r \cdot \log(e) \quad (2.5)$$

where r is consequently equal to 1 cm.

Absorption results are given in Table 2.2 for classical materials found in a typical room. It can easily be observed that a 60 GHz wave will never propagate through a human body because of the severe attenuation. The absorption appears to be less strong in plasterboard. However, in addition to absorption involved in lossy materials, reflections have to be taken into account as well. In fact, a wall, for instance, obstructs a wave because it exhibits losses but also because part of the power is directly reflected at the wall-air interface. These reflections, as it will be shown, avoid communication between adjacent rooms at 60 GHz. However, it can allow a transmission in NLOS situations (in the case of an obstruction by a person for example) by taking benefits of strong multipaths. The reflection coefficient $\Gamma$ on a plane interface can be expressed at normal incidence by [34]:

$$\Gamma = \frac{\eta_2 - \eta_1}{\eta_2 + \eta_1} \quad (2.6)$$
Table 2.2: Classical material’s absorption, reflection and transmission.

| Material      | Absorption [dB/cm] | Reflection $|\Gamma|^2$ at normal incident [dB] | Transmission $|T|^2$ at normal incident [dB] |
|---------------|--------------------|---------------------------------|-------------------------------------------|
| Concrete      | 6.64               | 0.18                            | -7.43                                      |
| Glass         | 6.03               | 0.15                            | -8.08                                      |
| Plasterboard  | 1.50               | 0.06                            | -11.94                                     |
| Wood          | 4.18               | 0.01                            | -18.81                                     |
| Body          | 181                | 0.37                            | -4.23                                      |

where $\eta_1$ and $\eta_2$ are the intrinsic impedance of the first and second medium respectively, as shown in Figure 2.2. In our case, we have: $\eta_1 = \eta_0 = \sqrt{\mu_0 \epsilon_0}$ for the air (with $\mu_0$ the free space permeability and $\epsilon_0$ the free space permittivity) and $\eta_2 = \sqrt{\frac{\mu_0}{\epsilon_r}}$ for non magnetic materials under consideration whose relative permittivity is $\epsilon_r$ (i.e. walls, body...). The power transmission coefficient is then given by:

$$|T|^2 = 1 + |\Gamma|^2$$  \hspace{1cm} (2.7)

Power reflection coefficient $|\Gamma|^2$ and power transmission coefficient $|T|^2$ have been calculated for different materials whose properties are reported in Table 2.1 and are given in Table 2.2. It can be observed that wood exhibits low reflection and high transmission. However, because of its quite severe absorption (4.18 dB/cm), 60 GHz signal will not likely be transmitted through it. The human body and concrete exhibit highest reflection.

Simply considering reflection at normal incidence shows that NLOS situations are going to be experienced quite often at 60 GHz. To give an even more realistic overview of the reflections that EM waves will undergo, reflection coefficients are now calculated for oblique incidences. In this case, one have to define polarizations for incident waves, namely Transverse Electric (TE) polarization (horizontal) and Transverse Magnetic (TM) polarization (vertical). Orientation of electric and magnetic fields for both polarizations can be seen in Figure 2.2 and Figure 2.3 respectively.

For TE and TM modes, reflection coefficient can be expressed using the lossy media Snell’s law:

$$\Gamma_{TE} = \frac{\eta_2 \cos(\theta_i) - \eta_1 \cos(\theta_t)}{\eta_2 \cos(\theta_i) + \eta_1 \cos(\theta_t)}$$ \hspace{1cm} (2.8)

$$\Gamma_{TM} = \frac{-\eta_1 \cos(\theta_i) + \eta_2 \cos(\theta_t)}{\eta_1 \cos(\theta_i) + \eta_2 \cos(\theta_t)}$$ \hspace{1cm} (2.9)
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Figure 2.2: TE mode.

Figure 2.3: TM mode.
where \( \theta_i \) is the incident angle of the incoming wave and \( \theta_t \) the reflection angle of the transmitted wave, as seen in Figure 2.2 and Figure 2.3. From the Snell’s law of refraction, we know that:

\[
\sin(\theta_t) = \frac{k_1}{k_2} \sin(\theta_i) \quad (2.10)
\]

where \( k_1 = k_0 \) is the propagation constant in the air and \( k_2 \) in the material. This last equation can also be written as:

\[
\cos(\theta_t) = \sqrt{1 - \frac{k_1^2}{k_2^2} \sin^2(\theta_i)} \quad (2.11)
\]

and thus \( \Gamma_{TE} \) and \( \Gamma_{TM} \) can be calculated. Power reflection coefficient results are shown in Figure 2.4 and Figure 2.5, for TE and TM polarizations respectively.

It is worth noticing that the normal incidence case is not a singularity and that for higher conductivity materials, the reflection is pretty large. Except for wood, large amount of power is reflected and thereby not transmitted through considered materials. In TM polarization however, there exists an angle about which waves are penetrating materials. But even at this angle, there is few chance that a signal can be transmitted from one room to another. Indeed, transmitted waves will undergo propagation losses through the wall that are quite severe (see Table 2.2).

Furthermore, in our approach, we did consider only one air-wall interface whereas a second wall-air interface exists on the opposite side of the wall, thereby introducing even
more reflection and also possibility that some of the power remains contained within the wall itself (like in Fabry-Perot cavity for instance).

In conclusion, we have shown the great influence of obstacle’s reflections at 60 GHz. Although this forbids between-rooms-communication, walls, ceiling and floor high reflectivity can be used by a wireless link in order to ”bypass” an obstacle such as a person thanks to a strong NLOS multipath.

2.2.2 Technological aspects

Since the release of 60 GHz unlicensed bandwidth by the FCC and worldwide efforts to provide and develop standards and specifications in order to use this bandwidth for various applications, progress has been made concerning the design and realization of integrated 60 GHz circuits and radio systems. Progress in the areas of antennas design and integration, circuit components such as power amplifiers (PAs), low noise amplifiers (LNAs), voltage controlled oscillators (VCOs), mixers and analog to digital converters (ADCs), millimeter-wave channel characterization and beamforming techniques, makes the use of this bandwidth possible.

2.2.2.1 Integrated circuit technology and RF 60 GHz components

A demand for high-speed wireless connections and recent progress in silicon-based technologies have driven the development of wireless local area networks (WLANs) standards
operating at 60 GHz such as WiGig [14, 36]. Such applications require a low-cost and low-power implementation, which leads to implement system-on-chip for the transceivers and use of advanced CMOS nodes.

The choice of integrated circuit (IC) technology depends on:

- **Implementation aspects:**
  Issues such as power consumption, efficiency, dynamic range, linearity requirements are among implementation aspects.

- **System requirements:**
  Issues such as transmission data rate, modulation scheme, cost and size, transmit power, bandwidth are related to system requirements.

At mm-wave, there are three competing IC technologies:

- **Gallium Arsenide (GaAs) and Indium Phosphide (InP) technology:**
  GaAs technology offers low noise, fast and high gain implementation but suffers from poor integration and expensive implementation.

- **Silicon Germanium (SiGe) technology such as Heterojunction Bipolar Transistor (HBT) and Bipolar junction transistor and CMOS (BiCMOS):**
  SiGe technology allows low noise, fast and high gain implementation and is a cheaper alternative to the GaAs.

- **Silicon technology such as CMOS and BiCMOS:**
  CMOS technology performance is not remarkable considering gain and noise and linearity but it provides cheaper product with a high degree of integration [2].

None of these technologies can meet all the implementation challenges and system requirements mentioned above at the same time. However, it should be considered that the size and cost are the key factors regarding mass deployment and market exploitation. Considering this point of view, CMOS technology is the leading candidate among the others. Recent progress make it possible to obtain thinner CMOS technology such as 28 nm compare to 130 nm in past years [36, 37].

The 5 mm wavelength of 60 GHz allows integration of analog and microwave components and obtaining monolithic microwave integrated circuits (MMICs) onto a single chip or package. CMOS processes have also reached transition frequencies of hundreds of gigahertz [38]. Hence, the performance of 60 GHz system is improved by using multi-chip solutions and mixed signal equalization [39, 40].

In next sections, considering wireless radio systems, the most important RF components such as LNA, PA, mixer and oscillator are explored in more details.

**Low Noise Amplifier (LNA)**

Performance of 60 GHz radio systems depends significantly on low-noise figure and
Table 2.3: Examples of features of 60 GHz band LNA using CMOS technology.

<table>
<thead>
<tr>
<th>Frequency (GHz)</th>
<th>3 dB BW (GHz)</th>
<th>Gain (dB)</th>
<th>NF (dB)</th>
<th>CMOS technology (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>60</td>
<td>12.5</td>
<td>11.4</td>
<td>3.88 (at 55.5 GHz)</td>
<td>90</td>
</tr>
<tr>
<td>60</td>
<td>12</td>
<td>8</td>
<td>4.5 (at 60 GHz)</td>
<td>65</td>
</tr>
<tr>
<td>64</td>
<td>8</td>
<td>15.5</td>
<td>6.5 (at 64 GHz)</td>
<td>90</td>
</tr>
</tbody>
</table>

high gain and linearity at the receiver which is related to RF LNAs. Considering semiconductor process, voltage, and temperature variations, LNA should be designed to provide stable performance. This is more difficult in mm-wave systems due to the need for more stages to achieve needed gain, and greater variations in device parameters [39, 40]. As shown in Table 2.3, some examples in design of LNAs are illustrated regarding frequency, 3 dB bandwidth, gain, noise figure and CMOS technology [41].

**Power Amplifier (PA)**

The transmitter’s PA is a key function to establish the link budget and the power requirements (and hence battery life) at 60 GHz communication systems. Reasonable linearity for the specific used modulation scheme, and adequate efficiency and output power for long battery life must be taken in consideration in a 60 GHz PA design. Achieving these characteristics is a challenging task due the large dynamic ranges required for certain modulation schemes such as orthogonal frequency division multiplexing (OFDM) to the low-voltage supplies of modern CMOS.

According to the standards, 60 GHz devices are considering both OFDM and single-carrier frequency domain equalization (SC-FDE) modulation. The linearity requirements for PA are due to the peak-to-average power (PAPR) ratio of the particular chosen modulation. Smaller PAPR in single carrier modulation implies a less linear PA. Using Doherty architecture, envelope tracking, self biasing (which also can improve device lifetime), and power combining are among the solutions proposed in literature to improve the linearity requirements of a PA [42, 43, 44, 45]. As shown in Table 2.4, some examples of PA designs are illustrated regarding technology, gain, saturation power, 1dB compression point and power-added efficiency [36].

**Mixer**

Mixers are used to up-convert or down-convert the base-band signals in radio transceivers, respectively in Tx and Rx. They may be active or passive. Active mixers modulate transconductance which provides a conversion gain through transistors that serve as amplifying elements while passive mixers modulate a switch resistance and re-
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<table>
<thead>
<tr>
<th>Gain (dB)</th>
<th>$P_{sat}$ (dBm)</th>
<th>$OCP_{dB}$ (dBm)</th>
<th>Peak PAE %</th>
<th>CMOS technology (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>15.3</td>
<td>12.5</td>
<td>14.8</td>
<td>12</td>
<td>28</td>
</tr>
<tr>
<td>24.5</td>
<td>16.5</td>
<td>8</td>
<td>11.7</td>
<td>28</td>
</tr>
<tr>
<td>10</td>
<td>12.5</td>
<td>20.6</td>
<td>-</td>
<td>32</td>
</tr>
<tr>
<td>21.2</td>
<td>17.4</td>
<td>15.5</td>
<td>14</td>
<td>40</td>
</tr>
<tr>
<td>22</td>
<td>10.5</td>
<td>15.5</td>
<td>10.2</td>
<td>40</td>
</tr>
</tbody>
</table>

Table 2.4: Examples of 60 GHz PA features using CMOS technology.

<table>
<thead>
<tr>
<th>RF freq (GHz)</th>
<th>IF freq (GHz)</th>
<th>CG (dB)</th>
<th>RF BW (GHz)</th>
<th>CMOS technology (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>57-66</td>
<td>10-14</td>
<td>14</td>
<td>&gt; 9</td>
<td>65</td>
</tr>
<tr>
<td>58-66</td>
<td>4</td>
<td>5</td>
<td>8</td>
<td>120</td>
</tr>
<tr>
<td>58.3-62.5</td>
<td>0-3</td>
<td>-4.1</td>
<td>6</td>
<td>65</td>
</tr>
<tr>
<td>57.1-63.3</td>
<td>0.1</td>
<td>4.5</td>
<td>6.2</td>
<td>90</td>
</tr>
<tr>
<td>59-65</td>
<td>0.1</td>
<td>4</td>
<td>6</td>
<td>130</td>
</tr>
</tbody>
</table>

Table 2.5: Examples of 60 GHz mixer using CMOS technology.

 résultats in conversion losses by using diodes or non amplifying transistors as simple switches. At 60 GHz, passive mixers are easier to implement compared to active mixers. Passive mixers have lower power consumption and higher linear performance [46, 47, 48]. In Table 2.5, some examples of designs of mixers are illustrated regarding different important parameters [49].

**Oscillator**

One of the fundamental building block of most wireless systems is the VCO which provides stable frequency sources for Tx and Rx. In order to cover the entire bandwidth available about 60 GHz, very large absolute and relative tuning ranges should be considered in the design phase [50]. At 60 GHz transistors operate closer to the maximum frequency of oscillation in CMOS which results in lower LO power [46]. As shown in Table 2.6, some examples in VCO designs are illustrated regarding different main parameters [51].

Regarding all the progress in technological aspects mentioned above, in Table 2.7, some recent fabricated 60 GHz transceivers, are presented [52].
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<table>
<thead>
<tr>
<th>$f_{\text{min}}$ (GHz)</th>
<th>$f_{\text{max}}$ (GHz)</th>
<th>TR [GHz]/[%]</th>
<th>Num of VCOs</th>
<th>PN@1MHz [dBc]/[Hz]</th>
<th>Supply [V]</th>
<th>Power [mW]</th>
<th>FoM [dBc]</th>
<th>FoM T [dBc]</th>
<th>Area [mm$^2$]</th>
<th>CMOS tech (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>48.8</td>
<td>62.3</td>
<td>13.5/24.3</td>
<td>1</td>
<td>-96</td>
<td>1.2</td>
<td>30.0</td>
<td>176</td>
<td>184</td>
<td>0.11</td>
<td>65</td>
</tr>
<tr>
<td>54.0</td>
<td>61.0</td>
<td>7.0/12.2</td>
<td>1</td>
<td>-85</td>
<td>1.2</td>
<td>14.9</td>
<td>170</td>
<td>172</td>
<td>0.25</td>
<td>65</td>
</tr>
<tr>
<td>57.1</td>
<td>66.1</td>
<td>9.0/14.6</td>
<td>2</td>
<td>-75</td>
<td>1.1</td>
<td>26.5</td>
<td>157</td>
<td>160</td>
<td>0.018</td>
<td>45</td>
</tr>
<tr>
<td>63.0</td>
<td>81.0</td>
<td>16.0/22.2</td>
<td>2</td>
<td>-89</td>
<td>1.1</td>
<td>21.0</td>
<td>178</td>
<td>184</td>
<td>0.013</td>
<td>40</td>
</tr>
<tr>
<td>56.0</td>
<td>60.4</td>
<td>4.4/7.4</td>
<td>1</td>
<td>-97</td>
<td>1.0</td>
<td>22.0</td>
<td>179</td>
<td>176</td>
<td>0.075</td>
<td>65</td>
</tr>
<tr>
<td>43.7</td>
<td>51.7</td>
<td>8.0/16.8</td>
<td>1</td>
<td>-85</td>
<td>1.0</td>
<td>32.0</td>
<td>166</td>
<td>170</td>
<td>-</td>
<td>90</td>
</tr>
<tr>
<td>3.2</td>
<td>7.3</td>
<td>4.1/69</td>
<td>1</td>
<td>-114</td>
<td>1.2</td>
<td>20.0</td>
<td>177</td>
<td>193</td>
<td>0.27</td>
<td>65</td>
</tr>
</tbody>
</table>

Table 2.6: Examples of 60 GHz VCO using CMOS technology.

### 2.2.2.2 Antenna

Many criteria should be considered for antenna designing at 60 GHz. Requirements of being low cost, small in size, light in weight, and high gain should be considered. Furthermore, 60 GHz antennas require an almost constant gain and high efficiency over a 5 GHz bandwidth. Integrating and combining antennas directly on chip is another issue to be taken into consideration. Using on-chip antennas offers the possibility of removal all connections between RF circuits and the antenna, which leads to obtain cost reduction and flexibility in circuit design [53, 54, 55].

To reach a similar gain with in-package antenna gains, on-chip antennas should benefit from techniques like electromagnetic band-gap structures, frequency selective surfaces, and meta-materials [56, 57]. To overcome the lossy ground of on-chip antenna, rhombic antenna can be utilized. For arrays, smaller antennas, such as the dipole and Yagi are suggested [58]. For long-range WPAN applications (more than 10 m) and also for outdoor mm-wave backhaul and future cellular systems, high directive antenna arrays should be used [59].

In addition, phased antenna arrays or high gain steerable antenna array that can be integrated into the RF front-end electronics are required to deal with the multi-path effects specially in NLOS scenarios. In switched beam arrays, the main beam selects one of a set of predefined orientation and are well-suited to mitigate some 60 Ghz challenges like: interconnect effects, low-output-power amplifiers, and high-noise-figure components [60, 61].
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Table 2.7: Comparison of recent fabricated 60 GHz transceivers.

<table>
<thead>
<tr>
<th>TX Data Rate</th>
<th>TX EVM</th>
<th>TX Power</th>
<th>RX gain</th>
<th>RX BB bandwidth</th>
<th>RX NF</th>
<th>RX input power</th>
<th>RX Error Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.8 Gb/s (OFDM-16QAM)</td>
<td>-20.7 dB</td>
<td>&gt;16 dBm</td>
<td>N/A</td>
<td>0.85 GHz</td>
<td>4.5-5.5 dB (stand-alone LNA)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>2 Gb/s (OFDM-QPSK)</td>
<td>N/A</td>
<td>6 dBm</td>
<td>35 dB</td>
<td>N/A</td>
<td>14 dB</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>7 Gb/s (16QAM)</td>
<td>&lt;17 dB (TX-RX)</td>
<td>10.2 dBm (P_{1dB})</td>
<td>30 dB</td>
<td>0.95 GHz</td>
<td>5.5 dB</td>
<td>-45 dBm</td>
<td>N/A</td>
</tr>
<tr>
<td>2.5 Gb/s (8/2-QPSK)</td>
<td>-22 dB</td>
<td>8.5 dBm</td>
<td>N/A</td>
<td>N/A</td>
<td>7.1 dB</td>
<td>-78 dBm</td>
<td>N/A</td>
</tr>
<tr>
<td>2 Gb/s (QPSK)</td>
<td>N/A</td>
<td>10-12 dBm (P_{1dB})</td>
<td>38-40 dB</td>
<td>N/A</td>
<td>5-6.7 dB</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>4 Gb/s (16QAM)</td>
<td>-20.2 dB (TX-RX)</td>
<td>5.3 dBm (P_{1dB})</td>
<td>42 dB</td>
<td>1.9 GHz</td>
<td>5-5.7 dB</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>5 Gb/s (QPSK)</td>
<td>-21.9 dB</td>
<td>6.4 dBm</td>
<td>54 dB</td>
<td>2.5 GHz</td>
<td>6.1 dB (59.5 GHz)</td>
<td>-52 dBm</td>
<td>&lt;8^\varphi (5 Gb/s)</td>
</tr>
</tbody>
</table>

Phase arrays that sweep continuously the main beam are more expensive but, compare to switched beam arrays, have the advantage of being more powerful and flexible.

### 2.2.3 Modulation schemes and MAC protocols

For 60 GHz radio, the choice of modulation scheme relies on:
- the propagation channel
- the use of high gain antenna/antenna array
- the limitations imposed by the RF technology [39-46]

It should be noticed that, although simple modulation schemes such as single carrier (SC) can be used to meet some hardware constraints, they exhibit significantly less spectral efficiency. Hence, to find a robust and permanent solution, these simpler modulation techniques are not the best choice. For frequency selective channels with high multi-path effects, an OFDM is a better choice since it can mitigate the multi-path effects by providing flat fading smaller bandwidths. It is done by dividing the high-rate stream into a set of parallel lower rate sub-streams. Furthermore, using OFDM decreases the complexity of the system for multi-giga-bits systems by simplifying the equalization process. OFDM is also well suited at 60 GHz regarding its ability to decrease ISI (Inter Symbol Interference) effects. But it is sensible to phase noise from inter subcarrier interference (ICI) and requires large PAPRs.

SC provides lower PAPR, less sensitivity to phase noise and is not transmitted in the frequency domain. Furthermore, SC is cheaper because of requiring lower resolution in analog-to-digital converters.
OFDM may still provide better overall performance in highly frequency selective channels and, continuous phase modulation strategies have also been considered to mitigate the nonlinearity of power amplifiers (using cyclic prefix, pilot training structure) [62, 63].

In Table 2.8 the modulation schemes for IEEE 802.11.ad standard are illustrated.

<table>
<thead>
<tr>
<th>Control (CPHY)</th>
<th>Modulation</th>
<th>Raw Bit Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shortened 3/4 LDPC, 32x Spreading</td>
<td>π/2-DBPSK</td>
<td>27.5 Mbps</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Single Carrier (SCPHY)</th>
<th>Modulation</th>
<th>Raw Bit Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2 LDPC, 2x repetition</td>
<td>π/2-BPSK</td>
<td>385 Mbps</td>
</tr>
<tr>
<td>1/2 LDPC</td>
<td>π/2-QPSK</td>
<td>to</td>
</tr>
<tr>
<td>5/8 LDPC</td>
<td>π/2-16QAM</td>
<td>4620 Mbps</td>
</tr>
<tr>
<td>3/4 LDPC</td>
<td>π/2-16QAM</td>
<td>to</td>
</tr>
<tr>
<td>13/16 LDPC</td>
<td>π/2-16QAM</td>
<td>to</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Orthogonal Frequency Division Multiplex (OFDMPHY)</th>
<th>Modulation</th>
<th>Raw Bit Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2 LDPC</td>
<td>OFDM-QPSK</td>
<td>693 Mbps</td>
</tr>
<tr>
<td>5/8 LDPC</td>
<td>OFDM-QPSK (BCDM)</td>
<td>to</td>
</tr>
<tr>
<td>3/4 LDPC</td>
<td>OFDM-16QAM</td>
<td>6756.75 Mbps</td>
</tr>
<tr>
<td>13/16 LDPC</td>
<td>OFDM-64QAM</td>
<td>to</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Low-Power Single Carrier (LPSCPHY)</th>
<th>Modulation</th>
<th>Raw Bit Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>RS(224,208) + Block Code(16/12/9/8,8)</td>
<td>π/2-BPSK</td>
<td>625.6 Mbps</td>
</tr>
<tr>
<td></td>
<td>π/2-QPSK</td>
<td>to</td>
</tr>
<tr>
<td></td>
<td>π/2-QPSK</td>
<td>2563 Mbps</td>
</tr>
</tbody>
</table>

Table 2.8: Modulation schemes for IEEE 802.11.ad.

### 2.2.4 Standards

After the establishment of an unlicensed band at 60 GHz by US Federal Communications Commission (FCC), different frequency allocations and standards have been considered for this bandwidth by other regulatory organizations around the word. Currently, there are many standardization and commercialization efforts underway for 60 GHz networks by different engineering organizations. IEEE 802.15.3c, WirelessHD, IEEE 802.11ad, the WiGig standard, and ECMA 387 are among current standards which target 60 Ghz systems [5, 6, 64, 65]. In next sections, the progress of these standardization efforts are explored in details.
2.2.4.1 WirelessHD standards

In April 2006, the WirelessHD Consortium was founded to develop the WirelessHD standard in order to create wireless video area networks (WVANs). The consortium was founded by SiBEAM Inc, a spin of company from University of California, in collaboration with many other companies such as Mediatek, Intel, Samsung Electronics, Co., Ltd, Sony Corporation. WVANs were supposed to stream either compressed or uncompressed high quality audio and video for products such as computer and portable devices. Thus, the WirelessHD specification defines a system for short-range high data rate 60 GHz ad-hoc wireless communication networks dedicated to high-definition multimedia data [5].

The WirelessHD specification defines a physical layer capable of short range (10 m) communications with high speed data rates up to 7.139 Gbps. The frequency band used in this standard is between 57 GHz and 64 GHz (2.5 GHz bandwidth for each channel). It should be mentioned that, by using a 4*4 MIMO system benefiting from spatial multiplexing, four times of the later data rate (28.552 Gbps) can be obtained. Three different physical layer are considered for the ad-hoc network: Low Rate PHY (LRP), Medium Rate PHY (MRP) or High Rate PHY (HRP). LRP uses OFDM with BPSK modulation and offers a maximum datarate of 40 Mbps while HRP uses QPSK, 16 QAM and 64 QAM modulations and offers a maximum datarate of 7 Gbps. Time Division Multiple access (TDMA) modulation piloted by protocol layer is defined for all these three physical layers which share a common frequency channel. The data is transmitted using OFDM modulation with a preamble dedicated for synchronization. For NLOS operation, beam-steering is used in all physical layers. Beam-steering in radio systems is accomplished by altering the RF signals’ relative phases or by switching the antenna elements [5, 6].

The WirelessHD Consortium is actively promoting WirelessHD technology, but recently there is a general shift of focus in the industry towards IEEE 802.11ad.

2.2.4.2 IEEE 802.15.3c-2009 standard

Standards for Wireless Personal Area Networks (WPAN) is developed by IEEE 802.15 working group. Among the IEEE 802.15 standards family, IEEE 802.15.3c-2009 standard is developed in 2009 for millimeter-wave-based high data rate (more than 20 Mbps) WPANS. IEEE 802.15.3c-2009 shares many similarities with the WirelessHD standard and defines an alternative physical layer (PHY) and medium access layer (MAC) specification. It supports data rates about 5 Gb/s and includes three distinct PHYs [5, 6, 65]:

- Single carrier (SC) mode:
  Using PSK/QAM modulation, SC mode is tasked to trade reduced peak data rates for improved peak/average power ratios. The SC mode is thus considered to be a
better fit for low power and complexity systems which typically participates in a PAN (phones, MP3 players etc.).

- High speed interface (HSI) mode:
  Using OFDM for low latency bidirectional data transfer, HSI mode can be used for applications requiring high speed communication.

- Audio/visual (AV) mode:
  For multi-path environment, the OFDM-based AV mode performs better and so can offer greater range than SC-based modes, albeit at the expense of power consumption. It is used for uncompressed HD audio and video streaming. In this specification, the AV mode is exactly the same as the HRP PHY in WirelessHD although the MAC layer is different between the two specifications.

  It should be mentioned that by using beamforming techniques it is possible to increase the range of communication. No commercially available equipment employs this standard yet.

2.2.4.3 ECMA 387

ECMA International is an association for the purpose of preparing and developing standards related the fields of ICT and electronics. The ECMA 387 standard defines specifications to facilitate bulk and streaming data transfer for three device types:

- High-end video/audio streaming devices:
  For communication up to 10 meters considering both LOS or NLOS links.

- Economical data/video devices:
  For communication up to 3 meters, considering only the LOS operation.

- Very inexpensive data-only devices:
  For a 1-m range LOS communication operation.

Four frequency channels are defined in this standard, each with a bandwidth of 2.16 GHz and a symbol rate of 1.78 Gs/s [66]. The goal is to support bit rates up to 10 Gb/s. In the case which higher data rates are required, the possibility of channel aggregation is also predicted in ECMA 387 specifications. Also, the possibility of using the 60 GHz wireless device as an intermediate network node between source and sink is taken into consideration in the standard to provide a structure adapted to high definition media interface protocol adaptation layer (HDMI PA). No commercially available equipment employs this standard yet.
2.2.4.4 WiGig and IEEE 802.11ad

In April 2009, the Wireless Gigabit Alliance (WGA) was founded to define specifications for transmission of data, audio and video in the millimeter-wave frequency band considering both LOS and NLOS environments. The WiGig alliance has cooperated closely with the IEEE 802.11ad technical group which develops standards for Wireless Local Area Networks (WLAN). The two groups merged into a single standard. In December 2012, the Wi-Fi Alliance and WGA planed to consolidate activity in Wi-Fi Alliance. The final standard is part of the emerging array of 4G cellular technologies, and support short-range (1m - 10m) 60 GHz wireless communication of data over an ad-hoc network at data rates up to 6.75 Gbps. It also supports switching between the 2.4 GHz, 5 GHz and 60 GHz bands. Provisions for beam steering are also included, in order to deal with 60 GHz propagations path loss [5, 6, 67]. Other protocol adaptations will be conducted by Wi-Fi Alliance in collaboration with other organizations such as VESA, PCI-SIG and USB-IF.

The IEEE 802.11ad-2012 DMG PHY supports three distinct modulation methods:
- Spread-spectrum modulation
- Single carrier (SC) modulation for low power
- Orthogonal Frequency Division Multiplex (OFDM) modulation (the OFDM PHY)

Although, OFDM modulation has a large peak to average power ratio (PAPR) compared to single-carrier modulation, it has a great advantage regarding energy per bit and is robust to multi-path environment. These two factors are really important considering the throughput. As mentioned in last chapter, in this research work, high data rate communication are investigated, thus, the OFDM PHY of IEEE 802.11ad-2012 is more relevant to our work. The OFDM considered in this standard is based on a 512-point FFT (Fast Fourier Transform) with 336 data carriers, and 16 fixed pilot tones. The individual OFDM carrier modulation may be SQPSK, QPSK, 16 QAM or 64 QAM. The cyclic prefix is fixed at 25 percent of the symbol period. With the support of WiFi alliance, IEEE 802.11ad is currently the most noticed standard regarding companies which product devices in 60 GHz unlicensed band. Thus, in this research work the theory, simulation and measurements are done considering the main characteristics of this standard (regarding the bandwidth and modulation) [5, 6, 67].

Currently, it seems that IEEE 802.11ad will become the most widely deployed 60 GHz technology. In spite of being pioneer of the commercialization of 60 GHz band, WirelessHD technology, may let its place to IEEE 802.11ad. Nevertheless, WirelessHD technology may endure in some high-performance niche applications.

In Table.2.9 these mentioned standards for 60 GHz communications are compared to each other regarding bandwidth, data rate, and range.
Table 2.9: Comparison of standards of wireless communication.

<table>
<thead>
<tr>
<th>Standard</th>
<th>Bandwidth (GHz)</th>
<th>Data rate (Gbps)</th>
<th>Range (m)</th>
<th>Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>WirelessHD</td>
<td>57-64 (2.5)</td>
<td>7.138-28.552</td>
<td>10</td>
<td>Beamforming, MIMO</td>
</tr>
<tr>
<td>IEEE 802.15.3</td>
<td>57-64 (2.5)</td>
<td>7.138-28.552</td>
<td>10</td>
<td>Beamforming, MIMO</td>
</tr>
<tr>
<td>ECMA 387</td>
<td>57-66 (4*2.16)</td>
<td>6.35</td>
<td>10</td>
<td>-</td>
</tr>
<tr>
<td>IEEE 802.11.ad</td>
<td>2.4, 5, 60 (2.16)</td>
<td>6.75</td>
<td>10</td>
<td>Beamforming, MIMO, Tri band</td>
</tr>
</tbody>
</table>

2.2.5 Conclusion

In order to provide the requirements of recent and also future high data rate applications, 60 GHz wireless networks must deliver, with high energy efficiency and reliability at a low cost, Gb/s data rates. Several ongoing challenges, including channel consideration, design of low cost on-chip antennas and arrays, high-performance RF components in CMOS technology, choosing the efficient modulation techniques and well suited MAC protocols that are suitable for frequency selective channel at 60 GHz were surveyed. Thanks to the recent progresses in each criteria mentioned above and development of different standards and efforts to commercialize 60 GHz products, nowadays it is possible to expect using 60 GHz technology in tremendous variety of indoor and outdoor applications. In next section, techniques and metrics of localization for wide-band wireless indoor networks are presented.

2.3 Indoor positioning methods

Wireless indoor positioning systems have become very popular in recent years and have been used in applications such as asset tracking, self-organizing sensor network and location sensitive billing. There exist mainly three typical location estimations: triangulation, scene analysis and proximity. In this section, different existing methods of localization considering important performance characteristics like accuracy, complexity and cost are compared. The process of determining a location may be called location sensing, geolocation, position location, or radio-location, if it uses wireless technologies. Different applications require different types of location positioning algorithm, i.e. the method of determining location, making use of various types of metrics such as Time Of Arrival (TOA), Angle Of Arrival (AOA) and Received Signal Strength (RSS). In addition
there are different types of location positioning systems regarding their physical layer and infrastructure. There are four different topologies systems:

- Remote positioning system (mobile signal transmitter, several fixed measuring units, master station).
- Self-positioning (mobile measuring units, several transmitters in known locations).
- Indirect remote positionig. 
  In this case a wireless data link is provided and sends measurement results from a self-positioning measuring reference to the remote side.
- Indirect self-positioning. 
  In this case, a remote positioning side sends measurement results to a mobile reference via a wireless data link.

Depending on the type of measurements available, computing inverse problem, i.e. finding the location from the measured data, is usually done by triangulation using two different techniques:

- Angulation.
  Angulation locates an object by computing angles relative to multiple reference points. Angle of arrival (AOA) method is in this category.
- Lateration.
  Lateration estimates the position of an object by measuring its distances from multiple reference points. So, it is also called range measurement technique. RSS, TOA and Time Difference Of Arrival (TDOA) are in this category [68, 69, 70].

In next parts, both measurements based on angle and distance are explored in details.

### 2.3.1 Angle related measurements

Angle Of Arrival measurements can be divided in two main categories:

#### 2.3.1.1 Method utilizing receiver antenna’s amplitude response

This category is based on the reception pattern of an antenna. Practically, the beam of the receiver antenna is rotated and the direction of the transmitter corresponds to the maximum obtained signal strength. A typical beam of antenna is presented in Figure 2.6. If the transmitted signal is not stable in terms of power, then a non rotating antenna or at least two stationary antennas with known anisotropic antenna patterns should be added to the system in order to calibrate out the variations regarding the transmitter signal power variation. In this way, the receiver is able to differentiate the signal strength variation caused by the anisotropy in the reception pattern from transmitter signal vari-
Such techniques are used in marine radio navigation, avalanche rescue, wildlife tracking.

![Antenna beam](image)

**Figure 2.6: Antenna beam.**

### 2.3.1.2 Method utilizing receiver antenna’s phase response

This category of measurement techniques, which is also known as phase interferometry [73], benefits from phase differences in the arrival of a wave front. This method requires an antenna array or a large receiver antenna in each reference device (RD) and determines the direction of arrival of the signal by calculating the difference in received phases between each antenna of the array. As shown in Figure 2.7, an N elements antenna array with a uniform distance \(d\) separation can be used to calculate the bearing of the transmitter. Considering the hypothesis in which the distance between a transmitter and an antenna array is much larger than \(d\), then the distance between two array elements can be calculated approximately by:

\[
R_i = R_0 - id\cos\theta
\]  

(2.12)

Where \(R_0\) and \(R_i\) are respectively the distances between the 0\(^{th}\) and \(i^{th}\) antenna elements and the transmitter, \(d\) is distance between two adjacent antenna elements, and \(\theta\) is the bearing of the transmitter with respect to the antenna array. Then the phase difference \(\phi\) of adjacent antenna elements leads to obtain \(\theta\) according to \(\phi = 2\pi \frac{d\cos\theta}{\lambda}\). For high SNR (signal-to-noise-ratio), this method offers an accurate positioning systems but is very sensitive to multi-path affected environments and does not have good performance since
accuracy of AOA measurements relies on shadowing and antennas directivity [73]. In the case that multi-paths affect the accuracy, using maximum likelihood (ML) algorithms is a solution to reduce errors but requires rigorous stochastic calculations and hence increases the complexity of the system [74, 75, 76, 77]. Another solution for AOA measurement methods is based on subspace-based algorithms. High resolution methods like MUSIC (multiple signal classification) and ESPRIT (estimation of signal parameters by rotational invariance techniques) are among these algorithms [71].

### 2.3.2 Distance related measurements

#### 2.3.2.1 Received Signal Strength (RSS) measurements

This method uses the signal strength at a receiver to estimates the distances between RD and MD [78, 79]. If the transmitted power, $P_t$, is a priori known, then knowing the RSS leads to the distance $d$ between RD and MD, using the Friis equation:

$$RSS(d) = \frac{P_t G_t G_R \lambda^2}{(4\pi)^2 d^2}$$  \hspace{1cm} (2.13)

where, $G_t$ and $G_R$ are respectively the gains of transmitter and receiver antennas and $\lambda$ is the wavelength. The advantage of this technique is the fact that they do not require synchronization and any additional hardware, and do not increase the power consumption and cost. There is a relation between distance and received power, as developed in Friis equation. However, environmental factors, already briefly presented in section 2.1.1, such as reflection, diffraction and scattering should be also considered in a realistic approach.
Based on empirical evidence, random and log-normally distributed random variable with a distance-dependent mean value can model these effects as defined in [80, 81]. Then distance estimation can be done by using ML approaches. Consequently, this technique remains highly environment-dependent and its accuracy is directly related to a priori knowledge of the propagation channel.

### 2.3.2.2 Time Of Arrival (TOA) measurements

The distance from the MD to the RD is directly proportional to the propagation time. Distances between neighboring sensors can be estimated from these propagation time measurements. TOA-based systems use this fact to localize the MD. As shown in Figure 2.8, in order to perform 2-D positioning, TOA measurements have to be made with respect to signals from at least three RD.

![Figure 2.8: TOA positioning method.](image)

One-way propagation time and round-trip propagation time measurements are among TOA measurements. The difference between the sending and receiving time in Tx and Rx are measured in one way propagation time method. This method requires a precise synchronization between Rx and Tx which is a costly task. Generalized cross-correlation method is mostly used to obtain the time delay [71, 82, 83, 84].

In order to avoid this latter fact, round-trip propagation time measurement is proposed which uses two way ranging (TWR) [85, 86]. In round-trip propagation time measurements, the difference between the time when a signal is sent by an RD and the time when the signal returned by the MD is received at the original RD, is measured. The same clock is used to compute the roundtrip propagation time, thus there is no synchronization.
problem. In this case, the major error source is the delay required for handling the signal in the MD. This internal delay could be either known via a calibration, or measured and sent to the RD to be subtracted.

Another way to avoid synchronization problem is to use both RF and ultrasound hardwares [87], benefiting from much smaller speed of sound compare to the speed of light (RF). Use of ultra wide band (UWB) signals is also suggested for time measurements methods to obtain accurate distance estimation [88, 89]. Because of the large bandwidth offered by UWB, its pulse has short duration which leads to achieve a good time resolution.

2.3.2.3 Time Difference of Arrival (TDOA) measurements

The idea of TDOA is to determine the relative position of the mobile receiver by examining the difference in time at which the signal arrives at it from multiple measuring units. As presented in Figure 2.9, multiple reference devices transmit signals to the receiver (mobile device) and the relative position of MD is determined by estimating the TDOA, from which the loci of a constant range difference between two RD (i.e. a hyperbola curve), is obtained.

![Figure 2.9: TDOA positioning method using hyperbolic system.](image)

For each TDOA measurement, the transmitter lies on a hyperboloid with a constant range difference between the two measuring units. The equation of the hyperboloid is given by:

\[
R_{i,j} = \sqrt{(x_i - x)^2 + (y_i - y)^2 + (z_i - z)^2} - \sqrt{(x_j - x)^2 + (y_j - y)^2 + (z_j - z)^2} \quad (2.14)
\]

where \((x_i, y_i, z_i)\) and \((x_j, y_j, z_j)\) represent the fixed transmitter \(i\) and \(j\), and \((x, y, z)\) represent the coordinates of the target. A 2-D target location can be estimated from the
intersections of two (or more) TDOA measurements, as shown in Figure 2.9. Two hyperbolas are formed from TDOA measurements at three fixed measuring units (A, B, and C) to provide an intersection point, which locates the target P.

TDOA can also be estimated from the cross correlation between the signals received at a pair of measuring units. Frequency domain processing techniques are usually used to calculate $\tau$ (TDOA) [71, 73, 90, 91, 92, 93, 94].

TDOA method requires that the measuring units share a precise time reference and reference signals, but does not impose any requirement on the mobile target. Thus the complexity is within the infrastructure and not within the mobile device.

Table 2.10 exhibit TDOA-based commercial solutions’ performance, pointing out that TDOA metric could be well suited for precise indoor applications.

### 2.3.3 Conclusion

To choose a proper positioning method for a specific application, one should notice that the prerequisite information has to be known. For example, in indoor UWB systems, reference devices have a defined position but prior information about mobile device is not available and in many cases, there is no synchronization between RDs and MD. These facts impose the choice of positioning method which are relative time methods, such as TDOA and AOA. It should be noticed that using TDOA and AOA methods simultaneously can improve the accuracy of positioning.

In addition, in this section, different methods of localization are explored: it is mentioned that AOA method offers high accuracy for high SNR at the expense of high complexity, cost and power consumption. Furthermore, it is sensible to multi-path environments. RSS is too sensitive to the environment and thereby does not offer a good accuracy. TOA exhibits a good performance but suffers from synchronization problem between RDs and MD which makes it a costly choice. TDOA has a good accuracy but suffers from synchronization problem between RDs.

In this research work, a localization method is introduced for 60 GHz systems that is
based on TDOA determination because of its well suited advantages in wireless indoor applications [85, 86, 95, 96]. Due to the huge available bandwidth at 60 GHz, the proposed method uses just one RD, so does not require the synchronization of RDs. Therefore, not only this approach benefits from the advantages of TDOA, but also deals with the synchronization problem. All these features are explored in details in next chapter.

2.4 Conclusion

In this chapter, first the 60 GHz state of art is surveyed. It considers the requirements of recent and future high data rate applications, with a focus on technical aspects and standards. It is mentioned that for the HDR indoor application, the most recent and important standard to be considered is IEEE.802.11ad.

Then, in the second part localization methods well suited for indoor applications are explored with a focus on angle and distance related measurements. It is mentioned that among different metrics, TDOA methods offer a good accuracy and can be a good choice regarding high data rate indoor applications.

Thus in this research work, a TDOA-based localization method well suited for 60 GHz HDR systems will be introduced in next chapters. It will be shown that the new proposed method benefits from communication signals to locate the MD.
Chapter 3

New TDOA approach using communication signals

3.1 Introduction

To achieve a green radio communication, focalization of energy is one solution that can lead to decrease the consumption. In addition, different applications for indoor localization have been presented with a focus on TDOA localization techniques, described as an accurate and reasonable option for UWB systems. Therefore in this chapter, we study and propose a novel TDOA-based localization method well-suited to 60 GHz high data rate communication. This approach benefits from wide band interferometry techniques and can be applied on HDR communication based on the IEEE.802.11.ad. After a brief description of conventional TDOA estimations, we define our approach and establish the direct problem. To treat the inverse problem we explore two important features associated to HDR communication. The first is EVM (Error Magnitude Vector) based and the second is ECR (Equivalent Channel Response) based. We conclude this chapter by considering the channel impact, the influence of the TDOA estimation on the quality of communication, and by testing this method for one dimension localization.

3.2 TDOA metric

As presented in chapter 2, section 2.3, radio localization systems are mainly based on metrics (AOA, TOA, TDOA...) that are extracted from dedicated signals including narrow band, large band and impulse radio shapes. Such added dedicated signals in
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an already complex high data communication system will undoubtedly increase energy consumption and cost. As we target green communication based on the capability to take benefit from spatial resources, we propose a novel TDOA based localization approach that reduces the complexity of the final connected system.

### 3.2.1 Conventional TDOA method

The two dimensions localization technique investigated in this research area, is based on the TDOA (Time difference of Arrival). As mentioned in section 2.3.2.3, in a conventional way, i.e a MISO-like (Multiple Input Single Output) configuration, the MD can retrieve its position by receiving a specific set of signals from at least 3 cooperative RD, and the couple of TDOA leading to MD self-localization is estimated by calculating successively the difference between $\tau_1$ and $\tau_2$, $\tau_2$ and $\tau_3$, and $\tau_1$ and $\tau_3$, as shown in Figure 3.1.

![Figure 3.1: Conventional TDOA positioning method using a MISO-like configuration (RDs are reference devices and MD is a mobile device).](image)

Typically the specific signal is an impulse radio one and although the synchronization of RD and mobile device MD is not always necessary in this technique, RDs are to be synchronized. For short range applications, this first constraint imposes a very fine synchronization and hence a high degree of complexity, which contributes to justify the novel solution we propose. The second constraint is linked to the shape of signals of interest. They are instantaneous bandwidths that are not always well suited for OFDM format usually used in modern HDR communication.
3.2.2 New TDOA method

To overcome this synchronization requirement, the RDs are supposed, in the proposed solution, very close to each-other (small baseline) and are driven by the same oscillator. Moreover, the proposed alternative solution is compliant with 60 GHz communication signals in order to avoid added complexity and hence consumption. Furthermore, it uses non instantaneous bandwidth and a single front-end. For sake of clarity, we only treat TDOA metric without performing in depth localization. However, some 1D localization results are presented in the last section of this chapter.

The principle is the same as presented in 3.2.1 but for determining one TDOA, one can use easily and depending on the targeted applications, either SIMO (Single Input Multiple Output) or MISO (Muliple Input Single Output) configuration. The two close antennas, separated by a baseline B, form a dual antennas system which can also be considered either in RD or MD. Hence, this versatility allows us to consider four different possibilities of which two are SIMO based and two are MISO based. In Figure 3.2, a SIMO configuration is presented.

In Figure 3.2a, RD acting as a transmitter sends, via antenna $A_0$, the signal to MD acting as a receiver in order to calculate, using a dual antenna system, its own position. In
Figure 3.2b, MD acting as a transmitter sends, via antenna $A_0$, the signal to RD acting as a receiver in order to calculate, using a dual antenna system, the MD position and sends back the position information to MD.

In Figure 3.3, a MISO configuration is presented.

![Diagram](image)

(a) RD calculates MD’s position.

![Diagram](image)

(b) MD calculates its position.

Figure 3.3: New TDOA positioning method, MISO configuration.

In Figure 3.3a, MD acting as a transmitter sends the signal, via a dual antenna system, to RD acting as a receiver in order to calculate, using antenna $A_0$, the MD position and send back the position information to MD. In Figure 3.3b, RD acting as a transmitter sends the signal, via a dual antenna system, to MD acting as a receiver in order to calculate, using antenna $A_0$, its own position.

In this research work, from these four available possibilities, a MISO system considering a dual antenna on RD (Figure 3.3b), is chosen in order to have the added complexity only at the fixed RD and hence to let the MD as simple as possible.

In this configuration, the process of calculating the TDOA is done by MD benefiting from communication signals. But it should be emphasized that a SIMO system can also be used to perform this technique (with a dual antenna system at MD), which is completely reciprocal.
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Considering Figure 3.3b, $A_0$ is expected to be, for example, an antenna array for radio coverage needs, whereas $A_1$ and $A_2$ may be single elements or sub-arrays of a single antenna array. In this case, the transmitter playing the role of RD uses a dual-antenna system ($A_1$ and $A_2$) in order to create, in the received power spectrum, an interferometry pattern stating the direct problem (Figure 3.4). From this received magnitude modulated spectrum and its impact on EVM and ECR, it is possible to extract, by means of solving the inverse problem, the TDOA of interest (Figure 3.4).

Figure 3.4: Introducing direct and inverse problems

Hence, a single mobile receiver can locate itself according to a single co-located antennas transmitter. The expected decrease of accuracy due to the small baseline B, few wavelengths, between the two transmitting antennas is compensated by the use of the huge available bandwidth at 60 GHz (at least 2 GHz for one channel and up to 7 GHz if aggregation is considered). This approach seems to be potentially well suited to perform localization and data transmission simultaneously without adding much complexity compared to existing systems [69, 97, 98, 99]. Further details are given in next paragraphs.

3.2.3 Mathematical analysis and the direct problem

In order to explore the principle of this novel approach in more details, a simple model is derived in this part. As presented in Figure 3.3b, the RD has two antennas $A_1$ and $A_2$ separated by a distance B (baseline). The distance between MD and the antenna $A_1$ is $l_1$ and the distance between MD and $A_2$ is $l_2$. In the case of LOS (Line Of Sight) ideal channel between RD and MD, the delays of propagation are respectively $\tau_1 = l_1/c$ and $\tau_2 = l_2/c$, with c the speed of light. In the case where only a Continuous Wave (CW) is considered, $A_1$ and $A_2$ transmit the same signal:

$$x_1(t) = x_2(t) = Ae^{i2\pi ft} \quad (3.1)$$
At the receiver, both signals are captured, but one is delayed by $\tau = (l_2 - l_1)/c$ from the other. The received signal is called $x_R(t)$. Assuming an ideal channel and the acquisition time is negligible compared to the time behavior of MD, the detected signal, $S$, is presented, at each time, as a function of $f$ parametrized by $\tau$, and can be written as:

$$S_\tau(f) = \frac{x_R x_R^*}{2} = A^2(1 + \cos(2\pi f \tau))$$  \hspace{1cm} (3.2)

The shape of $S_\tau(f)$ is a DC offset cosine-wave with a frequency period of $F_p = \frac{1}{\tau}$ from which the TDOA (i.e., $\tau$) can be easily extracted.

We show in Figure 3.5, different magnitude modulated spectrums for different values of $\tau$. As presented in this figure, in the case of $\tau = 0.25$ ns and considering a bandwidth $\Delta F = 7$ GHz centered at $F_0 = 63.5$ GHz, it is possible to visualize at least one periodicity on the modulated spectrum. But in the case of $\tau = 0.12$ ns, the periodicity on the modulated spectrum is not detectable. In such cases introducing a predetermined delay $\tau_p$ can help to make the periodicity detectable and, hence, to extract the TDOA. This solution will be explored further in next section.

![Figure 3.5: Analytical received interfered spectrum in a simple MISO case, $\Delta F = 7$ GHz, $F_0 = 63.5$ GHz.](image)

It is mentioned in last sections that considering the MISO system, the localization information can be directly inferred from the frequency domain interferometry pattern in the received communication signal. As shown in Figure 3.5, this approach can be done using a mono-band signal with a bandwidth large enough to detect the whole interferometry pattern or at least a part of it, which is enough to extract the periodicity of interferometry pattern. In the case that the bandwidth is too small to detect the interferometry
pattern, a multi-band solution, can be proposed to deal with this problem. If the multiple bands are concatenated to each other, as shown in Figure 3.6, the whole interferometry pattern can be covered. If the multiple bands are not adjacent, one can retrieve the whole interferometry pattern by means of adequate interpolation (Figure 3.7).

![Figure 3.6: Analytical received interfered spectrum in a simple case using multi-band with concatenation.](image)

These two cases are explored in details in next sections considering the IEEE.802.11ad standard.

![Figure 3.7: Analytical received interfered spectrum in a simple case using multi-band with interpolation.](image)
3.2.4 Inverse problem

In all considered scenarios, the baseline $B$ is relatively small (few wavelengths), and hence, so is the TDOA. So, to observe and extract small TDOA, compatible with indoor applications, a wide-band signal is required. To be able to visualize one period in frequency domain, the communication system should then have a bandwidth $\Delta F$ equal to the frequency period $F_p$.

Expecting TDOA less than $\frac{B}{c}$ (Figure 3.3b), the required bandwidth $\Delta F$ should be greater than $\frac{c}{B}$. However advanced signal processing, which is not considered in this report, can help to reduce this bandwidth, and contributing hence to powerful inverse problem resolution. As it will be shown in next sections, we used another approach by introducing a delay line to artificially increase the $\tau$ value.

It should be mentioned that, the channel has been considered identical for both paths. However, a more realistic channel is explored later on which complicates the inverse problem resolution.

More details for practical realistic cases with UWB OFDM signals, are presented in next sections. First, a TDOA-based estimation method using received signal EVM is presented and a multi-band approach is proposed in order to increase the precision. Then a similar but more accurate approach which uses the ECR properties and NLS (Non Linear Least Squares) estimation method is proposed. In all sections, theory, system descriptions and simulations of each proposed method are presented.

3.3 TDOA extraction using IEEE 802.11ad standard

To model the IEEE 802.11.ad standard direct and inverse problems, a more detailed calculation is needed.

We consider here the MISO scenario already described and presented in Figure 3.3b. In the frame of IEEE 802.11ad standard, $A_1$ and $A_2$ transmit the same OFDM 60 GHz signal with a sample rate frequency $F_s$, $N$ sub-carriers and $M$ data sub-carriers ($M < N$). If $x(t)$ is the base-band complex envelope (CE) signal and, $x_{RF}(t)$, the RF representation of the transmitted signal, following equations are obtained [100, 101, 102, 103]:

$$x(t) = \sum_{k=-N/2}^{N/2-1} c_k e^{i2\pi k F_s t/N} = \sum_{k=-M/2}^{M/2-1} c_k e^{i2\pi k F_s t/N}$$  \hspace{1cm} (3.3)
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\[ x_{RF}(t) = \Re \left( x(t) e^{i2\pi F_{RF}t} \right) \]  

(3.4)

where \( \Re \) is real part operator, \( c_k \) are complex coefficients, with \( k \) the carrier index and \( F_{RF} \) the RF frequency. Calling channel gains between \( A_1 \) and MD, and \( A_2 \) and MD, \( h_1 \) and \( h_2 \), respectively, the time invariant channel impulse responses in the CE domain for the two different delays of propagation, \( \tau_1 \) and \( \tau_2 \), are:

\[ h_1(t) = h_1 e^{-i2\pi F_{RF}\tau_1} \delta(t - \tau_1) \]  

(3.5)

and

\[ h_2(t) = h_2 e^{-i2\pi F_{RF}\tau_2} \delta(t - \tau_2) \]  

(3.6)

where \( \delta \) is the Dirac function.

However, in many cases and specially when \( B \) is small, \( (\tau_2 - \tau_1) \) is not large enough to exhibit at least one period with the operational bandwidth. Thus, a fixed delay, \( \tau_p \), is applied between \( A_1 \) and \( A_2 \), as suggested in [104], to be able to extract the TDOA even in cases for which the defined bandwidth is not enough for visualizing periodicity in the received interfered spectrum. Considering the delay \( \tau_p \), the equation 3.6 can be written as:

\[ h_2(t) = h_2 e^{-i2\pi F_{RF}(\tau_2 + \tau_p)} \delta(t - \tau_2 - \tau_p) \]  

(3.7)

The received signal at MD, \( y(t) = x(t) \otimes h(t) \) (operator \( \otimes \) refers with the convolution product), in CE domain is equal to:

\[ y(t) = h_1 x(t - \tau_1) e^{-i2\pi F_{RF}\tau_1} + h_2 x(t - \tau_2 - \tau_p) e^{-i2\pi F_{RF}(\tau_2 + \tau_p)} \]  

(3.8)

The two antennas at RD being relatively close to each other, \( h_2 = h_1 \) is considered as a first approximation. Assuming that \( \tau_1 = \tau_p + \tau_2 - \tau_1 = \tau_p + \tau \) and considering a perfect LOS scenario, the received signal in the frequency domain can be presented as follows:

\[ Y(f) = h_1 \sum_{k=-M/2}^{M/2} c_k \delta(f - kF_s/N) e^{-i2\pi(kF_s/N + F_{RF})(\tau_2 + \tau_p - \tau_1)} \left[ 1 + e^{-i2\pi(kF_s/N + F_{RF})\tau_1} \right] \]  

(3.9)

\[ Y(f) = h_1 \sum_{k=-M/2}^{M/2} c_k \delta(f - kF_s/N) e^{-i2\pi(kF_s/N + F_{RF})(\tau_2 + \tau_p - \tau_1)} \times 2e^{-i\pi(kF_s/N + F_{RF})\tau} \cos(\pi(kF_s/N + F_{RF})\tau_1) \]  

(3.10)
On one hand, from equation (3.9), it can be shown that, in the received spectrum, carriers \( k \) are canceled for certain values of \( \tau_t \) which can lead to estimate the actual TDOA (i.e., \( \tau \)). On the other hand, from equation (3.10), it can be inferred that the envelope of received signal spectrum (and ECR) is periodic and the periodicity is directly related to \( \tau_t \). Knowing the value of \( \tau_p \), TDOA can be easily derived by this approach.

### 3.3.1 Simulation setup

#### 3.3.1.1 Geometry of acquisition

The considered scenario is presented in Figure 3.8.

![Figure 3.8: Geometry of acquisition for TDOA measurements](image)

MD is distant from RD by a distance \( R \) and seen with an angle \( \theta \). The baseline \( B \) is normally set to few wavelengths which corresponds loosely to a maximum TDOA of 0.5 ns up to 1 ns.

#### 3.3.1.2 SystemVue simulation

To perform simulations of the scenario depicted in Figure 3.8, we use a commercially available simulator called SystemVue which is an EDA (electronic design automation) environment. It enables users to access to different libraries and physical layer (PHY) of wireless communication systems. Using this simulator, it is possible to generate and study many forms of modulations and signals compatible with popular systems such as OFDM, Zigbee, GPS, and LTE.

The Figure 3.9 is the image, in SystemVue, of the geometry of acquisition presented in Figure 3.8. As there is no spatial parameter, the baseline \( B \) and the angle \( \theta \) are taken into
account by adding a delay $\tau$, provided by delay block, such as $\tau = \frac{B}{c} \sin(\theta)$. As shown in this figure, a data pattern block delivers the message and a custom OFDM source block is used to generate WiGig signals. Channels are modeled here by a simple path loss model and a noise block is added to analyze results in terms of signal to noise ratio.

![Diagram](image)

Figure 3.9: Block diagram in SystemVue modeling the geometry of acquisition depicted in Figure 3.8.

To demonstrate the functionality of this block diagram, a simple example, considering an OFDM signal corresponding to IEEE.802.11ad standard, is generated with a 4 QAM modulation. The OFDM parameters are set to $F_s = 2.64$ GHz, $N = 512$ and $M = 354$ for all the simulations. At the receiver, a vectorial signal analyzer (VSA) is added to demodulate the received signal.

Simulation results are presented in Figure 3.10. Due to the interference of the two signals, the spectrum of the received signal is modulated in amplitude as expected. In addition, other useful information such as constellation, EVM curve, signal in time domain and channel equivalent response are also presented in this Figure.

Meanwhile, the constellation of received signal shows that the communication is done with a reasonable average of EVM, 2.1%. The TDOA can be derived from the position of the zeros in spectrum or from maxima in error vector magnitude or from the periodicity of equivalent channel frequency response. These two last different approaches are explained further in next sections.
Figure 3.10: Analysis of the received OFDM signal using SystemVue simulator.
3.3.2 TDOA estimation using EVM of received signal

From equation (3.9), it can be shown that in the received spectrum, carriers k are canceled for values of $\tau$ given by:

$$\tau = \frac{(2n + 1)}{2(kF_s + F_{RF})} \quad n = 0, 1, 2, ...$$  \hspace{1cm} (3.11)

Equation (3.11) can also be presented as follows:

$$\frac{kF_s}{N} = \frac{(2n + 1)}{2\tau_t} - F_{RF} \quad n = 0, 1, 2, ...$$  \hspace{1cm} (3.12)

where $\frac{kF_s}{N}$ is the $k^{th}$ sub-carrier base-band frequency. The frequency difference between two consecutive null sub-carriers (or minimum power sub-carriers in practice), $F_n = \frac{k_n F_s}{N} + F_{RF}$ and $F_{n+1} = \frac{k_{n+1} F_s}{N} + F_{RF}$, is written as:

$$F_{n+1} - F_n = \frac{\Delta k F_s}{N} = \frac{1}{\tau_t} \quad n = 0, 1, 2, ...$$  \hspace{1cm} (3.13)

where $\Delta k = k_{n+1} - k_n$ and we supposed $\tau \geq 0$. Equation (3.13) shows that $\tau_t$ can be obtained by measuring the difference between indexes of two consecutive minimum sub-carriers which are defined by highest EVM values of received signal. Therefore, the value of $\tau = \tau_2 - \tau_1 = \tau_t - \tau_p$ is also obtained.

As already explained, $\tau_p$ is applied in order to ensure visualizing periodicity in the received interfered spectrum. Equation (3.10) shows that $\tau_t$, which is also equal to $\tau_t = \tau_p + \tau$, can be obtained from the period of the received spectrum. It can be easily shown that the limit value of $\tau_t$ that guarantees to perform, in the considered bandwidth, a good estimation of the period is:

$$\tau_{\text{min}} = \frac{3N}{2MF_s}$$  \hspace{1cm} (3.14)

The value $\tau_{\text{min}}$ is considered to ensure at least one and a half period in the bandwidth. The value $\tau_p$, should be then large enough that for the highest negative value of TDOA, $\tau_{\text{min}}$ will be obtained, thus:

$$\tau_p = \tau_{\text{min}} + \max(TDOA)$$  \hspace{1cm} (3.15)

where $\max(TDOA)$ is equal to baseline length divided by speed of light in vacuum ($B/c$). Then, $\tau_{\text{max}}$ is obtained as follows:

$$\tau_{\text{max}} = \tau_p + \max(TDOA)$$  \hspace{1cm} (3.16)

As an example, for a 15 cm baseline and 2 GHz bandwidth, the optimum value of $\tau_p$ is equal to 1250 ps. It should be noticed that to avoid a larger loss of the information carried
by the OFDM symbols and also to avoid increasing the delay too much, a proper baseline should be chosen.

Thus, $\tau_p$, which plays in a certain manner the role of a bias point that should be chosen in a relevant way, helps to build an entire period inside the given bandwidth. It is obvious that this trick does not contribute in any way to enhance the accuracy of the measurement which is mainly limited by the bandwidth.

Making use of equation (3.11), we plot the values of $\tau_t$ that ensure the cancellation of at least one couple of carriers. Results for $n = 0, 1, 2$ are plotted in Figure 3.11. In order to ensure the cancellation of one and only one couple of carriers, we have to choose the values of $\tau_p$ that give us just one solution for equation (3.11).

![Figure 3.11: Solutions of equation 3.11 for $n = 0, 1, 2$ with defined OFDM parameters.](image)

### 3.3.2.1 Simulation results

To demonstrate the feasibility of our approach, a 60 GHz communication system is simulated using SystemVue software. Knowing the range of $\tau$ values that can be measured with the OFDM signal used, in a realistic geometry of acquisition, $\tau$ and $\tau_p$ are respectively set to 0.23 ns and 1.37 ns. The value of TDOA corresponds to a geometrical acquisition where $B=8$ cm and $\theta = 60^\circ$, with a distance between RD and MD of about two meters.

Therefore, according to equation (3.13), $\Delta k = 170$ is expected. It should be emphasized that if the delay $\tau_p$ was not considered ($\tau_p = 0$), then the baseline should have been chosen equal to $B=40$ cm in order to obtain an exploitable EVM diagram.

Figure 3.12a and Figure 3.12b present respectively the constellation and the EVM of the received signal when the SNR, given by the noise block, is set to 30 dB. As shown in
Figure 3.12: Simulation by SystemVue: constellation and EVM of received signal in LOS scenario.

Fig. 3.12a, the constellation at the Rx presents a high quality communication in the LOS case. A precise estimation of TDOA can be performed by looking at the EVM of received signal. As shown in Figure 3.12b, the average EVM of received signal is about 2.5% but at the minimum power sub-carriers the EVM is about 15%. Therefore, the position of minimum power sub-carriers can be easily distinguished among the other sub-carriers. Figure 3.12b confirms the value of 170 for $\Delta k$, as predicted by the theory. This technique is a promising one as the localization data are carried by the minimum power sub-carriers, and therefore readily available from base-band processing.

In order to confirm the effectiveness of this solution, we show in Figure 3.13a the theoretical results obtained for $\tau_t = 1.47$ ns and $\tau_t = 3$ ns, while keeping other parameters unchanged. Results in EVM diagram are given in Figure 3.13b. The good agreement validates this approach but should still be confirmed in realistic environment. One should notice that for $\tau_t = 3$, ns a greater number of carriers have high EVM values which may contribute in a degradation of the quality of communication. Evaluation of a such impact is given in 3.4.2.
Figure 3.13: Comparison of the theory and simulation results for TDOA extraction from EVM diagram.
3.3.2.2 Conclusion

In this section, a new technique to measure asynchronously TDOA in UWB OFDM wireless systems is described. This technique is particularly suited for localization in 60 GHz networks using 802.11ad specifications. It has been shown that, under the hypothesis of LOS and using two very close reference devices, it is possible to estimate the useful metric for 1D position of a Mobile Device in a room, by exploiting the cancellation of one and only one pair of carriers.

This solution has the advantage of permitting to conceive a relatively compact reference device equipped with two antennas. Moreover it has the advantage of allowing localization and communication at the same time, unlike classical TDOA measurements.

3.3.3 TDOA estimation using equivalent channel response (ECR)

In the context of high data rate indoor communication and in order to mitigate the effect of multi-paths, most commonly used OFDM systems estimate the equivalent channel response using a cyclic-prefix, zero padding or Golay codes to perform an equalization [105]. Thus, the equivalent channel response (ECR) is readily available in OFDM systems and our method can directly benefit from this data in order to estimate the TDOA.

Here, in the inverse problem, the obtained TDOA is estimated using a non linear least square method (NLS) applied on the ECR. It has the ability to estimate with a better accuracy the TDOA even if the bandwidth is not well suited. In Figure 3.14 the TDOA estimation algorithm is presented.

![Figure 3.14: TDOA estimation algorithm using NLS applied on ECR](image)

3.3.3.1 Simulations results

Simulations are done using Agilent SystemVue and VSA software to confirm the theory presented in last section. In the first case a $\tau = 0$ is considered, thus $\tau_t = \tau_p$. The spectrum
and the channel equivalent response of received signal are presented in Figure 3.15a and Figure 3.15b and are, as expected, in agreement with calculations.

![Figure 3.15: Spectrum of received signal and channel equivalent response (ECR) in LOS scenario and with $\tau = 0$, $\tau_p = 1250$ ps, $\Delta F = 2$ GHz, and SNR=20 $dB$.](image)

In the second case, a $\tau > 0$ is considered, thus $\tau_t = \tau_p + \tau$ and a larger value of $\tau$ is obtained, so the periodicity in the spectrum is smaller (Figure 3.16a). In the third case, a $\tau < 0$ is considered, thus $\tau_t = \tau_p - \tau$ and a smaller value of $\tau$ is obtained, so periodicity in the spectrum is greater (Figure 3.16b).

These simulations considering simple case of LOS are presented here in order to describe the direct problem. In a realistic environment, the ECR is influenced by noise and multi-paths and in order to extract the periodicity, NLS estimation should be applied. The TDOA estimation (inverse problem) is explored in following paragraphs and realistic simulations using Matlab are presented after the definition of channel, in section 3.4.1.2.

### 3.3.3.2 TDOA estimation

In the case of inverse problem, a non linear regression based on the least square method is used to have an estimation of the received spectrum or equivalent channel response and calculate the periodicity. In least square method the minimum of sum of residuals squares should be calculated to estimate one signal, for example, equivalent channel response $y_i$:

$$r_i = y_i - \hat{y}_i$$  \hspace{1cm} (3.17)
where \( r_i \) is the \( i^{th} \) residual and \( \hat{y}_i \) is the estimation model. Fourier model considered for this regression allows to obtain an estimation of the equivalent channel response which will give naturally the period. The Fourier model is:

\[
\hat{y}_i = \beta_0 + \sum_{i=1}^{n} \beta_1 \cos(\beta_2 f) + \beta_3 \sin(\beta_2 f)
\]

(3.18)

where \( \beta_0, \beta_1, \beta_2 \) and \( \beta_3 \) are the coefficients of the defined model. Then, the sum of residuals square is presented as \( S \):

\[
S = \sum_{i=1}^{n} r_i^2 = \sum_{i=1}^{n} (y_i - (\beta_0 + \sum_{i=1}^{n} \beta_1 \cos(\beta_2 f) + \beta_3 \sin(\beta_2 f)))^2
\]

(3.19)

The minimum of function \( S \) should be calculated in order of to obtain the coefficients of the defined model

\[
\frac{\partial S}{\partial \beta} = 2 \sum_{i=1}^{n} r_i \frac{\partial r_i}{\partial \beta_j} = 0 \quad j = 1, \ldots, m
\]

(3.20)

To solve the problem, the Levenberg-Marquardt algorithm is then used [106, 107]. An example of performing the NLS method is shown in Figure 3.17. The perodicity of ECR is easily retrieved leading to the estimation of TDOA.

### 3.3.3.3 Conclusion

In this section, a new TDOA estimation method in UWB OFDM wireless systems, based on the periodicity of the received envelope, is described. Compared to EVM approach, this solution has the advantage of using the envelope of received signal or channel
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3.3.4 Multi-band approach

In this section, we investigate an extension of our method which is well suited for very small TDOAs. To cover the required large bandwidth, one can use a multi-band approach.

As previously mentioned, the new proposed TDOA principle is based on interferences in the received signal spectrum. So when a larger bandwidth is provided, a more precise TDOA can be achieved and hence a more accurate localization. So if, the OFDM signal is transmitted several times with different RF sub-carriers between 60 to 67 GHz and signal post processing is used, the TDOA can be extracted by considering the whole bandwidth in this range.

As shown in Figure 3.8, the configuration of RD and MD for this approach is exactly the same as in the last section. $A_1$ and $A_2$ transmit the same OFDM signal having base-band sample frequency $F_s$ and $N$ carriers at the same time with $F_{RF} = 60\, \text{GHz}$. Then, the same signal is transmitted about a different $F_{RF}$, for instance, 62 GHz, 64 GHz, etc. With a post processing, the whole spectrum can be obtained. Simulation results are presented.

Figure 3.17: An example of NLS applied on ECR.
in Figure 3.18. More results will be explored in chapter 4 with experiments.

Figure 3.18: Simulation results of multi-band approach (3 bands with $\Delta F = 2\text{GHz}$ centered at 60 GHz, 62 GHz and 64 GHz).

3.4 Limitations and validity domain

3.4.1 Channel consideration

3.4.1.1 Simple multi-path influence on 60 GHz TDOA estimation using EVM

In the whole former study only LOS channel is considered. In this section, the simple multi-paths contribution and their influence on the TDOA and on the localization precision are investigated for different cases. As before, this whole study is made within the framework of the WiGig alliance and IEEE.802.11 ad specifications. At the first part of this chapter another simulation of pure LOS case serving as a reference data, is demonstrated, then the different multi-paths are also studied to compare the pure LOS and multi-path cases [100].

Pure LOS case

Knowing the values of $\tau$ that can be measured with our OFDM signal, the configuration given in Figure 3.8 is used with $B=40$ cm. For this configuration, the reference device is chosen with $A_1$ and $A_2$ supposing that $A_1$ transmits the same signal as $A_2$ with a delay...
The value of $\tau_p$ is chosen to measure $\tau = \tau_2 - \tau_1$ with the maximum of dynamic range. The distance between RD antennas is chosen to observe the cancellation of a single pair of carriers. A simulation example of a MD localization with this method is implemented by using the SystemVue and VSA 89600 software. For a fixed point in the room, for example for a 40 cm baseline and a MD which is located 2 m apart from RD (H=1 m, $\theta = 60^\circ$ in Figure 3.19a), the theoretical value of $\tau_t = \tau_p + \tau_2 - \tau_1$ for a LOS propagation between the RD antennas and the fixed point is calculated. $\tau = 1.1$ ns is obtained and thus according to equation (3.11), $|k| = 85$ is expected due to the theory. The result obtained by the simulation confirms the value calculated by the theory.

Figure 3.19b, Figure 3.19c and Figure 3.19d present respectively the constellation, the spectrum and the EVM of the received signal which leads to detect the nulls. As shown in Figure 3.19b, the constellation at the Rx presents a high quality communication in the LOS case. However, it is shown in Figure 3.19c, that the spectrum of the signal is totally deformed and the position of nulls leads us to obtain the TDOA [100]. A precise calculation of TDOA can be done by looking at the EVM of received signal, as shown in Figure 3.19d (the cancellation is presented in $|k| = 85$ as expected).
Multi-path case

The same simulation example is implemented for different multi-path cases. As shown in Figure 3.20a, for each case, one multi-path is added to the configuration of the LOS case. The calculated TDOA value is not anymore the same as the theoretical expected value due to the multi-path influence on the received signal spectrum.

For the same configuration of RD and MD, different NLOS paths are studied. The maximum coherence bandwidth at 60 GHz for the indoor environment is about 50 MHz [98]. So the maximum delay spread is about 20 nsec. Here, the case corresponding to a NLOS which is 300 cm (10 nsec) is presented to study an even worse case with a bigger error.

Figure 3.20b, Figure 3.20c and Figure 3.20d present respectively the constellation, the spectrum and the EVM of the received signal of this multi-path case. As shown in Figure 3.20b, the constellation at the Rx presents worse communication performance in the multi-path case than the pure LOS case. It is shown in Figure 3.20c, that the spectrum of the signal is totally deformed and the position of nulls changed, which affects the determination of the TDOA. As shown in Figure 3.20d, the maximum EVM of received signal is not the same as the case of pure LOS [100].

According to equation (3.11), $|k| = 85$ is expected due to the theory but the result obtained by the simulation does not confirm this value since the NLOS contribution affects the position of the nulls in the spectrum and changes the position of the maximum EVM. In this case the peak of EVM is at $|k| = 71$, so the TDOA error is 16.5 % [100].

Influence of multi-path on TDOA error

To demonstrate the influence of NLOS on TDOA error, different cases are studied. The theoretical TDOA considered for this configuration is 1.1 nsec. A range of multi-paths which are 40 cm to 3 m longer than the LOS path are chosen. The delay corresponding to these values vary from 1.3 nsec to 10 nsec.

In Figure 3.21, these different cases are presented. For each multi-path, 0 dB normalized power corresponds to the case for which the multi-path power loss is only due to the free space attenuation corresponding to the multi-path length (40 cm to 3 m). Smaller normalized powers represent different power losses due to absorption or reflection. It is shown in Figure 3.21 that for each path, if the power loss due to the reflection and absorption is 12 dB more than the path loss itself, then the TDOA error is less than 5 %. So the calculated TDOA, even in case of multi-path contributions, is close to the theoretical value [100].
Figure 3.20: Geometry of acquisition and communication features in multi-path scenario.

Figure 3.21: TDOA error for different NLOS Scenarios.

In Figure 3.22, the same scenarios but this time normalized to the LOS power loss are presented. It is shown in Figure 3.22, that for each multi-path, if the power loss due to the reflection and absorption is 8 dB more than the LOS path loss, then the TDOA error is less than 5 %. While considering reflection and absorption values presented in
Table 2.2. in chapter 2, these first approach results let us think that our technique may be promising for 60 GHz indoor communications (at least when a LOS path is available).

### 3.4.1.2 IEEE channel influence on 60 GHz TDOA estimation using ECR

As already mentioned in section 2.2.1, the wireless channel environment may affect drastically the performance of wireless communication systems. Developing high performance and bandwidth-efficient wireless systems is laid on understanding the channel characteristics. It is even more important in the case of high data rate broad band 60 GHz communication.

Mainly, indoor channels are modeled under the hypothesis that they have static or quasi-static conditions. By looking at the measurements implemented in indoor channels, it has been verified that multiple clusters with multiple rays should be defined to model the channel. There are different statistical models for defining the indoor channel propagation. Two-ray models or exponential models are the two most popular models. In this research the channel is considered based on IEEE.802.11ad channel model. The channel impulse response is calculated by statistical approaches which consider uniform and Rayleigh distributions respectively for amplitude and phase of each ray in a cluster [108, 109]. The channel impulse response expression has already been presented in chapter 2.

The new proposed method is evaluated by performing simulations considering the IEEE 802.11.ad channel. It should be mentioned that communication aspects are not studied in this section and only the channel is explored to validate the proposed approach. In other words, the channel estimator of the OFDM scheme is supposed to be perfect. Simulation by ray tracing combined with the statistical definition of intra-cluster paths is used to generate channel model [110]. The simulations are done with Matlab.
Several functions are created to consider principal rays such as direct path, simple reflections and double reflections. Then for each ray, intra clusters are generated using Rayleigh distributions and the whole channel response is calculated. In all these functions, calculations are done by considering geometrical parameters (related to position of Rx and Tx) and physical parameters such as frequency, wavelength, permittivity of walls, polarization, etc. A 2 GHz bandwidth, which corresponds to IEEE 802.11.ad standard and a conference room with a dimension of \(10^*10^*3 \ m^3\), are considered for the simulations. The reference device is placed at the center of the room at the height of 1.5 m. Different positions for MD have been considered: 1 to 5 m range differences from the RD and with an angle \(\theta\) varying from 0° to 90° (*TDOA > 0*) and from 0° to -90° (*TDOA < 0*), as shown in Figure 3.23.

Figure 3.23: RD at the center of room and schematic of different positions of MD.

For each configuration, the channel impulse response between \(A_1\) and MD is calculated. Then the same calculation has been done between MD and \(A_2\) considering a delay shift in order to apply \(\tau_p\). Then the two channel impulse responses are added together and the frequency response of the whole MISO channel is calculated by applying the Fourier transformation.

The envelope of the resulted channel is then fitted by applying the non linear least square (NLS) method and Fourier model as described in section 3.3.3.2, in order to obtain \(\tau\), and therefore, the TDOA. The whole algorithm is shown in Figure 3.24.

An example of the MISO channel impulse response is presented in Figure 3.25. The first two points represent the two direct paths. Multi-paths whose power are 30 dB less
than the direct paths are not represented in Figure 3.25 for sake of clarity, but are taken into account during TDOA estimation.

In Figure 3.26, the frequency channel response of the whole system (considering an additive white Gaussian noise (AWGN)) and its fitted curve by using NLS method and Fourier model is shown. As it is presented, these curves are periodic and the period is equal to \( \tau_t \).

Simulations for different locations of MD are conducted. Throughout the simulation study, the baseline is set at 16 cm, a \( \tau_p = 1283 \) ns is considered and a 10 dB SNR is defined at the receiver by adding an AWGN to the frequency response to the two added channel. Estimated TDOA are compared to actual ones that are geometrically determined. In Figure 3.27 estimated TDOA values are compared to actual TDOA values and errors are shown in meters in Figure 3.28. Results are ordered according to the radial distance R.
between RD and MD. Figure 3.27a, 3.27b, and 3.27c show results for \( R = 1 \) m, \( R = 3 \) m, and \( R = 5 \) m, respectively. The different TDOA values are obtained by varying the angle \( \theta \) according to Figure 3.23. For each location (so for each TDOA under consideration), 500 simulations are performed since noise and channel’s clusters parameters follow statistical distributions.

It can be seen from Figure 3.27a that estimated TDOA values are reasonably close to actual TDOA values. In the case of \( R = 1 \) m, the mean error is 4.3 ps with a mean variance of 0.176 ps and a maximal variance of 0.244 ps. In spatial domain the root mean squared error (RMSE) is 3.8 cm with a mean variance of 0.04 cm and a maximal variance of 0.24 cm.

Figure 3.27b and Figure 3.27c show approximatively the same results for the Tx-Rx distance of \( R = 3 \) and \( R = 5 \) m, but with higher value of mean error and variance for the case of \( R = 5 \) m. In this case, the mean error is 10 ps, with a mean variance of 0.19 ps and a maximal variance of 0.388 ps. In spatial domain the RMSE is 23 cm with a mean variance of 1.7 cm and a maximal variance of 11 cm. These values are illustrated in Table. 3.1.

This is due to higher influence of multi-paths for these positions that are closer to the walls. This assumption has been validated by calculating the Ricean factor \( K \) [110], and it has been found that the average \( K \) for \( R = 5 \) m is 6.4 dB, whereas for \( R = 1 \) m, it is 16.6 dB and for \( R = 3 \) m it is 9.8 dB. The Ricean factor allows to compare the power of
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(a) $R=1$ m.

(b) $R=3$ m.

(c) $R=5$ m.

Figure 3.27: Estimation errors for different $R$, Baseline=16 cm.

The line-of-sight and multi-paths and is calculated as [110]:

$$K = \frac{\max_{(i,k)}[\alpha^2_{(i,k)}]}{\sum_{(i,k)} \alpha^2_{(i,k)} - \max_{(i,k)}[\alpha^2_{(i,k)}]}$$ (3.21)

where, $\alpha_{(i,k)}$ is the $k^{th}$ ray magnitude of the $i^{th}$ cluster.

Same results are presented in spatial domain in Figure 3.28a, 3.28b, 3.28c, for $R=1$ m, $R=3$ m and $R=5$ m, respectively. As shown in Figure 3.28a, for the case $R=1$ m, the spatial error is generally below 8 cm. Figure 3.28b and Figure 3.28c show higher values of errors. In these cases, errors are generally less than 40 cm and always less than 75 cm for $R=3$ m, and always less than 95 cm for $R=5$ m. Consequently, it can be seen that the proposed method allows performing localization with a decent accuracy.

The cumulative distribution functions (CDF) of estimation errors in spatial domain are presented in Fig. 3.29 for $R=1$ m, $R=3$ m, $R=5$ m separately, and for all $R$ values respectively. The CDF represents the probability that the spatial error is less than the given threshold presented in x-axis. To obtain these results, the spatial locations consid-
Table 3.1: Average error in time domain and spatial domain RMSE for R=1 m and R=5 m.

<table>
<thead>
<tr>
<th></th>
<th>R=1 m</th>
<th>R=5 m</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average error in</td>
<td>4.3 ps</td>
<td>10 ps</td>
</tr>
<tr>
<td>time domain</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spatial domain RMSE</td>
<td>3.8 cm</td>
<td>23 cm</td>
</tr>
</tbody>
</table>

The cumulative distribution function of spatial error for different values of \( \tau_p \), for a 2 GHz bandwidth and a 15 cm baseline, is presented in Figure 3.30. The CDF represents the probability that the spatial error is less than the given threshold presented in x-axis. To obtain these results, all the spatial locations considered in Figure 3.28 (for all R values) are taken into account. The best result is obtained for \( \tau_p = 1250 \) ps, as determined in section 3.3.2. It is shown that for 80% of the cases (considering different R from 1 m to 5 m) the spatial error is less than 15 cm.
Figure 3.28: Estimation errors in spatial domain for different R, Baseline=15 cm.

Figure 3.29: CDF of estimation errors in spatial domain for different R, Baseline=16 cm, $\tau_p = 1283$ ns.
3.4.2 Quality of communication

The proposed method of TDOA estimation is based on nulls in the ECR where high EVM occurs, or on ECR’s periodicity. The question we pose here is considering much larger \( \tau_t \) (more than \( \frac{B}{c} \)), how communication quality drops. For that purpose, Figure 3.31 shows the average EVM of 2 GHz bandwidth communication with respect to the number of null subcarriers involved by different \( \tau_t \) values. As shown, increasing the number of null sub-carriers lesser than a threshold level (about 6 null-subcarriers) does not change drastically the value of EVM. The threshold level is much larger than the maximum number of nulls corresponding to the maximum TDOA that can be reached in many applications. For example, for a 30 cm baseline, the maximum TDOA is equal to 1 nsec (which introduce 2 null sub-carriers in the case we consider 2 GHz bandwidth). Thus, the value of EVM is reasonably low in most cases, which leads to achieve simultaneous communication and localization. Even by comparing the SISO case with different MISO cases, it can be inferred that the value of EVM is really close to the the case of SISO. It means that having some null subcarriers does not change much the overall EVM.
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3.5 Conclusion

In this chapter, a new TDOA based localization is introduced. Theory of this technique is studied, then confirmed by simulations. It has been shown that this approach is well adapted for 60 GHz systems and has the advantage of performing localization and communication simultaneously. Furthermore, contrary to classical TDOA methods, this approach deals with the problem of RDs synchronization by using only one RD composing of a dual antenna system. This fact is key factor which leads to achieving a localization system that do not add much complexity on the main existing communication system. A MISO configuration is considered in order to create, in the received power spectrum, an interferometry pattern. The interferometry pattern on the EVM or ECR of the received signal is then used to extract the TDOA value. Channel effect is also considered in the simulations, and the obtained results show a good accuracy for the proposed approach. To obtain an estimation with a good precision NLS method is used. It is shown that even by considering the IEEE.802.11ad channel in the hypothesis of LOS scenario, it is possible to estimate a 1D position of a mobile device.
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Measurements and experimental results

4.1 Introduction

In this chapter, three campaigns of measurements are performed and presented. The objective is to validate the theory and simulations results obtained for the scenario depicted in chapter 3. In the first campaign, measurements using vectorial network analyzer (VNA) are presented. Due to the high quality of their components and to the well defined calibration procedure, they serve as a reference to measurements carried out by 60 GHz communication systems. In the second section, implemented measurements using millimeter wave Tx/Rx module (Vubiq) and a digital storage oscilloscope (DSO) using a vectorial signal analyzer interface (VSA) are studied for free space and guided scenarios focusing on multi-band solutions. Measurements using a second communication system called “Highrate Transceiver” are then presented in the third section and finally, a multi-band approach, at lower frequencies, is studied in the forth section.

4.2 Measurements using VNA

4.2.1 Experimental setup and test conditions

To validate the theory and simulation results, a first measurement campaign using a VNA is conducted. Serving as a reference for the other types of experimental validation we led, this 2 GHz bandwidth and 256 frequency points set-up operating about 60 GHz
is presented in Figure 4.1. To be able to use longer cables to cover distances $R$ up to 2.5 m, Reference Device (RD) and Mobile Device (MD) are connected to a lower frequency Rohde Schwartz ZVA24 via a frequency extension to measure the forward transmission scattering parameters ($S_{21}$).

Actually ZVA24 is a VNA operating in the frequency range of 10 MHz to 24 GHz and is used instead of a 60 GHz VNA to easier implement the measurements in which long cables are needed. To be able to conduct the measurements with 2 GHz band about 60 GHz, a special configuration is considered, as mentioned in [111]. A 14.75-15.25 GHz bandwidth is generated by ZVA24 source, then quadruplers are used to up-convert this bandwidth to a 59-61 GHz bandwidth. Omni-directional antennas are used at the RD antennas and open waveguide at MD. The baseline $B$ is set to 16 cm.

![VNA (ZVA24) Measurement configuration schematic.](image)

For this campaign, two different rooms and different positions for mobile device have been considered. $R$ values range from 1 to 2.5 m, with $\theta$ varying from $-90^\circ$ to $90^\circ$ have been studied (Figure 4.1). The first room is a laboratory in which there are lots of instruments and hence subject to dense multi-path propagation, and the second room is a lobby. The photography of the experimental set up is presented in Fig. 4.2.
Figure 4.2: VNA measurements campaign in room 1 and room 2 using 2 GHz swept frequency up-converted from 15 GHz to 60 GHz.
4.2.2 Results

Figure 4.3 shows, for the measurements in room 1, TDOA values estimated by determining the periodicity of $S_{21}$ parameter using the NLS algorithm presented in chapter 3. Results are presented by considering two different $\tau_p$ and changing the position of MD from RD with range R differences of 1 m and 1.5 m and with $\theta$ varying from $-90^\circ$ to $90^\circ$ for each case.

(a) $R=1$ m, $\tau_p = 963$ ps.
(b) $R=1.5$ m, $\tau_p = 963$ ps.
(c) $R=1$ m, $\tau_p = 1300$ ps.
(d) $R=1.5$ m, $\tau_p = 1300$ ps.

Figure 4.3: TDOA extracted from $S_{21}$ parameter measurements results using ZVA24 in room 1 considering 2 different $\tau_p$, baseline=16 cm, bandwidth: 2 GHz swept frequency.

The obtained results follow a similar behavior than simulation ones, errors being larger when $R$ (the distance between RD and MD) is larger. Compared to simulation, additional errors are due to the system errors such as phase noise, errors regarding mixers and amplifiers frequency responses and also reference positions errors. Due to the material limitations, it is not possible to obtain the exact theoretical values of $\tau_p$. In consequence two different delays, $\tau_p = 1300$ ps and $\tau_p = 963$ ps are obtained by using waveguides with different lengths.
As expected, the results obtained for $\tau_p = 1300$ ps which is closer to the optimum theoretical value of $\tau_p = 1283$ ps according to section 3.3.2, show a better precision. The average error in spatial domain, as shown in Table 4.1, for R=1 m and R=1.5 m for $\tau_p = 1300$ ps, are respectively 0.21 m and 0.37 m whereas for $\tau_p = 963$ ps are respectively 0.36 m and 0.61 m. Also the RMSE for R=1 m and R=1.5 m for $\tau_p = 1300$ ps, are respectively 0.31 m and 0.6 m whereas for $\tau_p = 963$ ps they are respectively 0.77 m and 1.5 m.

Fig. 4.4 shows estimated TDOA error results for the measurements implemented in room 2, considering $\tau_p = 1300$ ps and changing the position of MD from RD with range differences of 1 m and 2.5 m and with a $\theta$ varying from -90° to 90° for each case.

As presented in this figure, the results are better compared to room 1, because of less multipath effects of this room. Average error in spatial domain for R=1 m, R=1.5 m, R=2 m and R=2.5 m in room 2, as shown in Table 4.2, are respectively 0.18 m, 0.31 m, 0.44 m and 0.61 m. Also the RMSE for R=1 m, R=1.5 m, R=2 m, and R=2.5 m in room 2, are respectively 0.25 m, 0.44 m, 0.6 m, and 1.14 m.

### 4.2.3 Conclusion

The measurement campaign led in this section uses the vectorial network analyzer in order to validate the main analytical and simulated results concerning TDOA estimation. The good agreement observed confirms predicted results and allows us to consider these measurements as a reference. However this approach does not take into account any modulation formats usually used in HDR systems and appeals other measurement campaigns more suited for communication issues.
(a) $R=1$ m.
(b) $R=1.5$ m.
(c) $R=2$ m.
(d) $R=2.5$ m.

Figure 4.4: TDOA measurements results using ZVA24 in room 2, $\tau_p = 1300$ ps, baseline=16 cm, bandwidth: 2 GHz swept frequency.
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4.3 Measurements using Vubiq and VSA

4.3.1 Experimental setups

This campaign of measurement is led using a commercially available 60 GHz band communication system called Vubiq. To meet WiGig standard requirements, communication signals using OFDM format are built in SystemVue and Matlab. An AWG (Arbitrary Waveform Generator) is used to physically generate these different signals which in turn drive the 60 GHz communication system. The role of receiver is played by a digital storage oscilloscope including the vectorial signal analysis interface (VSA). The measurements setup and the global view are illustrated in Figure 4.5 and Figure 4.6.

![Measurement setup using commercial campaign.](image)

Base-band signals, prepared with Matlab and SystemVue and generated by the AWG, are connected via the high speed baseband connector on the rear side of each Vubiq board. The signals are sent through the 60 GHz Tx and captured by 60 GHz Rx. The received signal is then treated by a DSO and the main communication features are displayed. In next sections, the main parts of this measurement campaign are described further.

4.3.1.1 Arbitrary waveform generator (AWG)

Main characteristic of the Tektronix AWG7000 Series, used as AWG are:
• Sample rate (24 Gsample/sec)
• Wide analog bandwidth (up to 7.5 GHz)
• Deep memory (up to 129,600,000 points)

With sample rates up to 24 Gsample/sec (with up to 10-Bit resolution), together with one or two channel, complex UWB OFDM signals or other complex signals can be generated.

4.3.1.2 60 GHz waveguide module development system (V60WGD02)

The V60WGD02 development system of the VubIQ company is used in order to study the communication system at 60 GHz. This product is composed of a millimeter transmitter board and receiver board which operate in the 57 to 64 GHz band. Both Tx and Rx can be controlled by a PC via a simple USB interface on each board. Each board can drive its power from the USB connection (standard operation) or from a separate AC powered 5 volt supply. The high sensibility and the high gain of Rx (56-70 dB) can be helpful to detect the signals in a proper way. The basic parts of this product are presented in appendix.

Transmitter operates in the 57 to 64 GHz unlicensed band and its output power can reach up to 10 mW. More than 500 MHz baseband channels can be transmitted about each central frequency while at 60 GHz, up to 1.5 GHz (modulated) bandwidth can be obtained. However, due to system impairments, frequency bandwidth of less than 300 MHz can actually be properly transmitted, which limits the performance of this system. Receiver operates also in the 57 to 64 GHz unlicensed band with the same characteristics and has a 6 dB noise figure.
It should be mentioned that the 1 dB compression point (P1dB) for the transmitter output power is typically +10 dBm. The maximum recommended input signal level to the transmitter (I and Q inputs) is 100 mVPP differential. Saturation of the receiver input stage is approximately at -30 dBm (P1dB). Distance between the Tx and Rx will depend on system bandwidth, information rate (symbol rate if using digital modulation), antenna gains, and the path characteristics (such as completely free space or multipath). As an example, using only the waveguide apertures as antennas (about 7 dBi gain for each waveguide, Tx and Rx), at a distance of 1 meter (68 dB path loss), the received signal power level is driven by:

\[
\text{TxPower} + \text{WaveguideGain} \times 2 - \text{path loss} = 10 \text{ dBm} + 14 \text{ dB} - 68 \text{ dB} = -44 \text{ dBm}
\]

The waveguide radiation patterns are very wide (in the range of 70° to 80°), so multipath in high bit rate systems will be an issue. With horn antennas, the signal level to the receiver is increased by the horn gain(s) and the multi-path situation is largely improved due to the narrow beam widths. Far field is determined by the aperture of the antenna(s). Generally, the far field is equal to \(2D^2/\lambda\), where \(D\) is the largest dimension of the antenna aperture. So while using open waveguides as radiating structure, the far field occurs as soon as 7.2 cm.

4.3.1.3 SystemVue interface

Used mainly as a simulator tool in chapter 3, SystemVue can also play the role of OFDM coding signal able to drive hardware communication systems. So, different OFDM signals were generated in this research work until now, but just some are selected and presented to be observed more precisely in this chapter. All these signals are generated by using the FlexOFDM source block in SystemVue. As shown in Figure 4.7, this block gives the users the ability of changing and modifying all important parameters considered in an OFDM signal such as carrier Frequency, OFDM Sample frequency, DFT size, number of guard sub-carriers, data mapping type, preamble and pilot characteristics, etc. So one is capable to create his customized OFDM signal.
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As shown in Figure 4.8, an OFDM signal that corresponds to the WiGig standard characteristics is generated with the OFDM source block and then the transmitted signal is captured and demodulated by the VSA89600 (Vectorial Signal Analyzer). In this case a 256 QAM mapping type is chosen. In Figure 4.9 the constellation, OFDM spectrum, EVM, OFDM summary characteristics, OFDM time signal, and equivalent channel frequency response in the VSA are shown.

Figure 4.7: OFDM source block GUI in SystemVue.

Figure 4.8: OFDM source block and VSA in SystemVue schematic.
Figure 4.9: General display of the received OFDM signal using digital storage oscilloscope (DSO) with vectorial signal analyzer interface (VSA).
4.3.2 Measurements results

4.3.2.1 Free space measurements

Experiments were carried out in lab for wireless communication measurements using UWB OFDM signals (following the WiGig standard) for different values of TDOA over a range of frequencies. As shown in Figure 4.10, different experiments are performed and some results are presented in Figure 4.11. We can see that the communication, by means of constellation diagram, is performed even if the spectrum exhibits nulls while the average EVM is high enough, as expected. However, some communications trouble often occurred due to the difficulty to synchronize properly RD and MD. Indeed during tests, a 400 KHz sine-wave signal was observed at the Rx outputs even without inserting any signals at Tx. The fact is that the receiver sees the transmitter’s clock (which is about 400 KHz difference between its own clock), when the two are tuned to the same channel. This essentially produces a CW (continuous wave) signal but it is normal and due to the fact that the Tx and Rx have their own 285.714 MHz reference oscillators that are close in frequency but are never going to be exact. So the third mode of synchronization is chosen in which the Tx and Rx oscillator are connected to each other to overcome this
But yet, the obtained TDOA measurements are not close to the expected values. In the next step of experimental work, to recognize whether the sources of error are due to the channel or the vubiq system a guided measurement campaign is explored.

### 4.3.2.2 Guided mono-band measurements

Experiments were carried out in lab using UWB OFDM signals (following the WiGig standard) for different values of TDOA over a range of frequencies.
As shown in Figure 4.12, the setup used for these experiments is a guided measurement, which consists in an attenuator, a power splitter to emulate the dual Tx antenna, a power combiner, and a circulator. A delay line is added in one path to introduce $\tau_t$ and the path followed by the signals indicated with arrows in Figure 4.12. Data obtained from these measurements were processed in Vector Signal Analysis (VSA) software to extract, by means of post processing, $\tau_t$.

First a mono-band approach is considered at $F_0 = 60$ GHz. In Figure 4.13, an example of received signal is presented. As illustrated in this figure, the expected interferometry pattern is obtained on the spectrum which has naturally an influence on EVM and ECR. But the constellation indicates that the overall average EVM is still reasonable to perform the communication. Unfortunately, due to the unsuitability of the system, the estimated TDOA are not close to the expected values and high errors are observed. Now, this is clear that the errors are due to the Vubiq system impairments. Actually, the frequency response over the whole bandwidth of different functions (filters, amplifiers,...) may be very perturbed. So one can try to reduce the impact of the frequency response by working with multiple narrow bands. In the next step of experimental work, a multi-band system will be implemented to explore the possibility of improving the obtained results.

Figure 4.13: Mono band Measurements results with Vubiq system using “ideal ”channel emulated by WR rectangular waveguide.
4.3.2.3 Guided multi-band measurements

A multi-band approach is hence considered by using 8 different bands centered about 8 carriers from 57 to 61 GHz (each with about 200 MHz bandwidth). In Figure 4.14, the multi-band received signals are presented.

![Normalized multi band received signals](image)

**Figure 4.14**: Multi band Measurements results with Vubiq system using ideal channel emulated by WR rectangular waveguide.

To estimate the TDOA from these measurements, the NLS estimation method, already presented in chapter 3, is applied for each band. Here again, in spite of obtaining good fit-curving for almost all cases (Figure 4.15), the estimated TDOA values exhibit large errors. However, it should be noticed that the feasibility of our proposed approach has already been proven by VNA and it can be inferred that an important portion of errors are due to the Vubiq circuits impairments. To be able to have coherent results using a 60 GHz system, in the next stage, another system which is called “Highrate Transceiver” is considered for the measurements.
Figure 4.15: Multi band Measurements: TDOA NLS regression for all bands.
4.4 Measurements using Highrate transceiver

4.4.1 Experimental setup and test condition

Almost the same configuration is considered for the measurements but instead of Vubiq system, a transceiver, which is called “Highrate Transceiver”, is used. This transceiver, shown in Figure 4.16, has a 2*2 MIMO capabilities and is composed, at the transmitting part, by amplifier and IQ modulator and, at the receiving part, by LNA and IQ mixer. Receiver local oscillator and transmitter local oscillator are given by the same reference oscillator which also drives the sample clock. Digital signal control and processing are led by FPGA. The software interfaces considered in this system enable real-time implementations [112].

The maximum possible bandwidth which can be generated by this transceiver is only 250 MHz. Table 4.25 and Table 4.4 gives the main features and specifications of this system [112].
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Table 4.3: Highrate transceiver characteristics.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bandwidth</td>
<td>250 MHz</td>
</tr>
<tr>
<td>Number of subcarriers</td>
<td>64</td>
</tr>
<tr>
<td>Loaded subcarriers</td>
<td>48</td>
</tr>
<tr>
<td>Pilot subcarriers</td>
<td>12</td>
</tr>
<tr>
<td>Guard interval / cyclic prefix</td>
<td>8 clock cycles</td>
</tr>
<tr>
<td>Subcarrier modulation</td>
<td>QPSK, QAM16, QAM64</td>
</tr>
<tr>
<td>Coding</td>
<td>Code spreading on subcarriers</td>
</tr>
</tbody>
</table>

Using the scenario presented in Figure 4.17, a 250 MHz flat OFDM spectrum is generated and then transmitted at a central frequency $F_0 = 60$ GHz by using quadruplers, and mixers. The baseline is here longer and is set to 34 cm.

Table 4.4: Highrate transceiver specifications.

<table>
<thead>
<tr>
<th>Component</th>
<th>Specificationsa</th>
</tr>
</thead>
<tbody>
<tr>
<td>FPGAs</td>
<td>4×Altera Stratix III with 260K logic elements</td>
</tr>
<tr>
<td>TX DACs</td>
<td>2×IQ DACs, 250 MSps (internal: 500 MSps), 16 bit res. SNR: 45 dB, SFDR: 82 dBc, DNL: 2.1 LSB, INL: 3.7 LSB</td>
</tr>
<tr>
<td>RX DACs</td>
<td>2×IQ DACs, 500 MSps, 8 bit resolution SNR: 45 dB, SFDR: 54 dBc, ENOB: 7.2</td>
</tr>
<tr>
<td>On-board memory</td>
<td>8 MS per channel at Tx, 16 MS/channel at RX</td>
</tr>
</tbody>
</table>

aSFDR: spurious-free dynamic range, DNL: differential nonlinearity, LSB: least significant bit, INL: integral nonlinearity, ENOB: effective number of bits

Due to the fact that a long delay line is required to visualize the periodicity in a 250 MHz bandwidth, the power transmitted from the dual antenna system at RD is not the same at $A_1$ and $A_2$. In order to compensate this, an amplifier and a variable attenuator are added after the delay line to be able to equalize this power difference, which imposes a longer baseline. The setup is shown in Figure 4.17.

4.4.2 Results

The TDOA is now estimated from the channel equalization performed within the OFDM communication. Different positions for mobile are considered: 1 to 2 m range differences from the reference device and with a $\theta$ varying from 0° to 90°, leading to an excursion of about 1.1 ns in the time domain.

99
Figure 4.17: Scenario of the measurements campaign using Highrate transceiver with 250 MHz OFDM signal (room 2, lobby), B=34 cm.

Figure 4.18: TDOA Measurements results using Highrate transceiver with 250 MHz OFDM signal (room 2, lobby), B=34 cm.

An example of error results is shown in Figure 4.18. It can be observed that obtained results exhibit coherence with expected values but using this smaller bandwidth causes, as expected, much higher estimation errors. Therefore, the obtained values are drastically different from the simulation results and the first measurement campaign using VNA, but seem coherent.
4.5 Multi-band measurements with base-band signals

The theory and simulations regarding multi-band approach is already explored in chapter 3. Due to the instrumental limitations (highlighted in previous sections), the simulation, presented in chapter 3, with the same bandwidth and in the wireless environment cannot be implemented experimentally. But to prove our idea experimentally a wire-line communication and signals at lower frequency are chosen. As shown in Figure 4.19, to introduce the delay, two wires with different lengths were connected to the two channels of AWG where the same OFDM signals were generated. To introduce the additioner, a power combiner which works at 1-4 GHz is used. The two wire-lines are connected at the power combiner outputs, and the VSA to its input for detecting the received signal. For the multi-band approach, 6 OFDM signals with 500 MHz bandwidth but with different center frequencies are generated in a manner that the whole 3 GHz bandwidth which is available between 1 to 4 GHz can be utilized. In this range, no up-conversion is required as the AWG can directly transmit such frequencies. In each experiment, one of these 6 OFDM signals is transmitted. The received signals are shown in Figure 4.20 (in this figure, all these received signals are for a delay corresponding to 45 cm difference in lengths of the two wirelines). At the end, the saved results are concatenated to achieve the whole spectrum. Depending on the different delays, the position of zeros are changed in the spectrum as expected. Three different delays are studied by changing the relative length of the two input wire-lines of the additioner.

![Figure 4.19: Multi band experimental schematic.](image)

As shown in Figure 4.21 to extract higher TDOA values, just one window of 500 MHz may be sufficient, but to extract lower values, more windows (thus more equivalent bandwidth) is required, hence the usefulness of the proposed multi-band approach is demonstrated. As presented in Figure 4.21, by implementing the multi-band approach and concatenating the results of each transmission, a higher bandwidth can be used to extract the TDOA. The comparison between estimated values and expected one are presented in Figure 4.22. They exhibit a very good agreement validating the proposed approach.
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Figure 4.20: 6 received signals for 6 different RF signals.

Figure 4.21: Concatenated multi-band received signals in three different cases.

Figure 4.22: TDOA Measurements results using multi-band approach with base-band signals.
4.6 Conclusion

In this chapter, experimental works validating the new proposed method for estimating the TDOA, particularly well suited for communication systems in indoor applications operating at 60 GHz and using UWB OFDM signals, are presented.

In section 1, measurements using VNA are presented. Due to the 2 GHz bandwidth and to well defined calibration procedure, the results are in good agreements with analytical and modeling approaches.

In section 2, measurements using Vubiq and VSA are presented using free space measurements, guided mono-band and guided multi-band approaches. The mono-band solution shows that the proposed solution is qualitatively interesting but important enhancement are required to develop an operational system. The multi-band, due to the concatenation of several narrow band seems to be an interesting compromise in this approach. But due to the system impairments, the TDOA estimated values are not close to expected values.

In section 3, measurements using Highrate transceiver, are explored using a narrow bandwidth, and exhibit coherent results but with errors that are not yet compatible with current applications.

In section 4, base-band multi-band measurements are explored and coherent results in good agreement with expected values are obtained. These campaigns of measurements point-out the ability of already existing communication systems to perform localization. However to reach accurate solutions some effort are needed in both hardware and software aspects.
Conclusion and perspectives

The emerging concepts of Internet of Things (IoT), Internet of Everything (IoE) and more extensively Internet of Space (IoS), associated with green radio communication and energy saving solutions, require further exploitation of spatial resources. This research work contributes to this purpose, which appears as a very promising trend. Furthermore, millimeter wave band communication and especially the 60 GHz band has gained increased interest thanks to the availability of a huge unlicensed spectrum about 60 GHz and to the development of the IEEE 802.11.ad standard for indoor systems.

By developing a new method for the Time Difference Of Arrival estimation, that has been proven particularly well suited for modern millimeter wave high data rate communication systems in indoor applications, we demonstrate the possibility to perform in real time localization functionality in a standard communication system.

After a brief description of the context, rich of numerous applications, we presented a global overview including the state of art of 60 GHz communication systems and positioning techniques. Different topics, dealing with channel issues, technological aspects, standard and metrics, are presented and discussed. Such review demonstrates the potentiality of the 60 GHz OFDM system to perform High Data rate (HDR), low Bit Error Rate (BER) communication, and accurate real time localization as well.

A focus on the ability of the TDOA metric to provide accurate localization function in the context of mobile connected objects, led to the definition of a compact and energy aware solution allowing the extraction of TDOA information from communication signals and data. This wide-band interferometry-based method permits TDOA estimation by using available features in an OFDM receiver such as Error Vector Magnitude (EVM) or Equivalent Channel Response (ECR). The useful bandwidth is sometimes considered as a mono-band centered on 60 GHz, or as a concatenation of adjacent multiple bands, each of them centered about different frequency carriers in the range of 57 GHz to 66 GHz. In case of non adjacent multiple bands, interpolation could be proposed.

Theory of this approach is firstly studied in the case of an ideal channel. The ana-
lytical solution is validated by a set of simulations performed by a commercial simulator “SystemView”. Experimental measurement, carried out by means of a vectorial network analyzer, validates the predicted results and confirms the relevance of the proposed solution.

In order to cope with realistic millimeter wave communication environment, channel issues are taken into account. We first define a simple LOS-NLOS channel and then implement a dedicated IEEE 802.11ad channel model. Simulation results of both channel models are in good agreement with analytical results. For the experimental part, many campaigns of measurement were carried out using commercial HDR communication system. The first system, called Vubiq is a 60 GHz TX and RX module offering about 500 MHz bandwidth at fourteen different center frequencies in a range of 57-63 GHz. The second system called Highrate Transceiver is a flexible digital radio testbed providing a bandwidth of 250 MHz and 2x2 MIMO capabilities that lead to reach rapid real-time implementations.

For the whole measurement carried out by these communication systems, the experimental results are qualitatively in good agreement with the theory. However due to many imperfections including frequency response of filters and the non linearity of active devices, the results, obtained at 60 GHz band, are not very accurate. More precise results are obtained when measurement are carried out with the base-band signals between 1 GHz and 4 GHz. In this case, TDOA measured with an error less than 12 % has been presented.

This preliminary work demonstrates the feasibility of the solution consisting in the extraction, from communication patterns, of relevant parameters able to determine the TDOA and hence the localization of a connected object. But there is room for enhancing this approach, stating the perspectives of this work, by developing high quality hardware and advanced software.

For the hardware part, efforts are first expected in the calibration of the receiving system. The fine knowledge of the transfer function for each component can help to define a more realistic direct model, which in turn, makes easier the solution of the inverse problem. Therefore, efforts should also be oriented toward the design of millimeter wave devices involving preferentially CMOS technology. Actually CMOS technology is becoming a must technology for implementing energy efficient and low cost connected objects. Strong efforts are also expected in the signal processing part. The use of advanced estimating method dealing for example with Extended Kalman Filtering or Particle Filtering can overcome some hardware imperfections.

Finally for localization purpose, it would be very interesting to define, as for communication issue, a specific channel of localization. The performance criteria would not be the
bit error rate (BER) but the accuracy of location. One should also be able to discriminate line of sight contribution from non-line of sight contribution. New channel characterization and modeling would be of high interest for this research area. Furthermore, to reach a better accuracy and more precise system, a combination of AOA and proposed TDOA approach can be taken in consideration for further investigations. In addition, the same approach may be explored in outdoor environment regarding the recent researches using millimeter wave communication in 5G mobile networks.
Appendix A : 60 GHz VubiQ Modules

Transmitter and receiver

As presented in Figure. 4.23 and Figure. 4.24 the Tx and Rx circuits are heterodyne systems utilizing the low phase noise crystal oscillators that provide the clock reference frequency for the Tx/Rx synthesizers.

The frequency of the oscillator is 285.714 MHz and has a stability rating over temperature of 25 ppm. There may be certain system level applications that require the transmitter and/or receiver to be phase locked to an external source. The Tx/Rx RF boards are set up to provide the following options for oscillator reference source:

- Internal: separate crystal oscillators (default)
- External: 285.714 MHz signal source such as a laboratory signal generator
- Transmitter sourcing the receiver (Tx master/RX slave) from the Tx internal oscillator:

  The optional reference oscillator settings are implemented via zero-ohm resistor (or wire jumper).
Figure 4.23: 60 GHz transmitter circuit
Figure 4.24: 60 GHz receiver circuit
Appendix B: Highrate Transceiver

Receiver

The receiver side of Higrate Transceiver is shown in Figure 4.25.

Figure 4.25: Highrate Transceiver Rx block diagram.
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1. TDOA estimation method using 60 GHz OFDM spectrum
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1. NLOS Influence on 60 GHz Indoor Localization Based on a New TDOA Extraction Approach

2. Simultaneous Communication and Localization for 60 GHz UWB OFDM systems

3. Localisation Indoor: Nouvelle Méthode d’Estimation de la TDOA à Partir des Signaux de Communication Millimétrique OFDM
4. Solutions de Communication et de Localisation Simultanées en Bande Millimétrique

5. Communication et Radio Localisation Simultanées en Bande Millimétrique
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