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Abstract

In this work I present the development of a new experiment to produce quantum
degenerate gases of ytterbium. This project aims at realizing artificial gauge fields
with ultracold atoms in optical lattices. Combining intense gauge fields with strong
on-site interactions is expected to open a new area for ultracold quantum gases,
where for instance the atomic analogs of fractional quantum Hall systems could
be realized.

First I describe the experimental methods for the production of a Bose-Einstein
condensate (BEC) of 174Yb. This implies magneto-optical trapping on the 1S0 ↔
3P1 intercombination transition and a transport of the atomic cloud in an optical
dipole trap over a distance of 22 cm. Evaporative cooling in a crossed dipole trap
results in the production of pure BECs of about 6×104 atoms.

The planned implementation of artificial gauge fields requires the coherent
driving of the 1S0 ↔ 3P0 clock transition of ytterbium. For this purpose an
ultrastable laser system at 578 nm, frequency locked to an ultralow expansion
(ULE) cavity, has been realized. A precise determination of the temperature zero-
crossing point of the ULE cavity allowed us to limit laser frequency drifts below
100 mHz/s. Spectroscopic measurements of the clock transition on a trapped and
free falling BEC are presented, where typical linewidths in the kHz range are
observed, limited by interatomic interactions.

Finally I present a detailed discussion of the methods to achieve artificial gauge
fields in optical lattices and their possible experimental implementation. This
includes a scheme to realize a bichromatic state-dependent optical superlattice in
a doubly-resonant cavity.
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Résumé

Je présente dans cette thèse le développement d’une nouvelle expérience destinée
à produire des gaz quantiques d’atomes d’ytterbium. L’objectif de ce projet est
de réaliser des champs de jauge artificiels sur des gaz d’atomes piégés dans des
réseaux optiques. La combinaison de ces champs de jauge et des interactions entre
atomes ouvre de nouvelles perspectives pour le domaine des gaz quantiques comme
la réalisation d’états analogues à ceux apparaissant dans la physique de l’effet Hall
quantique fractionnaire.

Tout d’abord, je présente les méthodes expérimentales développées pour pro-
duire un condensat de Bose-Einstein d’atomes (CBE) de 174Yb. Je décris no-
tamment la réalisation d’un piège magnéto-optique sur la raie d’intercombinaison
1S0 ↔ 3P1, le piégeage du nuage atomique dans un piège dipolaire et son transport
sur une distance de 22 cm. Un condensat pur d’environ 6×104 est ensuite obtenu
après évaporation dans un piège dipolaire croisé.

Les protocoles que nous souhaitons mettre en place pour réaliser des champs de
jauge artificiels réquièrent le couplage cohérent du niveau fondamental 1S0 et du
niveau excité métastable 3P0 sur la transition ”horloge”. Pour ce faire, nous avons
développé un laser ultrastable à 578 nm asservi en fréquence sur une cavité de
référence. En optimisant précisément la température de la cavité autour du point
d’annulation de l’expansion thermique nous avons obtenu des dérives résiduelles
en fréquence inférieures à 100 mHz/s. Nous avons réalisé une spectroscopie sur
cette transition d’un CBE piégé ou en expansion et obtenu des largeurs de raies
du l’ordre du kHz limitées par les interactions entre atomes.

Enfin, je présente en détail les protocoles pour réaliser des champs de jauge
artificiels dans des réseaux optiques et leur éventuelle mise en pratique et notam-
ment un schéma pour réaliser un réseau optique bichromatique dépendant de l’état
interne des atomes dans une cavité doublement résonante.
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Chapter 1

Introduction

The development of laser cooling and trapping techniques in the 80’s has paved
the way to a new range of temperatures achievable in a laboratory [1, 2, 3, 4]
and was rewarded with the Nobel price in 1997 for Chu, Phillips and Cohen-
Tannoudji. Based on these techniques it became possible to cool gaseous atomic
clouds to temperatures well below 1 mK. This has enabled, together with the
application of forced evaporative cooling, the first observations of Bose-Einstein
condensation in 1995 [5, 6, 7]. This phenomenon had been predicted about 80
years earlier by Bose and Einstein based on statistical arguments. Its realization
in a laboratory opened up the possibility to study quantum phenomena in a well-
controlled environment on macroscopic length scales. In the first years the research
was mainly focused on the properties of the Bose-Einstein condensate (BEC) itself.
Among the greatest achievements are the observation of long range coherence in
interference experiments [8], dark and bright solitons [9, 10, 11, 12], superfluidity
via the creation of vortices [13] and atom lasing [14]. Few years later also fermionic
gases were first brought to the quantum degenerate regime [15].

After gaining a profound understanding of the degenerate quantum matter it-
self, the research focus has moved in the last ten years towards the engineering
of more complex quantum systems, where the quantum gases are a starting point
rather than the main subject to investigate. The high control over the system
parameters, for example the dimensionality [16] via the trapping potentials and
the interaction strength via Feshbach resonances [17], enable thereby to simulate
other quantum systems in a very clean and well-controlled environment. In partic-
ular interesting is the simulation of many-body phenomena [16]. One prominent
example is the observation of the BEC-BCS crossover in two-component Fermi
gases [18] and its link to the mechanism of Cooper pair formation, essential to
understand superconductivity.
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1. Introduction

Another important example is provided by cold gases in optical lattices [19],
where the atoms are subject to periodic potentials created by interfering laser
beams. The analogy to electrons in a solid, that move in the periodic potential
created by the ion crystal, allows to study many solid-state phenomena from a dif-
ferent point of view. The dynamic control over many system parameters like the
lattice depth and geometry thereby enables to use probing techniques that cannot
be used in condensed matter physics. This implies among others band mapping
[20, 21], single site resolved imaging [22, 23, 24] and the measurement of on-site
population statistics (for example via the doublon fraction [25]). Furthermore the
possibility to engineer model Hamiltonians like the celebrated Bose-Hubbard and
Fermi-Hubbard models allow to explore new physical phenomena, like the super-
fluid to Mott insulator transition for bosons [26] and fermions [25] or repulsively
bound pairs [27].

1.1 Artificial gauge fields: State of the art

One feature that was missing for a long time in the toolbox of quantum simulation
with cold atoms is the effect of orbital magnetism. Orbital magnetism is at the
heart of many intriguing quantum effects like the integer and fractional quantum
Hall effect in two-dimensional electron systems [28, 29, 30]. For atoms, the required
Lorentz force does not naturally appear in the presence of an external magnetic
field due to the charge neutrality. However, ways have been found to emulate
equivalents of a Lorentz force for neutral atoms [31].

Simulation of orbital magnetism in the bulk

Pioneering work has involved the rapid rotation of the gas where the mathematical
equivalence between the Coriolis and the Lorentz force is used. The appearance
of vortices thereby signalized the transfer of angular momentum to the cloud [32].
To reach the limit of strong effective magnetic fields, required for the quantum
Hall regime, the number of vortices needs to be on the same order as the number
of particles. This is found to be technically challenging to realize in rotating gases
since the achievable rotation speed is limited by the fact that centrifugal force
needs to be compensated by the trapping potential [33, 34].

In a different approach artificial vector gauge potentials have been engineered
using Raman transitions between internal atomic states, where a clever coupling of
internal and external degrees of freedom is used. An atom following adiabatically
the spatial variations of the Raman laser field acquires a phase that is analogue to
the Aharonov-Bohm phase a charged particle picks up when moving in a magnetic
field. Using this technique the formation of vortices [35], spin-orbit coupling [36]
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1.1. Artificial gauge fields: State of the art

as well as a spin Hall effect [37] could be observed. However, the implementa-
tion using alkali atoms requires the Raman lasers to be close to resonance where
strong spontaneous emission and associated cloud heating turn out to be problem-
atic. This is a limiting factor and has for example inhibited the formation of an
Abrikosov lattice of the vortices observed in [35].

Artificial gauge fields on a lattice

Schemes based on optical lattices seem more promising to reach the limit of strong
magnetic fields and therefore the regime of strongly correlated states [38, 39, 40].
Within the framework of the so-called Peierls substitution, the key component to
simulate orbital magnetism for neutral atoms on a lattice is the engineering of
complex-valued tunneling matrix elements with a spatially dependent phase. This
phase gets imprinted on the atomic wave function in a tunneling process, therefore
coupling to atomic motion in the same way as the Aharonov-Bohm phase couples
to electron motion. A gauge invariant quantitiy is the effective magnetic flux per
unit cell that is determined by the sum of the phases a particle picks up on a round
trip on a unit cell. Reaching the strong field limit means to achieve magnetic fluxes
on the order of one flux quantum per unit cell. So far two different techniques have
been implement to engineer gauge fields using complex valued tunneling matrix
elements and have reached the strong field regime. Both techniques are based on
a periodic driving of the lattice potential and will be briefly summarized in the
following.

In the first technique the complex tunneling elements are induced by periodic
shaking of the lattice potential, where the key to break the time-reversal symmetry
is to apply an asymmetric periodic driving force. Transforming the dynamics
into the moving frame and averaging over many driving periods, allows one to
describe the dynamics by an effective Hamiltonian where complex tunneling matrix
elements appear. This technique has been used in a two-dimensional triangular
lattice [41], where a staggered magnetic flux with an alternating sign between
the triangular lattice cells pointing upwards and those pointing downwards has
been realized. This has enabled the simulation of an Ising-XY spin-model [42].
Recently also the realization of an effective magnetic flux in an hexagonal lattice
configuration has been reported [43]. This realizes the so-called Haldane model [44]
where a local staggered flux within each hexagonal unit cell is present, although
the net magnetic flux per unit cell is zero.

The second technique is based on a lattice configuration where neighbouring
lattice sites are shifted out of resonance by applying either an additional gradient
or a superlattice potential. The tunneling is restored by resonantly coupling the
neighbouring sites with a Bragg type transition using a pair of lasers propagating
in different spatial directions. The small frequency detuning between the lasers
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1. Introduction

leads to a running wave that modulates the lattice potential with a period given
by the difference frequency. Also in this case the time averaging over many mod-
ulation periods leads to an effective Hamiltonian with complex valued tunneling
matrix elements. With this technique a staggered [45, 46] as well as an homoge-
neous magnetic flux have been realized [47, 48], implementing the so-called Harper
(or Hofstadter) model. In bosonic ladder geometries the occurrence of chiral edge
currents could be observed [49] and recently the measurement of topological prop-
erties of Hofstadter bands has been reported [50].

The presented methods can be operated using far-off-resonant lasers only, over-
coming the problems of spontaneous emission and associated heating in the case
of the Raman coupling in the bulk case. However, one of the problems that both
presented methods have in common is the fact that the frequency of the lattice
modulation is usually in the kHz range. This is only about one order of magnitude
above the typical tunneling time scale. In consequence the description using an
effective Hamiltonian neglects effects where the fast, micro motion of the atoms
couples to the averaged slow motion. Similar as in so-called rf-heating in ion traps
[51], the coupling of the micro motion to the slow dynamics can lead in these
schemes to heating, as also pointed out in [50]. In a recent work [52] this prob-
lem has been addressed from a theory point of view, where it is found that for
the experimental parameters used in [50] substantial coupling to higher bands is
expected.

A third technique, that has not been implemented yet, is based on laser-assisted
tunneling in a state-dependent optical lattice potential [38]. This scheme assumes
two long-lived internal atomic states that arrange in two spatially separated sub-
lattices. The direct coherent coupling of the two involved internal states results in
complex tunneling matrix elements, where the local phase of the laser is imprinted
onto the atomic wave function. One could also view this scheme in the light of
a periodic modulation of the lattice. However, in this case the modulation hap-
pens at optical frequencies where the approximation of an effective Hamiltonian is
very well justified. Since furthermore only far-off-resonant laser light is involved,
effects of heating are therefore expected to be negligible. In the most basic ver-
sion of this scheme a staggered magnetic flux would be realized, but methods are
available to achieve flux rectification using for example and optical superlattice
configuration [39]. This is the method we plan to use in our experiment, which
can be favourably implemented using atoms with two valence electrons, due to the
existence of long-lived excited states in the spin-triplet manifold.

4
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1.2 A novel experiment to study artificial gauge

fields in optical lattices

The goal of this thesis work is the construction of an experimental apparatus for
the study of artificial gauge fields in optical lattices. The atomic species we have
chosen to implement this is ytterbium, that offers several advantageous properties.
Firstly the metastable 3P0 state (with a lifetime larger than 10 s) is ideal for
the implementation of the state-dependent optical lattice. The coherent coupling
between the 1S0 ground and 3P0 metastable excited state can be achieved with
visible light at 578 nm and has already been shown in several experiments [53, 54].
The required wavelengths to realize the desired state-dependent optical lattices
are conveniently far from atomic resonances such that heating due to spontaneous
emission is negligible (for details see chapter 5). Furthermore the possibility to
have bosons (spin 0) and/or fermions (spin 1/2 and 5/2) in the same setup is a main
advantage. Quantum degeneracy has already been shown for all stable isotopes and
miscellaneous Bose-Bose, Bose-Fermi and Fermi-Fermi mixtures [55, 56, 57, 58].
Furthermore, elegant schemes for laser cooling are available including narrow line
cooling on the 1S0 ↔ 3P1 intercombination line, where the Doppler temperature
is as low as 4.5µK.

The construction of the experiment comprises the implementation of laser cool-
ing and trapping techniques and to achieve quantum degenerate gases of ytterbium.
The key ingredient in this experiment is the laser system to coherently couple the
1S0 ↔ 3P0 transition. This laser system goes far beyond usual technology in
quantum optics or atomic physics. The typically required laser linewidth is on
the order of 10 Hz, which necessitates to build a laser system similar to the ones
used as central components for optical atomic clocks [59]. Another challenge in
the construction of the experiment is to handle the complexity arising from the
large amount of different laser wavelengths. Directly used wavelengths in the
experiment comprise (399, 532, 556, 578, 612, 760, 1070, 1224) nm, where addi-
tional wavelengths are needed for higher harmonic generation at (798, 1030, 1112,
1319) nm.

This new generation ultracold atoms experiment combines the techniques from
complex quantum gases experiments with state of the art elements from metrol-
ogy. The fusion of many-body physics with high precision metrology tools thereby
enables to push the boundaries towards novel quantum many-body phenomena.

1.3 Thesis overview

The thesis is structured as follows:
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1. Introduction

Chapter 2 In this chapter the theory of optical lattices is reviewed and the
process of laser-assisted tunneling in a state-dependent optical lattice is intro-
duced from a theory point of view. Furthermore the basic concepts of orbital
magnetism in quantum mechanics are briefly presented, comprising the Aharonov-
Bohm phase. The Harper Hamiltonian is subsequently introduced and its proper-
ties briefly reviewed.

Chapter 3: The experimental setup and methods used for laser cooling and
trapping of ytterbium are presented first. This is followed by the description and
characterization of a transport of the atomic cloud in a mechanically displaced
optical dipole trap. The results of evaporative cooling in a crossed dipole trap to
achieve a BEC of 174Yb are presented subsequently. The chapter terminates with
some results on the adiabatic loading of the BEC into an optical lattice and the
application of Kapitza-Dirac diffraction to calibrate the lattice depth.

Chapter 4: The first results of spectroscopic measurements on the 1S0 ↔ 3P0

clock transition are presented in this chapter. First some basic elements concern-
ing the coupling of the clock transition for the bosonic isotopes and collisional
properties of atoms in the 3P0 are discussed. Then the ultra stable laser system
is described and our method to calibrate its absolute frequency using a transition
in molecular iodine as a frequency reference. In the subsequent sections the re-
sults of spectroscopic measurements on BEC of 174Yb in a crossed dipole trap and
during free fall are presented and the observed resonance widths are compared
to values expected from theory models. Furthermore the frequency drifts of the
reference cavity used to lock the laser to are characterized. Finally spectroscopic
measurements after the hydrodynamic expansion of a BEC are presented that al-
low to calibrate the laser frequency with respect to the atomic resonance in a single
measurement shot.

Chapter 5: In this chapter the details of the scheme to realize artificial gauge
fields in optical lattices are presented first. A detailed discussion of the required
conditions for the experimental implementation follows subsequently. In the last
part the possible ways to realize the state-dependent superlattice potential are
considered. This implies a study of experimental means to tune the relative phase
between two retro-reflected optical lattices and possibilities to boost the achievable
lattice depths for a given amount of laser power.

Chapter 6: Finally we terminate this thesis with a summary of the achieved
results and an outlook into the near future of the experiment.
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Chapter 2

Theory

This chapter is intended to set the theoretical basis for later following discussions.
In a first part we will present the fundamental concepts of optical lattices, where
the focus lies on the properties in the tight-binding regime. This limit of very
deep lattice potentials is important to introduce since it is the relevant regime for
the experiments we intend to realize. In a second part the theoretical basics of
orbital magnetism in quantum mechanics are reviewed and the so-called Harper
Hamiltonian is discussed. This is the most basic Hamiltonian that includes effects
of orbital magnetism for atoms on a lattice and corresponds to the Hamiltonian
we would like to implement experimentally.

2.1 Optical lattices

Optical lattices are an important tool in the field of ultracold atoms, since they
enable one to create spatially periodic potentials for neutral atoms. This is in
particular interesting to simulate the behaviour of electrons in a solid, where their
properties are governed by the presence of a periodic potential created by the
charged nuclei. The analogy between these two systems allows one to investigate
solid state phenomena using cold atoms from a new perspective. The high experi-
mental control over the periodic potential in the case of cold atoms enables to use
measurement and preparation techniques that are not available in the condensed
matter domain.

In this section the principle to create an optical lattice is presented as well as
the basic theory of quantum particles moving in a periodic potential. Furthermore
a theoretical description of so-called laser-assisted tunneling is introduced. All
this will serve to set the theoretical background for later discussions concerning
artificial gauge fields in optical lattices in chapter 5.

The discussions will be closely following [60] and [61].

7



2. Theory

2.1.1 Creating an optical lattice

In its simplest version an optical lattice consists of two counterpropagating laser
beams with wavelength λ, wave vector k = 2π/λ and equal intensities I0 (see
Figure 2.1). Assuming parallel polarizations of the two interfering beams, the
resulting light intensity along the propagation axis x takes the form

I(x) = 4I0 cos2(kx+ φ) . (2.1)

The coordinate origin will be chosen in the following such that φ = 0. If the
wavelength λ is far detuned from any atomic resonance, the effect of the light field
on the atom can be treated in form of a dipole potential (see [62] and Appendix
A) that reads in general

Vdip(r) = − 1

2ε0c
Re[α(λ)]I(r) . (2.2)

Here Re[α(λ)] denotes the real part of the complex atomic polarizability α(λ), c
the speed of light and ε0 the vacuum permittivity. In the following the case of red
detuned light is assumed, Re[α(λ)] > 0, leading to an attractive periodic potential
of the form

Vlat(x) = −V0 cos2(klatx) = −V0 cos2(πx/a) , (2.3)

where V0 ≥ 0 is the lattice depth, klat ≡ π/a = k the lattice wave vector and
a = λ/2 the lattice period.

In the more general case where the two interfering waves intersect with an angle
θ with respect to each other, the lattice wave vector is modified to klat = k sin(θ/2)
and thus the lattice period increased to a = λ/[2 sin(θ/2)], as sketched in Figure
2.1.

The natural energy scale that enters the system in the presence of an optical
lattice is the recoil energy defined as ER ≡ ~2k2

lat/2m. This corresponds to the
kinetic energy of a particle with mass m when moving with momentum ~klat and
will be used in the upcoming discussions as the reference energy scale for the lattice
depth and tunneling energies.

2.1.2 Bloch’s theorem and band structure

In the following the problem of a particle with mass m, moving in a periodic po-
tential along x direction is considered. To keep the formalism simple and demon-
strative, only the one-dimensional case will be discussed. A generalization to more
dimensions can be done for any Bravais lattice (see for example [63]). However,
throughout this thesis only cubic lattices will be considered, where the potentials
along the main axes separate and it is sufficient to treat one dimension at a time.
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2.1. Optical lattices

Figure 2.1: Sketch of the creation of an optical lattice. On the left hand side two
counter propagating laser beams (red arrows) are considered forming a periodic
potential of period a = λ/2. On the right hand side the two laser beams intersect
at the angle of θ leading to a lattice constant of a = λ/[2 sin(θ/2)].

The Hamiltonian describing the system can be written in the form

Ĥ =
p̂2

2m
+ V (x̂) , (2.4)

where p̂ is the momentum operator of the particle and V (x̂) = V (x̂ + a) is the
periodic potential with period a. The eigenenergies En,q and eigenstates ψn,q of Ĥ
are the solutions of the stationary Schrödinger equation

Ĥψn,q = En,qψn,q , (2.5)

with periodic boundary conditions. The possible eigenenergies will occur in sepa-
rated energy bands that are labelled in ascending order by the index n. The index
q denotes the so-called quasi-momentum. According to Bloch’s theorem the eigen-
functions take the form of a product of a plane wave and a function of periodicity
a reading

ψn,q(x) = eiqxun,q(x) , (2.6)

with un,q(x) = un,q(x + a). The eigenfunctions ψn,q(x) themselves are not neces-
sarily periodic with period a, but might differ by a phase factor from one lattice
site1 to another, that is determined by the quasi-momentum q. Since the phase
difference is only defined up to 2π, the quasi-momentum q itself is only defined up
to a multiple of 2π/a = 2klat. This allows to restrict the values of q to the so-called
first Brillouin zone, −klat < q ≤ klat. The eigenfunctions ψn,q(x) are usually called
Bloch waves.

1The minima of the periodic potential will be called lattice sites in the following.
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2. Theory

Numerical solution

We rewrite the potential from equation (2.3) without loss in generality in the form

Vlat(x) = V0 sin2(klatx) , V0 > 0 . (2.7)

Using the discrete periodicity of Vlat(x), the eigenfunctions (Bloch waves) for a
given band index n can be developed as a Fourier series [60]

ψq(x) =
∑
j∈Z

Cj(q)e
i(2jklat+q)x, −klat < q ≤ klat , (2.8)

with expansion coefficients Cj(q). Then the Schrödinger equation can be brought2

to the form of a tridiagonal matrix equation [60] for the Cj(q) given by[(
2j +

q

klat

)2

+
V0

2ER

]
Cj −

V0

4ER

(Cj−1 + Cj+1) =
Eq
ER

Cj . (2.9)

The diagonalization of this, a priori, infinite dimensional matrix equation yields
the eigenenergies Eq and the coefficients Cj(q) of the eigenfunctions for a given
pair of (q/klat, V0/ER). Since the coefficients Cj become very small for large j, one
can truncate the summation in equation (2.8) in order to limit the dimension of
the matrix to be diagonalized. Practically a limitation of |j| ≤ 20 is reasonable
for lattice depths up to V0/ER = 50 (see [60]). For all numerical calculations
based on equation (2.9) during this thesis, this choice of truncation is made. The
numerically obtained eigenenergies for the first energy bands are shown in Figure
2.2 for several lattice depths.

2.1.3 Wannier functions and tight-binding approximation

The Bloch wave eigenfunctions ψn,q(x), as introduced in the previous section, are
in general functions that are delocalized over the whole lattice. However, in sys-
tems where local interactions are important, the physics becomes more clear when
working with a basis of functions that are well localized around a given lattice site.
Such a basis is realized by the so-called Wannier functions which are defined as a
discrete Fourier transform of the Bloch wave functions

wn,j(x) =
1√
N

∑
q∈ ]−klat,klat]

ψn,q(x) e−ijaq . (2.10)

2The potential Vlat(x) in equation 2.7 has only three non-vanishing Fourier terms, V (x) =∑
l=0,±1 Vl exp(2ilklatx) = −V0/2 + V0[exp(2iklatx) + exp(−2iklatx)].
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Figure 2.2: Dispersion relation of a particle in a periodic potential of the form
V (x) = V0 sin2(klatx). Shown are the five lowest energy bands for three different
potential depths. On the leftmost picture the case of V0 = 0 is realized corre-
sponding to a free particle. The dotted line indicates the depth of the potential
V0/ER.

The label j ∈ Z now denotes the lattice site located at xj = ja and N is a
normalization constant. It is to note that the Bloch waves ψn,q are only defined
up to a phase factor, which leaves an ambiguity for the definition of the Wannier
functions. In the case of a one-dimensional potential with the symmetry V (x) =
V (−x), it has been shown in [64] that this phase factor can be chosen such that the
Wannier functions are (i) real, (ii) symmetric or anti-symmetric with respect to
x = 0 and (iii) fall off exponentially at large distances. Furthermore the Wannier
functions build an orthonormal set of functions∫

wn,j(x)wn′,j′(x) dx = δn,n′δj,j′ , (2.11)

and for a given band index n they can be constructed from each other by a discrete
translation

wn,j(x) = wn,0(x− ja) . (2.12)

Therefore it is enough to know one Wannier function for each band in order to
know the complete basis of functions. To illustrate that this new basis consists in-
deed of localized functions, some numerically computed Wannier functions for the
potential (2.7) are shown in Figure 2.3. It is to note that the Wannier functions
in the case of a very deep lattice V0 � ER approach asymptotically the eigenfunc-
tions of an harmonic oscillator potential given by Vharm = mω2x2/2, with angular
trapping frequency ω = 2

√
V0ER/~.
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Figure 2.3: Wannier functions in the fundamental band for a periodic potential of
the form V (x) = V0 sin2(klatx). Shown are the Wannier functions centered around
the site j = 0 (red solid lines) and j = −1 (blue dashed lines) for different lattice
depths V0/ER. As the lattice depth is increased, the Wannier functions become
more and more localized and the contribution at adjacent sites diminishes. On the
leftmost picture the case of a free particle is realized where the Wannier functions
takes the form of a cardinal sine function.

The Hamiltonian (2.4) expressed in the new basis of the Wannier functions
takes a non-diagonal form (as opposed to taking the Bloch wave basis) and reads
in the language of second quantization

Ĥ =
∑
n,j,j′

Jn(j − j′) â†n,j ân,j′ , (2.13)

where â†n,j and ân,j denote the creation and annihilation operators for a particle in
state wn,j(x). This Hamiltonian describes the hopping of a particle from site j′ to
site j with an amplitude of Jn(j − j′). The hopping amplitude depends only on
the band index n and the distance between the two considered sites and is defined
as

Jn(j − j′) =

∫
w∗n,j(x)

(
− ~2

2m
∆ + V (x)

)
wn,j′(x) dx . (2.14)

Using the relation (2.10) this can be brought to the form

Jn(j − j′) =
1

N
∑

q∈]−klat,klat]

En,q e
i(j−j′)πq/klat , (2.15)
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2.1. Optical lattices

with N a normalization constant. The tunneling energy Jn(j− j′) is thus nothing
else than a (complex) weighted average (or Fourier transform) of all energy values
of band n within the first Brillouin zone.

In the so-called tight-binding limit, where the lattice depth is large compared
to the recoil energy V0/ER � 1, the Wannier functions become well localized
around each lattice site. As a consequence the hopping energies Jn(j − j′) for
|j−j′| > 1 become very small compared to the nearest-neighbour tunneling energy
Jn(±1). When restricting the dynamics to the lowest Bloch band n = 0 only, the
Hamiltonian (2.13) can then be approximated to

Ĥ ≈ −J
∑
j∈Z

â†j+1âj + h.c. , (2.16)

where J = J0(1) is the nearest-neighbour hopping energy (and ”h.c.” is an abbre-
viation for the hermitian conjugate of the preceding term). This is the so-called
tight-binding Hamiltonian for non-interacting particles. Within the tight-binding
approximation the hopping energy J can be approximated by an analytic expres-
sion that reads [60]

J

ER

≈ 4√
π

(
V0

ER

)3/4

exp

[
−2

(
V0

ER

)1/2
]
, (2.17)

and falls off exponentially with (V0/ER)1/2 for large V0. The eigenenergies of the
tight-binding Hamiltonian are given by [60]

E(q) = −2J cos(aq) (2.18)

and form the fundamental energy band of width3 4J . Accordingly the width of
the fundamental band also falls off exponentially with (V0/ER)1/2 for large V0.
The width of higher lying Bloch bands is in general larger than the one of the
fundamental band, as can be seen in the band structure images in Figure 2.2.

2.1.4 Interacting bosons and Bose-Hubbard model

The discussion for non-interacting particles from the previous section is here ex-
tended to the case of interacting particles, in particular bosons. The interatomic
interactions are modeled in the pseudo-potential description where only contact
interactions in the s-wave scattering regime are considered. The interaction Hamil-
tonian in three dimensions then can in general be written as [60]

Ĥint =
g

2

∫
Ψ̂†(r)Ψ̂†(r)Ψ̂(r)Ψ̂(r)d3r , (2.19)

3For the case of a 2D square and 3D cubic lattice, the widths are 8J and 12J , respectively.
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2. Theory

where g = 4π~2as/m quantifies the interaction strength via the s-wave scattering
length as and Ψ̂(r) is the field operator annihilating a particle at position r.
When assuming the interaction energy to be small compared to the band gap, the
description can be restricted to the fundamental Bloch band only. Then the field
operator Ψ̂(r) can be developed in terms of annihilation operators âj,

Ψ̂(r) =
∑
j

wj(r) âj , (2.20)

where the summation includes all possible lattice sites j and wj(r) are the three-
dimensional Wannier functions in the fundamental Bloch band. By furthermore
considering the lattice to be in the tight-binding regime, the overlap between neigh-
bouring sites becomes small and the interaction energy of particles in Wannier
functions located at different lattice sites is negligible. Keeping only interactions
between particles at the same lattice site leads to the on-site interaction Hamilto-
nian

Ĥint ≈
U

2

∑
j

n̂j(n̂j − 1) . (2.21)

Here n̂j = â†j âj is the particle number operator at site j and U is the energy cost
to bring two particles on the same lattice site, determined by

U = g

∫
w4

0(r) d3r . (2.22)

For example in the case of spinless bosons in a three-dimensional square lattice
the interaction energy can be calculated to be [60]

U

ER

=
g

ER

∫
w4

0(x)w4
0(y)w4

0(z) d3r ≈
√

8

π
k as

(
V0

ER

)3/4

, (2.23)

where an harmonic approximation for the Wannier functions w0(x), w0(y) and
w0(z) in the three axes of the cubic lattice is used.

The Hamiltonian combining nearest-neighbour tunneling and on-site interac-
tions is called Bose-Hubbard Hamiltonian and reads

ĤBH ≈ −J
∑
j

â†j+1âj + h.c.+
U

2

∑
j

n̂j(n̂j − 1) +
∑
j

εjn̂j . (2.24)

The last term is added to account for possible external potentials that change
the on-site energies by a local offset of εj. The system dynamics described by this
model strongly depends on the ratio U/J of interaction energy to tunneling energy
and on the mean particle density n̄ in the lattice.
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2.1. Optical lattices

In the case where the tunneling energy dominates, U/J � 1, the system forms
a superfluid and the density distribution in an external harmonic confinement is
given by a Thomas-Fermi profile [65]. In the interaction-dominated case, U/J �
1, and the absence of an external confinement (εj = const), the system is in a
superfluid phase for all J/U , except when the average number of particles per site
n̄ is integer. Then the ground state is a Mott-insulator, with exactly integer filling
at each site. The transition between the two phases has been first observed in
[26]. In three dimensions the transition appears according to mean-field theory at
a critical value of (U/J)c ≈ z 5.8 for n̄ = 1 [66] [16], where z denotes the number
of nearest neighbours.

In the case where an external harmonic confinement is present and the cen-
tral density n̄ is larger than 1, both the superfluid and Mott-insulator phases can
coexist in the same trap but in spatially separated regions. Due to the incom-
pressibility of the Mott-insulator phase, the density distribution takes the form
of a wedding-cake with plateaus corresponding to well-defined integer number of
atoms per site (as directly observed in [24]). For further details the reader may
consult for example [16] and the references therein.

2.1.5 Laser-assisted tunneling

In the so far discussed case of a particle in a periodic potential, tunneling between
different lattice sites appears naturally. There exists however another class of
tunneling processes, where the interaction with an external laser field induces the
tunneling of the particles in the lattice. These processes, called laser-assisted
tunneling, have for example been observed in configurations where neighbouring
lattice sites are energetically shifted out of resonance by an additional external
potential. The resonant coupling of neighbouring sites with two-photon Raman
type transitions can then force an atom to change its lattice site (see for example
[67], [48] and [45]). This direct coupling of the external degrees of freedom is one
possibility to obtain laser-assisted tunneling.

In this section we introduce laser-assisted tunneling that is based on a laser
driven change of the internal atomic state. For this a more complicated lattice
configuration needs to be considered, where the potential felt by the atoms depends
on their internal state. In such a state-dependent lattice a laser-induced change in
internal atomic state can force an atom to change its lattice site. Interesting about
the processes of laser-assisted tunneling in general is the fact that the laser phase
gets imprinted on the atomic wavefunction, resulting in a complex valued tunneling
amplitude. This allows one to engineer for example geometrical phases for atoms
on a lattice, which is one essential ingredient to realize artificial gauge fields in
optical lattices. The goal of this section is to derive a mathematical expression for
the complex effective tunneling amplitude for the case of a simple two-level state-
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Figure 2.4: Sketch of the considered state-dependent optical lattice. The two inter-
nal atomic states |g〉 (blue circles) and |e〉 (red circles) arrange in two sublattices
separated by a, where 2a is the common period of each sublattice. Such an ar-
rangement can be created by a potential landscape as sketched in the upper half of
the image. The possible tunneling processes within each sublattice are indicated
by Jgg and Jee, the laser-assisted tunneling between the two sublattices by Jeff .

dependent lattice, that will find direct application in the discussions in chapter
5.

The lattice configuration

In the following a state-dependent optical lattice along x direction is considered
as sketched in Figure 2.4. In this lattice configuration two internal atomic states
called |g〉 and |e〉 arrange in two distinct sublattices each having a lattice constant
of dx = 2a. The two sublattices are displaced along the x direction by half a lattice
constant dx/2 = a, leading to an alternating pattern of |g〉 and |e〉 states. It is to
note that the unit cell, representing the repeating pattern of the lattice, contains
in this case two atoms, like indicated as gray shaded in Figure 2.4.

The unit cells are in the following labelled by an index j ∈ Z, such that
atoms in |g〉 are located at positions rgj = 2ja ex and atoms in |e〉 at positions
rej = rgj+a = (2j+1)a ex, where ex is the unit vector along x. For both sublattices
the tight-binding approximation is assumed to be valid and the discussion will be
restricted to dynamics in the lowest Bloch band, n = 0. In anticipation of the later
discussed cases, we assume the atoms in the perpendicular directions y and z also
to be confined by separable lattice potentials in the tight-binding regime, that are
identical for both states and will not be further specified here. This will in the
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2.1. Optical lattices

following be absorbed into the notation of three-dimensional Wannier functions
for the atoms in states |g〉 and |e〉 denoted by

〈r |wgj 〉 =wg(r − rgj ) = wg0(x− xgj )w0(y)w0(z) (2.25)

〈r |wej〉 =we(r − rgj − a) = we0(x− xgj − a)w0(y)w0(z) , (2.26)

where the transverse Wannier functions in the fundamental band w0(y) and w0(z)
are assumed to be centered around y = z = 0.

Without any laser coupling between |g〉 and |e〉 the dynamics is governed
by simple nearest-neighbour tunneling within each sublattice. The Hamiltonian
for non-interacting particles in this case takes the form of two decoupled one-
dimensional lattices given by

Ĥ0 =
∑
j

Jgg|g, wj〉〈g, wj+1|+ Jee|e, wj〉〈e, wj+1|+ h.c. , (2.27)

with Jgg and Jee being the tunneling energies for normal hopping within each
sublattice and the short notation

|g, wj〉 = |wgj 〉 ⊗ |g〉, |e, wj〉 = |wej〉 ⊗ |e〉 . (2.28)

Coupling the internal states with a laser

The situation becomes different when a coherent laser coupling between the two
internal states is added. The interaction is then described by the operator [61]

V̂coupling =
~ΩRabi

2
eik·r ⊗ |g〉〈e|+ h.c. , (2.29)

where ΩRabi is the free space Rabi frequency and k the wave vector of the coupling
laser field. This operator can be expressed in the basis of Wannier functions by
multiplying it from left and right with the completeness relation

1 =
(∑
j∈Z

|wgj 〉〈w
g
j |
)
⊗ |g〉〈g|+

(∑
j′∈Z

|wej′〉〈wej′|
)
⊗ |e〉〈e| , (2.30)

where 1 denotes the unity operator. Then it takes the form

V̂coupling =
∑
j,j′

νj,j′|g, wj〉〈e, wj′ |+ h.c. , (2.31)

where it now describes tunneling processes of an atom in state |e〉 at site j′ to
state |g〉 at site j and vice versa with an effective tunneling energy of

νj,j′ =
~ΩRabi

2
〈wgj |eik·r|wej′〉 . (2.32)
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Figure 2.5: Sketch to illustrate the two possible laser-assisted tunneling directions
from the same initial site. For tunneling within the same unit cell (gray shaded)
the upper sign in equation 2.34 applies. Tunneling to the neighbouring unit cell
requires using the lower sign.

These tunneling processes are called laser-assisted since the laser coupling enables
the atoms to hop between the sites of the two sublattices, while also changing its
internal state.

Within the tight-binding approximation the Wannier functions |wgj 〉 and |wej〉
can be considered as well localized such that only the overlap with nearest neigh-
bours is important. Then the coupling operator can be simplified to

V̂coupling ≈
∑
〈j,j′〉

Jeff |wej〉〈w
g
j′|+ h.c. , (2.33)

where 〈j, j′〉 denotes the summation over nearest neighbours. The effective tun-
neling matrix element Jeff for nearest-neighbour laser-assisted tunneling is then in
general given by the expression

Jeff =
~ΩRabi

2
eik·(r

g
j±a/2)

∫
we0
∗(r′ ∓ a/2) eik·r

′
wg0(r′ ± a/2) d3r′ . (2.34)

The two different signs correspond to the possible transitions to the right hand
side neighbour (rgj → rej , upper sign) and the left hand side neigbhour (rgj → rej−1,
lower sign), as sketched in Figure 2.5.

The tunneling amplitude Jeff is in general a complex quantity and depends on
the overlap integral of the Wannier functions of neighbouring |g〉 and |e〉 sites,
weighted with a spatially dependent phase factor that describes the phase of the
coupling laser field. The form of the coupling Hamiltonian 2.33 is similar to the
one of a regular tight-binding model, where the effect to have internal states g and
e becomes formally nothing more than an index on alternating lattice sites.
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2.1. Optical lattices

Explicit evaluation of Jeff for a square lattice

We next want to look a bit closer at the effective tunneling amplitude Jeff in the case
of a three-dimensional square lattice as described above. The three-dimensional
integration in expression (2.34) can then be decomposed as

Jeff =
~ΩRabi

2
eik·(r

g
j±a/2) ηx ηy ηz , (2.35)

with the three integration factors

ηx =

∫
we0
∗(x∓ a/2) eikxxwg0(x± a/2) dx , (2.36)

ηy =

∫
|w0(y)|2 cos(kyy) dy , (2.37)

ηz =

∫
|w0(z)|2 cos(kzz) dz , (2.38)

and k = (kx, ky, kz). It is to note that ηy and ηz are real quantities due to the mirror
symmetry of w0(y) and w0(z) with respect to the coordinate origin. We will assume
in the following for simplicity that the lattice potentials for |g〉 and |e〉 are equal,
resulting in identical Wannier functions for the two states, wg0(x) = we0(x). Then
also ηx is a real quantity and the effective matrix element Jeff can be decomposed
as

Jeff = Jgee
iφ , (2.39)

where the phase associated with the tunneling process φ = k · (rgj ±a/2) is deter-
mined by the laser phase at the link location4. The amplitude Jge = ~ΩRabi ηx ηy ηz/2
is fixed by the vacuum Rabi frequency ΩRabi and the three integration factors.

A useful approximation for the integration factors can be made when assuming
that 1/ky and 1/kz are large compared to the extension of the Wannier functions
w0(y) and w0(z) (in anticipation of the later realized case), resulting in ηy, ηz ≈
1. A similar approximation can be done for ηx by assuming that the region of
significant overlap between wg0

∗(x ∓ a/2) and wg0(x ± a/2) is small compared to
1/kx. Then ηx can be written as

ηx ≈
∫
wg0
∗(x∓ a/2)wg0(x± a/2) dx . (2.40)

In the following, numerical values for the integration factors are calculated in order
to get the orders of magnitudes involved and to verify the presented approximations
for the integration factors.

4It is to note that other choices for the origin of the integration variable are possible leading
to a modified expression for φ: Different phase choices correspond to different gauge transforma-
tions. The present one is convenient due to its symmetry.
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Figure 2.6: On the left hand side the numerically calculated Wannier functions for
neighbouring |g〉 (red solid) and |e〉 (blue dashed) sites are shown for a lattice depth
of V0/ER = 10 . It is to note that the lattice spacing of each sublattice is 2a. On the
right hand side the numerically calculated overlap integrals ηx and ηy are shown
as a function of the depth of the corresponding lattice along x and y respectively.
The calculations for ηx are based on the approximated form (2.40) (red solid) as
well as on the full form (2.36) (green dashed), assuming equal potential depths
for both states |g〉 and |e〉. For ηy the full form (2.37) is used and in all cases
kx = ky = |k| is assumed as described in the text. All graphs are calculated on the
same numerical grid consisting of 500 equidistant q-values distributed over the 1.
Brillouin zone to calculate the Wannier functions and 800 equidistant real space
points in the interval [−8a, 8a] for the overlap calculations.

Important for this is to know the magnitude and the direction of the wave
vector of the coupling laser field k. In anticipation of the experimental situation,
that will be presented in chapter 5, we leave an arbitrary direction for k but we fix
its modulus to |k| = 2π/λ with λ = 578 nm. This value is used in the calculations
as an upper limit for kx and ky. The numerically calculated overlap integrals are
shown in Figure 2.6 as a function of the depth of the applied lattice in the according
direction. Along the x direction the lattice depths are assumed to be equal for
both states and the lattice spacing to be 2a = 306 nm. Along the y direction we
consider a lattice constant of 380 nm. The Wannier functions of two neighbouring
|g〉 and |e〉 sites are also shown in Figure 2.6 for a lattice depth of V0/ER = 10 , to
illustrate their finite overlap.

It can be seen that ηy takes values above 0.8 for lattices deeper than about
7ER. In this range the approximation ηy ≈ 1 (and similar for ηz) is an overes-
timation with an error of less than 20 %, that decreases with increasing lattice
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2.1. Optical lattices

depths. For ηx the approximated form (2.40) also yields an overestimation of the
full form (2.36) with a typical error below 20 % above 5ER, that also decreases
with increasing lattice depth. The accuracies of the approximations are sufficient
for later discussions, where we are mostly interested in finding the right orders of
magnitudes.

The value of ηx for the typical range of lattice depths shown in Figure 2.6
is decreasing with increasing lattice depths and takes typical values in the range
of 0.35 to about 0.1. This allows us to estimate the magnitude of the effective
tunneling amplitude Jge to be expected about one order of magnitude lower than
the vacuum Rabi frequency ΩRabi.

2.1.6 2D lattice with harmonic confinements - conditions
for unity filling

The scheme to implement artificial gauge fields in optical lattices (see chapter 5)
implies to work with atoms in a two-dimensional optical lattice, where the motion
in the third dimension is assumed to be frozen out. Due to the Gaussian envelopes
of the laser beams that will be used to create the lattice potentials, residual har-
monic confinements will be present on top of the lattice potentials. For reasons
explained in section 5.2.3 it is favorable to work with a density corresponding to
about one atom per lattice site. To reach this regime the number of atoms and
the cloud size have upper limits that depend on the harmonic confinement and
the atomic interaction strength. The goal of this section is to find mathematical
expressions to estimate these two upper limits that become important in later
discussions in section 5.2.

In the following a two-dimensional square lattice (in the x-y plane) of depth V0

in the tight-binding regime is assumed, with a lattice spacing d and a tunneling
energy J . On top of the lattice potential an additional radially symmetric harmonic
confinement in the x-y plane of the form

Vharm =
1

2
mω2

⊥r
2 , (2.41)

is considered, with r =
√
x2 + y2 the radial coordinate and ω⊥/2π the radial

trapping frequency. In the z direction the system is assumed to be in the ground
state of an harmonic oscillator with wavefunction ζ(z). The interaction energy for
bosonic atoms in the pseudo-potential approximation [60] is then determined by

U = g

∫
|ζ(z)|4 |w(x, y)|4d3r , (2.42)

where g = 4π~2as/m is the interaction parameter with as the s-wave scattering
length and w(x, y) being the separable Wannier function in the fundamental band.
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By approximating the Wannier functions with harmonic oscillator ground state
wavefunctions in x and y direction the interaction energy calculates to

U

ER

=

√
8

π

as

az

(
V0

ER

)1/2

, (2.43)

with az the harmonic oscillator length in z direction.

Density profile in the superfluid regime

In the following the case of a superfluid will be considered (U/J � (U/J)2D
c =

0.0597 in two dimensions for n̄ = 1 [68]). It has been shown in [65] that the
atomic density coarse grained over many lattice sites has the form of a Thomas-
Fermi profile given by

n(r) = max

[
µ− 1

2
mω2

⊥r
2

U
, 0

]
, (2.44)

where µ is the chemical potential. It is to note that n(r) is a smoothed density,
normalized to the size of a unit cell d × d, and thus corresponds to the average
atom number per lattice site. Compared to a regular Thomas-Fermi profile for a
BEC in a harmonic trap, the interaction energy has been rescaled by the one in
the lattice, U . The Thomas-Fermi radius is determined by the condition n(R) = 0
that yields

R =

√
2µ

mω2
⊥
. (2.45)

The total number of atoms is given by

N = 2π

∫ R

0

n(r)

d2
r dr =

πµ2

mω2
⊥d

2U
. (2.46)

In order to reach the regime of unity density in the center of the cloud, n(0) ≈ 1,
the chemical potential needs to be on the order of the interaction energy. This
determines the cloud radius and atom number in the regime of unity filling to be

R ≈

√
2U

mω2
⊥
, N ≈ πU

mω2
⊥d

2
=
πR2

2d2
. (2.47)
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2.2. Orbital magnetism in quantum mechanics

Figure 2.7: Illustration of the modification of the periodic lattice potential with
spacing d in the presence of an additional harmonic confinement of the form
mω2

⊥r
2/2.

Condition to maintain tunneling in the presence of a harmonic
confinement

The presence of the harmonic confinement modifies the energies of the lattice
sites as illustrated in Figure 2.7. The energy between neighboring sites is shifted
which can lead to the suppression of tunneling if the energy shift becomes large
compared to the tunneling energy. The energy shift between neighboring lattice
sites is largest at the edge of the cloud where it is given by

∆E ≈ mω2
⊥Rd , (2.48)

with R the radius of the cloud. To avoid the suppression of the basic tunneling
one has to keep

mω2
⊥Rd ≤ J . (2.49)

This imposes an upper limit on the harmonic trapping frequency for a given cloud
radius R and tunneling energy J . With the expression for the cloud radius R in
the case of unity filling, this condition transforms to

2mω2
⊥d

2 ≤ J2

U
. (2.50)

2.2 Orbital magnetism in quantum mechanics

The realization of artificial gauge fields using cold atoms is promising to explore
quantum phenomena related to orbital magnetism like for example the quantum
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Hall effect. The main idea is thereby to engineer the cold atom quantum system
such that the resulting Hamiltonian emulates the physics connected to the phe-
nomena one would like to study. The simplest model Hamiltonian comprising the
physics related to the quantum Hall effect is the so-called Harper Hamiltonian.
This Hamiltonian describes the physics of non-interacting particles on a 2D lat-
tice in the tight-binding regime, subject to a homogeneous perpendicular magnetic
field.

To introduce this Hamiltonian we first review in this section the main concept
of orbital magnetism in quantum mechanics and the Aharonov-Bohm phase. Then
the case of charged particles on a lattice is considered, where we derive the Harper
Hamiltonian and discuss its properties.

2.2.1 Gauge transformation and Aharonov-Bohm phase

In quantum mechanics a particle with charge q and mass m, moving in a magnetic
field B is described by the minimal coupling Hamiltonian

Ĥ =
[p̂− qA(r̂)]2

2m
, (2.51)

where p̂ denotes the canonical momentum operator and A(r̂) is the vector poten-
tial, connected to the considered magnetic field via

B = ∇×A . (2.52)

As in classical electrodynamics, the choice of the vector potential leading to a
given magnetic field is not unique. One can add the gradient of a function χ(r)
to the vector potential, A(r) → A′(r) = A(r) + ∇χ(r), without changing the
corresponding magnetic field. This defines a local transformation that is called
gauge transformation in classical electrodynamics. In quantum mechanics a com-
plete gauge transformation requires also modification of the wave function of the
particle by a local phase factor and the full transformation has the form [61]

A(r)→ A′(r) = A(r) +∇χ(r) , (2.53)

ψ(r, t)→ ψ′(r, t) = eiqχ(r)/~ψ(r, t) . (2.54)

It is this combined local transformation that leaves the time-dependent Schrödinger
equation invariant.

The fact that the choice of gauge for the vector potential influences the local
phase of the particle wave function has been argued by Aharonov and Bohm [69]
to be observable in interference experiments. In particular they proposed that
a charged particle will pick up an additional phase when encircling an isolated
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2.2. Orbital magnetism in quantum mechanics

magnetic flux line, without ever passing via a region of non-zero magnetic field.
This effect has been observed in several experiments (for example [70], [71]) and
has major consequences for our understanding of electromagnetism in the quantum
world. It shows that the magnetic field alone does not contain the full information
about an electromagnetic field in quantum mechanics and suggests that the vector
potential in this sense is the more fundamental field to consider.

In a semi-classical picture the Aharonov-Bohm effect can be described by the
effect that a particle moving from point r1 to r2 on a curve C in space, in the
presence of a vector potential A(r), acquires a phase proportional to the line
integral of the vector potential along the taken path given by

φ(r1 → r2) =
q

~

∫
C
A(r) · dr . (2.55)

This phase is called Aharonov-Bohm phase and is picked up in addition to any
dynamical (time-dependent) phase. It is independent of the time the particle
needs to perform the trajectory and therefore a so-called geometrical phase. For
a particle on a closed-loop trajectory O, the phase is given by

φ =
q

~

∮
O
A(r) · dr =

q

~

∫∫
A
B · dS , (2.56)

where A is a surface with boundary O. The phase picked up by the wave function
is therefore directly proportional to the magnetic flux Φ =

∫∫
AB ·dS through the

area A defined by the closed loop O.

2.2.2 Orbital magnetism on a lattice - the Harper
Hamiltonian

After having briefly reviewed the concept of the Aharonov-Bohm phase in free
space we turn here to the case where the quantum particles are confined by a
periodic potential to well defined lattice sites. In particular interesting is the
case where atoms move only in two dimensions, with a perpendicular magnetic
field applied. This corresponds to a typical system where the quantum Hall effect
appears.

The simplest case to consider are non-interacting particles with charge q on
a two-dimensional square lattice (x-y plane). The lattice sites along x and y are
in the following labeled with indices m and n in units of the lattice spacing d.
When assuming to be in the tight-binding regime, the system is described by the
Hamiltonian

Ĥ = −J
∑
m,n,±

(ĉ†m±1,nĉm,n + ĉ†m,n±1ĉm,n) , (2.57)
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with ĉm,n is the annihilation operator for a particle at site (m,n). The nearest-
neighbour tunneling energy J is for simplicity chosen to be identical along x and
y direction.

The goal is next to take the effect of a perpendicular homogeneous magnetic
field B = B0ez, described by the vector potential A(r). When assuming a weak
magnetic field such that the coupling to higher bands can be neglected, this can be
done by introducing effective tunneling matrix elements. For this, the Aharonov-
Bohm phase along the semi-classical (direct line) tunneling trajectory from one
site to another is taken into account, resulting in

J → J exp

(
−i q

~

∫ r2

r1

A(r) · dr
)
, (2.58)

where r1 and r2 denote the position vectors of the two neigbhouring lattice sites
involved. This is the so-called Peierls substitution5. The Hamiltonian after the
substitution reads

Ĥ = −J
∑
m,n,±

e−i
q
~
∫
A(r)·dr ĉ†m±1,nĉm,n + ei

q
~
∫
A(r)·dr ĉ†m,n±1ĉm,n , (2.59)

where the phase factors in the tunneling matrix elements depend on the gauge
chosen for the vector potential. When choosing the Landau gauge A = −Bz y ex,
for example, the phases for y direction tunneling vanish, leading to

Ĥ = −J
∑
m,n,±

e±i2παn ĉ†m±1,nĉm,n + ĉ†m,n±1ĉm,n , (2.60)

where α = qBd2/h = Φ/Φq denotes the magnetic flux through an elementary cell
Φ = Bd2 in units of the quantum of flux for the considered charge Φq = h/q.
In the case of electrons this would correspond to the well known flux quantum
of Φ0 = h/e. Equation (2.60) is the so-called Harper Hamiltonian. The lattice
configuration described by this Hamiltonian is sketched in Figure 2.8, where the
possible tunneling processes are illustrated.

It is to note that the exact form of the Harper Hamiltonian depends on the
choice of gauge. By choosing for example the vector potential A = Bz x ey instead
of the previously chosen one, the phases would only appear on the tunneling matrix
elements along y direction. However, the relevant quantity that determines the

5The validity of this substitution leading to an effective Hamiltonian is discussed for example
in [72], [73] and [74]. From the point of view of cold atoms, however, the validity is primarily
not important since we directly engineer the Harper Hamiltonian (2.60) and are interested in
studying the physics associated with it. The question of validity of the Peierls substitution
becomes only important when trying to map the physics of the Harper Hamiltonian back to the
case of electrons in a periodic potential with a real magnetic field.
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2.2. Orbital magnetism in quantum mechanics

Figure 2.8: (a): Illustration of the lattice configuration of the Harper model.
The tunneling matrix elements for a round trip on a unit cell are indicated. (b):
Spectrum of the Harper Hamiltonian. Shown in red are the possible eigenenergies
within the lowest Bloch band as a function of the normalized magnetic flux α.

physics is the magnetic flux per unit cell that is given by the sum of the phases
on each link for a given unit cell of the lattice. By choosing another gauge one
can redistribute the phases over the different links, but the sum of the phases on
a unit cell will stay constant.

Spectrum of the Harper Hamiltonian

The energy spectrum of the Harper Hamiltonian is entirely characterized by the
tunneling energy J and the normalized magnetic flux α. It has been studied by
Hofstadter [75], who pointed out its remarkable self similar structure when plotted
as an energy vs magnetic flux diagram as shown in Figure 2.8. It is clear that due
to the ambiguity of 2π of the phase in the complex tunneling matrix elements,
only values of α between 0 and 1 need to be considered. It can furthermore be
seen that the spectrum is symmetric with respect to α = 0.5, reflecting the fact
that the spectrum is invariant under the inversion of the magnetic field direction.

Due to the chosen gauge, the Harper Hamiltonian in equation (2.60) obeys
translational symmetry along x, whereas the translational symmetry along the y
axis is broken. In the case where α is a rational number given by α = r/p, with
integer r and p, the translational symmetry along y is restored. The unit cell
in this case has the size d × pd and has p sites per unit cell. Accordingly the
fundamental Bloch band of width 8J splits into p subbands that are in general
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separated by energy gaps. This can be seen in the spectrum in Figure 2.8, where
the special cases of α = 1/3, 1/4, are marked on the x axis.

It is to note that the magnetic field required to achieve a magnetic flux on
the order of one flux quantum (α ∼ 1) is for a typical solid (d ∼ 0.5 nm) on the
order of B = 104 T. Such a strong magnetic field can so far not be realized in
a laboratory. However, in the simulation of the Harper Hamiltonian (2.60) with
cold atoms in optical lattices, values of α on the order of unity can be quite easily
reached. The key for the simulation with cold atoms is thereby to engineer the
complex tunneling matrix elements in (2.60) which will be further explained in
chapter 5.
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Chapter 3

Making a Bose-Einstein condensate
of ytterbium atoms

The production of a Bose-Einstein condensate (BEC) is a mandatory step to obtain
quantum gases in optical lattices: Producing an atomic cloud that is sufficiently
cold to be loaded into the fundamental band of the lattice has so far not been
demonstrated using laser cooling alone. In order to achieve a Bose-Einstein con-
densate of 174Yb several steps are performed in this experiment. First an atomic
beam of ytterbium is axially decelerated using the Zeeman slowing technique [76].
Then the atoms are captured in a magneto-optical trap (MOT) where they are
laser-cooled close to the Doppler cooling limit. Afterwards the cloud is transferred
to a single-beam optical dipole trap and is subsequently transported to another
vacuum chamber. Finally the atoms are loaded into a crossed dipole trap where
the temperature is further reduced using evaporative cooling to reach the BEC
transition.

This chapter is devoted to the description of the details of all the above men-
tioned steps towards a BEC of 174Yb that have been implemented and developed
within this thesis work. First the basic electronic level structure of ytterbium
is reviewed, followed by a brief description of the experimental control and the
vacuum system used. Then the realization of the Zeeman slower and the magneto-
optical trap are presented as well as a brief explanation of the absorption imaging
technique. Subsequently the transport of the cold cloud in an optical dipole trap
and the production of a BEC in a crossed dipole trap are discussed. The chapter
terminates with some results on the adiabatic loading of a BEC into an optical
lattice.
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Figure 3.1: Schematic of the relevant lowest-lying electronic energy levels of yt-
terbium. The transitions used for laser cooling within this thesis are marked with
coloured arrows. For those transitions the natural linewidth Γ, the transition wave-
length λ, the Doppler temperature TD and the saturation intensity Isat are shown.
The values are taken from [77] and [78].

3.1 Ytterbium level structure

To explain the laser cooling scheme realized in this experiment, the relevant elec-
tronic level structure of ytterbium will be briefly presented in the following. A
more complete description of the properties of ytterbium and the lowest lying
energy levels can be for example found in [78] and [79] and the references therein.

Ytterbium1 is part of the Lanthanide series and has seven stable isotopes among
which are five bosonic (168Yb, 170Yb, 172Yb, 174Yb, 176Yb) and two fermionic ones
(171Yb, 173Yb). The isotope used in this work is 174Yb, which has the highest
natural abundance of about 32 %. The electronic ground state configuration of
ytterbium is [Xe]4f 146s2 with two valence electrons closing the outer s-shell. Due
to the presence of these two valence electrons, the energy spectrum splits into
spin singlet and triplet states (see Figure 3.1) and the electronic level structure is

1It was first found in a mine near the village Ytterby in Sweden, where it takes its name
from. Amusing is the fact that also the elements Terbium and Erbium were first found in this
mine and their names were chosen by removing letters from ”ytterbium”.
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quite similar to the one of alkaline earth atoms. The so-called ”intercombination
transitions” between the singlet and triplet manifolds are weakly allowed due to
spin-orbit coupling2. The accordingly narrow linewidth of these lines is a feature
that makes ytterbium interesting for applications like narrow line laser cooling,
optical clocks and effective two level systems with negligible spontaneous emission
rates. For laser cooling the interesting transitions are 1S0 ↔ 1P1 at about 399 nm
and 1S0 ↔ 3P1 at about 556 nm with linewidths of Γ399 ≈ 2π × 29 MHz and
Γ556 ≈ 2π × 182 kHz, respectively.

The blue 399 nm transition is advantageous for Zeeman slowing due to its
large linewidth and photon momentum. This transition however is not completely
closed, since atoms in the 1P1 state can decay into the 3D1 and 3D2 states with a
branching ratio that has a lower limit of about 10−7 [81]. The subsequent decay
back to the 1S0 ground state via the 3P manifold can be quite slow since the 3P2

and 3P0 states have lifetimes of 12 s and > 20 s [78] respectively. This can lead to
strong losses in the cooling cycle when operating a magneto-optical trap on the
1S0 ↔ 1P1 transition, as observed in [81]. For Zeeman slowing, however, where
about 104 − 105 photon absorption-reemission cycles are necessary for a complete
deceleration of an atom, the depumping losses are have not been observed to be
problematic.

The intercombination transition at 556 nm on the other hand is advantageous
for magneto-optical trapping since the Doppler temperature is only about T 556

D ≈
4.4µK, due to its narrow linewidth. Having such a low Doppler temperature
is important since sub-Doppler cooling mechanisms are not available for bosonic
ytterbium due to the non-degenerate ground state. For the fermionic isotopes sub-
Doppler cooling exists and has been observed in [82] for a MOT on the 1S0 ↔ 1P1

transition. Other particularities of a MOT on this transitions are further discussed
in section 3.5.2.

3.2 Experimental control

Creating a Bose-Einstein condensate and performing subsequent experiments re-
quires a real time electronic control system including synchronized digital and
analog output channels. This is necessary since almost all steps during an exper-
imental sequence are electronically controlled. This implies, amongst others, fast
switching and pulsing of laser beams as well as ramping of laser frequencies and

2Without spin-orbit coupling the Russel-Saunders (or LS) coupling regime is realized. In
this regime singlet-triplet transitions cannot occur, since the total spin quantum number cannot
change. It is to note, however, that pure LS coupling does not strictly apply to atoms as heavy
as ytterbium [80], although the usual convention is to use labels as in the LS coupling regime.
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3. Making a Bose-Einstein condensate of ytterbium atoms

coil currents. Ideally the control system should be freely programmable and the
experimental sequence be changeable from one run to another.

The control system used in this experiment is similar to the one described in
[83] and [84]. Its electronic part is realized by a modular commercial real time
control system that consists of a chassis3 hosting exchangeable modules for digital
and analog inputs and outputs as well as a module for the communication with a
PC. In the current configuration4, a total of 64 digital outputs, 27 analog outputs
and miscellaneous digital and analog input channels are available. The values on
the digital and analog outputs can be set with a time step resolution of 2µs. Both
digital and analog outputs are additionally buffered using opto-isolators (digital)
and differential amplifiers (analog) within home-built circuits. The bandwidth of
the analog outputs is several tens of kHz and the voltage range is ±10 V, which is
addressed in 12 bit or 16 bit resolution, depending on the output channel.

The programming and interfacing of the electronic control system with a PC
is done using an open source experiment control program called Cicero5 [84]. The
program allows one to define an experimental sequence where each digital and
analog channel can be freely programmed (within some maximum number of time
steps). The programmed sequence is then uploaded to the real time system and
can be executed repeatedly. Among the features of Cicero a particularly useful
one is that predefined variables can be automatically changed from one run to
another in order to perform parameter scanning and optimization. Equally useful
are predefined communication protocols like RS232 and GPIB. A support to send
TCP messages at the beginning of each sequence has been added by us in order
to adapt to the present experimental needs. This is especially handy to send
information about the current sequence to other PC systems in the network (for
instance to the PC used for saving and analyzing images).

3.3 Vacuum system and atomic beam

In order to achieve Bose-Einstein condensation of a trapped atomic gas, an ultra-
high vacuum (UHV) system is needed with a pressure at least as low as 10−10 mbar.
This is mainly necessary to reduce collisions with the residual background gas (at
room temperature) that would otherwise heat and deplete the atomic cloud very
quickly.

3PXIe-1065, National Instruments.
4Currently used modules: PXIe-8370, PXI-6713 (x2), PXI-6733, PXI-6534, PXI-6535 and

PXI-6363.
5This has been developed by Aviv Keshet, a former PhD student in the group of Wolfgang

Ketterle at MIT and is used in many groups all over the world these days.
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Figure 3.2: 3D Model of the vacuum system similar to the one used within this
thesis (a). The green arrows indicate the direction of the six MOT beams. The
science chamber in (a) is just an illustrative model, the one used within this thesis
is shown in (b).

The vacuum system used in this experiment consists of three main sections
in the following referred to as science chamber, MOT chamber and atomic beam
section [see Figure 3.2 (a)]. The main idea of the chosen design is to spatially
separate magneto-optical trapping and Zeeman slowing from the part where the
actual experiments are carried out. This is required to ensure enough optical access
to perform the planned experiments on artificial gauge fields in optical lattices.

MOT and science chamber

The science chamber used during this thesis6 [see Figure 3.2 (b)] offers two CF637

connections in the vertical direction and eight CF16 connections in the horizontal
plane used for the dipole trap and lattice beams as well as several imaging axis.
One of the CF16 ports is used to attach a 2 l/s ion pump. The connection from
the science chamber to the MOT chamber is realized via a CF16 tube. The MOT
chamber itself is a commercially available model8 having an outer diameter of about
18 cm. It offers eight CF16 ports that are partially used for the single beam dipole
trap, the atomic beam arrival and the Zeeman slower beam. The four available
CF63 and two CF100 ports are used for the six MOT beams and imaging. The
pumping of this part is done by a 40 l/s ion pump and a NEG getter pump9 that
are connected using a CF63 T-shaped piece. The distance from the center of the

6It has been recently replaced by a different model that is more adapted to the experimental
needs to realize artificial gauge fields.

7CF = conflat.
86.0” Spherical Square, MCF600-SphSq-F2E4A8 from Kimball Physics.
9Capacitorr D200, SAES Getters
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MOT chamber to the center of the science chamber is about 22 cm. This is also
the distance over which the atoms need to be transported.

Differential pumping and pressures

The atomic beam part hosts the ytterbium oven and is connected to the MOT
chamber via two differential pumping stages. The first one consists of a CF40
blind flange of 2 cm thickness with a central bore hole of 4 mm diameter with a
20 l/s ion pump placed behind. The second one is a 30 cm long CF16 tube with an
inner diameter of 10 mm, that is surrounded by the Zeeman slower and connects
directly to the MOT chamber. Furthermore a linear valve is installed that allows
one to isolate the MOT and science chamber from the atomic oven for potential
maintenance or refilling of the oven. The volume right behind the atomic oven is
pumped by two 20 l/s ion pumps. The distance from the oven exit to the center
of the MOT is about 90 cm.

The pressures in the different parts are monitored using the calibrated ion
pump currents. Having the oven switched off (on, at T = 400 ◦C) they value
to about 3 × 10−9 mbar (5 × 10−8 mbar) behind the exit of the atomic oven and
about 3× 10−10 mbar (5× 10−10 mbar) in the MOT chamber. The pressure in the
science chamber cannot be measured below 10−9 mbar due to the limitation on the
measurable current in the 2 l/s ion pump. Its pressure however is expected to be
similar to the one in the MOT chamber, since similar lifetimes have been measured
in both chambers. These pressure values are achieved without a bake out of the
vacuum system.

It is to note that all ion pumps used in the setup are shielded by a Mu-
metal housing to minimize the influence of the pump magnetic fields on the MOT
quadrupole field. This is important since the MOT magnetic field gradients are
relatively small (∼ 1 Gauss/cm).

Oven design

In order to create an atomic beam, a reasonable vapor pressure for the consid-
ered atomic species needs to be reached. For ytterbium, this implies to work at
temperatures on the order of 400 ◦C which is realized in an oven that consists of
a simple stainless steel reservoir with ytterbium chunks placed inside. A copper
tube of L = 10 cm length and d = 2 mm inner diameter is screwed to the oven in
order to collimate the exiting atomic beam. The heating of the oven is performed
by two heating collars10 and an additional heating tape wrapped around. Those
are configured such that the temperature of the collimation tube is always kept
about 10 ◦C above the oven temperature. This prevents clogging of the tube due

10Bought from Acim Jouanin.
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to adsorption of ytterbium on its walls, which has been observed to be an issue
when the tube is not specifically heated. To inhibit the rest of the vacuum cham-
ber from heating up as well, the connecting CF40 flange of the oven is in thermal
contact with a water cooled copper pipe. This allows us to have temperatures of
40 ◦C about ten centimeters away from the oven.

Atomic beam

The properties of the atomic beam that exits the oven are mainly determined by
its temperature T and the geometry of the collimation tube placed at its exit. The
atomic velocities v of the vapour inside the oven volume are distributed according
to the Maxwell-Boltzmann law

f(v) =

(
m

2πkBT

)3/2

e−mv
2/2kBT , (3.1)

where m is the mass of an atom and kB the Boltzmann constant. The collimation
tube of length L and radius R effectively acts as a velocity filter for the atoms
leaving the oven. When neglecting gravity, only atoms with a ratio of axial to
transverse velocity of vax/v⊥ . L/2R can leave the oven without hitting the col-
limation tube wall. This filtering forms an atomic beam with a theoretical full
beam divergence angle that approximates to θdiv ≈ R/L ≈ 0.6 ◦ for the present
parameters. The longitudinal velocity distribution after the velocity filtering is
calculated as

f(vax)beam =

√
m

2πkBT
e−mv

2
ax/2kBT

[
1− exp

(
−mv2

ax4R2

2kBTL2

)]
. (3.2)

In the present case of a very long and thin collimation tube (L� R), this expres-
sion is well approximated by

f(vax)beam ≈
R2

L2
4π

(
m

2πkBT

)3/2

v2
ax e
−mv2ax/2kBT . (3.3)

The most probable velocity of this distribution is
√

2kBT/m and the root mean

square velocity is
√

3kBT/m. The distribution is shown in Figure 3.3 for our
experimental parameters.

3.4 Zeeman slower

In order to capture atoms from the atomic beam into the magneto-optical trap, the
velocity of the atoms needs to be brought below the capture velocity of the MOT
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Figure 3.3: Calculated axial velocity distribution of the atomic beam according
to equation (3.2). The curve is plotted for a temperature of T = 400 ◦C and a
collimation tube of length L = 10 cm and radius R = 1 mm. The most probable
velocity

√
2kBT/m is at about 250 m/s (red dashed vertical line) whereas the root

mean square
√

3kBT/m is at about 310 m/s (green solid vertical line).

which is in our case expected to be on the order of vc ∼ 5 m/s (see [85] and section
3.5.2). However most of the atoms in the atomic beam have an axial velocity much
larger than vc, according to the discussion in the previous section. To increase the
number of atoms within the capture range of the MOT the atomic beam is axially
decelerated using the Zeeman slowing technique with a laser resonant with the
1S0 ↔ 1P1 transition.

3.4.1 Working principle

The Zeeman slowing technique is based on the radiation force of a resonant laser
beam on an atom. When choosing this laser beam to be counter propagating with
respect to the atomic beam direction, axial deceleration can be achieved. Having
the laser in resonance with an atomic transition, the acceleration for an atom with
mass m is given by [86]

a =
Γ

2

~k
m

s

s+ 1
, (3.4)

with Γ the natural linewidth of the atomic transition, ~k the photon momentum
of the resonant light and s = I/Isat the saturation parameter given by the ra-
tio of laser intensity to saturation intensity. In the case of a constant uniform
deceleration of a, the velocity of an atom along the propagation axis z evolves like

v(z) = v0

√
1− z

z0

, (3.5)
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3.4. Zeeman slower

where v0 is the initial velocity and z0 = v2
0/2a is the distance needed to stop

the atom. Due to the Doppler shift, the frequency detuning δ/2π of the light
with respect to resonance of the moving atom depends on the axial velocity and
therefore on the position z via

δ(z) = ωL − ω0 + kv(z) , (3.6)

where ωL/2π denotes the laser frequency and ω0/2π the atomic resonance frequency
for an atom at rest. In order to keep the light force on the atoms maximal, the
resonance condition δ(z) = 0 needs to be fulfilled along the total distance of
deceleration. This can be achieved by adding a spatially varying magnetic field
that compensates the Doppler shift via the Zeeman effect. For the case of an
atomic resonance from state g to e with total angular momenta Jg = 0→ Je = 1
(like the 1S0 ↔ 1P1 transition in ytterbium) that is driven by circularly polarized
light, the ideal magnetic field profile arising from the conditions δ(z) = 0 and
constant deceleration calculates to

Bideal(z) = −~(ωL − ω0)

µ
−B′

√
1− z

z0

, (3.7)

with B′ = ~kv0/µ and µ = geMeµB, where ge = 1.035 [87] is the Landé g-factor
of the excited state, Me = ±1 the magnetic quantum number and µB the Bohr
magneton.

The first term in equation (3.7) describes a magnetic field offset that deter-
mines the frequency detuning of the Zeeman light with respect to atom at rest,
δv=0 = ωL − ω0. The second term is the spatially varying magnetic field part that
ensures the resonance condition for the atoms during deceleration which can be
chosen to be either increasing or decreasing along the propagation direction of
the atom. The circular polarization of the counter propagating beam has to be
adapted accordingly.

On the contrary to the case of alkali atoms, depumping losses at a magnetic
field zero crossing, where atoms could exit the cycling transition, are very small
(see section 3.1). This allows one to operate the Zeeman slower with a magnetic
field zero crossing along the deceleration distance, without the need for additional
repumping light. Such a configuration is advantageous since it reduces the peak
amplitude of the required magnetic field.

3.4.2 Laser system at 399 nm

To create the 399 nm light needed for Zeeman slowing on the 1S0 ↔ 1P1 transi-
tion, the technique of frequency doubling is used. The source for the laser light at
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3. Making a Bose-Einstein condensate of ytterbium atoms

the fundamental wavelength of 798 nm is a commercial tapered amplifier system11

providing an output power of about 500 mW. This light is frequency doubled in a
ppKTP12 non-linear crystal of 1 cm length at a quasi-phase matching temperature
of about 75 ◦C. Since the maximum doubling efficiency in a single pass configu-
ration would only be on the order of several percent, the crystal is placed in an
enhancement cavity with a finesse of about 60. The achieved maximum output
power when locking the cavity is on the order of 100 mW.

The waist in the crystal is chosen to be on the order of 200µm which is quite
far from the theoretical optimum for the Boyd-Kleinman factor of 23µm to achieve
the highest doubling efficiency. The reason is that strong thermal effects in the
ppKTP crystal have been observed, similar to the ones reported for example in [88].
These effects lead to local heating of the crystal due to an enhanced absorption
of infrared light in the presence of frequency-doubled blue light. This influences
locally the refractive index of the crystal and therefore the effective cavity length
in a non-linear way. Experimentally this can be observed as highly asymmetric
cavity peaks when scanning the cavity resonances slow enough (∼ 50 ms), as shown
in Figure 3.4. In one scanning direction the peak looks almost like an orthogonal
triangle. The steep fall-off on one of the wings lead to difficulties in achieving a
stable cavity locking. To circumvent this problem, the intensity in the crystal has
been lowered by increasing the waist and thus reducing the thermal effects. This
results in a reduced output power but the achieved power on the order of 100 mW
is found to be sufficient for our experimental needs.

Frequency locking using a hollow cathode lamp

To frequency lock the Zeeman laser a saturated absorption spectroscopy is per-
formed. To create an ytterbium vapor with a reasonably high density, an ytterbium
hollow cathode lamp (HCL) is used. A HCL consists of a glass cell filled with a
nobel buffer gas in which a discharge between an anode and an ytterbium coated
cathode is driven. The buffer gas ions created in the discharge are accelerated to-
wards the cathode where they sputter off ytterbium atoms from the surface. The
local vapour density of ytterbium is high enough to perform spectroscopy. This
is in particular interesting as a low cost and simple to set up alternative to the
construction of a heat pipe which can be quite involved (see section 3.5.3). For
the model used in this experiment13 the achievable level of relative absorption at
399 nm is on the order of 20 % at the nominal discharge current of 10 mA. Absorp-
tions above 90 % have been observed when running the lamp close to its maximum

11Toptica TA-Pro.
12Periodically poled potassium titanyl phosphate.
13Model used here: 50 mm HCL, Heraeus.
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3.4. Zeeman slower

Figure 3.4: Observation of thermal effects in the ppKTP crystal. Shown is the
light power leaking the doubling cavity for the infrared light (red curve) and the
frequency doubled blue light (blue curve), when scanning the cavity length with
a piezoelectric actuator. The shown cavity resonance is scanned with increasing
and decreasing cavity length, as indicated by the green lines.

Figure 3.5: (a): Optical setup of the 399 nm laser used for Zeeman slowing and
imaging. (b): Photo of the hollow cathode lamp used to perform saturated ab-
sorption spectroscopy. The orange fluorescence of the collisionally excited buffer
gas and ytterbium atoms indicates the region of high vapour density.
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3. Making a Bose-Einstein condensate of ytterbium atoms

current. However a trade off between signal strength and lamp lifetime has to be
found14.

The setup for the saturated absorption spectroscopy is sketched in Figure 3.5.
The laser is locked to the 176Yb line that is 509 MHz red detuned [79] with respect
to the 174Yb transition. The fact that the pump beam frequency is shifted with
respect to the probe beam by -160 MHz, leaves the pump beam in the locked state
with a detuning of +80 MHz with respect to the 176Yb line. This results in a
total detuning of the Zeeman beam of about -429 MHz with respect to the 174Yb
transition.

3.4.3 Experimental realization and optimization

Zeeman slower configuration

The Zeeman slower has been designed15 for a constant maximum deceleration of
adesign = η amax. The safety parameter η ≤ 1 is intended to account for experi-
mental imperfections leading to possible deviations from the theoretical maximum
acceleration of amax = ~kΓ/2m. In the present case the safety parameter is chosen
to be η = 0.4 which determines the length of the Zeeman slower to be 24 cm. The
maximum slowed velocity per design is vmax = 311 m/s, which is comparable to
the root mean square velocity in Figure 3.3. The final velocity is optimized to be
well below 10 m/s.

The magnetic field of the Zeeman slower is created by two separate layers of
coils. The first one has a constant number of windings along the slower length and
is intended to produce an homogeneous offset field. This offset field corresponds to
the first term in equation (3.7) and will determine the detuning of the Zeeman beam
with respect to an atom at rest. The second coil has a spatially varying number
of windings to create the needed field gradient according to the second term in
equation (3.7). The magnetic field produced by the two coils has been measured
experimentally and is compared to the simulated and ideal field in Figure 3.6.
The field configuration shown in this figure is close to the final one found in the
experimental optimization. To compensate for the small remaining magnetic field
at the MOT position, an additional compensation coil is placed at the end of the
Zeeman slower. For heat dissipation purposes, the gradient and offset coils are
placed between two layers of water-cooled copper tubes. The distance from the
end of the Zeeman slower to the MOT is about 13 cm.

14It has been observed that the transmission of the glass cell reduces over time due to some
material deposit on the walls. It dropped from about 80 % at the beginning to 50 % after 3
months and to 17 % after 10 months of operation.

15Details about the design and theoretical simulations will be presented in the upcoming PhD
thesis of Alexandre Dareau.
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Figure 3.6: Magnetic field produced by Zeeman gradient and offset coil along the
axis of the Zeeman slower. The blue circles are the measured field values for a
current of 9.2 A in both gradient and offset coil. The red curve corresponds to the
simulated field for the used coil configuration which is in accordance with the real
field up to a scaling factor of 0.95. The green dashed line shows the form of the
ideal magnetic field from equation 3.7.

The frequency detuning of the counter propagating Zeeman laser beam is fixed
at δv=0 ≈ −15 × Γ399 ' −2π × 430 MHz with respect to an atom at rest. In this
way, the circularly polarized Zeeman light is not in resonance with the atoms in
the MOT. The Zeeman beam has a 1/e2 diameter of about 8 mm at the entrance
of the MOT chamber and is focussed to approximately match the divergence of
the atomic beam.

Experimental optimization

The main optimization of the Zeeman slower consists in adapting the magnetic field
gradient and offset to have the largest fraction of atoms following a constantly
slowed velocity trajectory. This also depends on the maximum scattering rate
imposed by the intensity of the Zeeman beam.

Experimentally the optimization of the Zeeman slower coil currents is per-
formed by maximizing the number of atoms in the MOT for a fixed loading time.
The detuning of the Zeeman beam is kept constant at -15×Γ399 during the full
optimization. Due to the relatively small gradient of the MOT magnetic field (∼
1 Gauss/cm), the MOT position is influenced by changes in the magnetic field of
the Zeeman slower. To ensure the same loading conditions for all measurements,
the current in the compensation coil has been adapted to keep the MOT at the
same position. An example optimization curve is shown in Figure 3.7.
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Figure 3.7: Example data of the optimization of the Zeeman slower parameters.
On the left-hand side a 2D-optimization of the Zeeman offset and gradient coil
currents on the MOT atom number is shown. The optimum is found to be at
Igrad = 14.5 A and Ioffset = 10.6 A with a total number of captured atoms of
Natoms = 2.3× 108 after 15 s loading. On the right-hand side the atom number in
the MOT is shown as a function of the applied Zeeman beam power, keeping all
other parameters fixed.

The power in the Zeeman beam has been scanned for a fixed set of Zeeman
coil parameters. Some example optimization data is shown in Figure 3.7. It can
be seen that there is an optimum value for the Zeeman power and that too much
power leads to a reduced MOT loading. This is expected to be due to an increase
in light force at higher powers that pushes the atoms that arrive from the Zeeman
slower back towards the latter before they can reach the MOT capture region.
Here the optimum is found for about 55 mW which corresponds to a saturation
parameter on the order of s = I/Isat ≈ 3 at the position of the MOT.

3.5 Magneto-optical trap

The realization of the magneto-optical trap on the 1S0 ↔ 3P1 transition is pre-
sented in this section. First some general considerations of a MOT on this transi-
tion are presented followed by the experimental implementation and optimization.

3.5.1 Working principle

A magneto-optical trap (MOT) is a combination of an optical molasses and a
quadrupole magnetic field. The optical molasses thereby consists of three orthog-
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onal pairs of counter propagating laser beams that are slightly red detuned with
respect to an atomic transition. The molasses is used to cool the atoms via a
velocity dependent light force. In a semi-classical description this light force takes
the role of a damping term in the equations of motion for an atom [86]. The
quadrupole magnetic field allows us to add a position dependence on the radiative
force that is used to create an effective confinement for the atomic cloud. In the
semi-classical picture this corresponds to a restoring force for the atoms towards
the region of zero magnetic field. For the following discussion two characteristic
quantities of a MOT are important, namely the lowest achievable temperature and
the capture velocity.

The capture velocity of a MOT denotes the limit velocity above which an inci-
dent atom cannot be trapped. This velocity is mainly determined by the maximum
number of photons the atom can scatter within the interaction volume with the
MOT and the associated photon recoil momentum. A precise quantification of the
capture velocity is in general not easy and requires numerical simulations. How-
ever an optimistic estimation can be given by assuming the maximum possible
radiation force acting constantly on the atom within the crossing volume of the
MOT beams. When approximating the diameter of the crossing volume by twice
the MOT beam waist 2w0, the capture velocity calculates to

vc '
√

2w0~kΓ/m , (3.8)

where Γ denotes the natural linewidth of the MOT transition. This estimation
gives an upper limit on the capture velocity in the sense that the required magnetic
field profile to keep the atoms in resonance during deceleration would be that of
a Zeeman slower (see equation 3.7). In reality however the quadrupole field will
have a constant field gradient and the real capture velocity is therefore expected
to be a fraction of this estimation. The main techniques to approach the ideal case
consist in enlarging the effective frequency spectrum of the cooling light such that
the resonance condition is fulfilled for a larger range of atomic velocities during
deceleration. This can be achieved by adding frequency sidebands to the MOT
light or by working in a high saturation broadening regime. The latter also slightly
increases the effective interaction volume between MOT beams and atoms.

The temperature of the atoms in a MOT is determined by an equilibrium of the
laser cooling effect and heating caused by the diffusion of the atomic momentum
associated with the spontaneous emission during the cooling cycles. The resulting
minimum equilibrium temperature in a single atom picture is called the Doppler
temperature and is given by [86]

TD =
~Γ

2kB

. (3.9)
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In order to reach this temperature the MOT light intensity has to be small com-
pared to the saturation intensity, I � Isat. However, this limit temperature can
be beaten by means of sub-Doppler cooling mechanisms [3] [4]. It is furthermore
to note that for the typical atom numbers in our experiment the density in the
MOT is at a level where effects of multi-photon scattering become important and
the single atom picture breaks down [89]. Therefore we do not expect to reach the
Doppler limit experimentally.

3.5.2 Particularities of a MOT on the 1S0 ↔ 3P1

transition.

The ytterbium MOT in this experiment is performed on the 1S0 ↔ 3P1 transition
and is directly loaded from the Zeeman slower. The natural linewidth of the used
transition Γ556 = 2π× 182 kHz is quite small compared to transitions usually used
in alkali atoms with Γ on the order of at least several MHz [90]. One major
consequence is that the Doppler temperature is only about TD ' 4.5µK which
allows one to easily reach sufficiently low temperatures for efficient loading in
optical dipole traps. This feature is especially important since no sub-Doppler
cooling mechanism is available for bosonic ytterbium atoms. This results from
the fact that for bosonic ytterbium there is only one single non-degenerate ground
state. This, on the other hand, has the advantage that no repumping light is
needed, compared to the case of alkali atoms.

The difficulty in realizing a MOT on this narrow transition lies in the intrinsi-
cally reduced capture velocity according to the estimated ∝

√
Γ scaling in equation

(3.8). In alkalis typical capture velocities are on the order of several tens of m/s
[91] whereas for ytterbium an upper limit estimation using equation (3.8) yields
about 10 m/s, assuming a MOT beam diameter of 2w0 ≈ 3 cm. Consequently
this necessitates the use of large MOT beams and potentially the use of frequency
sidebands or strong saturation broadening to reach reasonable capture velocities
as well as a careful design of the Zeeman slower. Furthermore the fact that the
scattering rate is small requires also smaller MOT magnetic field gradients as com-
pared to alkalis which increases the sensitivity to magnetic stray fields. Typically
gradients are on the order 1 G/cm.

3.5.3 Laser system at 556 nm

The light for magneto-optical trapping at 556 nm is created using second harmonic
generation of a fiber laser16 emitting at 1112 nm with an output power of 2 W. The
frequency doubling is carried out in a ppSLT non-linear crystal of 2 cm length. To

16Orange One, Menlo Systems.
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Figure 3.8: Simplified sketch of the optical setup used for the MOT light system.
The electro-optical modulator (EOM) directly after the 1112 nm laser is used to
create the locking signal for the doubling cavity lock. The EOM before the cavity
is used to add sidebands with negligible amplitude for cavity locking. Legend:
2xAOM: AOM in double passage, PBS: polarizing beam splitter cube.

enhance the doubling efficiency with respect to a single pass configuration the
crystal is placed in a bow-tie type enhancement cavity with a finesse of about 50.
The waist in the crystal is about 45µm and the maximum observed green power
at the output of the doubling cavity on the order of 900 mW.

The laser setup is sketched in Figure 3.8. The frequency doubled light for the
MOT passes via an AOM in double pass and an electro-optical modulator (EOM)
before being coupled into a single mode fiber. The AOM allows us to control the
frequency detuning and the power of the MOT light, whereas the EOM allows us
to add frequency sidebands. The light arriving in the single mode fiber is sent
to a commercial fiber cluster system17 that distributes it into six output fibers
with equal powers. These independent fiber outputs are then used to create the
circularly polarized MOT beams.

Frequency locking scheme and spectroscopy on a heat pipe

Saturated absorption spectroscopy is used to frequency lock the green laser. Using
a hollow cathode lamp as a vapor source, like for the 399 nm laser, is not an
option since a much higher vapor density would be needed due to the two orders
of magnitude smaller linewidth of the 556 nm transition. Instead a heat pipe is

17Schäfter + Kirchhoff.
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Figure 3.9: Sketch of the heat pipe used for saturated absorption spectroscopy on
the 556 nm transition of ytterbium. The total length of the metal tube is about
40 cm and the heated region spans about 10 cm.

used to create the needed vapor pressure of ytterbium18. The heat pipe consists
of an evacuated stainless steel tube with ytterbium chunks placed inside that are
heated to about 450 ◦C (see Figure 3.9). In order to keep the ytterbium atoms
from reaching the glass viewports and coating them, the tube walls next to the
windows are cooled to room temperature. In addition a partial pressure of 0.1 mbar
of Argon is injected into the cell such that the diffusion of ytterbium atoms is in
a hydrodynamic regime. This ensures that ytterbium atoms moving towards the
windows thermalize quickly and condense on the cold walls before reaching the
windows.

The saturated absorption spectroscopy lines obtained with this heat pipe have
a residual width of about 1 MHz which is probably limited by collisions with the
Argon buffer gas. The laser is locked to the 174Yb line, whereas the pump and
probe beam are frequency shifted with respect to each other (similar to the case
of the blue locking setup). The probe beam in the locked state is detuned by
-200 MHz with respect to the 174Yb. The remaining +200 MHz towards the yt-
terbium resonance (minus the MOT detuning) are bridged with the AOM in the
main beam.

3.5.4 MOT configuration and experimental optimization

The MOT beams are circularly polarized and are collimated to a 1/e2-radius of
about 1.5 cm. Typically the power per MOT beam is on the order of 20-30 mW
leading to a saturation parameter per beam of about s = I/Isat ' 50 in the beam
center. The quadrupole magnetic field is created by two coils in (close to) anti-
Helmholtz configuration that are designed to reach gradients in the MOT center of
up to about 8 G/cm (16 G/cm) in the weak (strong) axis of the quadrupole field.

18At a later stage the heat pipe will be replaced with an iodine spectroscopy cell which is
much easier to handle. The laser will then be locked to an iodine line that is about 1 GHz shifted
from the green 174Yb resonance.
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MOT at Zeeman beam height
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Figure 3.10: Effect of the Zeeman light pressure on the MOT loading. On the left-
hand side the two considered loading situations are sketched, (a) having the MOT
at the same height as the Zeeman beam, (b) loading slightly below the Zeeman
beam. On the right-hand side the atom number in the MOT after 10 s loading is
shown as function of the horizontal MOT position, for the two considered vertical
MOT positions.

To be able to compensate for residual magnetic fields at the MOT position several
compensation coils, producing homogeneous offset fields, are installed around the
chamber. The lifetime of the atoms in the MOT is about 15 s.

Effect of Zeeman beam on the MOT loading

Even though the Zeeman beam is about 15×Γ399 detuned from the 399 nm res-
onance a non negligible effect of radiation pressure on the atoms in the MOT is
observed. This can be seen in the data shown in Figure 3.10 where the MOT load-
ing is measured as a function of the horizontal MOT position. The measurement
is carried out for two different vertical MOT positions, one at the same height
as the Zeeman beam and one slightly below. The influence of the Zeeman light
pressure on the MOT loading can be clearly seen as a spatially resolved dip in
the blue data set. To circumvent this problem the MOT is loaded slightly below
the Zeeman beam. The shown data suggest that the off-centered loading does not
influence the basic loading rate that would be attained without the light pressure
of the Zeeman beam. The MOT is shifted up to the center of the chamber after
the loading is finished and the Zeeman light beam blocked.
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Figure 3.11: 2D optimization data of MOT detuning and magnetic field gradient.
Shown the is atom number in the MOT after 10 s loading in color scale as a
function of the MOT detuning and the magnetic field gradient in the weak axis of
the quadrupole field. Unmeasured points are marked in white.

Optimization of MOT loading

The loading rate of the MOT for a given flux and velocity distribution of the in-
coming atomic beam is mainly determined by the capture velocity of the MOT.
To optimize the capture velocity the best combination of MOT gradient and fre-
quency detuning has to be found. Example data of a 2D scan of the MOT beam
detuning and gradient is shown in Figure 3.11. It can be seen that a quite broad
optimum for the frequency detuning ranging from about -4 MHz to -5.5 MHz is
found where similar loading performance is observed, as long as the field gradient
is adapted accordingly. This might be connected to the fact that the transition is
highly power-broadened (Γeff =

√
1 + 6s×Γ556 ≈ 2π×3.1 MHz, assuming the sat-

uration effect of single MOT beam) and is therefore quite insensitive to detuning
changes on the order of the broadened linewidth.

The chosen working point is at a detuning of about δMOT ' −27 × Γ556 '
−2π × 5 MHz and a magnetic field gradient of 0.9 G/cm in the weak axis of the
quadrupole field. Intuitively the optimum combination is expected close to the
point where the Doppler shift of the incoming atoms at the border of the MOT is
compensated by the Zeeman effect and the MOT beam detuning. With the found
optimum parameters this condition is fulfilled for atoms with an axial velocity of
about 4.5 m/s.
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Effect of frequency sidebands

With the goal to increase the effective capture velocity of the MOT, frequency side-
bands are added to the MOT light. It is to note that the frequency sidebands will
not increase the upper limit on the capture velocity that is estimated in equation
(3.8). They will rather help to approach this limit by providing a broader range
of frequencies such that more atomic velocity classes can be addressed during the
deceleration within the MOT.

Experimentally the frequency sidebands are created by phase modulation of
the MOT light using an EOM. The resonance frequency of the EOM is fixed at
1.8 MHz, which determines the spacing of the added sidebands. The modulation
amplitude controls the power ratio between the carrier and the sidebands and the
number of sidebands with considerable power. After a full optimization iteration
of the modulation amplitude and all MOT and Zeeman parameters, an increase in
atom number in the MOT of about a factor of 2 is observed (under otherwise equal
conditions). The optimal detuning and gradient values for the case with sidebands
are found to be δMOT ' −30× Γ556 ' −2π × 5.8 MHz and 0.7 G/cm respectively.

The fact that the addition of the sidebands doesn’t show a dramatic increase
in atom number could be explained with the fact that the capture velocity might
be already at a reasonable level thanks to the beforehand mentioned strong power
broadening of the transition. This is coherent with the observations in similar
ytterbium experiments in Munich and Hamburg. In the Munich experiment sim-
ilar power levels of the MOT beams are available and the effect of sidebands is
also found to be marginal. However in the Hamburg experiment, working with
much less power in the MOT beams, sidebands are found to be crucial to obtain
reasonable MOT loading.

MOT temperature

The settings that are found to optimize the MOT loading are not necessarily the
best ones to achieve low temperatures. Therefore after finishing MOT loading,
we attempt to cool the cloud as much as possible by optimizing the MOT de-
tuning and reducing the MOT beam power. The coldest achieved temperature
is T = 9.7(5)µK (see data in Figure 3.12), which is about a factor of two above
the Doppler temperature of TD ≈ 4.5µK. However it is not expected that the
Doppler temperature can be reached since the condition for the intensity to be
much smaller than the saturation intensity cannot be fulfilled without loosing the
atoms due to gravity. Furthermore in the regime of experimentally realized den-
sities, multiple-photon scattering effects become important where the minimum
achievable temperature is expected to be higher than TD, which is the limit tem-
perature in a single atom picture.
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Figure 3.12: Temperature measurement of the MOT after cooling stage. The
square of the mean cloud size σ̄(t) = [σx(t) + σy(t)]/2 (blue circles) is shown for
different time-of-flight durations, where σx,y are the Gaussian RMS widths along
the main system axis. The temperature is extracted from the cloud size evolution
by a fit with equation (3.10) (red solid line), where the temperature and initial
cloud size act as free fit parameters.

The temperature has been determined in a series of time-of-flight images where
the evolution of the cloud size is measured as a function of the free expansion time.
When assuming the initial density distribution of the thermal cloud to be Gaussian
with RMS widths of σi,0, i = x, y, z, in a free, ballistic expansion the distribution
stays Gaussian and the RMS width evolves like [92]

σ2
i (t) = σ2

i,0 +
kBT

m
t2 , (3.10)

where t denotes the duration of free expansion and T the initial cloud temperature.

The reported temperature is achieved after switching off the sidebands and
performing a compressed MOT with a field gradient of about 6.7 G/cm in the weak
quadrupole axis. This is necessary to increase the confinement since otherwise
the atoms cannot be held against gravity when working with reduced MOT beam
powers. The optimum frequency detuning for cooling is found to be around δMOT =
−2π × 1.2 MHz. In theory the Doppler temperature of 4.5µK is expected to be
obtained at δMOT = −Γ556/2 ' −2π × 90 kHz. It is to note that more than 50 %
percent of the atoms are lost during this cooling stage resulting in a final trapped
atom number of about 7× 107.
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3.6 Absorption imaging

The method to detect the cold atomic cloud throughout this thesis is the commonly
used absorption imaging. In this technique a resonant laser beam is sent onto the
atoms and the shadow cast by the atomic cloud is imaged onto a charged coupled
device (CCD) camera. When the intensity of this probe beam is small compared
to the saturation intensity Isat of the atomic resonance, the absorption of the probe
beam is proportional to the atomic density. Then the transverse intensity profile
after passing through the atomic cloud is determined by the Lambert-Beer law

I1(x, y) = I0(x, y) exp

(
−σ0

∫
n(x, y, z) dz

)
, (3.11)

with I0(x, y) the initial transverse intensity profile and with σ0 = 3λ2/2π the
resonant atom-photon scattering cross section for I0 � Isat, with λ the resonance
wavelength. From this expression the line-integrated density can be derived as

ñ(x, y) =

∫
n(x, y, z) dz = − 1

σ0

ln

[
I1(x, y)

I0(x, y)

]
=
D

σ0

, (3.12)

where D = − ln[I1(x, y)/I0(x, y)] is the optical density of the cloud. Experimen-
tally the line-integrated density of the cloud can therefore be determined by mea-
suring I1(x, y) (with atoms) and I0(x, y) (without atoms) using a CCD camera. To
image the plane of the atomic cloud to the CCD camera two lens imaging systems
are used that allow to choose the image magnification at the CCD camera via the
ratio of the focal lengths.

When imaging the cloud directly in the trap, essentially all the probe light is
absorbed due to the high density of the cold atomic cloud (typically D & 5 in-situ).
In this case noise dominates the absorption signal and reliable measurements are
not possible. This is usually avoided by performing the measurements after time-
of-flight. For this the trapping potential is switched off several milliseconds before
imaging and the cloud expands according to its initial momentum distribution
resulting in a reduced density. By this method, depending on the time-of-flight
duration, the density in momentum space can be measured and information about
the cloud temperature and atom number extracted.

The absorption imaging throughout this thesis work is done on the 399 nm
transition of ytterbium. To keep perturbations of the resonant probe light on
the measured density distribution small, the probe beam is send in a short pulse
with typically tens of microseconds duration. Probe lasers and imaging systems
are installed on several axis, in order to allow us to choose the probe direction
according to the experimental needs.
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3.7 Optical transport of a thermal cloud

To bring the laser cooled atomic cloud from the MOT chamber to the science
chamber, a transport over a distance of about 22 cm is necessary. Common ways
to perform such a transport are in mechanically moved optical [93], [94] or magnetic
traps as well as in static configurations using traveling optical lattices [95], spatial
chaining of magnetic traps [20] or focus tunable lenses [96]. Since 174Yb in its
ground state is not magnetically sensitive, the only way to trap and transport it
is by optical means. Therefore the transport in this experiment is carried out in
an optical dipole trap where the focus of the trapping beam is moved from one
chamber to the other using a mechanical translation stage. Similar as in optical
tweezers, the atoms are forced to follow the potential minimum and can therefore
be moved through space. The transport is executed with a thermal cloud at a
temperature of about 80µK.

In the following, first the theoretical basics of an optical dipole trap are set fol-
lowed by some models to describe the physics of the optical transport. Afterwards
the experimental realization and loading of the dipole trap is presented as well as
experimental data on the transport optimization.

3.7.1 Dipole potential and Gaussian beams

The optical dipole trap used in this experiment is created by a far-off-resonant
Gaussian laser beam. For a radially symmetric Gaussian beam propagating along
the z axis the intensity can be written in the form

I(r, z) =
2P0

πw2(z)
e−2r2/w2(z) , (3.13)

where r is the radial coordinate, P0 the total power and w(z) the 1/e2 beam radius
given by

w(z) = w0

√
1 +

(z − z0)2

z2
R

. (3.14)

Here w0 denotes the beam waist defined as the 1/e2 radius at the focus position
z = z0. The Rayleigh length zR characterizes the axial extension of the focus
region and is connected to the waist w0 and the wavelength λ via

zR =
πw2

0

λ
. (3.15)

The dipole trap potential created by this laser beam is proportional to the light
intensity (see Appendix A) and takes the form

Udip(r, z) = − U0

1 + (z−z0)2

z2R

e−2r2/w2(z) , (3.16)
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where U0 > 0 denotes the trap depth. Close to the minimum of the trapping
potential the harmonic approximation is valid, where the potential reads

Udip(r, z) ≈ −U0 +
1

2
m(ω2

radr
2 + ω2

axz
2) , (3.17)

with the radial and axial angular trapping frequencies ωrad and ωax determined by

ωrad =

√
4U0

mw2
0

, ωax =

√
2U0

mz2
R

. (3.18)

This approximation will be often used in the following.

3.7.2 Transport theory models

To describe the physics of the optical transport from a theoretical point of view,
two main models are presented here that are intended to clarify possible heating
and atom loss mechanisms. The focus thereby lies on effects that are intrinsic
to the transport itself and not due to technical imperfections like heating due to
pointing fluctuations of the dipole trap beam during transport. The first one is
a simple model for the center of mass motion of the cloud in a moving harmonic
potential. This model allows one to estimate the excitation energy transferred to
the cloud during motion and to identify the regime of adiabatic transport. The
second one is intended to model the modification of the trapping potential under
the influence of the finite acceleration during transport. The induced effective
reduction of the trap depth can lead to atom spilling which I try to estimate
quantitatively. Both models are based on ideas presented in [97].

The non-adiabatic transport model

One of the simplest models to describe the transport of a cold cloud is to consider
the center of mass motion using classical Newtonian equations of motion. For this
the optical potential along the transport axis z will be considered to be harmonic
in the following with an angular trapping frequency of ωz. During transport, the
harmonic potential is subjected to a time dependent acceleration a(t) leading to
an equation of motion for the center of mass position z given by

z̈(t) + ω2
zz(t) = a(t) . (3.19)

Assuming the boundary conditions z(0) = ż(0) = 0, the solution of this equation
reads [97]

z(t) =
1

ωz

∫ t

0

sin[ωz(t− t′)] a(t′) dt′ . (3.20)
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3. Making a Bose-Einstein condensate of ytterbium atoms

When considering a finite transport time Tt with a(t < 0) = a(t > Tt) = 0, the
solution after the end of the transport can be expressed [97] as

z(t > Tt) =
|F [a(t′)] (ωz)|

ωz
sin(ωzt+ φ) , (3.21)

where F [a(t′)] (ωz) =
∫∞
−∞ a(t′)e−iωzt′dt′ denotes the Fourier transform of the time

dependent acceleration profile a(t′) at angular frequency ωz. Using the identity
F [f (n)(t)] (ωz) = (iωz)

nF [f(t)] (ωz) this result can be simplified to

z(t > Tt) = |F [v(t′)] (ωz)| sin(ωzt+ φ) . (3.22)

The interpretation of this equation is that at the end of the transport the center
of mass in general performs oscillations at the trap frequency. These oscillations
are excited during the transport and their amplitude is determined by the spectral
contribution of the velocity profile v(t) at the angular trap frequency ωz.

To estimate the oscillation amplitude the precise velocity profile needs to be
considered. For the profile used in this experiment (see section 3.7.3) the oscillation
amplitude can be analytically calculated to be [97]

|F [v(t)] (ωz)| = d cos2

(
ωzTt

16

) ∣∣∣∣ cos

(
ωzTt

8

) ∣∣∣∣ sinc4

(
ωzTt

16

)
. (3.23)

This expression scales linearly with the transport distance d and its dependence
on the transport time Tt is shown in Figure 3.13.

In the case of a transport in the non-adiabatic regime (Tt ∼ Tosc = 2π/ωz),
the oscillation amplitudes are in general quite large and on the order of the trans-
port distance d. However there are optimal transport cases appearing at integer
multiples of twice the oscillation period (Tt = n · 4π/ωz, with positive integer n)
where the oscillation amplitudes fall down to zero. Physically these points cor-
responds to the special case where the excitation during motion is compensated
during deceleration such that the center of mass is at rest at the end of the mo-
tion profile. In literature this effect is denoted as ”shortcut to adiabaticity” and
has been observed experimentally in BEC transport experiments [93]. The regime
of adiabatic transport can be identified for Tt � 2π/ωz, where the strong initial
exponential decay of the envelope of the oscillation amplitudes with the transport
distance gets reduced. In this regime, typical oscillation amplitudes are on the
order or below d× 10−4.

When staying within the harmonic approximation, the excess energy associated
with a given oscillation amplitude can be calculated as

∆E =
1

2
mω2

zz
2
max , (3.24)
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Figure 3.13: The oscillation amplitude after transport is shown in log scale as
a function of the transport time Tt. The transport time is shown in units of
the oscillation period Tosc = 2π/ωz and the oscillation amplitude in units of the
transport distance d.

with zmax = |F [v(t)] (ωz)|. It is proportional to the square of the oscillation ampli-
tude and therefore also to the square of the transport distance. In the experiment,
this excitation energy will sooner or later transform into cloud heating due to
rethermalization and trap anharmonicities, where the expected temperature in-
crease can be estimated as ∆T ' ∆E/kB.

The validity of this model is quite limited since it neglects experimentally im-
portant effects of anharmonicities of the trapping potential and subsequent possible
rethermalization of the cloud during transport. Furthermore it neglects the fact
that the trapping potential has a finite depth. However this description allows us
to estimate an order of magnitude of the expected heating due to induced cloud
excitations, which will be done in section 3.7.5.

Acceleration-induced losses

The model described in the previous section assumes a harmonic confinement that
has in principle an infinite potential depth. However the fact that the real dipole
trap potential has a finite depth has major consequences for the transport. Under
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Figure 3.14: Effect of a constant acceleration on the dipole trap potential and the
accordingly expected atom loss. The on-axis dipole trap potential from equation
(3.25) is shown on the left-hand side in presence and absence of an acceleration, for
the parameters (U0 = 680µK, zR = 4.2 mm). On the right-hand side the fraction
of atoms ν(η = Ueff/kBT ) with an energy higher than the effective trap depth is
shown as a function of the applied acceleration. Here the experimental parameters
U0 = 680µK, zR = 4.2 mm and T = 80µK are used.

the presence of an acceleration a along the transport axis z, the full dipole trap
potential in the moving frame is static and given by

Udip,acc(r, z) = − U0

1 + z2

z2R

e−2r2/w2(z) +maz , (3.25)

wherem is the mass of the considered atom. The influence of the linear acceleration
potential on the bare dipole trap potential becomes important when mazR & U0.
Then the resulting potential takes an highly asymmetric form as shown in Figure
3.14 for some typical experimental parameters. It can be seen that the trapping
potential gets opened to one side and that the effective trap depth is reduced.
This can lead to atom spilling during transport and can be a limiting factor for
the fastest achievable transport speed.

To estimate the amount of atom loss due to the finite acceleration one can
assume in a simple model that all particles in the thermal cloud with an energy
larger than the effective trap depth Ueff will be lost. To get some numerical esti-
mates the energy distribution of the thermal cloud needs to be known. Assuming
the atomic cloud at temperature T in a three dimensional harmonic confinement,
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3.7. Optical transport of a thermal cloud

the fraction of particles with an energy above the effective trap depth is given by
[98]

ν(η) =
2 + 2η + η2

2eη
, (3.26)

with η = Ueff/kBT . Typically η is on the order of 10 for a cloud that is well
thermalized within a given potential depth. Assuming kBT ' U0/10 as the initial
cloud temperature, the fraction of atoms with an energy above the effective trap
depth for a given acceleration can be calculated. The result is shown in Figure 3.14
for the present experimental trap parameters. It can be seen that strong atom loss
is expected for accelerations above 2 m/s2 which will determine the fastest possible
transport time.

It is however to note that the effective trap depth for a given acceleration de-
pends strongly on the Rayleigh length zR and therefore on the axial trap frequency.
By choosing a strong enough axial confinement the effect of acceleration-induced
losses can be limited to ensure reasonably short transport times (see upcoming
experimental data). It is also to note that a constant acceleration can be present
when the trapping beam is not perfectly horizontal. Depending on the resulting
angle this might also statically influence the effective trap depth. In our experi-
ment this angle is below 0.5 ◦ due to the geometry of the setup.

3.7.3 Experimental setup and transport profile

Optical setup

The optical setup used for the transport is shown in Figure 3.15. The single beam
dipole trap is created by a (longitudinally multimode) fiber laser19 emitting at
λ = 1070 nm with an output power of 50 W. The power arriving at the atoms
is about 45 W where the beam is focused to a waist of about 38µm. Between
the last focusing lens and the vacuum chamber a mechanical translation stage20 is
placed with a mirror combination mounted on top to reflect the incoming dipole
trap beam. By moving the translation stage, the path length between the last lens
and the vacuum chamber can be dynamically changed. Accordingly the position
of the dipole trap focus along the beam propagation axis can be moved, to realize
the transport of the atoms. With the chosen setup the transport distance is given
by twice the travel distance of the stage. To ensure enough space to place the
translation stage used for the transport, the last focusing lens is chosen to have
a relatively long focal length of f = 800 mm. To achieve the desired waist at the
atoms the incident beam is therefore first enlarged to a diameter of about 3 cm.

19YLR-50-LP-AC-Y12, IPG Photonics.
20XMS160 from Newport with XPS controller.
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Figure 3.15: Optical setup to transport the atomic cloud in a single beam dipole
trap. A sketch of the optical arrangement is shown on the left-hand side (a). On
the right-hand side (b) a photo of the corner cube reflector is shown used to reflect
the incoming beam off the translation stage. The red arrowed lines illustrate the
trajectory of an incoming beam within the corner cube reflector.

In order to successfully perform the transport of the atomic cloud, it is impor-
tant to limit heating effects during motion. Those can be caused by fluctuations
of the transverse dipole trap position induced by vibrations and off-axis movement
of the mechanical translation stage [99]. The element that couples the vibrations
and off-axis motion to the dipole trap position is the reflecting device on the trans-
lation stage. The choice of this device is important and can significantly reduce
the coupling (for details see Appendix C.). In this experiment a so-called ”corner
cube reflector” is used as shown in Figure 3.15. It consists of three mirrors placed
on mutually orthogonal planes that mimic the reflection of the beam in the corner
of a cube. In this configuration the position and angle of the reflected dipole trap
beam is intrinsically insensitive to rotations of the corner cube reflector. Using this
device the sensitivity to vibrations and off-axis motion can be drastically reduced
compared to using just a single mirror (see Appendix C).

The remaining parts shown in the optical setup in Figure 3.15 concern the
ramping and stabilization of the dipole trap power that is explained in section
3.8.1.
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Figure 3.16: Motion profile for the choice of the jerk time tj = Tt/4. Shown are the
position, velocity, acceleration and jerk as a function of time for a travel distance
d = 22 cm and travel time Tt = 1 s. The jerk time is defined as the length of the
jerk triangles as indicated in the lower right graph.

Transport motion profile

The motion profile describing the axial trap position ztrap(t) as a function of time
determines the properties of the transport. In order to keep vibration amplitudes
on the translation stage low, a sufficiently smooth profile should be chosen. In
this experiment, a predefined motion profile provided by the translation stage
controller21 is used. For this profile the position trajectory ztrap(t) is a piecewise-
defined 4th order polynomial. Accordingly the velocity (acceleration, jerk) is a
3rd (2nd, 1st) order piecewise-defined polynomial. Typical curves for the position,
velocity, acceleration and jerk during motion can be seen in Figure 3.16, for an
example transport duration of Tt = 1 s. The characteristic quantities of this motion
profile are the transport distance d, the transport time Tt, the peak acceleration
amax, the peak velocity vmax and the jerk time tj, defined as the duration of the
jerk triangles as illustrated in Figure 3.16.

21The used motion profile on the XPS controller from Newport is referred to as ”SGamma”.
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To limit the number of parameters to optimize experimentally, the jerk time
is always set to the longest possible, namely tj = Tt/4. This choice is reasonable
since for a given transport time Tt it minimizes the maximum jerk and therefore
the time spend at the peak acceleration amax, ensuring a maximum of smoothness
during motion. The remaining free parameters within this choice are the travel
distance d and the transport time Tt. The peak acceleration and velocity are
uniquely calculated from d and Tt via the relations

amax =
8 d

T 2
t

, vmax =
2 d

Tt
. (3.27)

Since d is pre-determined by the dimensions of the optical setup, Tt is the only
free parameter to experimentally optimize the transport.

3.7.4 Dipole trap loading and characterization

Dipole trap loading sequence

Before transporting the atoms they have to be loaded from the MOT into the single
beam dipole trap. This is achieved using the experimental sequence as sketched in
Figure 3.17. After MOT loading of about 15 s, the frequency sidebands are turned
off while the MOT frequency detuning is adapted to compensate for the change in
light force. Next the MOT position is shifted up from the loading position below
the Zeeman beam to the center of the chamber using the vertical compensation
coil. In this stage we also compress the MOT by an increasing the magnetic
field gradient. Subsequently the dipole trap is switched on and the MOT atoms
are cooled into the trap by lowering the MOT light power and approaching the
frequency detuning closer to resonance. The parameters for timings and ramping
values, as indicated in Figure 3.17, are empirically optimized until satisfactory
results were achieved.

After this sequence, about 2×107 atoms are loaded into the optical dipole trap
which corresponds to about 10 % overall transfer efficiency from the MOT after
15 s loading. The temperature of the transferred cloud after about 1 s of plain
evaporation is about 70µK.

Dipole trap characterization

Important for the transport considerations is to know the axial trap frequency since
it determines the sensitivity to acceleration-induced losses and the conditions to
be in the adiabatic transport regime. It is measured by monitoring the sloshing
motion of the cloud after an axial excitation using the translation stage. The
resulting evolution of the cloud center position is shown in Figure 3.18. The radial
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Figure 3.17: Typical experimental sequence for MOT loading and subsequent
transfer to the single beam optical dipole trap.

trap frequency has been measured by means of parametric heating [100] where
the dipole trap power is sinusoidally modulated. The resulting measured trapping
frequencies are ωax/2π = 9.5(3) Hz and ωrad/2π = 1.45(20) kHz. For an incident
power of 45 W, those two results are in accordance with a waist of the dipole trap
beam of w0 ≈ 38µm resulting in a theoretically expected trap depth of about
680µK.
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Figure 3.18: Measurement of the axial trap frequency ωz/2π of the dipole trap at
1070 nm. The axial center of mass position of the cloud is shown as a function of
waiting time after an excitation (blue circles). The excitation is done by a sudden
small displacement of the trap position using the mechanical translation stage.
The red curve is a fit using a damped sine oscillation.

3.7.5 Experimental transport optimization and
comparison with theory models

The two trap configurations used for transport

The transport of the cold cloud has been carried out in two different dipole trap
configurations. In the beginning a configuration with relatively small trap fre-
quencies of about ωax/2π ≈ 2.2 Hz and ωrad/2π ≈ 590 Hz was used corresponding
to a trap depth of about 260µK. However the resulting cloud density and elas-
tic scattering rate after transport were found to be unfavourable for subsequent
evaporative cooling and loading of a crossed dipole trap. In a second step the trap
as described in the previous section was installed, providing much better initial
conditions. We have investigated the transport for these two configurations and
will make a quantitative comparison between the two in this section. This will
allow to identify the important parameters to ensure ideal transport conditions.
The two configurations will be referred to as ”old” (ωax/2π ≈ 2.2 Hz) and ”new”
(ωax/2π ≈ 9.5 Hz) configurations in the following.

In order to quantify the transport efficiency, an important effect is the finite
lifetime of the cloud in the dipole trap. This has been measured in the MOT
chamber for the old trap configuration and the resulting data is shown in Figure
3.19. In the first 100 ms a quite strong atom loss is found which is probably due
to the relaxation of the cloud from a non-equilibrium distribution directly after
loading into the dipole trap [101]. After that, an exponential decay with a time
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Figure 3.19: Lifetime measurement of the atomic cloud in the dipole trap. The
atom number in the dipole trap is measured as a function of hold time. The red
curve is an exponential fit to the data from 0.2 to 20 s hold time with a fitted time
constant of τlifetime = 4.9(1) s.

constant of about τlifetime ' 4.9 s is found down to at least 20 s of hold time. Since
the measured lifetime is on the same order as the transport duration, the evaluation
of the real transport efficiency needs to be corrected to account for ”background”
losses.

Experimental transport data

Experimentally the transport is carried out over a distance of d = 22 cm using the
motion profile as described in section 3.7.3. Within the explained choice of profile
parameters, the total transport time Tt is the only free parameter to optimize ex-
perimentally. For the two trap configurations the relative atom number measured
after transport is shown in Figure 3.20 as a function of the total transport time Tt.
For each of the three shown data sets an atom number reference point is measured
after a certain waiting time22 in the MOT chamber without performing any trans-
port. The relative atom numbers shown in Figure 3.20 are the measured atom
numbers normalized to the initial atom number N(t = 0) that is extrapolated
for each data set using its reference point and the lifetime calibration, under the
assumption that the lifetime is equal in both trap configurations.

22The additional waiting time is used in order to remove effects due to the non-equilibrium
distribution of the atoms after the laser cooling into the dipole trap. After about 150 ms the
density distribution in the dipole trap has relaxed into thermal equilibrium (as suggested by the
data in Figure 3.19). The reference atom number points are: red circles: 1.1× 107 after 2 s, red
triangles: 1.2×107 after 1 s, blue squares: 1.8× 107 after 2.4 s.
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Figure 3.20: Characterization of the optical transport. Shown is the remaining
fraction of atoms as a function of the transport time Tt for the two considered trap
configurations with axial trap frequencies of 9.5 Hz (red circles and triangles) and
2.2 Hz (blue squares). The red triangles and circles correspond to two independent
measurement series taken half a year apart. The red solid and blue dashed lines are
theory curves based on equation (3.29), taking acceleration-induced losses and the
finite cloud lifetime for the two configurations into account. The lifetime limitation
itself is shown as the black dash-dot line.

From the bare data, it can be seen that with the old trap configuration rea-
sonable transport efficiencies can only be reached for transport times longer than
about 2 s. However, even at still acceptable transport times of about 2.5 s, the
achieved efficiency does not exceed about 30 % overall (50 % when correcting for
the lifetime). With the new trap configuration, however, the transport can be
executed much faster: At about 1 s transport time overall efficiencies on the order
of 60 % are reached (80 % when correcting for the lifetime). Even down to the
speed limitation of the translation stage (Tt = 0.74 s) reasonable efficiencies are
observed.

The total atom number in the trap after a 1 s transport in the new configuration
values to about 1× 107 atoms at a temperature of about 70µK. It is to note that
the same temperature is measured for the cloud when simply waiting 1 s in the
MOT chamber without performing a transport. No signs of sloshing motion of the
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Figure 3.21: The effective trap depth as a function of time is shown under the
influence of the time dependent acceleration during transport. The shown graphs
are calculated for the trap configuration with ωax/2π = 9.5 Hz, according to the
acceleration profile type as shown in Figure 3.16. The curves show the case of
transport times of 2 s (black solid), 1 s (cyan dashed-dot) and 0.5 s (blue dashed).

cloud after transport have been observed, which shows that there is no significant
heating of the cloud during transport.

Comparison with theory models

To understand the significant difference in atom loss during transport for the
two trap configurations, we now apply the models as presented in section 3.7.2.
First, the model of acceleration-induced losses is applied, where it has been shown
that the effect of a finite acceleration influences the effective trap depth during
transport. In Figure 3.21 the typical evolution of the trap depth as a function of
time during the transport is shown for the new trap configuration.

The shown curves indicate that the modification of the potential depth at fast
transport times cannot be neglected. To quantify the acceleration-induced losses
that come along with this, it is assumed that all atoms with an energy higher than
the minimum effective trap depth during transport are lost. This very simplified
view results in a model function of the remaining fraction of atoms of

N(Tt)

N(0)
= 1− ν

(
Ueff,min

kBT

)
, (3.28)

where Ueff,min denotes the effective trap depth at the peak acceleration that is
given in equation (3.27) and ν(Ueff,min/kBT ) quantifies the fraction of atoms with
an energy higher than the effective trap depth assuming an energy distribution of a
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3. Making a Bose-Einstein condensate of ytterbium atoms

harmonically trapped cloud, as defined in equation (3.26). To complete the model
function the maximum reachable atom number due to the lifetime limitation is
empirically taken into account leading to

N(Tt)

N(0)
=

[
1− ν

(
Ueff,min

kBT

)]
× e−t/τ . (3.29)

This function is plotted in Figure 3.20 as theory curves using the parameters of the
two trap configurations and assuming fixed cloud temperatures of T = 80µK and
T = 30µK during transport for the new and the old configuration respectively.
These temperatures are mean values that are chosen with respect to the initial
and final measured temperatures.

The theory curves of this very simplified model explain the qualitative dif-
ference between the two transport configurations. The limitation in terms of
transport speed due to acceleration-induced losses becomes apparent for the old
configuration. In the new configuration where the axial confinement is further in-
creased, the sensitivity to acceleration-induced losses is reduced and allows one to
use much faster transport times. Quantitatively the model functions allows us to
some extent to estimate the threshold where acceleration-induced losses become
important, though they are not able to reproduce the exact behaviour of the exper-
imental data. This could be due to uncertainties in the trap characterizations and
measured cloud temperatures. Furthermore, for a full quantitative description it
is expected that effects of rethermalization and evaporation during transport due
to the time dependent potential depth might become important. Also the effect
that the trapping potential in presence of an acceleration is only opened to one
side might suggest that effects of atom recapturing in the periods of rising trap
depth might also play a role. For this also the time scale for an atom to leave the
trapping volume needs to be taken into account.

For completeness also the non-adiabatic transport model is applied to the
present case, that allows one to estimate effects of center of mass excitations due
to the axial displacement of the trap minimum. In harmonic approximation of
the trapping potential, the excitation energy can be estimated using equation
(3.24). The resulting expected heating of the cloud is plotted in Figure 3.22 for
the two trap configurations. It can be seen that for the new configuration the
energy deposition is expected to be below 100 nK for all possible transport times
(Tt > 0.74 s). This is completely negligible with respect to the cloud temperature
of about 70µK after transport and is in accordance with the observed absence of
heating and sloshing. However it is to note that this effect is independent of the
initial cloud temperature and might become important when trying to transport
a BEC under the same trapping conditions.

For the old trap configuration an energy deposition on the order of several µK
is expected in the range of transport times between 2 s and 2.5 s. This is still small
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Figure 3.22: Center of mass oscillation energy after transport according to equation
(3.24). The oscillation energy in temperature units is shown as a function of
transport time for the two considered trap configurations.

compared to the cloud temperature of about 30µK and is not expected to play a
big role. This is also supported by the fact that the atom loss is already reasonably
well described by acceleration-induced losses.

In conclusion one can derive from this discussion that a sufficiently strong
axial confinement is the main factor to achieve an efficient and fast transport of
an atomic cloud, reducing both acceleration-induced losses and facilitating the
conditions for adiabaticity with respect to the axial trapping frequency.

3.8 Evaporative cooling to BEC in a crossed

dipole trap

After the optical transport the phase-space density (PSD) in the center of the
atomic cloud is on the order of 10−4. To reach Bose-Einstein condensation the
phase-space density needs to be increased to the critical value of about 2.6. In
order to achieve this, the temperature (density) of the cloud needs to be further
reduced (increased) which is done using the technique of evaporative cooling. In
this technique, the high energy atoms in the tail of the thermal distribution are
continuously removed, leaving the remaining cloud at a lower temperature after
rethermalization takes place. Experimentally this can be achieved by gradually
lowering the depth of the trap at a speed that allows the cloud to stay in thermal
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3. Making a Bose-Einstein condensate of ytterbium atoms

equilibrium. The efficiency and speed of evaporative cooling depends strongly on
the elastic scattering rate which determines the time scale for rethermalization
of the cloud. In the single beam dipole trap, it is on the order of hundreds of
Hz when operating at the full trap depth. However, during evaporation the trap
depth is reduced by lowering the laser power which also diminishes the trapping
frequencies, thus the density and elastic scattering rate. Towards the end of the
evaporation this can result in quite low elastic scattering rates such that the cooling
gets very inefficient. To avoid this problem, the evaporative cooling is performed in
a crossed dipole trap where much higher trapping frequencies and therefore elastic
scattering rates are achieved. The experimental realization of the crossed dipole
trap and subsequent evaporation to a BEC is presented in the following sections.

3.8.1 Experimental realization of the crossed dipole trap

Trap configuration

The crossed dipole trap consists of two radially symmetric focused laser beams
that are intersecting in the horizontal plane at an angle of 90 ◦. The first one is
the 1070 nm dipole trap beam that is also used to transport the atomic cloud as
described in the previous section. The second dipole trap beam is at a wavelength
of 532 nm provided by a Verdi laser system with a maximum used power of 1.2 W.
The radial trapping frequency at the maximum power is measured to be ωr/2π =
1.35(10) kHz which corresponds to a waist of about 19µm. From this the axial
trap frequency can be estimated to be about ωax/2π = 9 Hz and the trap depth to
be on the order of 130µK.

Control and stabilization of laser powers

The laser powers of the two dipole trap arms are individually controlled. For
the 532 nm beam the power control is realized using an acousto-optical modulator
where the provided radio-frequency power determines the amount of light diffrac-
tion into the dipole trap beam. The desired light power is set according to a
previously performed calibration curve and no active stabilization is performed at
this point.

For the 1070 nm beam a combination of two independent ways to control the
dipole trap power is used. The first one consists of an analog control input on the
fiber laser itself that allows us to tune the output power via the current of the
pump diode. This allows for tuning between 10 % and 100 % of the nominal power
with a bandwidth of about 10 kHz. The second way uses a λ/2-waveplate mounted
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3.8. Evaporative cooling to BEC in a crossed dipole trap

Figure 3.23: A sketch of the power ramping and stabilization scheme of the 1070 nm
dipole trap is shown in (a). The contributions of the feed-forward and the analog
laser control during a typical power ramp is shown in part (b). For ramps beyond
the range of the feed-forward control, the analog control automatically takes over
the ramping part.

on a motorized rotation stage23 with a high power polarizer24 placed behind. The
rotation angle θ of the λ/2-waveplate controls the beam polarization and therefore
the amount of transmitted light on the polarizer according to a cos2(θ) law (also
called Malus’s law). The maximum extinction ratio achievable on the polarizer is
about 1:130, limited by the purity of the laser polarization. Together the two ways
allow for a power control with a dynamic range of about a factor 1000, which is
enough for the evaporation ramps used in this experiment25.

The setup for the closed loop power control operation is sketched in Figure
3.23. To monitor the real dipole trap power the light leaking on a mirror is sent to
a photodiode. The photodiode signal is compared to an analog command voltage
provided by the experimental control that defines the current power level to be
attained. The difference signal is zeroed with the help of a PI26-regulator that feeds
back to the analog input control of the fiber laser. This closed loop operation allows
for rapid power control with a dynamic range of a factor of 10.

23DRTM-40, OWIS.
24GL15-C26, Thorlabs
25The reachable extinction ratio on the polarizer could be increased to over 1:1000 by cleaning

the polarization first with another polarizer before the rotating λ/2-waveplate. This however
comes with an additional power loss of about 5 % and an increased sensitivity to thermal lensing
effects and has not been installed.

26Proportional integral.
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To get the full needed dynamic range, the main ramping for evaporation is
performed by the motorized rotation stage that is provided with a pre-calculated
feed-forward signal from the experimental control. The closed loop feedback to the
fiber laser input therefore only needs to perform corrections to the ramp performed
by the rotation stage. The feed-forward signal is calculated by the experimental
control such that the analog input control operates around 80 % of the maximum
power to ensure a reasonable dynamic range for corrections. Operating too close to
the 10 % lower limit results in an increased relative intensity noise and is therefore
avoided. For fast switch-off of the laser power a digital switching input on the
fiber laser is used that allows us to disable the laser output within about 10µs.

Compared to the usually used AOM control [102] of the optical power this
system has several advantages. Firstly, the amount of power loss when using an
AOM in first order diffraction is typically on the order of 15 % − 20 %, whereas
on the polarizer only 5 % are not usable. Secondly, an efficient diffraction on the
AOM usually requires a beam radius on the order of 500µm where especially at
high powers (tens of Watts) thermal lensing effects can be problematic and lead to
pointing instabilities [102]. The typical beam radius in the polarizer however can
be ten times larger and thermal effects are therefore drastically reduced. Thirdly
the AOM diffraction usually comes with a degradation of the transverse mode
profile which is not present in the polarizer case. The main disadvantage with
respect to the AOM solution is the limited control bandwidth. This however is
not an issue for dipole trap ramping as long as no sub-millisecond pulsing or a
strong intensity noise suppression are required.

The feed-forward control

The motorized rotation stage itself works in an independent closed loop position
control mode whose working principle is sketched in Figure 3.24. The rotation
stage is equipped with an optical rotary encoder and a Hall reference sensor that
allows us to track the absolute rotation angle in real time with a discrete step
resolution of 0.06 ◦. For this the digital rotary encoder signals are processed by an
Arduino Uno microcontroller to extract the current position information that is
subsequently converted to an analog voltage proportional to the angle of the stage.
This voltage is then compared to the desired feed-forward signal provided from the
experimental control. A commercial analog PI-regulator with an integrated power
stage then feeds back to the motor current to zero the following error. The high
maximum rotation speed of the chosen motor model (3600 ◦/s) allows for a full
scale power ramp in less than 100 ms. This ensures sufficient bandwidth to follow
the rapid power changes in the beginning of the exponential ramps.

However the system performance using the commercial analog control unit was
not satisfactory in the sense that the full regulation precision of the rotary encoder
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Figure 3.24: Working principle of the closed loop rotation stage position control
within the feed-forward branch of the dipole trap power control.

could not be reached in closed loop mode. For this reason a second generation
controller has been developed within this thesis work, based on a fully digital
control system using an Arduino DUE microcontroller. This system implements
a general purpose digital PID controller that rules out an analog control systems
in many features, especially in flexibility and customizability. Technical details
about this new generation controller can be found in Appendix B.

3.8.2 Evaporation ramp optimization

Power ramping sequence

The evaporative cooling is experimentally performed in two steps. During the first
step the power of the 1070 nm trap is reduced while the 532 nm trap is kept at
constant maximum power. This step serves to roughly equilibrate the potential
depths of the two traps (that initially differ by about a factor of five) in order to
gather a maximum of atoms in the crossed region. In the second step, the two
trap beam powers are reduced with identical ramps such that the trap depth ratio
between the two stays constant. This choice is mainly made to reduce the number
of free parameters to optimize. The ramp forms for both steps are chosen to be
simple exponentials given by

P1070(t) =

{
P0,1070 e

−t/τ1 for 0 ≤ t ≤ T1

Pinterm e
−t/τ2 for T1 < t ≤ T1 + T2

, (3.30)
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Figure 3.25: Schematic of the power ramping sequence used for evaporative cooling
to BEC. The cooling is performed in two stages of duration T1 and T2 followed by
500 ms hold time to ensure thermalization of the cloud.

P532(t) =

{
P0,532 for 0 ≤ t ≤ T1

P0,532 e
−t/τ2 for T1 < t ≤ T1 + T2

, (3.31)

where T1 and T2 denote the durations of the first and second evaporation stage
respectively, P0,1070 and P0,532 the initial trap powers and Pinterm the 1070 nm power
after the first stage. This typical ramping scheme to reach a BEC is illustrated in
Figure 3.25.

With this choice of ramp forms the free parameters to be optimized exper-
imentally are the two time constants τ1 and τ2 as well as the initial power in
the 532 nm trap P0,532 and the intermediate equilibration power of the 1070 nm
part Pinterm. The two stages have been optimized independently and an optimized
BEC atom number has been found for τ1 = τ2 = 800 ms, P0,532 = 1.2 W and
Pinterm = 0.11× P1070,0, leading to a total evaporation time of T1 + T2 ≈ 4.3 s.

Evolution of cold cloud parameters

The evolution of the cold cloud parameters during the evaporation sequence has
been measured experimentally. The important quantities to consider are the atom
number N , the cloud temperature T , the phase-space density ρPSD, the elastic
scattering rate Γel and the atom loss rate due to inelastic three-body collisions.

The atom number as well as the cloud temperature are extracted from the
cloud density distribution that is measured after time-of-flight (TOF). The phase-
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3.8. Evaporative cooling to BEC in a crossed dipole trap

space density, elastic collision rate and inelastic three-body loss decay rate are
determined in the center of the thermal cloud in harmonic approximation of the
trapping potentials. The phase-space density is then given by [103]

ρPSD =
~3ω̄3N

k3
BT

3
, (3.32)

where ω̄ = (ωxωyωz)
1/3 denotes the geometrical mean of the angular trapping

frequencies. The elastic collision rate in harmonic approximation reads [103]

Γel =
mω̄3σN

2π2kBT
, (3.33)

with σ = 8πa2
s the scattering cross section that is determined by the s-wave scat-

tering length as. The effect of three-body losses is in general described by a rate
equation [104]

dN

dt
= −K3

∫
n3(r, t) d3r , (3.34)

with K3 the three-body loss coefficient for thermal atoms. This can be rewritten
in the form

dN

dt
= −K3 〈n(r)2〉N ≡ −Γ3−body(N)N , (3.35)

with 〈n(r)2〉 =
∫
n(r)n2(r)d3r/N , representing the mean of the squared density.

The coefficient Γ3−body(N) then quantifies the instantaneous decay rate that can
be estimated by

Γ3−body = K3 〈n(r)2〉 ∼ K3 n(0)2 = K3 ω̄
6N2

(
m

2πkBT

)3

, (3.36)

where n(0) is the density in the center of the cloud. The values for the three-body
loss coefficient and the s-wave scattering length for 174Yb were measured in [57] and
value to K3 = 4.2 × 10−29 cm6/s and as = 5.55 nm. The trapping frequencies for
each point in time are calculated according to the

√
P scaling with the trap beam

power P , starting from the measured values at maximum power. The resulting
experimental data is shown in Figure 3.26.

It is to note that during the evaporation cycle two regimes have to be distin-
guished. In the beginning the evaporation mainly takes place in the 1070 nm trap
and no increased density in the crossed region is measured. In this part the atom
number and temperature is measured for the full cloud and the trapping frequency
calculations take only the 1070 nm trap into account. Those data points are shown
as blue triangles. After about 1.5 s a reasonably large fraction of atoms is loaded
into the crossed region of the two dipole traps. Starting from this point the atom
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Figure 3.26: Example data of the evolution of the cold cloud properties during
evaporative cooling. The blue triangles correspond to data at the beginning of the
evaporation where the atoms are still mainly in the 1070 nm trap and the potential
of the 532 nm trap is neglected. For the red circle data points the atoms located in
the crossed region are considered together with the combined trapping potential.
The green dashed line indicates the beginning of the second evaporation stage from
where on both dipole trap powers are ramped.
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number and temperature is measured only for the fraction of atoms located in the
crossed region and both trapping potentials are considered for the trap frequency
calculations. Those points are shown as red circles.

In the first part the phase space density increases marginally but the elas-
tic scattering rate is high enough to effectively load atoms into the crossed re-
gion. Once a reasonable fraction is loaded into the cross, the phase space den-
sity is strongly increased due a the strong enhancement in trapping frequency
and therefore central density. At the end of evaporation stage 1, where the trap
depths are roughly equilibrated, the trapping frequencies value to (ωx, ωy, ωz)/2π '
(0.48, 1.43, 1.35) kHz, where x and z denote the propagation axis of the 532 nm
trap and 1070 nm trap respectively. The central density at this point is about
4 × 1014/cm3 leading to a quite large elastic scattering that allows for a rapid
evaporative cooling in the following to a PSD on the order of unity within a total
time of about 4 s. However along with the high density comes a non negligible
effect of three-body losses with a decay rate of Γ3−body & 1 s−1 for the current con-
figuration of trap parameters. It is therefore expected that the atom loss during
evaporation could be diminished by increasing the beam waists of one of the two
dipole trap beams to reduce the central density further.

3.8.3 BEC transition and atom number stability

Observing the BEC transition

The phase transition from a thermal gas to a BEC occurs when the cloud temper-
ature is brought below the critical temperature Tc. For a non-interacting bosonic
gas in the thermodynamic limit N →∞ it is given by [105]

Tc = 0.94
~ ω̄N1/3

kB

. (3.37)

Experimentally the phase transition has been observed as the transformation of
the density distribution after time-of-flight from a thermal profile described by a
Bose function to a peaking condensate wave function described by an integrated
Thomas-Fermi profile [92]. The observation of this transformation is shown in the
data in Figure 3.27.

Close below the transition temperature the thermal and BEC phase are in
coexistence which can be observed as a so-called bimodal momentum distribution
where the condensate atoms appear as a characteristic peak above the background
of the thermal atoms. In this case, the column density (integrated along the

75



3. Making a Bose-Einstein condensate of ytterbium atoms

Figure 3.27: Observation of the thermal cloud to BEC transition in time-of-flight
absorption images. The upper images are measurements of density distribution
after time-of-flight that reflect the momentum distribution of the cloud in false
color. The lower plots show a horizontal cut of the density distribution through
the center of the cloud (blue dots) and the according cut of the 2D fit of equation
3.39. From left to right the temperature of the cloud decreases.

imaging direction z) measured after time-of-flight can be described by the sum of
the thermal and condensate part given by [92]

ñ(x, y) = ñc(0)

[
max

(
0, 1− x2

σ2
x,c

− y2

σ2
y,c

)]3/2

(3.38)

+ ñth(0) g2

(
exp

[
− x2

σ2
x,th

− y2

σ2
y,th

])
(3.39)

where ñc(0) and ñth(0) denote the central line densities of the condensate and
thermal part respectively, σx/y,c/th describe the transverse extensions and gj(z) =∑

i z
i/ij denotes the Bose function. A fit of this distribution to the measured

density profile allows one to determine the cloud temperature T from the size of
the thermal component and the number of atoms in the condensed state N0 (for
details see [83], [106]). The fraction of condensed to total number of atoms N0/N
is in theory described by [105]

N0

N
= 1−

(
T

Tc

)3

, (3.40)
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Figure 3.28: The condensed fraction as a function of cloud temperature in units
of the critical temperature Tc is shown. The experimental data is shown as blue
circles where for each measurement point a new reference transition temperature
Tc is calculated according to the current trap frequency and atom number. The red
solid line shows a theory curve for non-interacting particles according to equation
(3.40).

when assuming non-interacting bosons in the thermodynamic limit in a harmonic
trap.

Experimentally the condensed fraction has been measured as a function of the
cloud temperature as shown in Figure 3.28. The measured transition temperature
of about T exp

c = 570(40) nK is in accordance with the one expected from equation
(3.37) for the non-interacting case, that calculates to Tc = 580(30) nK. The theory
of the condensed fraction for non-interacting bosons describes the qualitative be-
haviour of the data. Quantitatively however the data does not match the theory
very well, that systematically overestimates the condensed fraction. This however
is expected, since interaction effects are known to play an important role and result
in general in a lower transition temperature as well as a lower condensed fraction
for a given temperature (see for example [105]). Other possible explanations could
be errors in the determination of the trap frequencies that are scaled down from
the measured ones at full trap beam powers. Small errors in the power calibration
curves might have a large influence especially for the 532 nm beam that is not
actively stabilized.
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Figure 3.29: Atom number stability measurement for repeatedly produced BECs
with a condensed fraction above 80 %. The number of atoms in the BEC is shown
for 82 consecutive runs with a total duration of about 35 min.

BEC atom number stability

The typical achieved atom numbers in a pure BEC (N0/N > 80 %) is about
5 × 104. The trapping frequencies at this point are about (ωx, ωy, ωz) ' 2π ×
(100, 275, 250) Hz. The full experimental cycle to produce a BEC with this atom
number has a duration of about 22 s. However experimentally the reproducibility
of the BEC is as important as the size one is able to achieve. An example mea-
surement of the atom number fluctuations in this experiment is shown in Figure
3.29 for a series of 82 consecutive BEC productions with identical sequences. The
observed RMS atom number fluctuations ∆NRMS are below 5 % for the full set
and below 3 % for the first 40 runs.

3.9 Loading a BEC into an optical lattice

It is important for the planned experiments to be able to load the atomic cloud
into the fundamental band of an optical lattice and to keep the cloud sufficiently
cold on the timescale of typical experiments (tens to hundreds of milliseconds).
In this section some characterization measurements of the adiabatic loading and
the heating in the lattice are presented for the case of a one-dimensional optical
lattice. Furthermore it is important later on to be able to calibrate the depth of the
applied optical lattice. This is done using the method of Kapitza-Dirac diffraction
where also experimental results are presented.
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3.9.1 Experimental characterization of adiabatic loading
and heating in a lattice

The typical procedure to load atoms into the fundamental band of an optical lat-
tice is to start by the production of a pure BEC with negligible thermal fraction
and to subsequently ramp up the power of the optical lattice. It is important to
avoid excitations during ramp up that will lead to heating of the cloud after equili-
bration in the final lattice configuration. To ensure this the lattice ramp up has to
be slow enough, where in general two intrinsic time scales of the system determine
the conditions for adiabaticity. The first one is the time scale associated with the
population of higher bands during loading which is usually on the order of the
inverse recoil frequency [107], typically about tens to hundreds of microseconds.
To verify adiabaticity with respect to the band population the methods presented
in [108] can be used. The second time scale to consider is the relaxation of the
BEC into the many-body ground state of the lattice. Basically this corresponds to
the time scale the atoms need to redistribute into the equilibrium density distri-
bution over the full lattice geometry which is determined by the tunneling energy
and the trapping frequencies of the external confinement. The typical order of
magnitude for this is tens to hundreds of milliseconds [109] and is in general the
more constraining time scale to ensure adiabaticity.

In the following the loading of a one-dimensional retro-reflected optical lattice
in vertical direction at a wavelength of 760 nm is considered with a lattice depth
of U0/ER ' 11. The radial trapping frequency of the lattice potential is calculated
to be about ωlatt

r ≈ 2π × 17 Hz.

Adiabatic loading

To characterize the adiabaticity of the lattice loading with respect to the many-
body ground state, the heating of the cloud when ramping up and down the lattice
is measured. This is realized using a partially condensed cloud, whose condensed
fraction is highly sensitive to changes in cloud temperature. For the measurements
the ramps for loading and unloading the lattice are chosen to be complementary
cubic splines with equal durations. Between ramping up and down a hold time of
300 ms duration is added to allow for possible excitations to transform into cloud
heating. The measured condensed fraction after this sequence is then compared
to the one obtained when no lattice beam is applied after the same total duration.
In both cases the full dipole trap potentials are maintained during the lattice
sequence. The resulting data is shown in Figure 3.30.

It can be seen that a steady state regime of the condensed fraction is reached for
ramping times above about 25 ms where heating seems to be no longer decreased by
longer ramp times. This suggests that the loading can be considered as adiabatic
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Figure 3.30: Measurement of the condensed fraction of the cloud as a function of
the ramp time used for loading and unloading (with equal ramp time) the lattice.
Between the ramping up and down the cloud is held in the lattice for 300 ms. The
measurement is performed with the lattice beams activated (red triangles) and
for comparison the same sequence without any applied lattice beam (blue circles).
The red solid line is an exponential fit to the data with the lattice switched on,
that mainly serves as a guide to the eye.

above 25 ms. The fact that the condensed fraction is systematically reduced with
respect to the case of no lattice loading suggests that nevertheless there is heating
in the lattice within the 300 ms hold time. The corresponding measured increase
in temperature is about 50 to 100 nK. This increase is expected to be not caused
by excitations due to a non-adiabatic loading, but more due to technical reasons
as will be discussed in the next section.

Heating in the lattice

Next the heating in the lattice is characterized assuming that the lattice loading
is performed adiabatically. For this the ramp up and down duration is chosen to
be 25 ms and the heating of the cloud measured after a variable hold time in the
lattice. Again this is performed with a partially condensed cloud with the goal to
measure the time evolution of the cloud temperature and condensed fraction. The
resulting data is shown in Figure 3.31.

Without applying the optical lattice it can be seen that the atom number as well
as the temperature drops over time which suggests that there is still evaporative
cooling ongoing. At the same time the condensed fraction rises marginally in the
first second which supports this statement. For hold times longer than about a
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Figure 3.31: Characterization of heating in an optical lattice. The evolution of the
atom number, condensed fraction and cloud temperature are shown for a variable
hold time of the atoms in the lattice (red triangles). The transfer into and out of
the lattice is done in the adiabatic regime. The evolution is compared to the one
of equal sequence but with no lattice light applied (blue circles).
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3. Making a Bose-Einstein condensate of ytterbium atoms

second the condensed fraction drops on a time scale of several seconds, probably
due to the change in transition temperature according to the observed atom loss,
since the temperature of the cloud also drops.

When now looking at the case with lattice loading, it can be seen that the
presence of the lattice does not induce supplementary atom loss for the full range
of measured hold times. However the fact that the condensed fraction at the same
time is reduced on a time scale of hundreds of milliseconds shows that there is
definitely heating of the atoms in the optical lattice. This is supported by the
fact that the temperature rises slightly as compared to the falling one without
lattice. The effect that the temperature rises only marginally, however, is prob-
ably influenced by the still ongoing evaporation. The condensed fraction in this
sense seems to be much more sensitive to the lattice induced heating. Possible
mechanisms that could explain the observed heating could be power fluctuations
or pointing instabilities of the lattice beams and/or the crossed dipole trap beams
that are kept on during the full sequence of lattice loading and unloading (only the
1070 nm trap beam is actively power stabilized). In particular the pointing stabil-
ity of the 532 nm dipole trap beam has been observed to be quite poor, which will
be solved in a future setup where it will be fiber coupled. Other intrinsic sources of
heating could be three-body losses and spontaneous emission, whereas the latter
is expected to be on the order of 0.3 nK/s and can therefore be neglected. The
presented data shows the nice sensitivity and capability to characterize heating in
the lattice using a partially condensed atomic cloud.

3.9.2 Lattice depth calibration

To measure the depth of an optical lattice the technique of Kapitza-Dirac diffrac-
tion [110] is used within this thesis. For this a BEC is illuminated with a short
pulse of lattice light at a constant power with a variable duration τ . The applied
standing wave light field imprints a phase grating onto the BEC wavefunction
that transforms after time-of-flight into a diffraction pattern with characteristic
peaks at integer multiples of twice the lattice momentum ±2~klatt. The momen-
tum transfer of twice the lattice momentum can be understood as the process of
photon absorption from one lattice beam and stimulated emission into the other
lattice beam. Example data of this effect is shown in Figure 3.32 where a series
of TOF absorption images is shown for different pulse durations τ and a lattice
depth of about U0/ER ' 53.

The effect can be theoretically described for the case of a one-dimensional
lattice in z direction by assuming the initial BEC as a monochromatic plane wave
with mean initial momentum pz = p0. This assumption is reasonable under the
condition that the spatial extension of the BEC wavefunction is large compared
to the lattice spacing, which is always true in the considered experiments. The
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3.9. Loading a BEC into an optical lattice

Figure 3.32: Evolution of the Kapitza-Dirac diffraction pattern with the pulse
duration τ . Shown is a series of measured density distributions taken after 13 ms
time-of-flight. The pulse duration for each measurement is given on the bottom of
each image and increases from left to right. The spacing between two neighbouring
diffraction peaks corresponds to 2~klatt as indicated in the figure.

Hamiltonian describing the dynamics in the presence of the lattice potential of the
form U(z) = U0 cos2(klattz) is given by

H =
p2
z

2m
+
U0

2
− U0

4
cos(2klattz) , (3.41)

where interactions have been neglected. After the pulse time τ the initial monochro-
matic momentum state |ψ(0)〉 = |p0〉 of the BEC has evolved to

|ψ(τ)〉 = e−iHτ/~ |ψ(0)〉 . (3.42)

When τ is short27, the kinetic energy term p2
z/2m can be neglected and the final

state |ψ(τ)〉 can be written as [103]

|ψ(τ)〉 =
∑
n∈Z

inJn

(
U0τ

2~

)
|p0 − 2n~klatt〉 , (3.43)

with Jn(x) the Bessel functions. In this form it becomes clear that the cloud pop-
ulation initially in the monochromatic momentum state gets redistributed over

27In this approximation we neglect the kinetic energy term in the Hamiltonian (3.41) which
is justified if τ is small compared to the harmonic oscillation period in a potential well of the
lattice, τ � ~/2

√
V0ER [110].
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Figure 3.33: Evolution of the momentum state populations in Kapitza-Dirac
diffraction of a BEC on a standing wave light field. The populations of the mo-
mentum states 0 (0th order), ±2~klatt (1st order) and ±4~klatt (2nd order) are
shown as a function of applied lattice pulse duration. The numerically calculated
momentum state populations are shown as lines for the 0th (red solid), 1st (blue
dashed) and 2nd (green dash-dot) order for a lattice depth of U0/ER = 11.9.

many momentum states that are spaced in discrete steps of ±2~klatt. The popula-
tion in the different orders is given by the square of the Bessel functions Jn(x). In
the case where the internal BEC dynamics cannot be neglected during the pulse
duration τ , the time evolution in equation (3.42) can be calculated numerically.
This can be done in momentum space by truncating the number of diffraction or-
ders taken into account and diagonalizing the resulting finite dimensional matrix
for the state evolution.

An example of experimentally measured populations in the diffraction orders as
a function of pulse time τ are shown in Figure 3.33. The measured populations are
fitted by a numerically calculated solution of equation 3.42, where the lattice depth
U0 acts as the only free fit parameter. The best fit value allows us to determine
the lattice depth which is here found to be U0/ER = 11.9.
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Chapter 4

High resolution spectroscopy on a
174Yb Bose-Einstein condensate

One of the central ingredients for the realization of artificial gauge fields with
cold ytterbium atoms is the coherent driving of the ultranarrow 1S0 ↔ 3P0 clock
transition at 578 nm (as will be discussed in chapter 5). This is not a trivial
task and requires a very stable and narrow linewidth laser system. The laser
linewidth should be on the order of tens of Hz (see section 5.2.9) and frequency
drifts should not exceed several Hz/s. Such laser systems have been realized in
the community of optical clocks, where laser linewidth in the sub-Hz regime with
drifts well below 100 mHz/s have been achieved [59] [111]. The basic technique
thereby is to lock the laser to an ultralow expansion (ULE) high finesse cavity.
Although our requirements are less demanding, the development and handling of
such a laser system is complicated and is so far unknown territory for our group.
Also in the quantum gases community only very few groups have so far performed
experiments with similar laser systems [112, 113].

In this chapter our first spectroscopic results on the clock transition are pre-
sented. The main objectives of these spectroscopy experiments are to actually
find the atomic resonance and to get some practice in handling the ultranarrow
laser system and the techniques involved. Important is thereby to monitor and
characterize drifts of the ULE cavity resonances as well as to determine the actual
linewidth of our laser. Our short term goal is also to characterize the collisional
properties of atoms in the 3P0 state, that are not yet known for 174Yb. The scat-
tering lengths and inelastic collision rates for 1S0-3P0 and 3P0-3P0 scattering are in
particular relevant for the planned experiments concerning artificial gauge fields
(see section 5.2.3).

The chapter starts by explaining the technique to reach a reasonable coupling
strength on the clock transition for 174Yb using a static magnetic field. This is
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followed by the description of the laser system and its stabilization to an ultralow
expansion cavity. Afterwards the problem to calibrate the absolute laser and to
find the 1S0 ↔ 3P0 resonance is addressed, that we solve using spectroscopy on
molecular iodine. Then the results of spectroscopic measurements on a BEC in a
crossed dipole trap and during time-of-flight are presented, followed by a discussion
of frequency drifts of the ULE cavity. Finally we present spectroscopic measure-
ments on a BEC after hydrodynamic expansion, with the possible application for
an absolute laser frequency calibration in a single experimental cycle.

4.1 Magnetically induced clock transition

probing

In this section the problem of addressing the highly forbidden 1S0 ↔ 3P0 clock
transition in bosonic ytterbium is discussed. We stick here to the usual convention
to denote the energy levels of ytterbium by labels as in the Russell-Saunders (also
called LS) coupling regime, where the spin-orbit interaction of individual electrons
is neglected1. In this coupling regime a transition of the type 1S0 ↔ 3P0 (g ↔ e)
is forbidden in all multipole orders, since it violates both, the total spin and total
angular momentum selection rules ∆S = 0 and Jg = 0 = Je = 0. For the odd
(fermionic) isotopes of ytterbium the clock transition is weakly permitted (natural
linewidth on the order of 10 mHz [114], [115]) due to hyperfine coupling between
the nuclear spin (6= 0) and the total angular momentum of the electrons. However,
for the bosonic isotopes, like 174Yb, the nuclear spin is zero and the coupling needs
to be permitted by other means.

As proposed in [115] and realized in [116] the coupling for the bosonic isotopes
can be provided by an external static magnetic field B. This field admixes a small
amount of the nearby |3P1〉 state to the |3P0〉 state (see Figure 4.1), where the
coupling matrix element is given by ΩB = 〈3P1|µ̂ ·B|3P0〉/~, with µ̂ the magnetic
dipole operator. In the case where ΩB is small compared to the energy difference ∆
between |3P0〉 and |3P1〉, the new energy eigenstate can in first order perturbation
theory calculated to be [115]

|3P′0〉 ≈ |3P0〉+
ΩB

∆
|3P1〉 , (4.1)

where a small portion of |3P1〉 is mixed to the bare |3P0〉 state. This results in
the fact that the transition |1S0〉 ↔ |3P′0〉, in the new eigenbasis, is now partially

1This approximation is in general not true for atoms as heavy as ytterbium and the LS
coupling notation does not precisely characterize the properties of the energy eigenstates.
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Figure 4.1: Sketch of the relevant energy levels for the technique to magnetically
permit the 1S0 ↔ 3P0 clock transition.

dipole allowed. When applying resonant laser light with an oscillating electric field
E, the effective Rabi frequency is given by

ΩRabi =
1

~
〈3P′0|d̂ ·E|1S0〉 ≈

ΩB

~∆
〈3P1|d̂ ·E|1S0〉 , (4.2)

with d̂ being the electric dipole operator. In [115] it has been shown that this Rabi
frequency takes the form

ΩRabi = α
√
I|B| cos(θ) , (4.3)

where θ denotes the angle between B and the linearly polarized E field, and I
denotes the intensity of the resonant laser light. The

√
I and |B| dependence can

be understood as a result of the linear dependence on the electric field E ∝
√
I and

on the coupling matrix element ΩB ∝ B. The proportionality factor α depends
on the specific properties of the considered atomic species. For ytterbium it takes
the value [115]

α = 2π × 186
Hz

T
√

mW/cm2
. (4.4)

The application of the magnetic field also shifts the bare resonance frequency due
to the quadratic Zeeman effect influencing the energy of the 3P0 state,

∆Zeeman = β|B|2 , (4.5)

with β = −62 mHz/G2 [115] for ytterbium. The spontaneous emission rate from
|3P′0〉 towards the |1S0〉 ground state is given by [115]

Γsp =

∣∣∣∣∆Zeemanγ

∆

∣∣∣∣ , (4.6)
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where γ is the spontaneous emission rate from |3P1〉 to the ground state.

Experimental realization and typical parameters

We use this technique in our experiment to achieve a reasonable coupling strength
on the clock transition of 174Yb. A pair of coils is placed around the science
chamber that produces a nearly homogeneous magnetic field of about 150 G in
the vertical direction. Typically we use a laser power of about 2 mW that is
focussed to a waist on the order of w0 ≈ 30µm. For these parameters the Rabi
frequency values to ΩRabi ≈ 2π × 1 kHz and the quadratic Zeeman shift is about
∆Zeeman/h ≈ −1.4 kHz. The spontaneous emission rate towards the ground state
calculates to Γsp ∼ 2π × 10µHz and is therefore completely negligible on the
experimental time scale.

It is to note that the linear polarization of the coupling light has to be chosen
parallel with the magnetic field to achieve the maximum coupling strength [due to
cos(θ) in equation (4.3)]. Therefore the choice of a vertical magnetic field direction
constraints the possible propagation directions of the coupling laser to be in the
horizontal plane. In particular when the laser beam propagates parallel to the
magnetic field no coupling can be achieved.

4.2 Collisional properties of the 3P0 state

Collisional properties of atoms in the 3P0 (e) state play an important role in the
high resolution spectroscopy on a BEC and for the planned experiments concerning
artificial gauge fields. Relevant processes are thereby scattering of e atoms among
each other, as well as with atoms in the 1S0 (g) ground state. The quantity that
characterizes the elastic scattering between the particles is the s-wave scattering
length. For interactions between g atoms the scattering length, here labeled agg
has been measured accurately [57]. The scattering lengths age and aee, for g-e and
e-e interactions, are not yet measured for 174Yb. However, they are important
to know in order to estimate the magnitude of diverse interaction effects. It will
therefore be necessary to determine these quantities experimentally.

Beyond the elastic scattering properties, the inelastic scattering of type g-e
and e-e also plays an important role in the planned experiments. The fact that
the internal energy of the e atoms is released in the inelastic scattering processes,
results in enormous kinetic energies of the scattered particles. The associated atom
losses can be experimentally problematic.

The inelastic collisions are in general described by a coefficient β that quantifies
the collision rate per unit of density. In the case the inelastic collisions lead
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Atom e state βee(cm3/s) βge(cm3/s)
174Yb 3P2 1.0(3)× 10−11 -
173Yb 3P0 2.2(6)× 10−11 3.9(16)× 10−13

171Yb 3P0 5× 10−11 3× 10−11

88Sr 3P0 1.9(12)× 10−11 -

Table 4.1: Table of measured inelastic collision rate coefficients of metastable states
e. The shown values are taken from [112] (174Yb), [118] (171Yb), [113] (173Yb) and
[119] (88Sr).

primarily to atom losses, they can be described via a rate equation for the number
of remaining atoms N ,

Ṅ = −βN2 . (4.7)

The coefficient β can therefore be experimentally determined by careful loss mea-
surements. The coefficients βge and βee for inelastic collisions of type g-e and e-e
have not been measured yet for 174Yb. The so far known values for other ytterbium
isotopes are summarized in Table 4.1, which allows one to get an idea of the ex-
pected orders of magnitude. There, also the measured values for 88Sr and the 3P2

state in 174Yb are given for comparison. Since our typical condensate densities are
on the order of several 1014/cm3, we might well expect decay rates due to inelastic
collisions as high as several kHz in the bulk. However the situation is expected to
be different when having the atoms in a three-dimensional optical lattice. When
working in a regime with less than one atom per lattice site n̄ < 1, inelastic losses
are expected to be strongly reduced. In the case of strong on-site interactions dou-
ble occupancy will be suppressed, thus further reducing the influence of inelastic
losses. For a Mott insulator at unity filling n̄ = 1, for example, double occupancy
is suppressed as ∝ (J/U)2 [117], where J and U are the tunneling and interaction
energy respectively.

4.3 Ultranarrow laser at 578 nm

The laser system to coherently address the 1S0 ↔ 3P0 clock transition is one of the
central components in this experiment. As already mentioned in the introduction
of this chapter, the laser linewidth should ideally be much below 100 Hz, which is
at least a factor of 1000 lower than the typical linewidths of the lasers used for
laser-cooling and trapping. In addition, we would like to limit drifts of the absolute
laser frequency to a reasonable level of kHz/hour or below. To achieve these two
requirements, we frequency lock the 578 nm laser to a resonance of an ultralow

89



4. High resolution spectroscopy on a 174Yb Bose-Einstein
condensate

expansion (ULE) high finesse cavity that serves as a passively stable frequency
reference. This is an often used technique in the domain of optical clocks, where
laser linewidths in the sub-Hz regime and drifts down to 25 mHz/s are reached
(see for example [111]).

The typical Rabi frequency we intend to realize (homogeneously over the atomic
cloud) is on the order of several kHz. When working with a bosonic ytterbium iso-
tope, like 174Yb, this necessitates typical power levels on the order of ten milliwatts
(see section 4.1). The experimental realization of the laser system designated to
fulfill these demands is presented in the following.

4.3.1 Getting 578 nm light using sum frequency
generation

To create the light at 578 nm we have decided to use a sum frequency generation
scheme of an amplified fiber laser system2 at 1030 nm and a Nd:YAG laser3 emit-
ting at 1319 nm. The specified free running laser linewidths are ∆ν1030 < 10 kHz
(measured over 120µs) and ∆ν1319 < 1 kHz (measured over 100ms), which is a
convenient starting point to reach the desired final linewidth. The available laser
powers are P1030 ' 500 mW and P1319 ' 200 mW. For the sum frequency gener-
ation a non-linear waveguide4 (length 1 cm) of periodically poled lithium niobate
(ppLN) is used. The fact that the mode field diameter in the waveguide is on
the order of several micrometers leads to high intensities and therefore reason-
able conversion efficiencies in a single pass configuration. The specified conversion
coefficient5 for our waveguide is α = 2200 % W/W2.

To estimate the total amount of yellow light that we could expect from the sum
frequency generation, the coupling losses for the two fundamental beams into the
waveguide have to be taken into account. The transverse mode in the waveguide
is specified to be elliptical with a mode field diameter ratio of about 0.6. For an
optimal coupling we would need to use elliptically shaped transverse beam profiles,
where the waists along the two axes would need to be optimized independently for
both incident wavelengths. To keep the optical setup simple (see Figure 4.2), we
have decided to keep the circular shape of the incoming beams and to optimize

2Koheras BoostiK Y10, NKT Photonics.
3Mephisto, InnoLight/Coherent.
4HC Photonics.
5The efficiency of sum frequency generation from waves at frequencies ω1 and ω2 to ω1 + ω2

is described by the factor α. It connects the input powers at the fundamental wavelengths
with the powers at the sum frequency via Pω1+ω2

= αPω1
Pω2

[120]. This holds true when
Pω1+ω2

� Pω1
, Pω2

, which is called the non-depleted pump approximation.
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Figure 4.2: Optical setup for sum-frequency generation in a non-linear waveguide.
The laser beams at 1319 nm and 1030 nm are overlapped using a dichroic mirror.
The mode matching for the two incident beams to the waveguide is achieved us-
ing the two telescopes 1 and 2. The sum-frequency generated light at 578 nm is
separated from the fundamental wavelengths using a second dichroic mirror.

the waists to have the best overlap with the elliptic mode field6. The achieved
coupling efficiencies are about 23 % at 1030 nm and 8 % at 1319 nm7. The expected
overall conversion coefficient for sum-frequency generation would accordingly be
on the order of αtot ≈ 40 %W/W2. Experimentally we have been able to achieve
15 mW at 578 nm with incident powers of P1030 ≈ 200 mW and P1319 ≈ 130 mW,
corresponding to αmeas

tot ≈ 56 %W/W2. Although we could in principle increase the
powers of the two fundamental lasers further, we did not do so to avoid the risk of
damaging the waveguide8. Instead we continued to work at moderate power levels
(P578 < 10 mW), that were found sufficient for the performed experiments.

The mode quality of the exiting yellow beam has been found to be quite poor.
Typical fiber coupling efficiencies to a single mode fiber did not exceed 50 % and the
beam profile deviated visibly from a fundamental Gaussian mode. All experiments
described in this chapter have been carried out with the waveguide setup, but
recently we have been able to improve the power of our coupling laser using a
slightly different setup.

6Coupling light into the waveguide in the first place was found to be a tricky task, since
most of the light incident on the crystal exits at the end facade, no matter if it passes by the
waveguide or not. Some spatial filtering had to be installed to distinguish the coupled light from
the non-coupled light.

7Theoretically one expects for perfectly circular incoming beams 26 % at 1030 nm and 15 %
at 1319 nm in the optimum coupling case. These values are based on the waveguide specifications
and a calculation of the overlap between the incoming circular and elliptical waveguide mode.

8One of our waveguides got burned on the input surface during an alignment procedure at
intermediate power levels. Since we had only one more waveguide left we were cautious with the
laser powers and always worked at the lower limit of what was needed for the experiment.
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In this second generation setup the waveguide has been replaced with a ”regu-
lar” magnesium-doped ppLN crystal of 2 cm length. In order to reach reasonably
large output powers in a single pass configuration the amplifier of the 1030 nm
laser system has been replaced with another amplifier, ten times more powerful
(500 mW→5 W). With this system a maximum power of 65 mW at 578 nm has
been measured. Compared to the old system, this new setup allows one to work
with much larger beam waists, since it does not rely on the coupling of a micron
sized waveguide. This makes the system more stable and robust, where further-
more the amount of useful light is increased due to the better output mode quality
and the resulting higher fiber coupling efficiency (> 80 %).

4.3.2 Ultralow expansion cavity

In order to keep the frequency of the 578 nm laser in resonance with the ytterbium
1S0 ↔3P0 transition and to further narrow down the laser linewidth, a very sta-
ble frequency reference is needed. Obtaining an atomic reference signal in direct
spectroscopy of the metastable clock transition is very hard. A common technique
is to use the resonances of a high finesse ultralow expansion cavity, acting as a
passively stable frequency reference. This method is used in the domain of optical
clocks since many years. Very stable high finesse cavities are now commercially
available from specialized companies.

The cavity model

The ultralow expansion cavity used in this experiment9 consists of a spherical
spacer with a hole through its center and two optically contacted mirrors with
retaining rings on their back (see Figure 4.3). The spacer is made of ultralow
expansion (ULE) glass to minimize the effect of thermal drifts on the cavity length,
while the mirrors are made of silica to reduce short term thermal noise. The cavity
is held at two points and is mounted horizontally. To isolate the system most
effectively from acoustic noise and ambient temperature drifts, the cavity is kept
under vacuum (pressure of ∼ 10−8 mbar) within a temperature regulated thermal
shield10. The vacuum chamber itself is placed on a vibration isolation table11.
To isolate the cavity from acoustic noise and temperature fluctuations the whole
system is placed in a wooden box, covered with acoustic foam12.

9Advanced Thin Films, ATF-6300, premium grade ULE ATF-6301-4.
10The active temperature stabilization is performed using a Peltier module and commercial

control electronics (LFI-3751, Wavelength Electronics).
11Nano-K 50 BM-10, Minus K Technology.
12It is to note that most of the data presented in this thesis is taken at a time where this

wooden box was not yet installed. Instead a cardboard box was used to provide some shielding
against currents from the air conditioning and other environmental fluctuations.
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Figure 4.3: Photo of the ultralow expansion cavity before closing the vacuum
system. The cavity itself is mounted horizontally and consists of the ULE glass
spacer (1) with the cavity mirrors (2) including ULE retaining rings on the back
(3). It is placed within a thermal shield (4) inside a vacuum chamber (5).

The cavity itself comes in a plano-concave configuration, where the concave
mirror has a radius of curvature of 50 cm and the cavity length is specified to be
47.6 (1) mm.

The temperature zero-crossing point

The ULE glass used for the cavity spacer has the special property that its linear
thermal expansion coefficient αULE has a zero-crossing point (changes sign) close
to room temperature. At the so-called zero-crossing temperature the linear ex-
pansion coefficient of ULE vanishes and the length of the ULE spacer alone takes
a minimum (increases for rising and falling temperature). In practice the mirrors
and even the coatings also affect the cavity resonance frequency when changing
the temperature. The resonance frequency ωres still shows a zero-crossing, where
dωres/dT = 0, albeit at a lower temperature than the linear expansion coefficient
of the ULE spacer. At this temperature it is experimentally most convenient to
work, since the cavity resonance frequency is minimally sensitive to temperature
fluctuations.

The exact temperature working point is found to be important to reduce drifts
of the cavity resonances as will be further discussed in section 4.6. In this sec-
tion also the precise determination of the temperature zero-crossing point will be
presented.
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Measurement of the free spectral range

The free spectral range δνFSR and the finesse F are the two basic quantities that
characterize the spectral properties of a cavity. The former corresponds to the
frequency spacing between adjacent cavity resonances, that is for a Fabry-Pérot
cavity of length L given by δνFSR = c/2L. The latter is defined as the ratio of
the free spectral range δνFSR and the FWHM13 of the resonance peaks δνpeak.
The experimental determination of those two quantities is briefly presented in the
following14.

The free spectral range of the ULE cavity is measured using an electro-optical
modulator (EOM). The EOM is used to add frequency sidebands to the laser
light incident on the cavity. These sidebands appear symmetrically around the
carrier frequency at integer multiples of the modulation frequency fEOM applied
to the EOM. They can be observed as additional cavity transmission resonances
as sketched in Figure 4.4. By tuning fEOM such that δνFSR = mfEOM, with integer
m, the sidebands corresponding to adjacent cavity resonances overlap. Finding
this modulation frequency experimentally allows one therefore to measure the free
spectral range. The accuracy is thereby only limited by the precision at which one
can point the cavity peaks and the absolute knowledge of the EOM modulation
frequency, where the latter can be on the order of 1 Hz.

Using this method we have determined the free spectral range of our cavity to
be

δνFSR = 3 144 366(4) kHz . (4.8)

The uncertainty is determined by the accuracy of the fitted cavity peak locations.
The relative accuracy of 10−6 corresponds to a determination of the cavity length
down to several nanometers. The expected value according to the specified cavity
length of L = 47.6 (1) mm would be δνFSR,spec = c/2L = 3.149 (6) GHz and is in
accordance with the measured one.

Measurement of the finesse

The finesse F of a Fabry-Pérot cavity of length L is for high mirror reflectivities
R well described [121] by the relation

F =
δνFSR

δνpeak

' π
√
R

1−R
. (4.9)

One way to determine the finesse experimentally is therefore by measuring the
reflectivity of the cavity mirrors R. This can be done using a so-called cavity

13Full width at half maximum.
14More experimental details will be presented in the PhD thesis of Alexandre Dareau.
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Figure 4.4: Principle of the free spectral range measurement of the ULE cavity.
Sketched are the cavity resonances for the carrier frequency of two adjacent cavity
peaks indexed by n (red) and n+1 (blue), including the additional resonances that
appear due to the sidebands on the laser light added using an EOM at modulation
frequency fEOM. In the case where the resonances of the sidebands from the
adjacent cavity peaks overlap, the free spectral range is an integer multiple of
fEOM.

ring-down measurement [122] where the lifetime of the light field in the cavity
is determined after switching the incident light to the cavity off. The measured
1/e-lifetime of the light in our cavity has been measured to be 13.0(3)µs, that
corresponds to a mirror reflectivity15 of R = 1 − 1.22(3) × 10−5. From this, the
cavity finesse is determined to be

F = 2.58(7)× 105 . (4.10)

This is found to be lower than the specified finesse of Fspec = 3.0× 105. From the
measured finesse and the free spectral range we can determine the FWHM of our
cavity peaks to be

δνpeak = 12.2(3) kHz . (4.11)

4.3.3 Optical setup and frequency lock to the cavity

Frequency lock and linewidth estimation

The optical setup for frequency locking the 578 nm laser to the ULE cavity is shown
in Figure 4.5. The electronic error signal required for locking is obtained using the
Pound-Drever-Hall technique [123]. For this, the light incident on the cavity is

15The measured quantity corresponds to the overall transmission losses on a full cavity round-
trip, where we describe the combined losses on both mirrors by a single effective reflectivity R.
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phase modulated using an EOM at a frequency of 4 MHz. The light reflected on
the ULE cavity is measured using a photodiode (PD2) and the signal demodulated
in order to obtain the electronic error signal. We use commercially available analog
locking electronics16 to actively stabilize the frequency of the 578 nm light to a given
cavity resonance. The lock-box thereby provides two corrective feedback signals
for a slow (low-pass filtered) and fast (high-pass filtered) feedback line. The slow
output is sent to the piezo input of the 1319 nm laser, whereas the fast output is
used to control the RF frequency sent to AOM 1 using a digital synthesizer17.

When the laser is locked to a cavity peak we can estimate the linewidth of the
laser frequency with respect to the cavity resonance from the residual fluctuations
of the error signal. The error signal shows peak-peak fluctuations corresponding
to a peak-peak frequency excursion of about 100 Hz. A preliminary analysis of the
spectral properties of the fluctuations of the error signal with the method given
in [124] allowed us to estimate a linewidth with respect to the cavity resonance
below 10 Hz (full width at half maximum). Under the assumption that the short
term fluctuations of the cavity resonance are negligible, we could also reason to
have a laser linewidth on the same order. This, however, has to be verified using
ytterbium atoms as a probe. To this end one must operate in a configuration
where interactions do not broaden the atomic transition (see section 4.5.1). This
probably requires a very dilute gas in an optical lattice (similar configuration as
in optical clocks [59]) or possibly a Mott insulator state.

Residual amplitude modulation

The frequency stability of the locked laser depends directly on the offset stability
of the electronic error signal. This offset can be influenced by residual amplitude
modulation (RAM) of the laser light incident on the cavity. Typical sources of
RAM are etaloning effects on optics in the beam path or polarization modulation
caused by the Pound-Drever-Hall EOM, that can transform into amplitude mod-
ulation on subsequent optics. In the case the amplitude modulation changes in
time (e.g. due to temperature variations), also the locking point and therefore the
laser frequency will change. It is therefore important to avoid the occurrence of
RAM in the first place.

For this, we have placed all optics (λ/2-plates, photodiodes, lenses, etc.) at a
reasonably large angle with respect to the beam propagation axis and have installed
an optical isolator close to the cavity. To avoid that the phase modulation on the
EOM also leads to a polarization modulation, the linear polarization of the incident
light is required to be as pure as possible and well-aligned to the optical axis of
the EOM. To ensure this, we use a polarizer to clean the polarization of the light

16D2-125 Laser Servo, Vescent.
17E4400B, Agilent Technologies.
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Figure 4.5: Optical setup of the ultranarrow laser at 578 nm. The three shown pho-
todiodes are used for intensity stabilization (PD1), Pound-Drever-Hall detection
(PD2) and observation of the cavity transmission (PD3). The beam splitter (BS)
has a reflectivity of about R ≈ 90 %. Legend: AOM: Acousto-optical modulator,
EOM: Electro-optical modulator.

coming from the fiber. A good alignment of the EOM has been found to be critical
to minimize RAM. Moreover, we actively stabilize the light power incident on the
cavity that is monitored with a photodiode (PD1). The feedback for this is realized
on the RF amplitude of AOM 1. With these precautions we were able to reduce
the variations of the locking point to an amplitude of about 0.5 % of the peak-peak
size of the error signal. The according maximum offset variations correspond to
changes of the laser frequency of a few tens of Hz. For the experiments performed
so far these fluctuations were not limiting since a frequency resolution on the
kHz level was sufficient. In future experiments, however, it might be necessary to
further reduce the variations of the error signal offset, that might also have origins
different than RAM.

AOM frequency sources

The choice of RF sources used for the AOMs and EOMs in the setup is important.
The usually used voltage controlled oscillators (VCO), for example, have a typical
frequency sensitivity to temperature fluctuations on the order of several kHz/K.
Accordingly standard VCOs are not a good choice as RF sources when a stability
on the sub-kHz level is required. Furthermore standard VCOs with a central
frequency on the order of 100 MHz are usually not controllable in frequency down
to the sub-kHz level. Therefore mostly direct digital synthesizers (DDS) are used
as frequency sources for the relevant AOMs and EOMs. They offer frequency
sensitivities on the order of Hz/K and better. To reduce drifts between the different
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frequency sources, the driving clocks are planned to be phase locked to a 10 MHz
quartz oscillator18.

4.4 Finding the 1S0 ↔3P0 resonance using an

iodine spectroscopy

One challenge when performing spectroscopy on an ultranarrow transition is to
actually find the atomic resonance in the first place. Even though the resonance
frequency of the 174Yb clock transition is well known these days [53], one has to
be able to calibrate the initial probe laser frequency with a sufficient accuracy.

In our case we perform spectroscopy on a BEC, where we expect a spectroscopic
feature on the kHz level, determined by the Rabi frequency and a possible mean
field broadening on the same order. With a good wavelength meter we could be
able to determine the laser frequency with an accuracy down to several tens of
MHz. To search a kHz feature within this range of uncertainty may take, in a
naive point per point search, a total of tens of thousands of experimental cycles.
For a typical experimental cycle time on the order of 10 s, a successful search
may therefore take many days. When using frequency sweeps in each run, the
scanning range per point can be realistically enlarged by a factor on the order of
100 (leaving some safety margins), which may still require hours of measurement
time. Searching for the resonance in this way may be acceptable once, but will
be impractical in the case it has to be repeated due to a change of the cavity
resonance frequency after an intentional change of the parameters or uncontrolled
drifts of the experiment.

This shows the need for an absolute frequency reference that allows one to
determine the clock laser frequency ideally with an accuracy better than about
1 MHz. One possible way to realize this is to use a frequency comb as a reference.
These devices, however, are very expensive and not yet standard equipment in cold
atom laboratories. Another possibility is to use previously calibrated resonance
frequencies of other atoms or molecules, that are reasonably close to the ytterbium
resonance. This is the path we have chosen. We thereby use a hyperfine resonance
in molecular iodine as a frequency reference, that has been calibrated by a research
team in Japan [125] with an absolute accuracy of about 2 kHz using a frequency
comb. This line is about 10 GHz detuned from the 174Yb clock transition19. Using
this absolute frequency reference, we were able to limit the initial search space
for the resonance to a range smaller than about 500 kHz, allowing us to find the

18Stanford Research Systems, SRS SC10-15-3-J-A-A-J-SMA.
19The concerned resonance line in iodine is called R(37)16-1. It belongs to a series of transi-

tions that are insensitive to the first order Zeeman shift and therefore well suited as frequency
references.
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resonance line within the very first scan of about 10 min duration. This technique
is in particular interesting as a low cost and easy to set up solution since it is
only based on a simple Doppler-free spectroscopy on an iodine vapor cell. After
gaining some better understanding of systematic frequency shifts in our iodine
spectroscopy setup20, we are finally able to predict the ytterbium resonance with
an absolute accuracy of better than 50 kHz.

In the following we present the main steps for the frequency calibration of our
laser system and show the first search scans for the atomic resonance.

4.4.1 Calibration of the ULE cavity resonances using
iodine

We observe the considered iodine transition in a standard saturated absorption
spectroscopy setup, where a linewidth of the concerned transition of about 2 MHz
has been measured. To calibrate the laser frequency close to the ytterbium line we
use the ULE cavity resonances as a periodic frequency reference. The frequency
configuration is sketched in Figure 4.6. First the absolute frequency of the n + 3
peak is calibrated with respect to the iodine transition by measuring the frequency
difference δνI2 . This is achieved with the help of a frequency tunable EOM (not
shown in the setup in Figure 4.5) that allows one to create sidebands on the laser
light with a well known frequency spacing. Tuning the laser light in resonance with
the considered iodine transition and the EOM frequency such that the sideband
of order -1 is resonant with the n + 3 cavity peak allows to determine δνI2 from
the EOM modulation frequency. Due to our good knowledge of the free spectral
range of the cavity we are then able to determine the frequency of the cavity peak
n, onto which the laser is subsequently locked. The remaining frequency shift
δνYb towards the ytterbium resonance is in our case about 65 MHz and is bridged
using an AOM (AOM 2 in Figure 4.5). This AOM is also used to scan the laser
frequency with respect to the atomic resonance for all spectroscopy measurements
that will be presented in the following.

This technique to calibrate the frequencies of the cavity resonances has the very
practical advantage that it is independent of the main ytterbium machine to be
operational. This allows one to track and calibrate drifts of the cavity resonances
in real time with an accuracy better than 50 kHz. This is for example used to
determine the temperature zero-crossing point of the ULE cavity, as will be shown
in section 4.6.

20Details will be presented in the PhD thesis of Alexandre Dareau.
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Figure 4.6: Sketch of the frequency relation between the ULE cavity resonances
(blue), the 174Yb clock transition (green) and the iodine transition (red) used for
frequency calibration.

4.4.2 The first search scans

We have decided to perform the first spectroscopy measurements directly on a
BEC, which was the simplest for us to set up21. The expected experimental sig-
nature when searching the resonance is a drop in observed atom number when
imaging the atoms in the 1S0 state. This drop is expected due to the excitation
of atoms into the metastable 3P0 state, where they are either not visible in the
imaging or lost from the trap due to inelastic collisions with other atoms in the
3P0 or 1S0 state. Since the inelastic collision rates for e-e and g-e scattering are not
known yet for 174Yb, it is not clear which part will dominate. Since we performed
our first experiments on a pure BEC, it is however likely that due to our central
densities on the order of 1015/cm3, inelastic losses might play a major role. Addi-
tionally, in our crossed dipole trap configuration atoms in the e state are slightly
anti-trapped.

In Figure 4.7 our very first scan for the ytterbium resonance is shown. For this,
we have sent the clock laser with a power of 260µW and waist of about 25µm
(resulting in ΩRabi ≈ 400 Hz) onto the BEC in the crossed dipole trap. The laser
frequency is thereby tuned using an AOM. Within this first scan we could find
a tiny signature, that we could confirm with a second, finer scan to be truly the
desired resonance feature (see right-hand side of Figure 4.7).

21Another possible technique to find the resonance frequency is to illuminate the MOT with
the clock light and to look for atom loss caused by the depumping from the cooling cycle (see
for example [126] and [127]).
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Figure 4.7: Search for the 174Yb clock resonance. Shown is the number of atoms
in the 1S0 state of a BEC after an excitation pulse of the clock laser. On the
left hand side the very first scan is shown, where for each data point the laser
frequency is scanned in steps of 0.2 kHz with 10 ms dwell time resulting in a total
span of 40 kHz per shot and 2 s interaction time. A second, finer scan is shown on
the right-hand side, where a step size of 100 Hz with 10 ms dwell time over a total
span of 10 kHz is used for each data point.

4.5 Results of spectroscopic measurements

In this section we report on the so far executed spectroscopy experiments on the
1S0 ↔ 3P0 transition, that were intended to characterize and understand the
behaviour of our laser system and the basic physical effects associated with a
spectroscopy on the kHz level. On the search of the narrowest spectrum that
we could achieve with our system, we passed improvements in several steps that
are presented in the following. This covers spectroscopy on a BEC in a crossed
dipole trap and on an expanding cloud during time-of-flight. For both types of
spectroscopic measurements we try to estimate the limiting physical or technical
effects for the observed resonance width. The focus thereby lies more on the
qualitative understanding of the observed spectra since a rigorous quantitative
description is not possible due to the unknown scattering properties of the 3P0

state. We try to estimate these properties from the observed spectra.

Before we go into the discussion of the observed spectra we would like to clarify
a subtle point concerning the tuning of the probe laser frequency. Experimentally
we perform frequency scans by tuning the RF frequency sent to an AOM. How-
ever, in addition to this controlled shift, the reference cavity is drifting and the
laser frequency which is locked to it also changes in time. The frequency control
using the AOM therefore does not necessarily map to the instantaneous real laser
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frequency. The cavity drifts can be observed as the effect that the AOM frequency
required to hit the atomic resonance varies in time (see for example on the right-
hand side of Figure 4.8). Since the frequency drifts are mostly found to be linear,
we were able to correct the data points in post processing, provided that multiple
spectra were measured close in time. The origin and further characterizations of
these drifts will be discussed in section 4.6. Here we would like to concentrate on
the physics associated with the spectroscopy methods. We will use the convention
throughout this chapter that drift corrected frequency scales are denoted by ∆f
and non-drift-corrected ones by the bare AOM frequency scale ∆fAOM. The offset
of the frequency scales are thereby chosen to match a characteristic point and have
mostly no relation between different graphs.

4.5.1 In-situ spectroscopy

The first spectroscopy measurements have been performed on a BEC in the crossed
dipole trap, created by two intersecting beams at 532 nm and 1070 nm (see section
3.8.1). The fact that the atomic cloud is trapped enables reasonably long interac-
tion times with the probe beam, such that the Fourier broadening of the resonance
due to the finite pulse length can be kept sufficiently small.

The typical sequence is to produce a pure BEC (> 80 % condensed fraction)
that is subsequently illuminated with the clock laser for a square pulse duration of
τpulse = 10 ms. Then the atoms in the 1S0 state are imaged on the 399 nm transition
after some time-of-flight. A typical spectrum obtained with a Rabi frequency of
ΩRabi/2π ≈ 350 Hz is shown in Figure 4.8. The data points are corrected for the
linear variation on the order of -1.9 Hz/s of the basic laser frequency during the
measurement, as shown on the right-hand side of Figure 4.8.

The typical resonance width we could achieve was on the order of 10 kHz, where
an asymmetric line shape is observed. Understanding the origin of the line shape
and the width limitation is not easy since many effects are likely to contribute in
this configuration, as will be discussed in the following. Two effects that play an
important role are the differential light shift induced by the dipole trap beams and
possibly the broadening due to mean field interactions of the condensate. Those
two points are further explained in the next sections. The mean field broadening
has been observed in other experiments to become an important effect for high
resolution spectroscopy on BECs [126]. The associated broadening and line shift
has in particular been used to observe the occurrence of a hydrogen BEC [128]. It
is to note that a broadening due to the Doppler effect can in our case be neglected,
since the momentum spread of the BEC wave function corresponds to a Doppler
width on the order of ∆ωDoppler/2π ∼ ~/mλ∆x ∼ 100 Hz, for λ = 578 nm and the
typical spatial extension of the BEC wavefunction of ∆x ∼ 3µm.
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Figure 4.8: Clock resonance of a BEC in a crossed dipole trap. On the left-
hand side the atom number in state g is shown as a function of the probe light
frequency. The red curve corresponds to a fit to the data points with the line shape
function from equation (4.18). The drift of the basic laser frequency on the same
day is shown on the right-hand side, where the required AOM frequency to be at
resonance is shown as a function of time. The frequency scale on the left-hand
side has been corrected by this drift.

Thomas-Fermi profile and mean field interactions of a BEC

To describe the influence of the mean field interactions on the observed spectrum
we treat the condensate of g state atoms within the external trapping potential
V g

ext(r) in the Thomas-Fermi approximation, where the density profile is given by
[105]

ng(r) =

{
µ−V g

ext(r)

ggg
for µ ≥ V g

ext(r)

0 for µ < V g
ext(r)

, (4.12)

with ggg = 4π~2agg/m being the interaction parameter for atoms in g and µ being
the chemical potential in the center of the cloud. We assume in the following the
external trapping potential to be harmonic, V g

ext(r) = m(ω2
xx

2 + ω2
yy

2 + ω2
zz

2)/2,
with angular trapping frequencies ωx, ωy and ωz along the main axes. The density
distribution takes the form of an inverted parabola that goes to zero at the so-called
Thomas-Fermi radii Ri given by [105]

Ri =

√
2µ

mω2
i

, (4.13)
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with i = (x, y, z). The chemical potential µ is fixed by the normalization condition
for the total number of atoms to be N =

∫
ng(r) d3r, resulting in [105]

µ =
~ωho

2

(
15Nagg
aho

)2/5

, (4.14)

where ωho = (ωxωyωz)
1/3 is the geometrical mean of the angular trapping fre-

quencies and aho =
√

~/(mωho) the associated mean oscillator length. The local
energy of a condensate atom in state g within the mean field potential of the other
condensate atoms is given by

Ug(r) = gggng(r) =
4π~2agg
m

ng(r) . (4.15)

Resonance condition and mean field effects

We consider in the following the resonance condition for a condensate atom initially
in g to be excited to state e. To simplify the formalism we assume the fraction
of e atoms to be small, such that mean field interactions between e atoms can be
neglected. Furthermore we restrict the discussion to energy contributions related to
the mean field energy and the external trapping potentials. The trapping potentials
in our case are not the same for g and e atoms since the atomic polarizabilities at
the trapping wavelengths are not equal for both states22.

In a semi-classical description we can write the resonance condition in terms
of energy conservation as

~ωres(r) = ~ω0 + (gge − ggg)ng(r) + V e
ext(r)− V g

ext(r) , (4.16)

where the term ggeng(r) denotes the interaction energy of an e atom in the mean
field potential created by the condensate atoms in g and ~ω0 denotes the unper-
turbed transition energy between the internal atomic states. V e

ext(r) and V g
ext(r)

correspond to the external potentials felt by g and e atoms respectively. Since the
mean field and the differential external trapping potential are spatially dependent,
also the laser frequency required to drive the transition, ωres(r), depends on the
position of the atoms in the cloud.

In order to qualitatively understand the resulting line shape and broadening,
let us first consider the case without differential light shift, V e

ext(r) = V g
ext(r). Here

the situation depends on whether gge is larger or smaller than ggg. The effective
trapping potentials for g and e atoms are sketched in Figure 4.9 for both cases. For
gge > ggg, (gge < ggg), the potential for e atoms is more repulsive (less repulsive)

22For the wavelengths used for the crossed dipole trap the atomic polarizabilities differ by a
factor of α′g/α

′
e ≈ 2.5 for 532 nm and α′g/α

′
e ≈ −1.8 for 1070 nm (see Appendix A).
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with respect to the one for g atoms. Accordingly the possible resonance frequencies
are shifted to the blue (red). In the case gge = ggg, the resonance condition would
be independent of the position of the atoms and the line shape would not be
affected by mean field interactions. The possible range of resonance frequencies is
restricted between ωres(0) = ω0 + (gge− ggg)ng(0)/~ in the center of the cloud and
ωres(RTF) = ω0 at the edge of the BEC.

The form of the resulting spectrum is determined by the amount of atoms that
contribute at a given resonance frequency. For a spherically symmetric trap, atoms
with the same resonance frequencies are located in spherical shells around the trap
center. The fact that the shell volume and therefore the number of contributing
atoms increases with larger distances results in general in an asymmetric line
shape. This however has to be combined with the decreasing parabolic density
distribution towards the edge of the cloud. The expected line shape, taking both
effects into account, has been calculated in [129] and has the form

S(ω) ∝ ~(ω − ω0)

ng(0)(gge − ggg)

√
1− ~(ω − ω0)

ng(0)(gge − ggg)
, (4.17)

where ω is the angular frequency of the applied laser light.
The effect of the differential light shift on the spectrum can qualitatively be

understood in a similar way. It also leads to a position dependent resonance
frequency and an in general asymmetric line shape due to the mentioned shell
effect. The possible range of resonance frequencies is thereby bounded between
the maximum and minimum light shift that occur between the center and the edge
of the cloud.

Interpretation of the observed spectrum

To understand the broadening of the spectrum in Figure 4.8, we estimate the
effect of the differential light shift first. For the trap parameters used, the central
differential light shift is expected to be about V e

ext(0) − V g
ext(0) ≈ h × 150 kHz,

resulting in an overall shift of the resonance frequency of the same amount. The
trapping potential for e atoms in the center of the trap is in our configuration
slightly repulsive (V e

ext(0) ≈ +2 kHz). Using the estimated trapping frequencies of
(ωx, ωy, ωz)/2π ≈ (240, 110, 264) Hz for the atoms in the ground state23, we can
calculate the Thomas-Fermi radii to be (Rx, Ry, Rz) = (2.5, 5.5, 2.3)µm. With
these cloud radii we can estimate the full range of possible resonance frequencies
due to the differential light shift to be about 5 kHz, dominated by the light shift
variation along y direction. The sign of the shift is thereby such that the resonance

23Here x corresponds to the propagation direction of the 1070 nm trapping beam, y to the
propagation direction of the 532 nm trapping beam and z to the vertical direction.
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Figure 4.9: Illustration of the mean field interactions on the spectrum for the case
of gge < ggg (left) and gge > ggg (right). In the upper part the spatially dependent
potential energies are sketched. Shown are the external potentials V g

ext(r) = V e
ext(r)

(dashed) and the effective potentials V
g/e

eff = V
g/e

ext (r) + ggg/geng(r) (solid), taking
the local mean field interactions with the BEC of g atoms into account. The
resonance frequencies in the center and the edge of the cloud are indicated by the
red arrows. The corresponding spectroscopic line shapes are sketched in the lower
part.

frequency from the center of the cloud towards the edge decreases. This is in
accordance with the observed asymmetry in the spectrum, but the magnitude is
not large enough to explain the full range of observed resonance frequencies of more
than 10 kHz. Accordingly mean field interactions might also have an important
contribution on the observed spectral line shape.

Since age is not known yet for 174Yb, we cannot directly estimate the influence
of the mean field effects on the spectrum. However using the model equation (4.17)
we might be able to get a first estimate for age from the spectrum in Figure 4.8.
When we assume that the influence of the differential light shift does not change
the form of the line shape as given in equation (4.17), but only enlarges the range
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of possible resonance frequencies by about ∆diff ≈ h× 5 kHz, we might model the
expected line shape by a curve of the form

S(ω) ∝ ~(ω − ω0)

[ng(0)(gge − ggg) + ∆diff ]

√
1− ~(ω − ω0)

[ng(0)(gge − ggg) + ∆diff ]
, (4.18)

This model function has been fitted to the data in Figure 4.8, where the peak
mean field shift ng(0)(gge− ggg) is determined to be on the order of 7 kHz. For the
estimated central density of about ng(0) ≈ 8× 1014/cm3 and the scattering length
agg = 5.55 nm [57], we then obtain age ≈ 18 nm ≈ 3 agg.

This is a very rough first estimate of the scattering length between g and
e atoms that is obtained under very strict assumptions. In particular we have
assumed no other broadening mechanism to be present and that the population
in e stays small. However, given the Rabi frequency of ΩRabi/2π ≈ 350 Hz and
the interaction time of τpulse = 10 ms, this might not be a good approximation.
Furthermore inelastic collisions between g and e have so far been neglected in the
description. Those deplete the sample during the interaction time, also leading
to a broadening of the resonance. However this broadening mechanism alone
could not explain the asymmetry in the spectrum since it does not result in a
position dependent resonance frequency. Since the inelastic scattering properties
are not known for 174Yb, we can only speculate about the magnitude of this effect.
When assuming the loss coefficient to be similar to the one in 171Yb of βge =
3× 10−11 cm3/s (see Table 4.1), the resulting instantaneous loss rate βgen̄g for our
mean density [130] n̄g = 2ng(0)/7 ≈ 2× 1014/cm3 would be on the order of 6 kHz.
The resulting line broadening on the same order could then also well explain the
observed width of the spectrum. The asymmetric line shape could then be a result
of a combination with the differential light shift, rather than a consequence of the
mean field shift.

In summary we can estimate from these preliminary measurements that the
broadening effects other than the differential light shift are determined to be on
the order of 7 kHz. This could be explained by mean field interactions as well as by
losses due to inelastic collisions. A more precise estimation of these effects would
require more careful measurements with better controlled experimental conditions,
in particular in a trap without differential light shifts. The results of the discussion
suggest that we are not limited at the kHz level by other technical effects or the
laser linewidth.

4.5.2 Time-of-flight spectroscopy

In the second type of spectroscopy measurements the BEC is released from the
crossed dipole trap and the interaction with the probe light takes place during free
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fall. With this time-of-flight method the limitation due to the differential light
shift is eliminated. Furthermore density related effects like mean field interactions
and inelastic scattering can be reduced due to the expansion of the atomic cloud
during free fall. One drawback of this method is that the atomic cloud moves out
of the probe beam during time-of-flight, limiting the possible interaction duration.
In our case the probe beam has a waist of about 25µm, where this limit is about
2.5 ms. Accordingly the Fourier limitation for the observable resonance width is
expected to be on the order of 500 Hz.

The typical sequence for the time-of-flight measurements is to switch off the
crossed dipole trap and to illuminate the atoms with a square pulse of the probe
light of 3 ms duration. To ensure that no residual trapping light is present during
the pulse, a waiting time of 200µs is added after the dipole trap is switched off.
Similar as for the measurements in the crossed dipole trap, the laser frequency
has been subject to drifts during the resonance scans. Since these drifts were
found to be mostly linear (see Figure 4.10) we could remove the additional change
in laser frequency during the measurements in post-processing. The resulting
drift corrected and averaged spectrum over a series of about 40 measurements is
shown in Figure 4.10. As already mentioned, the origin of these drifts is further
investigated in section 4.6. The characteristic width of the spectrum is about 3 kHz
and therefore about a factor of 3 smaller than in the in-situ measurements. The
possible limitations for this observed width are discussed in the following.

Interaction versus kinetic energy during time-of-flight

The main process to understand for the time-of-flight spectroscopy measurements
is the transformation of the mean field energy to kinetic energy during the free fall
due to the repulsive interactions. This effect is modeled in the following, where we
assume as previously that the cloud is initially trapped in a harmonic confinement
with angular trapping frequencies ωj(t = 0), with j = x, y, z. It has been shown
in [131] that in a harmonic trapping potential with time-dependent angular trap-
ping frequencies ωj(t), the initial Thomas-Fermi wave function Φ(r, t = 0) evolves
according to a scaling solution that reads

Φ(r, t) =
1√

bx(t)by(t)bz(t)
Φ({rj/bj(t)}j=x,y,z, 0) ei[β(t)+θ(r,t)] , (4.19)

with the phase of the wave function given by θ(r, t) = m
∑

j r
2
j ḃj(t)/2~bj(t) and

~β̇ = µ/λx(t)λy(t)λz(t). The bj (with j = (x, y, z)) are the scaling factors that are
determined by the coupled differential equations

b̈j =
ωj(0)2

bjbxbybz
− ω2

j (t > 0) bj , (4.20)
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Figure 4.10: Spectroscopy during time-of-flight. Left: The atom number in state g
is shown as a function of the probe laser frequency. The shown data is binned and
represents the average over about 40 single resonance scans. The frequency scale
of each individual spectrum has been corrected for the observed drifts during the
measurements. The red curve corresponds to a fit using equation (4.24). Right:
Drift of the laser frequency during the measurements. The solid lines represent
linear fits to the data in the two drift regimes.

where ωj(t > 0) are the time-dependent angular trapping frequencies. The case of
a free expansion during time-of-flight is realized by ωj(t > 0) = 0.

In this scaling solution the density distribution N |Φ(r, t)|2 keeps its initial
form of a Thomas-Fermi profile (inverted parabola) during free fall and the co-
ordinates are rescaled by the scaling factors bj. The Thomas-Fermi radii for ex-
ample then evolve like Rj(t) = Rj(0)bj(t). The fact that the density is scaled by
1/bx(t)by(t)bz(t) during free fall leads to a reduction of the interaction energy with
the same factor. This energy is transformed into kinetic energy which is described
by the fact that a velocity field develops given by

v(r) =
~∇θ(r, t)

m
=
∑
j

ḃj(t)

bj(t)
rjej . (4.21)

The local velocity varies linearly over the size of the cloud and the peak velocity
at the edges is given by v[Rj(t)] = ±ḃjRj(0). Accordingly the Doppler shift at the
cloud edges with respect to the center is given by ∆ωj = ±ḃjRj(0)k ·ej, for probe
light with wave vector k.

The differential equations (4.20) determining the scaling factors can in general
not be analytically solved. The numerically calculated solutions for the scaling
factors bj for our trap parameters are shown in Figure 4.11. The ballistic expansion
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Figure 4.11: Left: Evolution of the scaling factors bj during time-of-flight. The ini-
tial trapping frequencies used for the numerical calculations are (ωx, ωy, ωz)/2π =
(240, 110, 264) Hz. Right: Evolution of the Doppler shift at the edge of the cloud
along the probe light propagation direction y.

regime, characterized by a linear dependence of the scaling factors, is reached after
about 2 ms. In this regime the kinetic energy dominates. For shorter times the
energy in the system is split between interaction and kinetic energy.

Interpretation of the spectrum and line shape

In our performed time-of-flight measurements, the effective interaction time of the
atoms with the probe light is about 2.5 ms after the release from the trap. We
have therefore the situation that in the beginning of the probe pulse the interaction
energy still dominates, whereas towards the end of the pulse the kinetic energy and
therefore the Doppler shift yields the more important energy scale. A quantitative
description of the expected line shape of the spectroscopy signal is therefore not
simple.

To get an estimation of the expected width of the resonance we might look at
the ”mean” configuration in the middle of the interaction time, after about 1.5 ms.
To estimate the broadening due to interactions and inelastic collisions we can use
the observations from the in-situ measurements that the full range of resonance
frequencies due to these effects spans about 7 kHz. Since mean field interactions
as well as the inelastic collision rate scale with the cloud density we can estimate
the remaining broadening to be reduced by the scaling factor 1/bxbybz ≈ 1/10,
leading to a full span of less than 1 kHz after 1.5 ms. We can therefore to a good
approximation neglect effects of interactions and calculate the expected line shape
due to the kinetic energy and the related Doppler effect.
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For this we need to calculate the number of atoms being resonant with the
probe light at a given angular frequency ωL. When taking the Doppler effect into
account, the resonance frequency for the atoms in the expanding cloud depends
on the position and is given by

ωres(r) = ω0 + k · v(r) = ω0 + kḃy
y

by
, (4.22)

where ω0 = ωge + ωR is resonance frequency without Doppler effect, consisting
of the sum of the bare atomic resonance frequency ωge and the recoil frequency
ωR = ~k2/2m. The wave vector of the probe beam k = k ey is assumed to be
propagating along the y direction. The number of atoms being resonant with a
given laser frequency at time t ≥ 0 can then be calculated via

Nres(ωL, t) = N

∫
δ[ωL − ωres(r)] |Φ(r, t)|2 d3r , (4.23)

where δ(x) is the Dirac delta function. This can be evaluated to be proportional
to

Nres(ωL) ∝


(

1− (ωL−ω0)2

∆ω2
y

)2

for |ωL − ω0| ≤ ∆ωy

0 for |ωL − ω0| > ∆ωy
, (4.24)

with ∆ωy = kḃyRy being the instantaneous Doppler shift at the edge of the cloud.
The experimental data in Figure 4.10 has been fitted24 with this model func-

tion for the line shape, where we could derive ∆ωfit
y /2π = 2.7(1) kHz. This is

in reasonable agreement with the expected Doppler broadening after the ”mean”
duration of 1.5 ms, calculated to be ∆ωcalc

y /2π ≈ 3.1 kHz. This suggests that we
can to some extent understand the observed line shape as a result of the Doppler
broadening along the axis of the probe light. The fact that the observed spectrum
is symmetric supports that we are not limited by interaction effects.

An additional effect that might play a role for the observed spectrum is the
differential light shift induced by the coupling laser itself. This has been measured
in [78] to be on the order25 of κ ≈ 15 mHz/(mW/cm2). We typically used beam
powers on the order of 0.5 mW, where the central differential light shift is expected
to be about 0.5 kHz. The fact that the cloud moves out of the probe beam during
time-of-flight leads to a time dependent variation of this differential light shift.

24Open fit parameters are a global amplitude and offset as well as ω0 and ∆ω.
25The measured value presented in [78] should be taken as an order of magnitude. Effects of

an inhomogeneous intensity of the clock laser beam over the cloud were not well calibrated, as
mentioned in [78]. However, this value is on the same order as the one expected according to
the polarizability calculations in Appendix A, of κcalc ≈ 13 mHz/(mW/cm2). For the following
estimations we use the ”measured” value of κ ≈ 15 mHz/(mW/cm2).
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The same holds true for the Rabi frequency which becomes also effectively time
dependent during time-of-flight. These effects are complicated to model but the
associated broadening of several hundreds of Hz can in our case be neglected.

In summary the time-of-flight technique allowed us to achieve a smaller reso-
nance width as compared to the in-situ case. It has been argued that the observed
linewidth matches the estimated limitation by the Doppler effect within about
15 %. This suggests that we have not yet reached the level where technical limita-
tions of our laser system become important.

4.6 Frequency drifts and the temperature

zero-crossing point

It has been seen during the so far performed spectroscopy measurements, that
drifts of the laser frequency on the order of several kHz/hour were present. These
frequency variations are caused by drifts of the ULE cavity resonances on which the
laser system is locked to. Under the influence of drifts on this order of magnitude
it will become difficult to observe resonance widths in the range of hundreds of Hz
and below. The main problem is thereby that the repetition rate of our experiment
is about 3 shots/minute and the laser frequency will drift faster than we are able
to sample the atomic resonance. Additionally, frequency drifts on this level will
be disturbing when we need to keep the laser frequency constantly at resonance,
as planned in the experiments concerning artificial gauge fields (see chapter 5) or
when trying to see Rabi oscillations. Accordingly we focused as a next step on
understanding the origin of the frequency drifts. The obtained results are presented
in this section.

4.6.1 Characterization of the typical drift behaviour

To further characterize the cavity drifts, the atomic resonance frequency has been
tracked in time-of-flight measurements during several days. The resulting appear-
ance of the atomic resonance as a function of time is shown in Figure 4.12. It can
be seen that from one day to another the initial resonance frequency changes only
by a few kHz. However during the day the resonance frequency is subject to a
much stronger, mostly linear drift, opposite to the one observed from one day to
another. We could identify the drift of the cavity resonances during the day to be
of thermal nature and suspected that the temperature working point of the cavity
might not exactly be at the temperature-zero crossing point. The initial working
temperature at T = 5.0 ◦C of the cavity had been chosen according to a previous
determination of the temperature zero-crossing point with an accuracy of about
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Figure 4.12: Characterization of the frequency drifts over a period of three days.
Shown is the AOM frequency at which the atomic resonance is observed in time-
of-flight spectroscopy measurements as a function of time. The zero of the AOM
frequency scale is chosen arbitrarily.

±1 ◦C. A new, more precise determination of the zero-crossing temperature has
subsequently been performed.

4.6.2 Determination of the temperature zero-crossing
point

To experimentally determine the temperature zero-crossing point, one can monitor
the frequency change of the cavity resonances as a function of the cavity tempera-
ture. The required absolute frequency reference to compare the cavity resonances
to, was in our case realized by a hyperfine resonance in iodine molecules. This
molecular transition is observed in a saturated absorption spectroscopy setup (see
section 4.4.1) simultaneously with the considered cavity resonance. This allows
to monitor the absolute cavity resonance frequencies with an accuracy of about
50 kHz, limited by the precision at which we can determine the iodine resonance.
The cavity temperature is tuned via the set point of the temperature regulation
for the thermal shield. In Figure 4.13 the measured resonance frequency of one
cavity peak is shown for different cavity temperatures.

The temperature zero-crossing point is located where the maximum of the
cavity frequency is reached and determined to be at T0 = 4.31 (4) ◦C. At this point
the cavity length is minimally sensitive to temperature fluctuations. The curvature
of the quadratic variation around this point has been fitted to be 383 kHz/K2. It is
to note that due to the low thermal coupling of the ULE cavity to its environment,
the time to reach a new thermal equilibrium of the cavity after a change in thermal

113



4. High resolution spectroscopy on a 174Yb Bose-Einstein
condensate

3.5 4.0 4.5 5.0
Temperature ( ◦ C)

200

100

0

100

200

300
Fr

eq
ue

nc
y 

sh
ift

 (k
H

z)

1 0 1 2 3 4 5 6 7
Time (hours)

10
5
0
5

10
15
20
25

∆
f A

O
M

 (k
H

z)

Tcav= 5.0 ◦ C  (day 97)
Tcav= 4.3 ◦ C  (day 121)

Figure 4.13: Left: Measurement of the temperature zero-crossing point. The
frequency change of a cavity resonance is monitored with respect to an iodine
transition that is observed in parallel using a saturated absorption spectroscopy.
The zero-crossing point is determined to be at T0 = 4.31 (4) ◦C using a parabolic
fit. Right: Comparison of the drift behaviour during the day between the old
working temperature T = 5.0 ◦C and the new working temperature T = 4.3 ◦C of
the cavity. The day reference given with respect to data in Figure 4.14.

shield temperature is quite long. For a sudden change in temperature from 3.5 ◦C
to 4.3 ◦C, for example, the thermalization time until the signal is stable within
50 kHz is on the order of 8 hours. Accordingly the measurement of the temperature
zero-crossing point is a rather lengthy procedure.

After setting the new working temperature of the ULE cavity to T = 4.3 ◦C we
could observe a drastically reduced amplitude of frequency drifts during the day.
An example measurement is shown on the right-hand side in Figure 4.13, where we
compare the typical drifts between the new and the old working temperature. At
T = 5.0 ◦C, drifts on the order of 3 kHz/hour were observed. At the new working
point no significant drift within the measurement precision of the resonance fre-
quency could be observed for a duration of about 5 hours. Within the errorbars we
can therefore restrict the residual drifts to be less than 0.6 kHz/hour ≈ 200 mHz/s.

The local thermal sensitivity at the old working temperature of T = 5 ◦C is
according to the parabolic fit found to be about ∆ν/∆T ≈ 270 kHz/K. The ob-
served frequency drifts on the order of 20 kHz during the day, therefore correspond
to temperature variations of the cavity of about 0.07 ◦C. We attribute this change
in cavity temperature to an increase of the ambient temperature in the laboratory
during the day, which is in accordance with the observed drift direction. It is to
note that for all measurements shown so far, the vacuum chamber hosting the
ULE cavity was only protected by a temporary cardboard box, providing a lim-
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Figure 4.14: Long term monitoring of cavity frequency drifts. Shown is the AOM
frequency at which the resonances in the crossed dipole and time-of-flight (TOF)
measurements are observed. The frequency offset is arbitrarily set. Special events
are marked by the vertical lines and further explained in the text.

ited thermal isolation from changes of the ambient laboratory temperature. This
box has been replaced at a later point by a fully closed wooden box with acoustic
isolation foam, where a much better thermal isolation is achieved.

4.6.3 Long term monitoring of cavity drifts

Apart from characterizing the drifts during the day we have been able to also
monitor the frequency variations of the ULE cavity on the long term during a
period of about 140 days. The ensemble of spectroscopic measurements on ytter-
bium (time-of-flight and in-situ) and the prediction using the iodine spectroscopy
method (see section 4.4.1) in this time period are shown in Figure 4.14.

The time t = 0 corresponds roughly to the point where the temperature stabi-
lization of the cavity base plate was switched on. In the following first two weeks
a strong drift of the cavity resonances on the order of several tens of kHz/hour
is observed, which can be explained by the very slow thermalization of the cav-
ity to the new equilibrium temperature around 5 ◦C. In the following 60 days the
cavity drifts slow down and are on the order of about 10 kHz/day. The small
”jump” in resonance frequency at about day 90 correlates with a change of an
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Figure 4.15: Long term monitoring of cavity drifts using the iodine spectroscopy

electronic connection of the temperature regulation that slightly shifted the tem-
perature working point. After that the typical drifts from one day to another value
to about 3 kHz/day, whereas the drifts during the day, as already discussed, were
observed to be much larger than that.

At about day 119, the new temperature working point at the more precisely de-
termined temperature zero-crossing point has been set. Shortly after, the wooden
box around the vacuum system has been added, which slightly changed the tem-
perature equilibrium of the system and therefore the resonance frequency. Af-
terwards the day to day drifts are monitored during a period of about 14 days
using the iodine spectroscopy (for a zoom see Figure 4.15). In this period no
significant long term drift has been observed within the errorbars of the iodine
spectroscopy reference. When excluding systematic drifts of the iodine resonance
during this period, we can restrict residual drifts within the errorbars to below
about . 40 kHz/14 days ≈ 3 kHz/day. This would correspond to a long term
stability of better than 35 mHz/s. However, this has to be further characterized
in future experiments26 using the more precise spectroscopic measurements on a
BEC.

As a last point we would like to point out that the prediction of the resonance
frequency for the time-of-flight measurements using the iodine method (see section
4.4.1) is reliable within a range of about ±50 kHz throughout the full time period
shown in Figure 4.14.

26Unfortunately the experiment had to be partially disassembled at this point since it had to
move from École Normale Supérieure to Collège de France.
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4.7 Single shot calibration of the laser

frequency

It has been seen in the previous section that we managed to reduce drifts of the
ULE cavity during the day to a level on the order of 100 mHz/s or below. How-
ever, even at this level of drifts it might become necessary to perform an active
drift correction when one is interested in keeping the laser constantly in resonance
with the atomic transition within 100 Hz or less. The main problem is thereby
that in principle one would like to perform the intended experiments while simul-
taneously verifying the laser frequency with respect to the resonance. Accordingly
spectroscopic calibration measurements of the laser frequency need to be performed
between the actual measurements one is interested in. Measuring a full spectrum,
however, takes many experimental cycles and is therefore impractical. The laser
frequency calibration should be done with the least amount of shots possible.

One method to estimate the laser frequency with respect to the atomic reso-
nance is to measure two consecutive points on the expected left and right wing
of the spectroscopy signal. The difference signal between the two shots can then
be used to evaluate the current resonance frequency. This method requires in
principle at least two shots and the resonance frequency to be stable within the
resonance width between two calibration measurements. Here we present a dif-
ferent method that allows one to determine the laser frequency with a single shot
over a range much larger than the atomic resonance width, based on a spatially
resolved Doppler sensitive spectroscopy in time-of-flight.

The basic idea is to perform a quasi one-dimensional hydrodynamic expansion
of a BEC. The cloud thereby develops a velocity profile along the expansion axis
with a linear velocity-position mapping, according to equation (4.21). For an
excitation with the probe light propagating along the expansion axis, the atoms
are sensitive to the Doppler shift. Resonant atoms are located in a well defined slice
of the cloud, that can be observed as a dip in the density profile when performing
absorption imaging of the atoms in g. Due to position-velocity mapping, the
position of the slice changes as a function of the probe laser frequency. This effect
can be seen in Figure 4.16, where a series of absorption images of the axial density
profile is shown as a function of the applied probe laser frequency.

Changes in the relative laser frequency can in such a configuration be observed
as a change of the dip position. In the case one is able to calibrate the absolute
position-frequency mapping, it becomes even possible to determine the absolute
laser frequency in a single shot. In the following we present the experimental
sequence used to obtain these images and further analyze this method and the
physical processes behind it.
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Figure 4.16: Spatially resolved velocity selective excitation of the clock transition.
Shown is the density distribution after the interaction with the probe light for
different laser frequencies. The absorption imaging is performed along an axis
perpendicular to the probe light propagation direction.

4.7.1 Experimental sequence

The one-dimensional hydrodynamic expansion is realized by performing a ”1D
guided” time-of-flight in one of the horizontal dipole trap arms. For this, we first
produce a pure BEC of about 5 × 104 atoms (> 80 % condensed fraction) in the
crossed dipole trap and subsequently switch off the trapping beam at 1070 nm
propagating along the x axis. The BEC then expands along the axis of the re-
maining dipole trap beam (y axis). During this expansion the interaction energy
of the BEC transforms into kinetic energy, mainly along the y axis. The duration
of the expansion is chosen to be τexp = 10 ms, which is short compared to the axial
oscillation period in the remaining dipole trap beam of about 400 ms, but suffi-
ciently long such that the interaction energy is reasonably lowered and a sufficient
velocity spread has developed.

The next step consist in probing the atomic cloud with the clock laser along
the y axis, where the atoms are Doppler sensitive. In practice we have performed
the excitation pulse of the probe light 200µs after switching the remaining dipole
trap beam off. This is required to avoid an influence of the differential light shift
of the 532 nm light. The probe light pulse has a duration of 3 ms and is followed
by an additional time-of-flight of 19 ms and subsequent imaging of the cloud along
the vertical z direction. The total time starting from the guided expansion to the
final imaging is 32 ms.

4.7.2 Theory modeling

From the theory point of view the dynamics of the BEC during this sequence can
be described by the previously introduced scaling solution for the Thomas-Fermi
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Figure 4.17: Left: Evolution of the scaling factors bj during the guided time-of-
flight. Middle: Evolution of the inverse product of the scaling factors, correspond-
ing to the time-dependent reduction factor for the cloud density. Right: Evolution
of the Doppler shift at the edge of the cloud along y direction ∆ωy/2π = kḃyRy/2π.

profile. The developing velocity field across the cloud is, as already presented in
section 4.5.2, of the form

v(r) =
∑
j

ḃj(t)

bj(t)
rjej , (4.25)

with the previously introduced scaling factors bj with j = (x, y, z). The local mean
velocity is therefore expected to vary linearly over the size of the cloud.

The numerically calculated solutions of the differential equations (4.20) for the
scaling factors bj are shown in Figure 4.17, where the following evolution of the
trap frequencies during the sequence is used

(ωx, ωy, ωz)/2π =


(256, 128, 286) Hz for t = 0

(256, 2.3, 256) Hz for 0 < t ≤ 10 ms

(0, 0, 0) Hz for 10 ms < t

. (4.26)

During the guided expansion in the first 10 ms it can be seen that the cloud
mostly expands along the y direction and that the scaling factors along x and z
stay on the order of unity. The cloud is therefore expected to stay well confined
in the transverse directions. The interaction energy after 10 ms guided time-of-
flight is reduced by about a factor of bxbybz ≈ 3. The fact that the cloud mainly
expands along the y axis leads to a quite large range of velocities with a total
expected Doppler spread of about 23 kHz from −Ry to Ry. The evolution during
the free expansion for t > 10 ms is found to be completely ballistic along the y
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axis, indicated by the constant Doppler width ∆ωy. The additional time-of-flight
therefore does not affect the axial velocity distribution that is present after the
hydrodynamic expansion.

4.7.3 Analysis of experimental data

Dip position versus laser frequency

We have fitted the measured density profiles from Figure 4.16 with a Thomas-
Fermi profile multiplied with a heuristic ”hole” function to extract the positions
of the cloud center as well as the dip. Example curves of the double integrated
density and the according fits are shown on the left-hand side of Figure 4.18.
The dependence of the dip position on the probe light frequency is shown on the
right-hand side of Figure 4.18. It is found to be linear with a slope of about
ξmeas = dy/df ≈ −20.6µm/kHz. From the scaling model we would expect the
slope after 32 ms to be ξtheo = −λ by(t)/ḃy(t)|t=32 ms ≈ −17.7µm/kHz, which agrees
within 15 % with the measured value.

However, it has been found that the Doppler shift between the edges of the
cloud spans only about 13 kHz instead of the expected range of 23 kHz. This is
connected to the fact that the measured Thomas-Fermi radius along y is about a
factor of 1.6 smaller than the expected from the scaling model. One explanation
for this difference could be that our knowledge of the initial trapping conditions
might not be very precise, leading to errors in the modelling of the cloud ex-
pansion. Possible uncertainties could be in the trapping frequencies used for the
calculations that are scaled down from the measured ones at full trap beam pow-
ers. This would influence the initial cloud size as well as the behaviour during the
one-dimensional expansion. Other possible effects could result from an imperfect
experimental sequence, for example that the 1070 nm dipole trap beam is not fully
switched off and some remaining light might slow down the expansion. However,
these systematic errors concern only the quantitative understanding of the cloud
expansion but do not influence the principle spectroscopic results of the method.

On the right-hand side of Figure 4.18 also the center of the cloud as a function
of the applied probe light frequency is shown. It is found to stay nearly constant,
as expected, although a small residual linear variation with the laser frequency is
observed. A possible origin could be a systematic error in the fitting of the data
caused by the fact that the size of the dip is not small compared to the extension
of the cloud. This could lead to an artificial ”line pulling” effect for the center of
the Thomas-Fermi fit.
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4.7. Single shot calibration of the laser frequency
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Figure 4.18: Left: Double integrated density (black dots) of two example absorp-
tion images from Figure 4.16. The blue curve corresponds to a fit using a double
integrated Thomas-Fermi profile multiplied with a Gaussian shaped hole function.
The contribution of the Thomas-Fermi profile is shown as the red dashed line.
Right: Fitted position along the y axis of the cloud center (blue circles) and the
hole center (red squares) as a function of the frequency of the probe laser.

Absolute calibration of the laser frequency

Due to the linearity between the dip position and the laser frequency this method
is well adapted to monitor changes of the laser frequency with a single shot. In
the ideal case one would expect that the dip should appear in the middle of the
cloud when the laser is in resonance with an atom in free space. This fact could
in principle be used to obtain even an absolute frequency calibration of the laser
with a single shot. Important for this is that the center of mass motion of the
cloud with respect to the probe laser direction is negligible. In our case we could
observe that when the dip position is in the middle of the cloud, the laser frequency
did not coincide with the expected resonance frequency from regular time-of-flight
spectra.

By changing the duration of the hydrodynamic expansion we could in fact
observe an accelerated motion of the cloud center, as shown in the data on the
left-hand side of Figure 4.19. It is to note that the position variable reflects the
velocity along y, due to the additional time-of-flight before absorption imaging.
We presume this acceleration to be caused by a misalignment of the trap focus.
Assuming this to be true, we can deduce the center of mass velocity after the
hydrodynamic expansion v(τexp) from the data in Figure 4.19. For this, we consider
the cloud to be accelerated in a displaced harmonic potential during τexp and make
the approximation that the expansion duration is small compared to the axial trap
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4. High resolution spectroscopy on a 174Yb Bose-Einstein
condensate
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Figure 4.19: Left: Axial position of the fitted cloud center measured after time-
of-flight as a function of the guided expansion duration. Right: The resonance
frequencies measured with regular time-of-flight spectra (green triangles) are shown
as a function of time, as well as the resonance frequency obtained using the Doppler
method, with (black square) and without (gray square) correction of the center of
mass Doppler shift.

period, expected to be on the order of 400 ms. Taking the subsequent ballistic
motion in free fall during tTOF = 22 ms into account, the velocity after the guided
expansion v(τexp) can be calculated as function of the cloud position ∆y after both,
expansion and free fall, via

v(τexp) =
∆y

tTOF + τexp/2
. (4.27)

For the data point at τexp = 10 ms this results in v(10 ms) ≈ 1.0 mm/s and therefore
an additional Doppler shift due to the center of mass motion of ∆ωcom/2π ≈
1.7 kHz.

Knowing the additional Doppler shift due to the center of mass motion we
can correct the frequency measurement of the hydrodynamic expansion method.
The obtained result is shown on the right-hand side of Figure 4.19, where it is
compared to the observed resonance frequencies in regular time-of-flight spectra
that were measured in a time window of about ±2 hours around the hydrodynamic
expansion measurements. By extrapolating the observed drift in the time-of-flight
data with a linear slope we can see that the center of mass velocity corrected value
indeed matches the extrapolated absolute frequency within half a kHz.

This shows the capability of this method to determine the absolute laser fre-
quency within a single shot. The resulting accuracy in the presented example
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4.8. Future improvements

configuration is on the order of 0.5 kHz, but should in principle be adaptable to a
large variety of frequency ranges using different trapping configurations.

4.8 Future improvements

In future experiments we plan to perform spectroscopy measurements in an optical
lattice at a magic wavelength27, where we are no longer limited by the differential
light shift. In optical lattices it also possible to profit from the Lamb-Dicke effect,
where the spectroscopic lines are not affected by the first-order Doppler effect. In
this regime resonance widths in the sub-Hz regime can be observed, as realized in
optical clocks [59]. In some preliminary measurements we could observe resonance
widths in the sub-kHz regime, but were limited by technical issues leading to a
jitter of the resonance frequency on the minute time scale with an amplitude of
several hundreds of Hz.

Future technical improvements will be the addition of a second box around
the vacuum chamber of the ULE cavity, that is specially designed to isolate from
acoustic vibrations and to further improve the thermal isolation of the cavity.
Moreover to avoid an influence of the Doppler phase noise caused in optical fibers
transporting the light to the cavity we have already installed an active fiber noise
cancellation. This effect typically leads to a time varying probe light frequency
with an amplitude up to the order of hundreds of Hz, for typical fiber length of
several meters.

27Such a wavelength is characterized by the fact that the atomic polarizabilities for g and e
are equal.
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Chapter 5

Towards artificial gauge fields in
optical lattices

The results described so far showed the realization of a BEC of 174Yb, the loading
of an optical lattice and the spectroscopy on the ultranarrow 1S0 ↔3P0 clock
transition. These are important steps towards the realization of artificial gauge
fields in optical lattices. The understanding and experimental practice (especially
in handling the clock laser) are crucial for the long term success of the experiment.
In this chapter, the remaining steps towards the realization of artificial gauge fields
will be presented. The experimental scheme follows the proposal of [39] whose work
is based on the idea presented by Jaksch and Zoller in [38].

In the first section, the main ideas behind the experimental scheme are re-
viewed. This is followed by a detailed discussion of the required experimental
conditions for an actual implementation using ytterbium. Afterwards we present
several possible ways to implement the needed optical superlattice potential.

5.1 Proposal to simulate gauge fields in optical

lattices

As discussed in section 2.2, the key to simulate orbital magnetism using cold atoms
consists in the emulation of the Aharonov-Bohm phase. For atoms moving on a
lattice, this falls back to the engineering of complex tunneling matrix elements. In
the case of non-interacting particles on a 2D lattice in the tight-binding regime,
subject to a perpendicular homogeneous magnetic field, the physics is described
by the Harper Hamiltonian

ĤHarper = −J
∑
m,n,±

[
e±i2παnĉ†m±1,nĉm,n + ĉ†m,n±1ĉm,n

]
, (5.1)
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5. Towards artificial gauge fields in optical lattices

as motivated in section 2.2, where for the case of an electron α = Φ/Φ0 denotes
the magnetic flux on an elementary cell in units of the flux quantum Φ0 = h/e. In
this description the Landau gauge is chosen, where the complex tunneling elements
appear only for hopping along the x axis. The experimental implementation of this
Hamiltonian (or similar) using cold atoms as proposed in [39] will be presented in
the following as well as its intended implementation using ytterbium.

The plan for the presentation is to first discuss the basic idea to implement the
complex tunneling matrix elements Jei2παn in a two-dimensional state-dependent
square lattice using laser-assisted tunneling. The most basic version of this will
lead to a staggered effective magnetic flux that changes sign from one elementary
cell to another. In a second part, the general principle to rectify the magnetic flux
is presented as well as one possible implementation using an optical superlattice.
Both discussions will be held on a qualitative level to allow the reader to familiarize
with the basics concepts. An exhaustive discussion of the possible experimental
implementation using ytterbium and required experimental conditions then follows
in the sections afterwards.

5.1.1 The basic scheme - staggered flux

At the heart of the scheme proposed in [38] and [39] is the presence of two separate
atomic ground or long-lived excited states, labelled g and e in the following, that
can be coherently coupled by laser light. Important in the proposal [39] is further-
more the existence of a so-called ”magic” wavelength λm at which the real parts of
the atomic polarizabilities α′ of the two states g and e are equal, α′g(λm) = α′e(λm),
as well as an ”anti-magic” wavelength λam where the polarizabilities are equal in
magnitude but have opposite signs, α′g(λam) = −α′e(λam).

The lattice configuration

The atomic cloud is in the following considered to be strongly confined along the z
direction by laser light at a magic wavelength, such that the resulting dynamics is
in an effective 2D regime for both states g and e. For this, the atoms are assumed
to be in the the ground state of an harmonic oscillator potential with wave function
ζ(z). The remaining two-dimensional dynamics is governed by the presence of two
optical lattices giving rise to a state dependent lattice configuration as sketched
in Figure 5.1 (a). Along the y-axis an optical lattice at a magic wavelength λm is
assumed with a period of dy = λm/2 and a lattice potential of the form

VM(y) = −Vm cos2(kmy) , (5.2)

where km = π/dy denotes the lattice wave vector and Vm ≥ 0 the lattice depth. In
this lattice the two states g and e see the same trapping potential and are trapped
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5.1. Proposal to simulate gauge fields in optical lattices

at the same positions along the y axis. In x-direction a lattice near an anti-magic
wavelength λam is considered leading to periodic potentials that depend on the
internal atomic state and will be written as

Vam,g(x) = −Vg cos2(kxx) , (5.3)

Vam,e(x) = Ve cos2(kxx) , (5.4)

with lattice wave vector kx = π/dx = 2π/λam and the potential depths Vg,e ≥ 0.
The perfectly anti-magic case would be realized for Vg = Ve. In the chosen sign
convention1 of these lattice potentials, atoms in g are trapped at the intensity
maxima of the standing wave light field, whereas atoms in e are trapped at the
intensity minima. Accordingly atoms in the two states arrange in two distinct
sublattices each of period dx = λam/2, that are spatially separated by dx/2. The
unit cell2 of this lattice geometry is indicated as gray shaded in Figure 5.1 (a) and
has a size of dx × dy, containing one g and one e atom. The position of the atoms
in the full 2D lattice will be labeled by integer indices (m,n) such that atoms in
g and e are located at positions

rgm,n =ndy +mdx , (5.5)

rem,n =ndy + (m+ 1/2)dx , (5.6)

where dx and dy are the lattice vectors along x and y respectively. In the upcoming
discussions we will also use the term ”plaquette” that will denote the lattice cells
of size dx/2 × dy, containing half an atom of g and e and correspond to the unit
cell cut in half along the x axis.

Furthermore all applied lattices are assumed to be in the tight-binding regime
and the dynamics will be restricted to the fundamental Bloch band. In addition
we assume for simplicity Vg/e � Vm, such that the regular tunneling amplitudes
Jgg and Jee along x (within each of the two sublattices) are small compared to the
tunneling energy Jy along y. The Wannier functions in each state will be written
as 〈r |wg0〉 = wg0(x)w0(y) ζ(z) and 〈r |we0〉 = we0(x)w0(y) ζ(z) respectively.

Laser-assisted tunneling and magnetic flux

The key ingredient in simulating a magnetic flux for the atoms on the lattice
now lies in the emulation of the complex tunneling matrix elements. This can
be realized by coherently coupling the two internal atomic states with resonant
laser light of wave vector k and wavelength λc. This gives rise to so-called laser-
assisted tunneling processes (for details see section 2.1.5) that are characterized

1The sign convention is chosen in anticipation of the potentials that we plan to use.
2The unit cell is the pattern that allows to construct the lattice geometry through periodic

repetition.
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5. Towards artificial gauge fields in optical lattices

Figure 5.1: (a): Sketch of the two dimensional state-dependent optical lattice
to realize artificial gauge fields. The unit cell is shown as gray shaded. (b):
Illustration of the simulated staggered magnetic flux configuration on a unit cell
of the lattice.

by a simultaneous change of internal atomic state and lattice site in the state
dependent lattice. When considering only laser-assisted tunneling between nearest
neighbours, it has been shown in section 2.1.5 that the tunneling amplitude for a
transition between the sublattices from g to e is determined by3

Jeff =
~ΩRabi

2
eik·(r

g
m,n±dx/4) ηx ηy ηz , (5.7)

with ΩRabi the free space Rabi frequency and the integration factors ηx,y,z given
by equations (2.36) to (2.38). For simplicity in the following we will make the

3The fact that two different signs can appear is connected to the fact that for a given starting
site rgm,n transitions to the left-hand and right-hand side neighbour can occur. In the chosen
notation the upper sign corresponds to transitions of type rgm,n → rem,n and the lower sign for
transitions of type rgm,n → rem−1,n.
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5.1. Proposal to simulate gauge fields in optical lattices

approximation4 ηy, ηz ≈ 1, as motivated in section 2.1.5. The remaining integration
factor ηx reads

ηx =

∫
we0
∗(x∓ dx/4) eikxxwg0(x± dx/4) dx , (5.8)

where in the following the potential depths Vg and Ve are assumed to be equal,
such that the Wannier functions for g and e become identical. In this case ηx is
a real quantity and the tunneling energy Jeff can be decomposed in an amplitude
and a phase like

Jeff = Jgee
iφ , (5.9)

with Jge ≈ ~ΩRabiηx/2 and φ = k · (rgm,n ± dx/4). From this it can be seen that,
compared to regular hopping on a lattice with real valued tunneling amplitudes,
the laser-induced tunneling results in complex tunneling matrix elements, where
the laser phase φ gets imprinted onto the atomic wave function.

It is to note that φ is only defined up to a global constant that depends on
the choice of origin for the integration variables in ηx,y,z. The free choice of the
absolute value of this phase corresponds to a gauge freedom5. Furthermore it is to
note that the realized gauge depends on the orientation of k. The specific choice of
k = ±|k|ey realizes the Landau gauge, but other orientations of the coupling laser
can be chosen as well. Therefore the so obtained phases in the tunneling matrix
elements Jeff do not directly map to the ones defined in the Harper Hamiltonian
in equation (5.1), written in the Landau gauge.

In order to find the right mapping one has to compare the two models using a
gauge-independent quantity. Here we use the total geometrical phase the particle
acquires on a semi-classical round-trip trajectory on a plaquette. This quantity
corresponds to the encircled magnetic flux piercing through the plaquette and is
therefore gauge-independent. To calculate the total phase on a plaquette round-
trip, as sketched in Figure 5.1, one has to note that for an inverse laser-assisted
transition from e to g the complex conjugate J∗eff applies and the acquired phase

4The approximation is valid when the spatial extensions of w0(y) and ζ(z) are smaller than
1/ky and 1/kz respectively, which are bound in our case below the possible maximum value of
1/|k| ' 90 nm, for the coupling wavelength of λc = 578 nm. The extension of ζ(z) will be similar
to the one of a Wannier function in a 30ER deep lattice as described in section 5.2.4, where the
approximation ηz ≈ 1 has been found to be reasonable in section 2.1.5.

5The one chosen here is convenient due to its symmetry.
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5. Towards artificial gauge fields in optical lattices

is inverted. Using this, the round trip phase on the left-hand side plaquette in
Figure 5.1 (b) is determined to

φround−trip =φ1 + φ2 + φ3 + φ4

= 0 + k · (rgm,n+1 + dx/4) + 0− k · (rgm,n + dx/4)

=k · (rgm,n+1 − rgm,n)

= kydy = 2π
λm

2λc

cos(θ) , (5.10)

where θ denotes the angle between k and the y axis. From this the simulated
magnetic flux can be identified to be

α =
λm

2λc

cos(θ) . (5.11)

It is to note that this acquired total phase depends only on geometrical parameters,
such as the lattice spacing of the magic lattice and the projection of the coupling
laser wave vector k onto the magic lattice axis in y direction6. Furthermore the
acquired total phase does not depend on the time the particle needs to perform
the round trip and is therefore of purely geometrical origin. This is of course the
desired feature, that allows one to identify it as analog to the Aharonov-Bohm
phase.

We now want to see what the realized magnetic flux on a plaquette neighbouring
to the previously considered one (see Figure 5.1) values to. For this we have to
calculate the round-trip phase on the right-hand side plaquette in Figure 5.1 (b)
in the same sense of orientation. Taking the sign change in acquired phase for Jge
with respect to Jeg into account, one finds

φneighbour
round−trip = 0− k · (rgm+1,n+1 − dx/4) + 0 + k · (rgm+1,n − dx/4)

= − k · (rgm+1,n+1 − r
g
m+1,n)

=− φround−trip , (5.12)

corresponding to the opposite magnetic flux −α. This pattern continues along
x and leads to a staggered magnetic flux having an alternating sign from one
plaquette to another along the x direction. Along y it can be verified that the flux
between neighbouring plaquettes stays the identical. The realized flux pattern is
sketched in Figure 5.2.

6Moreover any supplementary phases that do not depend on the y coordinate have no in-
fluence on the total round-trip phase. This is in particular true for the case when the Wannier
functions for the two internal states in expression (5.8) are not equal and ηx therefore not purely
real.
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5.1. Proposal to simulate gauge fields in optical lattices

Figure 5.2: Illustration of the staggered magnetic flux pattern that is realized with
the so far presented scheme.

This scheme therefore cannot exactly emulate the Harper Hamiltonian except
for the case of α = 1/2. The physics associated with this value of flux is interesting
but the realization of a homogeneous flux and with equal sign over the whole lattice
is desirable to access the full physics of the Harper Hamiltonian. How this can be
realized is discussed in the next section.

5.1.2 Flux rectification

The main idea - rectification on the two plaquettes unit cell

To realize a homogeneous flux with equal signs in all plaquettes one has to find a
mean to invert the flux on every other plaquette along x direction (rectification).
It turns out that this is equivalent to inverting the imprinted laser phase on every
other link for laser-assisted tunneling along x, which can be achieved by using
two coupling lasers with opposite propagation directions (k → −k corresponds
to α → −α). Making each of them only resonant with every other plaquette,
results in a rectification of the simulated flux, as sketched in Figure 5.3 (a). To
achieve this experimentally, the degeneracy of neighbouring link resonances has
to be lifted and the frequencies of the two counter propagating laser beams be
slightly detuned with respect to each other, such that each laser addresses only
one of the two classes of transition links7.

A simple way to realize a link-dependent resonance frequency is to add a linear
potential to the state-dependent lattice potential along x, as sketched in Figure

7For this, the two resonance frequencies need to have a detuning large compared to the
tunneling energy Jge, which will in our case not be larger than about a kHz.
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5. Towards artificial gauge fields in optical lattices

Figure 5.3: (a): Sketch to illustrate the idea of flux rectification. Two coupling
lasers for laser-assisted tunneling propagate in opposite directions (yellow arrows)
and are only resonant with every other plaquette. (b): Sketch of a possible recti-
fication implementation in a tilted optical lattice, created by superposing a linear
potential along x. This results in two alternating resonance frequencies for laser-
assisted tunneling, that can be addressed by counter propagating coupling beams.

5.3 (b). In such a ”tilted” state-dependent lattice configuration two resonance
frequencies appear that alternate between neighbouring links. For magnetically
sensitive atoms this could be realized using a constant magnetic field gradient
along x. However with bosonic ytterbium this solution is not possible since it is
magnetically not sensitive. An optical realization using a laser-induced differential
light shift gradient could in principle be possible when placing the atomic cloud
in the wing of a Gaussian laser beam at a ”non-magic” wavelength. However it is
found to be challenging to ensure the needed homogeneity of the gradient over the
full cloud, while getting a large enough energy difference between neighbouring
sites. Using static electric fields has been estimated in [39] to be also technically
challenging.

Superlattice solution - rectification on the four plaquettes unit cell

Another possible solution for rectification has been proposed in [39] and implies
the addition of a second optical lattice along x direction having twice the period of
the anti-magic lattice. This double period lattice is intended to modulate the on-
site energies along x for atoms in states g and e differently, such that neighbouring
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Figure 5.4: Illustration of the rectification scheme using a superlattice potential.
(a): The lattice geometry with four distinguishable types of lattice sites within one
unit cell (gray shaded) is shown. (b): The complementary superlattice potentials
for atoms in g and e are sketched as well as the according transitions between
neighbouring sites with unequal resonance frequencies on a given line (fixed n).
The four sites corresponding to one unit cell are labeled with numbers from 0 to
3. The four link types are summarized on the right-hand side with an example
configuration for the coupling laser propagation directions ±k, that would be
required for flux rectification.

links have unequal resonance frequencies. This superlattice potential has twice
the periodicity of the anti-magic lattice and therefore four non-equivalent links
(transition frequencies) can in general be distinguished (as sketched in Figure
5.4), requiring four coupling laser frequencies to address all possible links. In the
following the transition frequencies of these four link types are calculated as a
function of the applied double period lattice properties. It will turn out that there
is a special configuration where two of the four frequencies are degenerate and only
three coupling frequencies are needed.

The potential created by the double period lattice for the states g and e can
be considered in the form

Wsup,g(x) = −Wg cos2(kxx/2 + φrel) , (5.13)

Wsup,e(x) = We cos2(kxx/2 + φrel) , (5.14)
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with Wg,e ≥ 0 the lattice depths8 for g and e and φrel the relative phase between the
applied double period lattice and the anti-magic lattice. The double period lattice
is assumed to be a small perturbation to the anti-magic lattice, Wg/e � Vg/e, such
that the general structure of the potential landscape stays9 as sketched in Figure
5.4.

The unit cell in this superlattice configuration spans four plaquettes along x,
due to the periodicity over a distance 2dx. Accordingly four distinguishable types
of sites with different on-site energies can be identified that will be labeled in the
following with integers from 0 to 3 (see Figure 5.4). Their positions are chosen to
be given by

0 : rgm,n , for m even , (5.15)

1 : rem,n , for m even , (5.16)

2 : rgm,n , for m odd , (5.17)

3 : rem,n , for m odd , (5.18)

with rgm,n and rem,n as defined in equations (5.5) and (5.6). The on-site energies
are determined as the sum of the internal energy and the energy shifts caused by
the anti-magic and the double period lattices and read

E0 = Eg − Vg + ~ωg/2−Wg cos2(φrel) , (5.19)

E1 = Ee + ~ωe/2 +We cos2(φrel + π/4) , (5.20)

E2 = Eg − Vg + ~ωg/2−Wg cos2(φrel + 2π/4) , (5.21)

E3 = Ee + ~ωe/2 +We cos2(φrel + 3π/4) , (5.22)

where Eg − Ee is the energy difference between the internal atomic states in free
space, and ~ωg,e/2 =

√
Vg,eER,am the zero point energy of g and e atoms at the

bottom of each lattice site10, with ER,am the recoil energy of the anti-magic lattice.
Here we have used that neighbouring g and e sites are displaced by dx/2, which can
be expressed as a phase shift of π/4 for our chosen phase convention, as defined in
equations (5.13) and (5.14). From these on-site energies the transition frequencies

8The sign convention for the potentials is chosen according to the potentials that we plan to
realize using ytterbium as explained in the next section.

9If the double period potential dominates over the anti-magic lattice, the general lattice
geometry will change and half of the lattice sites will disappear since they are no longer minima
of the potential.

10The zero point energy due to the magic lattice along y direction is omitted since it shifts
all sites by the same quantity and is therefore irrelevant for the discussion.
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Figure 5.5: Dependence of the resonance frequencies ω0,1 (red dashed), ω1,2 (blue
dashed), ω2,3 (red solid) and ω3,0 (blue solid) on the relative lattice phase φrel,
for the case of We = 3Wg. The vertical green line indicates one of the special
phases, φrel = φrel,3f , where two of the four frequencies, corresponding to the same
propagation direction of the coupling laser, are degenerate. The energy difference
∆mod between the resonances at this point is also indicated in the figure.

ωi,j, between neighbouring sites i and j, for the four link types can be calculated
as

~ω0,1 = E1 − E0 = ∆0 +We cos2(φrel + π/4) +Wg cos2(φrel) , (5.23)

~ω1,2 = E1 − E2 = ∆0 +We cos2(φrel + π/4) +Wg sin2(φrel) , (5.24)

~ω2,3 = E3 − E2 = ∆0 +We sin2(φrel + π/4) +Wg sin2(φrel) , (5.25)

~ω3,0 = E3 − E0 = ∆0 +We sin2(φrel + π/4) +Wg cos2(φrel) , (5.26)

with ∆0 = Ee−Eg + Vg + ~(ωe−ωg)/2, summarizing all energy shifts that are in-
dependent of φrel. The presence of these four coupling frequencies is illustrated in
Figure 5.4 (b) where the unequal superlattice potentials for g and e are sketched.
For flux rectification it is necessary that the direction of the coupling laser alter-
nates between neighbouring links, meaning to have +k for ω0,1 and ω2,3 and −k
for ω1,2 and ω3,0, or vice versa.

Reduction to three coupling frequencies

In Figure 5.5 the dependence of the link resonances on the relative lattice phase
is shown for a potential depth ratio of We/Wg = 3 (in anticipation of our case
for ytterbium). From there it can be seen that there are particular values for the
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relative lattice phase φrel, where the two transition frequencies corresponding to
the same coupling direction can be chosen to be equal. In this case only three
laser frequencies are needed to address all link types while having the full flux
rectification. By imposing for example ω0,1 = ω2,3, the ”three-frequency” relative
phase φrel,3f , is determined by

tan(2φrel,3f) =
Wg

We

. (5.27)

With this choice of phase the on-site energies are given by

E0 = Eg − Vg + ~ωg/2−Wg/2−∆mod/2 , (5.28)

E1 = Ee + ~ωe/2 +We/2−∆mod/2 , (5.29)

E2 = Eg − Vg + ~ωg/2−Wg/2 + ∆mod/2 , (5.30)

E3 = Ee + ~ωe/2 +We/2 + ∆mod/2 , (5.31)

and the transition energies read

~ω0,1 = ∆0 +
We +Wg

2
, (5.32)

~ω1,2 = ∆0 +
We +Wg

2
−∆mod , (5.33)

~ω2,3 = ∆0 +
We +Wg

2
, (5.34)

~ω3,0 = ∆0 +
We +Wg

2
+ ∆mod , (5.35)

with ∆mod = WgWe/
√
Wg

2 +We
2 being the energy modulation between the three

resonance frequencies.

In Figure 5.5 it can be seen that this choice of phase maximizes the energy split-
ting between the three resonance frequencies. In the considered case ofWe/Wg = 3,
the special ”three-frequency” phases occur periodically at φrel,3f ≈ n × 90 ◦ ± 9 ◦,
with integer valued n, where the plus sign corresponds to cases with ω0,1 = ω2,3

and the minus sign to ω1,2 = ω3,0. Both cases can be equivalently used for flux
rectification11. The experimentally needed tuning range to reach one of these cases
needs therefore in the worst case to be about 72 ◦.

11In the case where the coupling laser frequencies and propagation directions are fixed, the
two situations correspond to the simulation of homogeneous fluxes of opposite signs α or −α.
The basic physics in both cases is identical.
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5.2 Analysis of practical requirements and

experimental conditions

The scheme as presented in the previous sections can be favourably implemented
using ytterbium atoms. The 1S0 and 3P0 states offer an ideal two-level system
with negligible spontaneous emission on the experimentally relevant time scales,
as needed for the states g and e. The coherent coupling between the two states
can be achieved with laser light at an experimentally accessible wavelength of
λc = 578 nm (details see chapter 4). The fact that the two states couple differently
to excited states in the presence of far-off-resonant light gives rise to the required
magic and anti-magic wavelengths (details see Appendix A). We will use the magic
wavelength at λm ≈ 760 nm, where powerful and robust laser sources are available12

and spontaneous emission is negligible. For the anti-magic wavelength we have
chosen to work at about 612 nm13, which is close to an anti-magic wavelength that
is expected around λam ≈ 617 nm (according to the calculations in Appendix A).
The double period lattice will then be realized at about λsup = 1224 nm. For both
wavelengths reasonably small spontaneous emission rates are expected (∼nK/s or
smaller for 10ER lattice depth).

Before proceeding further I would like to summarize the full potential landscape
that is needed to be realized for the intended scheme, in order to clarify the
notations for the following discussions:

Vam,g(x) = −Vg cos2(kxx) , (5.36)

Vam,e(x) = Ve cos2(kxx) , (5.37)

Wsup,g(x) = −Wg cos2(kxx/2 + φ) , (5.38)

Wsup,e(x) = We cos2(kxx/2 + φ) , (5.39)

VM(y) = −Vm cos2(kmy) , (5.40)

VZ(z) =
1

2
mω2

zz
2 . (5.41)

The strong 2D confinement along z is chosen as a generic harmonic potential with
trapping frequency ωz. The z direction in our implementation will be parallel to
the direction of gravity. For stability reasons all optical lattices are planed to be
realized in retro-reflected configuration.

12We use a titanium-sapphire laser system providing 5.5 W at 760 nm (SolsTiS, from M
Squared Lasers).

13A second anti-magic wavelength with reasonably low spontaneous emission is at about
1.12µm (see Appendix A) where the double period lattice would be at 2.23µm. However es-
pecially for 2.23µm it was difficult to get appropriate anti-reflection coatings for the viewports,
that work also well for the rest of our ”wavelength zoo” down to 400 nm. Additionally there is
the inconvenience that the transmission of usually used glasses like fused silica starts to drop for
wavelengths above about 2µm.
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In the now upcoming discussions, the previously described scheme to realize the
Harper Hamiltonian is regarded from a closer point of view and a detailed analysis
of the required and achievable experimental conditions is given. It is to note that
some of the given conditions are formally necessary to realize the exact form of
the Harper Hamiltonian, although they might not be necessary to see the physics
associated with the artificial magnetic field, that should in general be connected
to the presence of the geometrical phase. For the discussion it is assumed that the
superlattice rectification in the ”three-frequency” configuration is applied.

5.2.1 Range of effective magnetic flux

When using the magic wavelength at 760 nm in a retro-reflected lattice configura-
tion the maximum reachable value of flux is αmax = 759.4 nm/2×578.4 nm ' 0.656
and therefore in principle magnetic fluxes in the range of

0 ≤ α ≤ 0.656 , (5.42)

accessible. This includes in principle all important values for magnetic fluxes since
the spectrum of the Harper Hamiltonian is symmetric with respect to α = 0.5
(values between 0.5 and unity correspond to negative magnetic fluxes but show
the same basic physics as the values between 0 and 0.5). To tune the value of
α, the angle of the coupling beams with respect to the y axis can be used (in
plane as well as out of plane). However the reachable values depend on the optical
access provided by the vacuum chamber design. In case a desired flux value is
not attainable due to geometrical constraints, one could create the magic lattice
using two 760 nm beams intersecting at an angle. This allows to tune the lattice
spacing along y and therefore the simulated flux, probably at the cost of increased
pointing instabilities of the lattice beams.

5.2.2 Tunneling energies and bandgap - lattice
benchmark values

Important in the considerations of laser-assisted tunneling is to avoid the coupling
to higher-lying Bloch bands. This is needed to keep the dynamics within the
theory description in the tight-binding regime and to avoid the associated heating
of the atoms in the lattice14. To ensure this, the necessary condition is that the
laser-assisted tunneling energy Jge stays small compared to the bandgap from the

14As seen before (section 2.1.3), higher bands have larger bandwidth J and therefore atoms
transferred to a higher band are typically more energetic than in the ground band. Redistribution
of this energy via collisions will lead to heating of the atoms in the ground band, which is thus
to be avoided.
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ER,am/h Vg/ER,am Ve/ER,am ∆gap,e/h Jee/h ηx Jge/h

3.0 kHz 13.6 10 13.9 kHz 0.06 kHz 0.2 0.2 kHz

Table 5.1: Anti-magic lattice benchmark parameters at λam = 612 nm. The value
for Jge is calculated for a vacuum Rabi frequency of ΩRabi ≈ 2π × 2 kHz and
assuming ηy,z ≈ 1. Jee is the tunneling amplitude without taking the modulation
of the superlattice potential into account.

fundamental to the first excited Bloch band ∆gap. In addition, in the case of
the rectification scheme in the superlattice three resonance frequencies are present
with spacings of ∆mod. It has to be avoided that one of the coupling lasers becomes
resonant with a ”wrong” transition in the rectification scheme (for example the
laser at frequency ω0,1 being resonant with the 1↔ 2 transition), which is ensured
by keeping Jge � ∆mod. We also impose that ∆mod � ∆gap, which leaves the
”main” band structure of the lattice intact. In summary these conditions read

Jge � ∆mod � ∆gap . (5.43)

A reasonable choice is for example Jge ≈ ∆mod/7 ≈ ∆gap/70 which will be used in
the following to estimate the orders of magnitudes involved.

To realize the exact form of the Harper Hamiltonian the laser-assisted tunneling
energy Jge has to dominate over the regular tunneling along x, determined by Jgg
and Jee. When considering the superlattice configuration, however, neighbouring
sites in the g and e sublattices are shifted in energy by ∆mod [see equations (5.28)
to (5.31)]. As soon as this shift becomes large compared to Jgg/ee, normal tunneling
will be strongly suppressed. Therefore we can impose the condition

Jgg, Jee � ∆mod . (5.44)

In tables 5.1 and 5.2 some typical numerical values for the anti-magic and double
period lattice properties are shown that fulfill the two conditions in equations (5.43)
and (5.44). These values will serve in the following considerations as benchmark
values to be attained, to help find numerical estimates for other effects within
a coherent framework. For completeness also benchmark values for the magic
lattice along y direction are given in Table 5.3, that correspond to typical values
we plan to implement. It is to note, that the chosen parameters do not implement
an identical tunneling rate along x and y as in the exact form of the Harper
Hamiltonian, but this is not expected to change the main physics associated with
the artificial magnetic field, provided the difference is not too large.
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ER,sup/h Wg/ER,sup We/ER,sup ∆mod

0.76 kHz 2.7 8.0 2.6ER ≈ h× 2 kHz

Table 5.2: Double period lattice benchmark parameters at λsup = 1224 nm.

ER,m/h Vm/ER,m Jy/h

2.0 kHz 8 0.06 kHz

Table 5.3: Magic lattice benchmark parameters at λm = 760 nm.

5.2.3 The problem of inelastic collisions

One of the problematic points in the experimental realization of the described
scheme could be strong atom loss due to inelastic collisions between atoms in the
metastable 3P0 excited state. As already mentioned in section 4.2, the expected
collisions rate coefficients for 3P0-3P0 (e-e) and 1S0-3P0 (g-e) collisions are not
known yet for 174Yb but are expected to be similar as for other ytterbium isotopes
where βge, βee ∼ 10−11cm3/s has been measured [118, 113]. In the proposed scheme
g-e collisions are strongly suppressed due to the spatial separation of the two states
in the state-dependent lattice. On-site collisions between atoms in the e states
can be avoided by working in a regime of low density with much less than one
atom per site. Then the probability to find two e atoms at the same site could
be small enough to ensure reasonably small atom loss on the time scale of the
performed experiments. Alternatively, working at a density near one atom per
site, one expects a large suppression of double occupancy in the regime of large
on-site interactions. In a Mott-insulator state, for instance, double occupancy will
be suppressed as ∼ (Jge/Uee)

2 [117], where Uee is the on-site energy for e atoms.
Finally, detuning the coupling laser from resonance will reduce the population
on e sites at the expense of a reduced Jge. These options will need to be tested
experimentally.

5.2.4 Realizing a 2D quantum gas

As assumed in the described scheme, the dynamics of the atomic cloud should be
restricted to two dimensions (x-y plane). This can be realized by ”freezing” out
the motion in the z direction, where the necessary condition to achieve effective
2D dynamics of a Bose-Einstein condensate is to have [16]

kBT, µ� ~ωz , (5.45)
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where kBT and µ are the thermal energy and the chemical potential. This condition
basically states that the interaction energy scale of the condensate should be small
compared to the level spacing of the harmonic oscillator potential in z direction.
Then the atoms will populate the harmonic oscillator ground state and motional
excitations along z are negligible.

Scheme for single plane preparation in an optical lattice

Experimentally we plan to realize the 2D confinement using a retro-reflected op-
tical lattice in the z direction at the magic wavelength λm = 760 nm. This lattice
creates disc shaped atomic clouds in each site, where the on-site confinement along
z can be very strong. Choosing a deep enough lattice, tunneling between neigh-
bouring sites can be strongly suppressed such that the atomic clouds in each plane
can be regarded as independent two-dimensional systems. For a lattice depth of
about 30ER,m, for instance, the on-site trapping frequency along z values to about
ωz/2π ≈ 22 kHz, which is about a factor of ten larger than the typical chemical
potential of a BEC (see also the calculation further down). The tunneling energy
in this case values to J/h ≈ 1 Hz, which determines the time scale for the coupling
between the different planes.

Since the initial size of the condensate is usually larger than the lattice spac-
ing of λm/2 ≈ 380 nm (retro-reflected configuration), several lattice sites will be
occupied after loading. Since we would like to work with atoms in a single plane
only15 we will need a mean to remove the atoms from all planes except one. One
way this can be achieved has been shown in [132] for rubidium atoms. There a
magnetic field gradient is used to create a spatially dependent resonance frequency
for microwave transitions between magnetic sublevels of the two hyperfine ground
states of rubidium. When the gradient is strong enough, the considered transi-
tion can be site selectively addressed. Then the population in the two hyperfine
ground states can be controlled for each site independently and the atoms in all
planes except one are transferred into one of the hyperfine states. These atoms are
then removed with light that is only resonant with atoms in this certain hyperfine
states.

For our case this technique is not directly applicable since bosonic ytterbium is
not magnetically sensitive and does not show a hyperfine structure in the ground
state. The idea instead is to use a laser to create a differential light shift gradient16

15For imaging reasons it is advantageous to have only a single plane of atoms. If many planes
are populated, averaging effects for an imaging along z direction could wash out important
features.

16This can be realized with laser light at a wavelength with a reasonably high differential
polarizability. By placing the atoms in the wing of the transverse Gaussian beam envelope, a
spatial gradient for the differential light shift can be achieved.
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for the states g and e along z. In the case where the differential light shift between
neighbouring planes becomes on the order of several kHz, the clock transition
can be site selectively addressed. Then the atoms in all but one plane can be
transferred to the e state, where they will suffer strong atom loss due to the
beforehand mentioned inelastic collisions (see section 5.2.3). Since the inelastic loss
rate will also decrease when the density is reduced, it is to verify experimentally
to what extend the atoms can be effectively removed from the unwanted planes
using this method. Alternatively the atoms can be blast away using light that is
only resonant for e atoms (like for example light at 649 nm, being resonant with
the 3P0 (6s6p) to 3S1 (6s7s) transition).

Typical atom number and cloud size

The size of the 2D confined atomic cloud in the x-y plane (within the two-
dimensional lattice system) will become important when considering inhomogeneities
of the lattice beams. The typical atom number to be attained will be set by the
condition that the expected strong inelastic losses are likely to force us to work
around unity density or below (see section 5.2.3). To get an estimation of the atom
number and cloud radius in the unity density regime, the results from section 2.1.6
are used, where the case of atoms in a two-dimensional lattice in the superfluid
regime is considered.

For simplicity we restrict the discussion to g atoms only and we neglect the
influence of the double period potential. The maximum atom number and cloud
radius as given in equations (2.47) depend on the on-site interaction energy in the
2D lattice Ugg [equation (2.43)], here taken for the g atoms only. This interaction
energy is, apart from the lattice depth, mainly determined by the ratio of s-wave
scattering length as to harmonic oscillator length az, associated with the strong
confinement along the z axis.

In order to get some numerical estimates we will use the above mentioned
example value of ωz/2π ≈ 22 kHz, which leads to an harmonic oscillator length
of about az ≈ 50 nm. Furthermore we use a mean lattice spacing along x and y
of d̄ = (dx + dy)/2 ≈ 340 nm as well as a mean lattice depth 10 ĒR in both axis,
with ĒR = (ER,m + ER,am)/2 ≈ h × 2.5 kHz. Then the on-site interaction energy
calculates to about Ugg/h ≈ 1.4 kHz, which is under the assumption of unity central
density equal to the central chemical potential µgg ≈ Ugg. When considering an
isotropic harmonic confinement in the x-y plane with a trapping frequency of
Ω ≈ 2π × 25 Hz the cloud radius to obtain a unity central density is determined
to be Rmax ≈ 15µm. The according atom number would be Nmax ≈ 3500. These
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numbers will in the following be used as typical values for other estimations. In
the case of a Mott-insulator similar values are expected17.

It is to note that this calculation can only be done for g atoms so far. The
interaction energy between e states Uee for example cannot be calculated since the
scattering length for e atoms is not known.

5.2.5 Inhomogeneities due to Gaussian beam envelopes

The so far considered lattice potentials, as summarized in equations (5.36) to
(5.41), are assumed to be created by ideal plane waves. However in the exper-
iment the optical lattices will be generated by Gaussian laser beams having a
finite transverse envelope18, leading to spatially dependent lattice potentials of the
(general) form

V (r) = −V0 cos2(kx)e−2(y2+z2)/w2

, (5.46)

where w denotes the waist of the circular Gaussian beam, V0 the lattice depth
and π/k the lattice spacing. In the case where the cloud size is small compared
to the waist of the Gaussian beam, the transverse variation of the potential can
be treated in harmonic approximation. For atoms in the lowest Bloch band, the
potential in equation (5.46) can then be approximated as the sum of the bare lattice
potential and the smooth harmonic confinement, V (r) ≈ −V0 cos2(kx) + δV (r),
with δV (r) = 1

2
mω2(y2 + z2) and the trapping frequency ω =

√
4V0/mw2.

When considering now the potential landscape from equations (5.36) to (5.41),
the supplementary harmonic confinements for the states g and e in the x-y plane
can be denoted in the form

δVg(r) =
1

2
m(Ω2 + ω2

x)x
2 +

1

2
m(Ω2 + ω2

y,g)y
2 , (5.47)

δVe(r) =
1

2
m(Ω2 + ω2

x)x
2 +

1

2
m(Ω2 − ω2

y,e)y
2 , (5.48)

where Ω corresponds to the contribution of the z magic 2D confinement, ωx to
the contribution from the y magic lattice and ωy,g/e to the combined contribution
from the x anti-magic and double period lattice. The minus sign in equation (5.48)
takes the repulsive nature of the anti-magic and double period potentials for atoms
in the e state into account (which is true for our choice of wavelengths). Several
effects resulting from these harmonic confinements are important and are discussed
now.

17In fact we are likely to work close to the Mott-insulator transition that would for an inter-
action energy of Ugg/h = 1.4 kHz, for the g atoms at unity filling, be at a mean lattice depth of
about 8 ĒR.

18The longitudinal contributions are much smaller than the transverse ones and can safely be
neglected in the following.
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Spatially dependent differential light shift

The first effect arises from the fact that the transverse potentials lead to a spatially
dependent differential light shift between g and e states. This light shift is given
by

δVg(r)− δVe(r) =
1

2
m(ω2

y,g + ω2
y,e)y

2 , (5.49)

and results in an inhomogeneous resonance frequency for laser-assisted tunneling
along the y direction. In order to keep the tunneling energy homogeneous over the
size of the cloud, we have to impose the condition

1

2
m(ω2

y,g + ω2
y,e)R

2 � Jge , (5.50)

with R being the radius of the atomic cloud. This sets an upper limit on the
combined trapping frequencies of the anti-magic and double period lattice. When
assuming R = 15µm and Jge/h = 0.2 kHz, this yields

√
ω2
y,g + ω2

y,e/2π . 10 Hz,
which is a quite strong condition on the transverse confinements. For the bench-
mark lattice parameters from tables 5.1 and 5.2, for example, this would imply
to work with lattice beam waists on the order of 300µm or larger. Accordingly
the amount of required laser power for the lattice beams is relatively high (∼ 1 W
at 612 nm) which causes some complications in the experimental implementation
(see section 5.3.4).

A more relaxed condition might be to impose that we want to avoid that
one of the coupling lasers becomes resonant with the ”wrong” link type in the
rectification scheme at the edge of the cloud. Then the resulting condition would
lead to

√
ω2
y,g + ω2

y,e/2π . 30 Hz, when assuming ∆mod = h × 2 kHz. In this case
beam waists larger than about 150µm would be sufficient.

Overall attractive potential

The second effect related to the external harmonic confinements is that the overall
confinement should be attractive for both states since otherwise atoms would be
lost after a certain time. This risk is present for atoms in state e where both
the anti-magic and double period lattice create repulsive transverse potentials. To
ensure an overall attractive potential, the confinement defined by the 2D trapping
in z direction should dominate, leading to the condition

Ω2 & ω2
y,e . (5.51)

Assuming that the condition (5.50) is satisfied, this would be fulfilled by the already
above used example value of Ω/2π ≈ 25 Hz.
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Suppression of regular tunneling

The third effect arising from the residual harmonic confinements concerns the
general energy shift between neighbouring lattice sites. This energy shift can
influence the regular tunneling along y, when becoming comparable to Jy. This
problem has already been discussed in section 2.1.6 and leads to the condition in
equation (2.49), that reads

m(Ω2 − ω2
y,e)Rdy . Jy . (5.52)

Using Jy ' 60 Hz as in the benchmark table 5.3, results in
√

Ω2 − ω2
y,e/2π .

150 Hz, which is automatically fulfilled when the conditions (5.50) and (5.51) are
satisfied.

5.2.6 Relative lattice phase tuning range and fluctuations

In the discussion in section 5.1.2 it has been seen that ”three-frequency” relative
lattice phases for our choice of lattice wavelengths appear periodically at φrel,3f ≈
n × 90 ◦ ± 9 ◦, with integer valued n. It has been equally argued that the all
experimentally relevant cases are covered by a tuning range of a bit less than 90 ◦.

Fluctuations of the relative phase φrel between the anti-magic and double period
lattice can lead to changes of the different resonance frequencies for laser-assisted
tunneling within the rectification scheme. The shift of the resonance frequencies
should ideally be kept small compared to Jge. This condition can be quantified by
evaluating the derivative of the transition frequencies in equations (5.23) to (5.26)
with respect to the relative phase φrel. Assuming to work at a phase corresponding
to the three-frequency reduction scheme, the strongest dependence is given by∣∣∣∣d~ω01

dφrel

∣∣∣∣
φrel=φrel,3f

=
√
W 2
g +W 2

e , (5.53)

leading to the condition for fluctuations of the relative phase of

δφrel � Jge/
√
W 2
g +W 2

e . (5.54)

For the benchmark values in tables 5.1 and 5.2 this yields δφrel � 0.02 ≈ 1◦, which
is well within the technically realizable (see section 5.3.2).

5.2.7 Power fluctuations of lattice beams

The exact energy of the coupling resonances ~ωi,j also depends on the potential
depths Vg/e and Wg/e as can be seen in equations (5.32) to (5.35). Fluctuations on
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these lattice depths directly influence the transition energies and their effect should
be kept small compared to the laser-assisted tunneling energy Jge. The strongest
dependences of equations (5.32) to (5.35) on the lattice depths determine the
dominant sensitivity to relative power fluctuations δP/P and lead to the conditions
for the anti-magic and double period lattice power fluctuations of

δPam/Pam � Jge/Vg , (5.55)

δPsup/Psup � 2Jge/(Wg +We) . (5.56)

For the values in the benchmark tables 5.1 and 5.2, the typical restrictions be-
come δPam/Pam � 0.005 and δPsup/Psup � 0.04 . Both conditions lie within the
experimentally feasible, provided the laser intensities are actively stabilized.

5.2.8 Accuracy of magic and anti-magic wavelengths

The influence of deviations of the lattice laser wavelengths away from the ideal
magic and anti-magic case are considered next. For the potentials created at the
magic wavelength (lattice in y direction and strong confinement along the z axis)
a small deviation δλ = λlaser − λm leads to a differential light shift for the states
g and e that depends on the local potential depth. The fact that the potentials
vary spatially due to the Gaussian envelopes of the applied laser beams then gives
rise to position-dependent laser-assisted tunneling resonance frequency, similar to
the above discussed cases of inhomogeneities. Ideally, the differential light shift
variation over the whole cloud should stay small compared to the laser-induced
tunneling energy to ensure the same resonance frequencies all over the cloud. When
applying the harmonic approximation to the generic Gaussian transverse potential
dependence for the two states g and e as given by Ug/e(r) = U0,g/e exp(−2r2/w2

0) ≈
U0,g/e − 2U0,g/er

2/w2
0, this condition becomes

2(U0,g − U0,e)R
2

w2
0

� Jge , (5.57)

with the cloud radius R. The quantity that determines U0,g(λ) − U0,e(λ) as a
function of applied laser wavelength is the differential polarizability α′diff = α′g(λ)−
α′e(λ). The dependence of this quantity on the laser frequency close to the magic
wavelength can be linearized, where the slope has been measured in [78] to be
dα′diff/dν = −22 mHz/(ER,m ·GHz), given in frequency units. When considering an
upper limit on the experimentally used potential depths of 50ER,m and the smallest
used beam waist of about 100µm and generous R = 30µm, the amplitude of the
differential light shift over the full cloud size (left-hand side of equation (5.57))
values to 0.2 Hz/GHz. When this should stay small compared to Jge/h ' 0.2 kHz,
the magic wavelength does not need to be more accurately set than about 100 GHz,
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corresponding to about δλ . 0.2 nm. This can be easily fulfilled using a standard
wavemeter and the known value of the magic wavelength λmeas

magic = 759.3537 nm
that has been measured in [133].

The situation is different when considering deviations from the ideal anti-magic
wavelength for the state-dependent lattice along x direction. There the differential
light shift is by construction on the order of twice the potential depth for each of
the two states g and e due to the opposite signs in polarizability. As a result, a
mismatch from the exact anti-magic value only reduces this shift without changing
its order of magnitude. It is thus not necessary to precisely set the lattice laser at
the anti-magic wavelength. To be more quantitative, the homogeneity condition
on this much larger differential light shift has already been discussed above and is
found to be ensured by transverse trapping frequencies on the order of 2π×10 Hz.

For the lattice scheme itself, the main consequence would be that the potential
depths Vg and Ve would not be equal. This would influence the overlap integral
ηx, that determines the magnitude of Jge, where the two Wannier functions would
not be identical. However the value of ηx does not strongly depend on a difference
in lattice depth (ηx ≈ 0.23 for Vg = Ve = 10ER,am, whereas ηx ≈ 0.17 for Vg =
Ve/2 = 10ER,am, when using the approximated form 2.40). Therefore in principle
even a factor of two difference in the polarizability magnitudes for g and e would
not be problematic. For the anti-magic wavelength at about 617.5 nm, this would
mean that the lattice wavelength does not need to be set more accurately than
about ±10 nm.

5.2.9 Coupling laser: light shift and power stability

The fact that the coupling laser at 578 nm itself creates a differential light shift19

between the g and e states also imposes constraints on the acceptable power fluc-
tuations and transverse size of the coupling beams. This differential light shift has
been measured in [78] to be on the order of κ ≈ 15 mHz/(mW/cm2), as already
pointed out in section 4.5.2. To achieve Jge/h ≈ 0.2 kHz with the values as given
in the benchmark table 5.1, a vacuum Rabi frequency of ΩRabi ≈ 2 kHz is needed.
For this, a peak intensity of about I0 ≈ 3 × 105 mW/cm2 is required, when as-
suming a coupling magnetic field of B = 200 G (see section 4.1). This corresponds
to a central differential light shift (per coupling beam) of about 4.7 kHz, which
constraints the acceptable amplitude of power fluctuations to below about 4 %.

Furthermore the inhomogeneity of the differential light shift due to the trans-
verse envelope of the coupling beam needs to be limited to below Jge over the size of

19In fact the experienced differential light shift at resonance is mainly due to the 1S0 state.
The polarizability for the 3P0 state happens to have a zero crossing around 578 nm (see Appendix
A).
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the cloud. To ensure a variation smaller than 4 % over the cloud radius R ≈ 15µm,
the waist wy of the coupling beam along y direction has to be chosen such that
wy & 7R ≈ 110µm. A reasonable choice would be for example wy ≈ 150µm,
where the differential light shift change from the center of the cloud to the edge
values to about 80 Hz per coupling beam. To achieve the intended peak intensity
with a laser power of about ∼ 10 mW per beam would then require to work with
elliptically shaped beams, where the waist in z direction would need to be on the
order of wz ≈ 15µm (meaning to have an aspect ratio of wy/wx ≈ 10). This can
be experimentally implemented using cylindrical optics.

One additional requirement on the coupling laser is that its linewidth needs to
be small compared to Jge. For the benchmark value of Jge/h = 0.2 kHz, the laser
linewidth would need to be reasonably well below 100 Hz. Achieving this, is one
of the main challenges in the construction of the experiment as already discussed
in chapter 4.

5.3 Anti-magic lattice and superlattice

In this section the possible experimental realization of the anti-magic and super-
posed double period lattice for flux rectification is discussed. It had been seen in
section 5.1.2 that the relative phase between these two lattices needs to be tunable.
The possible mechanisms to achieve this are explored from a theoretical point of
view, followed by a discussion of possible experimental implementations. After-
wards the laser system for the two wavelengths at 612 nm and 1224 nm is briefly
presented. With the achieved power levels it is found that some of the validity
conditions presented in the previous section might be hard to be satisfied. Two
possible ways to ”boost” the reachable potentials depths are proposed to circum-
vent this problem. Finally a concrete scheme that combines the relative lattice
phase tuning and power boosting is presented.

5.3.1 Theory of relative phase tuning between two
lattices in retro-reflected configuration

It has been shown in section 5.1.2 that one way to rectify the simulated flux consists
in using a superlattice configuration where a double period lattice is added to the
state dependent lattice such that the intensities of the two lattices have the form

Isup ∝ cos2(kamx/2 + φrel), Iam ∝ cos2(kamx) . (5.58)

Important thereby is the relative phase φrel between the two lattices that deter-
mines the precise modulation of the on-site energies as described in section 5.1.2.
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5.3. Anti-magic lattice and superlattice

This phase needs to be experimentally tunable over a total range on the order
of π/2, where in principle a static tunability (tuning from on run to another) is
sufficient. The goal of the discussion in this section is to identify the possible ways
to realize the control of this phase. For the discussion we will keep the notation
using labels ”am” for the ”short period” and ”sup” for the ”long period” lattice,
but this discussion has a very general character (valid outside the special case of
an anti-magic wavelength).

In the following two superposed optical lattices are considered that are created
by two retro-reflected plane waves with frequencies ν ′sup = c/λ′sup and ν ′am = c/λ′am.
The two frequencies ν ′sup and ν ′am are assumed to be the double of each other up
to a small individual detuning of δνsup � ν ′sup and δνam � ν ′am away from the
frequency doubled case, such that

ν ′sup = νsup + δνsup , ν ′am = νam + δνam , (5.59)

νam = 2 νsup . (5.60)

Both plane waves are considered to be retro-reflected by the same mirror which
fixes a node for both lattices at the mirror position20.

The quantity to consider in the following is the resulting intensity profile of the
two lattice waves at a physical distance d from the retro-reflecting mirror. However,
due to dispersive materials (glass) on the beam path, the optical distances dsup and
dam seen by the two wavelengths might differ from d. This effect will be expressed
as

dsup = d+ δdsup, dam = d+ δdam , (5.61)

where δdsup, δdam � d denote the small corrections due to possible dispersion.
The resulting light intensity consists of the sum of two independent standing

waves Itotal ' I1 + I2, since interference effects between the two lattices can be
neglected due to the large frequency difference ν ′am − ν ′sup ' ν ′sup. The standing
wave intensities at a physical distance d, using equations (5.61), then read

Isup ∝ cos2
[
k′sup(d+ δdsup)

]
, Iam ∝ cos2 [k′am(d+ δdam)] , (5.62)

with the wave vectors k′sup = 2πν ′sup/c and k′am = 2πν ′am/c. The arguments of the
cos2 functions can be developed using equation (5.59) to

k′sup(d+ δdsup) ≈ ksupd+
2π

c
(νsupδdsup + δνsupd) , (5.63)

k′am(d+ δdam) ≈ kamd+
2π

c
(νamδdam + δνamd) , (5.64)

20In the case of an ideal mirror the node positions are equal. For a dielectric mirror, however,
the effective node positions might slightly differ, due to the multilayer structure of the reflection
coating. This can lead to an additional static phase shift between the lattices. For the phase tun-
ing considerations in this section, this static phase shift is irrelevant since it can be compensated
once and for all and will be silently omitted in the following.
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5. Towards artificial gauge fields in optical lattices

where we neglect small terms δνsupδdsup and δνamδdam. The intensities then can
be rewritten as

Isup ∝ cos2(kamd/2 + φsup), Iam ∝ cos2(kamd+ φam) , (5.65)

with φsup ≡ 2π(νsupδdsup + δνsupd)/c and φam ≡ 2π(νamδdam + δνamd)/c the phases
for each lattice part. In this form we basically treat the two standing waves as if
they were in the ideal frequency doubled case and where we have absorbed effects
due to dispersion and a ”detuning” away from the frequency doubled case into the
(position dependent) phases φsup and φam.

To be able to compare these expressions with the desired ones from equations
(5.58), we have to transform these relations such that the phase appears only
on the double period lattice part. To achieve this, φam can be eliminated from
the anti-magic lattice by a local coordinate recentering to the closest node of the
anti-magic lattice21 that yields

Isup ∝ cos2(ksupd+ φsup − φam/2), Iam ∝ cos2(kamd) . (5.66)

This now has the intended form and allows one to identify the relative lattice phase
as defined in equation (5.58) as φrel = φsup − φam/2 and therefore

φrel(d) =
2π

c

[
νsup (δdsup − δdam) + d (δνsup − δνam/2)

]
. (5.67)

Here the first term describes the effect that the relative phase is changed when
tuning the differential optical path length of δdsup − δdam. The second term de-
scribes the effect that a non-zero detuning from the frequency doubled case of
δνsup − δνam/2 leads to a change in relative phase that depends linearly on the
propagation distance d of the two standing waves from the retro-reflecting mirror.

From this, the possible ways to control the relative lattice phase can be iden-
tified:

• Propagation phase: Controlling the relative phase due to propagation
that appears in the case of a non-zero ”detuning” δνsup − δνam/2 away from
the frequency doubled situation (see Figure 5.6). One way to tune this is
by changing the frequency ”detunings” of the two lasers, where the effect
of δνsup and δνam differ by a factor of two. The other way is to vary the
distance datoms between retro-reflecting mirror and atoms, while having a
fixed non-zero ”detuning” δνsup − δνam/2.

21This transformation corresponds to kamd→ kamd− φam and therefore kamd/2→ kamd/2−
φam/2. This is equivalent to a coordinate recentering to a node of the anti-magic lattice, where it
is to note that in the case of position dependent phases φam(d) and φsup(d), this transformation
is only locally possible.
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5.3. Anti-magic lattice and superlattice

• Discrete phase shifts using optical elements: Introducing an optical
element between retro-reflecting mirror and atoms that allows to change
the differential optical path length δdsup − δdam (see Figure 5.7). This is
independent of the frequency detunings within the approximations done.

It is worth mentioning that in the case where the light for the short period lattice is
generated in a frequency doubling scheme from the long period lattice, the effect
of a frequency shift of the long period light before frequency doubling (νsup →
νsup + δνsup and therefore νam → νam + 2δνsup) has no effect on φrel.

5.3.2 Implementing relative phase tuning experimentally

In this section the possible experimental implementations for the relative lattice
phase tuning are discussed based on the results on possible tuning mechanisms
obtained in the previous section. For this, both lattices are assumed to be retro-
reflected by the same mirror. The most important parameters to compare the
different methods are the total available tuning range of phase (static and dy-
namic), the effort for the experimental implementation and power loss for the
lattice beams. Furthermore the sensitivity of the phase to external perturbations
like vibrations and changes in the ambient temperature are additional measures
for comparison. It is to note that the relative phase tuning range need not to be
larger than π/2 for the phase as defined in equations (5.13) and (5.14). Phase
fluctuations δφrel should stay smaller than about 1 ◦, as motivated in section 5.2.6.

Detuning-controlled lattice phase

The first way to change the relative lattice phase φrel consists in changing the
frequency detunings δνsup and δνam away from the ideal frequency doubled case
on the two lattice parts (see illustration in Figure 5.6). The dependence of the
relative lattice phase on these detunings is given by [see equation (5.67)]

∆φrel =
2π

c
(δνsup − δνam/2) d . (5.68)

Important for this way of tuning is the distance datoms of the atomic cloud from
the retro-reflecting mirror which is typically on the order of tens of centimeters.
Assuming datoms = 20 cm the detuning changes needed to achieve a phase shift of
π/2 are about δνsup − δνam/2 ≈ 400 MHz.

When working with two independent laser systems for the two lattices, this
can be achieved using a frequency offset lock for the two lasers with tunable offset
frequency22. This technique is for example used in [134]. Like this, usually detun-

22For this the double period lattice light has to be frequency doubled and the beatnote fre-
quency with the anti-magic lattice electronically stabilized.

151



5. Towards artificial gauge fields in optical lattices

νsup= νam/2

νsup = νam/2 + δνam
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Figure 5.6: Illustration of the relative phase tuning between the short (yellow
dashed) and long period lattice (red solid) using a frequency detuning away from
the frequency doubled case. In the case without detuning (a) the relative phase
stays constant in space. In the case of a small detuning (b), the spatially varying
phase slip leads to a change of relative phase at a given distance from the retro-
reflecting mirror.

ing scanning ranges on the order of a GHz can be achieved. The relative lattice
phase stability then relies on the quality of the offset lock.

In the case where the two lattice laser frequencies are not independent (like for
example in a frequency doubling scheme that is used in our experiment), the needed
tuning range could be realized using large bandwidth acousto-optical modulators.
Typical AOMs on the market can have single pass bandwidths of about 100 MHz
with a central frequency on the order of 350 MHz to 500 MHz. When using double
pass configurations on both lattice arms, a total detuning of δνsup − δνam/2 ≈
300 MHz could be reached. The convenience of this method would be that φrel

can be fully controlled by electrical means without changing the actual optical
lattice setup. However the large AOM bandwidth is normally at the cost of a
reduced diffraction efficiency and the specified single pass efficiencies are typically
on the order of 70 % at 612 nm, but only 30 % for about 1224 nm. Accordingly this
would be a quite power costly method, which is problematic in our setup where
the available power is limited (as will be seen in section 5.3.4).
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5.3. Anti-magic lattice and superlattice

Distance-controlled lattice phase

A second option is to have a fixed non-zero detuning δνsup − δνam/2 and to tune
the distance datoms between atoms and retro-reflecting mirror. For this case the
phase slip ∆φ per distance change ∆d is given by

∆φrel

∆d
=

2π

c
(δνsup − δνam/2) . (5.69)

Assuming a combined detuning of δνsup − δνam/2 ≈ 500 MHz, the phase gradient
calculates to

∆φrel

∆d
≈ 6 ◦/cm . (5.70)

A phase change of π/2 would be realized by a distance change of about 15 cm.
Displacing the retro-mirror over such a long distance is experimentally quite in-
convenient since it would require a realignment of the reflected lattice beams every
time the phase is changed. Although this method could be useful for coarse tuning,
we rejected it as a sole control of φrel.

Differential path length controlled lattice phase

The third possibility is to place a transmissive optical element between retro-
reflecting mirror and atoms that allows to tune the differential optical path length
δd = δdsup − δdam between the two lattice wavelengths. The amount of phase
change induced by this is given by [see equation (5.67)]

∆φrel =
2πνsup

c
δd . (5.71)

In general the optical path length for light passing a transmissive optical element
is determined by the product of the index of refraction n(λ) and the physical
length L the light passes within the optical element. The differential optical path
length between two beams at different wavelengths is therefore determined by the
differential index of refraction ∆nλam,λsup = n(λam)− n(λsup) and reads

δd = L∆nλam,λsup . (5.72)

From this it becomes apparent that δd can be tuned by either changing the physical
path length L while having ∆nλam,λsup 6= 0, or by changing ∆nλam,λsup with fixed
physical path length L. Two possible ways to achieve this are presented next.

Etalon tuning: One way where only the physical length of the optical element
is changed is by placing an AR23-coated etalon between the retro-reflecting mir-
ror and the atoms (see Figure 5.7). When changing the angle α of the etalon

23AR = anti-reflection.
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Figure 5.7: Illustration of the relative phase tuning between the short (yellow
dashed) and long period lattice (red solid) using the tilting angle of an etalon
within the beam path.

with respect to the beam propagation axis, the path length within the glass sub-
strate changes. In the case of a non-zero differential refractive index ∆nλam,λsup =
n(λam)− n(λsup), also δd and therefore the relative lattice phase is changed. The
physical path length for passing the etalon Leff as a function of the angle of inci-
dence α is given by

Leff(α, λ) =
t0√

1− sin2(α)
n(λ)2

, (5.73)

where t0 is the physical thickness of the etalon. Some typical results for the relative
lattice phase tuning capabilities in the case of a fused silica etalon are shown in
Figure 5.8, for the considered lattice beam wavelengths of 612 nm and 1224 nm.

The sensitivity of the phase tuning depends on the thickness of the etalon,
where for t0 = 2 mm a π/2 phase tuning range is realized by changing the etalon
angle from 0 ◦ to about 15 ◦, whereas for t0 = 1 mm angles up to about 20 ◦ would
be needed. The needed range in etalon angle tuning seems to be reasonable to
realize experimentally and corresponds roughly to the acceptance angle of typical
AR-coatings. The needed precision for the positioning of the etalon angle would
be typically on the order of 0.1 ◦ to achieve a relative phase tuning accuracy of 1◦,
in the case of t0 = 2 mm. This is well within the specifications of commercially
available rotation stages (manual and motorized).

The main advantage of this method with respect to the previously presented
one, using a propagation phase, is that the power loss on the lattice beams is
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Figure 5.8: On the left-hand side the change of the relative lattice phase as a
function of the angle of incidence on a fused silica etalon of thickness t0 is shown.
The considered lattice wavelengths are 612 nm and 1224 nm, where the differential
refractive index for fused silica at room temperature is ∆n612,1224 = 0.98 × 10−2

(see Table 5.4). On the right-hand side the transverse beam displacement for the
beam when passing a fused silica etalon (for 1224 nm) is shown.

only determined by the residual reflectivity of the AR-coating which can be well
below 1 %. Concerning the relative phase tuning, in principle no AOMs would be
necessary and the full available laser power could be used. However a disadvantage
of this method is that the etalon introduces a transverse displacement ∆⊥(α, λ) of
the lattice beam that depends on the etalon angle via

∆⊥(α, λ) = t0 sin(α)

[
1− cos(α)√

n(λ)2 − sin2(α)

]
. (5.74)

Typical displacements as a function of the angle are also shown in Figure 5.8.
It can be seen that depending on the thickness of the etalon the displacements24

might not be negligible compared to the lattice beam sizes that will typically have
a waist on the order of 300µm in our case. However, in the case where a flat
mirror is used for retro-reflection this effect is in principle cancelled out since the
retro-reflected beam has passed the etalon twice before arriving again at the atoms.
Nevertheless this effect will become important in the discussions in section 5.3.5.

Temperature tuning: One way to change ∆nλam,λsup is to make use of the
different temperature dependence of the refractive indices for the two lattice wave-

24The differential displacement between the two lattice beams at 612 nm and 1224 nm is
typically found to be less than 10µm and therefore negligible.
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Material ∆n612,1224
d

dT
∆n612,1224 αthermExp

d
dT
φrel

×10−2 ×10−7/◦C ×10−6 ◦/cm◦C

Fused Silica 0.98 4.6 0.55 1.4
BK7 1.1 3.9 7.1 1.4
Air 0.0003 0.1(3) - 0.03(9)∗

Table 5.4: Table of typical values connected to the temperature tuning of the
relative lattice phase. The differential refractive indices ∆n612,1224 and their tem-
perature derivative around room temperature are determined using [135] (fused
silica) and [136] (BK7). For air the computations are done for a pressure of
101.325 kPa and a relative humidity of 50% using [137]. The temperature deriva-
tives d

dT
∆n612,1224 are verified to not vary by more than a factor of two in the range

of 20◦C to 50◦C. The thermal expansion coefficients are taken from [138] and [139].
∗Not taking pressure changes into account.

lengths. By changing the temperature of an optical element, placed between the
retro-reflecting mirror and the atoms, the differential optical path length and there-
fore the relative lattice phase can be changed. In Table 5.4 some numerical values
for the temperature dependence of the differential refractive index for typical ma-
terials are given. However, when changing the temperature of the optical element,
not only the refractive indices are influenced but also the physical size of the ele-
ment, which is described by the thermal expansion coefficient αthermExp = ∆L/L.
Both effects lead to a change in relative lattice phase, though the temperature
dependence of the refractive indices is the dominant effect for the two considered
glasses. The typical sensitivity of the relative lattice phase on the temperature and
physical thickness of the optical element is given in the last column of Table 5.4.
It can be seen that for a 1 cm thick fused silica etalon, for example, temperature
changes on the order of 60 ◦C would be necessary to achieve a π/2 phase shift.

The obtained results in temperature sensitivity are also important to estimate
the achievable relative phase stability. It can be seen that each transmissive opti-
cal element that is placed between the atoms and the retro-reflecting mirror con-
tributes to a higher phase sensitivity to ambient temperature fluctuations. The
temperature stability in our laboratory over a full day is typically on the order
of 1 ◦C. When relative phase changes should be kept below 1 ◦, as motivated in
section 5.2, the accumulated thickness of all optical elements between atoms and
retro-reflecting mirror should be ideally below 1 cm (viewports, lenses, etc..). From
the values in Table 5.4 it can also be seen that for large distances between retro-
reflecting mirror and atoms (∼ 1 m) even the free propagation in air might have
considerable influence on the temperature sensitivity of the relative phase.
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5.3.3 Laser system at 612 nm and 1224 nm

In order to create the needed lattice depths for the anti-magic and double period
lattice, powerful laser sources at 612 nm and 1224 nm are necessary. In general one
has the choice to either use two independent laser sources at 612 nm and 1224 nm
or to create the 612 nm by frequency doubling starting from a laser at 1224 nm. In
the former case the frequency difference of the two lasers needs to be electronically
stabilized in order to guarantee a well-defined and controlled phase relation in
the superlattice25 (like used in [134]). In the latter case the two wavelengths
automatically have a fixed phase relation and frequency or phase fluctuations are
mostly common mode.

The solution chosen26 for this experiment is to use a laser system consisting of
a commercial laser diode with tapered amplifier system27 at 1224 nm that delivers
about 600 mW of output power. The 612 nm light is created in a second harmonic
generation scheme in a non-linear ppLN28 crystal of L = 2 cm length as sketched
in Figure 5.9. The crystal is placed within a bow-tie type enhancement cavity in
order to increase the doubling efficiency. When using the full 600 mW of infrared
light, a frequency doubled power of 430 mW is reached. The non-doubled infrared
light is mainly reflected/lost on the cavity incoupling mirror (∼ 100 mW) and can
be reused for the creation of the double period lattice, like sketched in Figure 5.9,
where the power requirements are more relaxed. However with these power levels
it is not straightforward to reach the desired lattice parameters as will be discussed
in the next section.

5.3.4 Overcoming power issues

The discussion in section 5.2.5 has shown that the needed lattice depths for the
anti-magic and double period lattice are on the order of Ve ∼ 10ER,am and Wg ∼
3ER,sup respectively. At the same time the transverse confinements should stay
small to avoid effects of inhomogeneity. It has been found that for both lattices
1/e2 beam radii on the order of 300µm (or larger) at the position of the atoms
would be necessary. The accordingly needed beam powers for these waists are
about 1.3 W for 612 nm and about 100 mW for 1224 nm.

25This requires frequency doubling of the 1224 nm light in order to get a beat note signal with
the 612 nm light. This beat note frequency can then be electronically stabilized by feeding back
to one of the two laser frequencies. The stability of the relative lattice phase in this case might
be limited by the quality of this frequency offset lock.

26Other options were available based on an optical parametric oscillator (OPO) or a Raman
laser system but which were quite pricey compared to the chosen solution, without providing
significantly higher power levels.

27TA-Pro, Toptica.
28Periodically poled lithium niobate.
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Figure 5.9: Sketch of the laser setup for the 612 nm and 1224 nm light for the
anti-magic and double period lattice. The light source at 1224 nm is a laser diode
plus tapered amplifier (TA) system.

The currently available power with the laser system as described in the previous
section, however is more on the order of 200 mW for 612 nm and on the order of
50 mW for 1224 nm (including losses on fiber couplings, AOMs and dynamic range
for power stabilization). This means that we need to find a mean in order to
”boost” the light power or the achievable lattice depths by a factor on the order
of 10 (including some safety margin). In principle there are two main solutions,
namely to use elliptically shaped beams or to enhance the power in a resonance
cavity. Both options are discussed in the following.

Elliptic beams

The fact that the atomic cloud will be strongly confined along the vertical z-
direction allows to work with highly anisotropic lattice beams, since the constraints
on the transverse harmonic confinements are primarily important along the y axis.
In order to gain the needed power enhancement factor while keeping the waist
along the y direction constant, an aspect ratio of about 10 for the lattice waists
needs to be realized. This can for example be implemented using cylindrical optics.
In Table 5.5 typical configurations are shown that would lead to the benchmark
parameters in tables 5.1 and 5.2. The found values lie within the experimentally
feasible.

However, for reasons of stability of the relative lattice phase, the lattice beams
of the two wavelengths have to be reflected by the same retro-reflecting mirror and
have to partially pass the same optics. For the waists as given in Table 5.5, the
Rayleigh lengths for the z component will be on the order of several millimetres
only. Under these circumstances the alignment and mode matching of the forth
and back going lattice beams in the retro-reflected configuration might be trou-
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λ (nm) P (mW) wy (µm) wz (µm) ωy/2π (Hz) zzR (mm)

612 130 300 30 10 4.6
1224 20 400 40 3 4.1

Table 5.5: Typical parameters for elliptic beams with aspect ratios of wy/wz =10,
to reach the benchmark values from tables 5.1 and 5.2. The beam waists at the
atoms position along y and z are denoted by wy and wz respectively. The values for
ωy correspond to the trap frequencies along y direction for each laser individually,
where the stronger one with respect to the states g and e is shown. The quantity
zzR denotes the Rayleigh length corresponding to wz.

blesome since they cannot be performed fully independently for both wavelengths.
Furthermore one has to take care that the ellipticity axis needs to be well aligned
with the 2D plane of the atomic cloud. Possible tilts could result in an increase
of the trapping frequency along y due to the mixing with the stronger confined
z component. In spite of these experimental complications, this method should
work for large enough aspect ratios of the waists wy/wz.

Enhancement cavity

A second option to overcome the mentioned power issues would be to create the
lattice within an optical cavity, where the intracavity power build-up could be used
to achieve the needed lattice depths. In its simplest form this cavity would consist
of two mirrors that are placed on two opposite sides of the vacuum chamber as
sketched in Figure 5.10. When the incoming light is in resonance with a cavity
mode, a power build-up of the circulating intracavity power Pcav is achieved. The
enhancement is characterized by the so-called build-up factor, defined as the ratio
of Pcav to the power incident on the cavity Pin, that is given by

Pcav

Pin

=
γ (1−Rin)[

1−
√
Rin(1−Q)

]2 , (5.75)

where Rin denotes the reflectivity of the incoupling mirror and Q summarizes all
other passive intra-cavity losses experienced on a full cavity round trip (including
the retro-reflecting mirror). The factor γ ≤ 1 takes an imperfect coupling of the
incident beam to the transverse cavity eigenmode into account. The maximum
achievable build-up factor is mainly determined by the intracavity losses Q.

Some typical achievable build-up factors are shown in Figure 5.11 for a variety
of intracavity losses Q. It can be seen that the needed build-up factor on the order
of 10 can be attained when having intracavity losses on the order of 10 % or below.

159



5. Towards artificial gauge fields in optical lattices

Figure 5.10: Sketch of a setup to realize an enhancement cavity for an optical
lattice. In this example a plano-concave cavity design is shown as considered in
the discussion in the text.

Typically the only elements that can cause intracavity losses are the viewports
attached to the vacuum chamber and other optical elements within the cavity.
Assuming to have reasonably good anti-reflection (AR) coatings for all intracavity
optics, values of Q < 10 % could be achievable. For example for two intracavity
viewports with AR-coatings of R = 0.5 % per surface, the corresponding full round
trip losses would be Q ≈ 4 %, when assuming a perfect retro-reflecting mirror with
unity reflectivity. With this, a build-up factor up to 25 could be reached (assuming
γ = 1).

The cavity itself could be realized in a biconvex or plano-convex design. Using a
plano-concave cavity, the resonator stability criterion is |m| < 1 with m = 1−2L/ρ
[121], where L is the distance between the two cavity mirrors and ρ the radius of
curvature of the concave mirror. The beam waist in a plano-concave cavity is
situated on the plane mirror and values to [121]

w2
0 =

λL

π

√
ρ

L
− 1 . (5.76)

In Table 5.6 typical cavity parameters are shown, for an example cavity length
of L = 35 cm, that would lead to reasonable beam sizes for 612 nm and 1224 nm.
Due to the very long Rayleigh length zR the increase in beam size between retro-
reflecting mirror and atoms would be small, when having the atoms in the center
of the cavity.

The estimated values suggest that also this solution might be reasonable to
implement. However, since the enhancement of only one of the wavelengths within
the cavity might not be sufficient, one might think of having a cavity that is
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Figure 5.11: Cavity build-up factor as a function of incoupler reflectivity for differ-
ent values for intracavity losses Q. For the calculations a perfect cavity coupling,
γ = 1, is assumed.

L(m) ρ(m) w612
0 (µm) w1224

0 (µm) zR(m) m

0.35 0.75 270 382 0.37 0.1
0.35 1.0 305 431 0.48 0.3
0.35 2.0 384 544 0.71 0.7

Table 5.6: Typical beam parameters for a stable plano-concave resonance cavity.

resonant for both wavelengths. This case is considered in the next section, where
also the problem of locking the light to a cavity resonance is addressed.

5.3.5 Scheme for power enhancement and relative lattice
phase tuning in a doubly-resonant cavity

As discussed in the previous section, we can boost the achievable lattice depths to
the desired values by either using elliptically shaped lattice beams or by placing
a resonance cavity around the vacuum chamber. In the resonance cavity case it
had been seen, that the cavity build-up should be achieved for both wavelengths
creating the superlattice (612 nm and 1224 nm) at the same time. In addition the
relative phase between the two lattices needs to be tunable at the atoms position.
Although the implementation of a doubly-resonant enhancement cavity seems to be
the more complicated solution, we will concentrate on its possible implementation
in this section. As we will see, the doubly-resonant cavity offers a main conceptual
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5. Towards artificial gauge fields in optical lattices

advantage over the elliptical beam solution: One can directly monitor changes in
the relative phase of the two lattices when scanning the cavity resonances.

In the following the setup we plan to implement is presented that allows to
achieve the doubly-resonant case and relative phase tuning at the atoms position,
using an optical cavity with intracavity etalons.

Having two wavelengths resonating in the same cavity

The first point that needs to be clarified is the condition to have two different
wavelengths λam and λsup resonating in the same cavity. The general condition for
resonance is that the optical distance of the cavity mirrors Lopt is a multiple of
half the considered light wavelength, Lopt = mλ/2, with positive integer m. Since
the optical length of the cavity can be different for the two considered wavelengths
(due to dispersive intracavity optics) the condition is a priori not fulfilled for both
wavelengths at the same time, even in the frequency doubled case. To be able to
bring two arbitrary wavelengths into resonance for a given physical cavity length,
one needs a way to tune the differential optical path length seen by the two laser
beams.

Alternatively one can also think in terms of the relative phase φrel between the
two created standing waves. The retro-reflecting cavity mirror fixes a certain phase
relation φretro for the two standing waves at its position. Along the propagation in
the cavity, back to the incoupling mirror, the two standing waves get dephased due
to propagation or dispersion (see section 5.3.1). In order to bring both waves in
resonance with the cavity, one simply has to set the ”right” relative phase φcav at
the incoupling mirror position, corresponding to setting a node for both waves at
the mirror position. In this picture it becomes clear, that to bring both waves into
simultaneous resonance one simply has to find a mean to tune the relative phase
between the two standing waves. Therefore all the methods for relative phase
tuning as presented in section 5.3.2 can be applied to achieve the doubly-resonant
case (etalon angle, etalon temperature, frequency detuning, etc.).

To illustrate this point of view further, the transmission peaks of the cavity
when changing the cavity length L are sketched in Figure 5.12, for the particular
case of having 612 nm light and 1224 nm light injected into the cavity. Reso-
nances appear twice as often for the 612 nm light at lengths Ln as compared to the
1224 nm light at lengths Lm. The distance change between neighbouring peaks
Lm−Lm−1 = λsup/2 and Ln−Ln−1 = λam/2 correspond to the free spectral range
of the cavity with respect to each wavelength. Tuning the relative phase between
the two standing waves in this picture is exactly the same as moving the cavity
resonances with respect to each other. In fact the distance Lm − Ln between
neighbouring peaks of the two wavelengths can be directly mapped to the relative
phase between the two standing waves. In the phase definition as given in equa-
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5.3. Anti-magic lattice and superlattice

Figure 5.12: Sketch of the transmission peaks for two lattice wavelengths when
changing the cavity length for a generic relative phase between the two at the
cavity entrance mirror. Peaks at 612 nm appear twice as often as the ones for the
1224 nm light. The free spectral range for the 1224 nm part can be mapped to a
relative phase change of ∆φrel = π.

tions (5.13) and (5.14) the distance between neighbouring peaks of the 1224 nm
wave Lm−Lm−1 corresponds to a relative phase shift of π. Achieving the doubly-
resonant case requires thus to tune the relative phase between the two standing
waves such that the resonance peaks appear at the same position (e.g. Lm = Ln).
The needed tuning range for the relative phase in the worst case would be π/2.

The optical setup

Knowing the principle how both wavelengths can be brought to simultaneous res-
onance in the cavity, we can now extend the idea to the supplementary freedom
to set an arbitrary relative lattice phase at the position of the atoms, that will be
denoted by φatoms in the following. For this the setup as sketched in Figure 5.13
can be used, where two intracavity etalons are present. The first one (etalon 1)
allows us to set the intended relative lattice phase at the atoms position φatoms.
The second etalon (etalon 2), placed between incoupling mirror and atoms, enables
us to independently set the relative phase at the incoupling mirror φcav to achieve
simultaneous resonance for both wavelengths.
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Figure 5.13: Sketch of the setup for a superlattice in a doubly-resonant cavity
including relative lattice phase tuning. In the lower part of the image the spatial
variation of the relative lattice phase is illustrated in the case of νam = 2νsup, not
accounting for the effect of the viewports on φrel.

In terms of cavity build-up factor, the intracavity losses Q would be deter-
mined by reflection losses on two viewports and two etalons. For the etalons and
viewports that we plan to use, the total reflection losses on a full round trip are
measured to be Q1224 ≈ 12 % and Q612 ≈ 8 % and build-up factors of about 8 and
12 are expected.

The fact to have both wavelengths resonating in the same cavity setup fixes
the size of the transverse mode of one lattice beam with respect to the other to
w1224

0 =
√

2w612
0 . Some realistic example parameters that would lead to the desired

lattice depths from tables 5.1 and 5.2 are shown in Table 5.7 for the expected build-
up factors.

A possible drawback of this setup is that when tuning the angle of ”etalon 2”,
the lattice beams experience a small displacement that changes the beam alignment
with respect to the atoms position. The angle sensitivity of the displacement
depends on the etalon thickness and values for a 2 mm thick fused silica etalon to
about 11µm/◦ (see Figure 5.8). This effect should in principle not influence the
cavity alignment since it is compensated when passing the etalon twice in opposite
directions.

One of the big advantages of the doubly-resonant cavity setup is that the
relative phase between the two lattices can directly be observed when scanning
the cavity resonances via the cavity length (or the frequency of the 1224 nm light
before frequency doubling), as illustrated in Figure 5.12. Although this will not
directly yield the absolute value of the relative phase at the atoms position, it
will nevertheless enable one to monitor drifts and changes in the relative phase.
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λ (nm) ρ (m) Pin (mW) Build-up w0 (µm) watoms (µm) ω/2π

612 1 160 12 305 357 8.7 Hz
1224 1 35 8 431 504 2.3 Hz

612 0.75 135 12 270 327 9.6 Hz
1224 0.75 30 8 382 463 2.5 Hz

Table 5.7: Typical parameters of the cavity enhancement setup to achieve the
desired lattice parameters at the atoms position for different radii of curvature ρ
of the incoupling mirror. The cavity length is assumed to be L = 35 cm and the
atomic cloud considered to be in the middle. The quantity w0 corresponds to the
waist on the flat retro-reflecting mirror and watoms to the 1/e2 radius at the atoms
position. The values for ω correspond to the trap frequencies at the atoms position
for each laser individually, where the stronger one with respect to the states g and
e is shown.

This information would otherwise only be accessible by performing rather involved
experiments with cold atoms in the superlattice potentials, whose interpretation
can be complex and possibly misleading.

Locking scheme

To lock the lattice light to a cavity resonance one can either use a piezoelectric
actuator on one of the cavity mirrors to feed back on the cavity length or to directly
feed back to the frequency of the lasers (as we plan to do29). Since in our case the
612 nm light is created in a frequency doubling scheme, it is in principle sufficient
to realize cavity locking with a feedback on the frequency of 1224 nm laser, before
frequency doubling. Since this feedback will influence both wavelengths in common
mode, in principle the lock needs to be performed only for either the 612 nm or
the 1224 nm light, as long the cavity is simultaneously resonant with both. The
other will in principle be automatically locked. In practice it may be necessary to
react on ”etalon 2” to maintain this conditions.

Sensitivity to perturbations

The sensitivity to external perturbations and drifts of the simultaneous resonance
is determined by the criterion that changes in the relative phase of the two waves

29The achievable locking bandwidth for feedback on a piezo would be limited to the order of
kHz. For the feedback on the laser frequency, using an AOM or the modulation input of the
diode current of the 1224 nm laser, the typical bandwidth limitation is on the order of a MHz.
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should stay small compared to the width of the cavity peaks. This width is charac-
terized by the finesse of the cavity that is defined as the ratio of free spectral range
to width of the cavity peak. For the planned build-up factors of ∼ 10, typically the
cavity finesse is on the order of F ∼ 20, where the width of a cavity peak would
correspond to a relative phase shift on the order of several degrees. Therefore the
tolerable fluctuations of the relative phase have similar constraints as has been
found for the one at the atoms position, as discussed in section 5.2.6. Except from
thermal effects on the dispersive elements within the cavity, there are no major
effects expected that could influence the relative phase between the two waves.
For the setup as sketched in Figure 5.13, two viewports and two etalons would be
within the cavity that will have an accumulated thickness on the order of 1 cm.
When assuming them to be made of fused silica, the typical thermal sensitivity of
the relative phase at the incoupling mirror position is expected to be on the order
of 1 ◦/◦C (see Table 5.4). A temperature stability of the intracavity elements of
better than one degree is within the experimentally manageable.
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Chapter 6

Summary and outlook

In the context of this thesis the construction of an experiment to produce quantum
degenerate gases of ytterbium for the study of artificial gauge fields in optical
lattices and the high resolution spectroscopy on a BEC has been presented.

In chapter 2 the basic theory of optical lattices has been reviewed with a focus
on the physics in the tight-binding regime. The process of laser-assisted tunneling
in a state-dependent lattice configuration has been introduced and an expression
for the complex tunneling matrix element is derived. Useful approximations of this
expression are verified with the help of numerical calculations of Wannier functions
in the fundamental band. Furthermore the basic concepts of orbital magnetism in
quantum mechanics have been reviewed and the Harper Hamiltonian is introduced.

The successful implementation of laser cooling and trapping for the production
of a Bose-Einstein condensate (BEC) of 174Yb has been described in chapter 3.
We have reported on Zeeman slowing on the 1S0 ↔ 1P1 transition and subsequent
direct loading of a magneto-optical trap, operating on the 1S0 ↔ 3P1 intercombina-
tion line. Laser cooling has lead to temperatures as low as 10µK and the efficient
transfer to a single beam dipole trap has been shown. A subsequent transport
of the atomic cloud in a mechanically displaced optical dipole trap is carried out
over a distance of 22 cm with a transport efficiency above 60 %. The possible loss
mechanisms during transport have been investigated, where acceleration induced
losses are found to yield a dominate contribution for fast transport times. The
subsequent evaporative cooling in a crossed dipole trap has been characterized
and the production of pure BECs of about 6×104 atoms is reported, where an
atom number reproducibility better than 5% is reached. After that the adiabatic
loading of a BEC into a one-dimensional optical lattice has been characterized by
a sensitive heating measurement using a partially condensed cloud. We have suc-
cessfully applied the method of Kapitza-Dirac diffraction to determine the depth
of optical lattices.
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In chapter 4 we have described the ultranarrow linewidth laser system to ad-
dress the 1S0 ↔ 3P0 clock transition and have presented the method to calibrate
its frequency with an absolute accuracy better than 50 kHz using spectroscopy on
molecular iodine. Furthermore we have discussed the results of high resolution
spectroscopic measurements on a BEC in a crossed dipole trap. Possible mecha-
nisms to explain the observed features of the resonance are described. Spectroscopy
measurements on a BEC during time-of-flight have been also presented. The reso-
nance width of about 3 kHz was found in accordance with the Doppler broadening
of a BEC in free expansion. Frequency drifts of the ULE cavity resonances have
been characterized and could be reduced from typically 1 Hz/s to below about
100 mHz/s. The key for this has been found to be a precise determination of the
temperature zero-crossing point, carried out using molecular iodine as a frequency
reference. Moreover we could demonstrate the spatially resolved Doppler sensitive
addressing of the clock transition in a BEC after a one-dimensional hydrodynamic
expansion. This technique has been shown to be capable of measuring the absolute
frequency of the clock laser in a single shot with a precision of about 0.5 kHz.

The main goal of the experiment is the realization of artificial gauge fields in
optical lattices. The scheme we plan to implement has been presented in chapter 5,
followed by a detailed analysis of the experimentally required conditions. Possible
ways to achieve relative phase tuning of the two lattices building the required state-
dependent superlattice potential have been studied. We have discussed possible
methods to boost the intensity of the lattce light and have proposed a scheme
using a doubly-resonant cavity where, power boosting and relative phase tuning
can both be achieved. Implementing and testing this setup using the laser system
at 612 nm and 1224 nm is under way.

Further upcoming steps in the development of the experiment are technical
improvements on the clock laser system, like the addition of fiber noise cancel-
lation and a better thermal and vibrational isolation of the cavity. Performing
spectroscopy in the Lamb-Dicke regime in an optical lattice at a magic wavelength
will allow us to reach smaller resonance widths and to investigate the technical
limitations of our laser system.

Another short term objective is the measurement of the scattering properties
of atoms in the 3P0 state. This could be achieved in a controlled way using dipole
traps or lattices at a magic wavelength, where an influence of the differential light
shift can be eliminated. Performing careful loss measurements after controlled
excitation should allow to determine the inelastic loss coefficients βge and βee.

Moreover a possible future step could be to switch to one of the fermionic iso-
topes of ytterbium. Interesting is in particular 173Yb with a nuclear spin of 5/2.
Convenient is the fact that quantum degeneracy can be achieved without sympa-
thetic cooling as has been shown in several experiments [56, 140, 113] (typically
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T/TF ≈ 0.3 is achieved, with TF the Fermi temperature). The fermionic isotopes
have the advantage that the clock transition is naturally stronger permitted than
for the bosonic isotopes due to the additional hyperfine coupling. This allows for
much higher Rabi frequencies, thus reducing the timescales involved.

In the mid-term we plan to test the scheme for single plane selection of atoms
in a vertical optical lattice presented in section 5.2.4. We intend to achieve this
by applying a strong differential light shift gradient that allows to site selectively
address the clock transition. Performing a transfer of the atoms to the metastable
e state in all but one plane will allow to either blast the atoms away with resonant
light or the unwanted sites will be depleted due to inelastic collisions. Preparing
atoms in a single plane in combination with an artificial magnetic field in a two-
dimensional lattice is a novel system, where particle interactions become important
as well. In most of the so far performed experiments the gauge fields are realized
in arrays of one-dimensional tubes [41, 45], where interaction effects between the
particles are small and only single particle properties can be probed. However
particle interactions are for example important to realize fractional quantum Hall
states.
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Appendix A

Dipole potential and polarizability

The fact that far-off-resonant light allows to create repulsive and attractive forces
on neutral atoms is an important effect in ultracold atom physics. The working
principle of optical dipole traps and lattices is based on this effect. The quantity
that characterizes the light-atom interaction is the so-called atomic polarizability.
It depends on the wavelength of the applied light field and on the accessible atomic
transitions and is therefore different for each atomic species.

The goal of this section is to set the theoretical basics to describe the dipole
potentials used within this thesis. For this the framework of considered atomic
transitions of ytterbium is set and used to calculate the polarizabilities. From this
basic knowledge, the trap parameters (trap depths, trapping frequencies, etc.) can
be calculated. The theory presentation is based on [62].

A.1 Semi-classical theory of atom-light

interaction

In the following we consider an atom placed into a monochromatic laser field of
angular frequency ω and intensity profile I(r). The oscillating electric field E,
associated with the laser light, will induce an oscillating electric dipole moment p
in the atom given by

p = α(ω)E . (A.1)

Here α(ω) is the complex atomic polarizability, describing the linear response to
the electric field. The induced dipole moment interacts itself with the electric field
E, shifting the potential energy of the atom. For simplicity we treat the electric
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field classically (see [141] for a more detailed description). This interaction energy
gives rise to a time averaged dipole potential that reads [62]

Vdip(r) = −1

2
〈p ·E〉t = − 1

2ε0c
Re[α(ω)]I(r) , (A.2)

with c the speed of light, ε0 the vacuum permittivity and Re[α] the real part of
the polarizability.

The fact that the induced dipole oscillator also absorbs power from the light
field can be understood in terms of cycles of absorption of photons from the applied
light field and spontaneous reemission into vacuum modes. The scattering rate
corresponding to this process is determined by [62]

Γsc(r) =
1

~ε0c
Im[α(ω)]I(r) , (A.3)

where Im[α] denotes the imaginary part of the polarizability. For a trapped atomic
ensemble this scattering process will lead to a time averaged heating rate of [62]

Γheat = 2ERΓsc . (A.4)

Here ER = h2/2mλ2 is the so called recoil energy, associated with the absorption
of a photon from the light field at wavelength λ = 2πc/ω.

An analytic expression for the atomic polarizability can be derived when consid-
ering a two-level atom coupled to far-off resonant light in a semi-classical oscillator
model. Considering the atomic transition at energy ~ω0 with a natural linewidth
Γ, the complex polarizability takes the form [62]

α(ω) = 6πε0c
3 Γ/ω2

0

ω2
0 − ω2 − iΓω3/ω2

0

, (A.5)

where ω is the angular frequency of the far-off resonant light and i the imaginary
unit. In this model the real and imaginary parts of the polarizability calculate to

Re[α(ω)] =
3πε0c

3

ω3
0

(
Γ

ω0 − ω
+

Γ

ω0 + ω

)
, (A.6)

and

Im[α(ω)] =
3πε0c

3

2ω3
0

(
ω

ω0

)3(
Γ

ω0 − ω
+

Γ

ω0 + ω

)2

. (A.7)

When considering an atom with multiple internal resonances, the resulting polar-
izability can be calculated by summing over the contributions of all considered
atomic transitions

αtot(ω) = 6πε0c
3
∑
j

Γj/ω
2
0,j

ω2
0,j − ω2 − iΓj ω3/ω2

0,j

. (A.8)
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This however is only valid for weak saturation and under the approximation that
each transition is closed and that a decay to states other than the considered
starting state of the atom are negligible. Furthermore

A.2 Transition data used for polarizability

calculations

To calculate the dipole trap and lattice potentials for ytterbium within this thesis,
the formulas presented in the preceding section are used. Of particular importance
are the polarizabilities for an atom in the 1S0 ground state and the 3P0 metastable
excited state in the range of wavelengths from about 500 nm to 1400 nm. The
atomic resonances with the dominant contribution in this wavelength range are
listed in Table A.1 which form the basis for the calculations done within this
thesis.

The data presented in Table A.1 is based on multiple sources. The transition
wavelengths are measured values taken from [87] and the linewidths of the 1P1

(6s6p) and 3P1 (6s6p) states are taken from [77] and [142]. The linewidths of the
remaining transitions are less well known experimentally and are extracted from
the data shown in [143]. In this article the polarizabilities of the 1S0 and 3P0

states are calculated for a broad range of wavelengths based on a relativistic many
body calculation taking experimental data for one magic wavelength at λmagic =
759.3537 nm [133] into account. To extract the needed linewidth parameters, the
polarizability data presented in this article has been exported ”by hand” and
the obtained data points fitted using the model equations (A.6) and (A.8), with
the missing linewidth values as open fit parameters. It is to note that the fitted
linewidth values Γ might not directly be used as the real transition linewidths
since the used fitting model neglects effects of branching to other excited state.
In this sense the presented values for Γ are just best fit values to reproduce the
data behavior presented in [143]. The resulting polarizability curves are shown in
Figure A.1.

A.3 Magic and anti-magic wavelengths

Important for the discussions in this thesis are so-called magic and anti-magic
wavelengths λm and λam for the 1S0 and 3P0 states. These wavelength are char-
acterized by the fact that the real part of the polarizabilities for the two states
are equal at a magic wavelength and opposite in sign but equal in magnitude at
an anti-magic wavelength. According to the obtained model data, magic wave-
lengths are located at about λm = (761.5, 552.5, 458.0) nm. However the one at
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initial state final state Γ/2π (MHz) λ (nm)
1P1 (6s6p) 29.13 398.91

1S0 (6s2) 3P1 (6s6p) 0.183 555.80
(7/2, 5/2)J=1 16.07 346.54

3D1 (6s5d) 0.3371 1388.8
3P0 (6s6p) 3S1 (6s7s) 1.491 649.1

3D1 (6s6d) 3.601 444.05
3P1 (6p2) 26.320 377.1

Table A.1: List of states used to calculate the polarizability for the 1S0 and 3P0

states. The final state labeled (7/2, 5/2)J=1 corresponds to an excitation of an
electron from the inner 4f -shell to the 5d-shell where the two 6s2 electrons are left
unchanged.
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Figure A.1: Dynamic polarizability of the 1S0 (red dashed line) and 3P0 (blue solid
line) states of ytterbium, calculated based on the transition data in Table A.1.
Attractive atom-light interaction is realized for Re[α] > 0, repulsive interaction
for Re[α] < 0. The values are given in atomic units, ~ = e = me = 1, where me

and e are the mass and the charge of an electron, respectively. Conversion to SI
units is achieved by multiplication with e2mea

4
0/~2.
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about 760 nm is probably the most useful one, since the others are quite close to
resonances, where the spontaneous emission rates and according cloud heating are
expected to be higher. Anti-magic wavelengths are according to the model data
located at λam = (1117, 617.5, 553.7, 439.3, 386.6, 352.6) nm. Here the most use-
ful ones are at 1117 nm and 617.5 nm where reasonably low spontaneous emission
rates are expected.
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Appendix B

A microcontroller based digital
feedback loop

Electronic feedback loops are a key component in modern experiments. They
serve to stabilize erratic experimental parameters that would otherwise exceed the
acceptable margins for fluctuations and drifts. Common applications in the field
of ultracold atoms are the locking of laser frequencies to an atomic resonance, the
active stabilization of laser powers or of the temperature of laser diodes.

The traditional way of implementing electronic feedback loops is by using op-
erational amplifiers within some analog electronic circuit. In a more advanced
approach the feedback loop is realized using a control algorithm that is evaluated
by a digital processing unit. This alternative path was followed within this thesis
by the development of a digital proportional-integral-derivative (PID) controller
using an Arduino DUE microcontroller, that is presented in the following. This
controller is applied to dynamically control the position of a motorized rotation
stage, where typical performance results are shown. In principle this controller
could be used for practically every purpose.

B.1 Digital versus analog feedback loop

Analog PID circuits are usually based on operational amplifiers and can have
bandwidths in the MHz region. Their resolution is in principle only limited by
electronic noise of the control signals and the components within the electronic
PID circuit. However, one of the main disadvantages of an analog implementation
is its lack of flexibility. Implementing important features like integrator clamping,
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auto-relock, adaptive loop constants or ’sample and hold’1 functionality can be
very challenging. Furthermore, major changes in the control behaviour mostly
necessitate a redesign of the printed circuit board.

Digital PID loops, on the contrary, are based on an algorithm implemented
in software that can be changed by the programmer at any time via a computer
interface. Including or changing custom functionalities like the above mentioned
ones become easy tasks. The possibility of interfacing the digital control unit
with a PC allows for real time changing and monitoring of all system variables.
In this way also command signals like ramps can be directly sent via a digital
communication channel to the control unit. This can reduce the susceptibility to
pickup noise as compared to using analog command signals. The fact that all data
processing is digital also allows to use many algorithms and operations from the
domain of digital signal processing. This includes amongst others high order low-,
high- and bandpass filters as well as fast Fourier transform (FFT) [144], [145].

The main disadvantage of digital control loops is that, depending on the algo-
rithm and additional features, the bandwidth might be well below analog equiv-
alents. However, these days the computation speed of microcontrollers, FPGA’s
2 and DSP’s 3 is sufficient to reach equivalent bandwidths on the order of tens of
kHz and above4. This is sufficient for many applications like motion control sys-
tems, temperature locks and systems where perturbations in the acoustic frequency
regime need to be eliminated.

B.2 Digital PID working principle

At the heart of the implementation of a digital PID is the algorithm that is sup-
posed to emulate the ideal PID behaviour described by

O(t) = Kpe(t) +Ki

∫ t

0

e(t′)dt′ +Kd
d

dt
e(t) , (B.1)

where e(t) = setpoint(t) − input(t) is the instantaneous following error, O the
PID output and Kp,i,d are the loop constants used to tune the system behaviour.
Due to the sequential nature of a digital processing unit and the finite evaluation
time of the algorithm, it is necessary to calculate new output states in a periodic

1When the servo loop needs to be deactivated on purpose for a certain time interval, ide-
ally the lock circuit should keeps its output constant and memorize its internal integrator and
differentiator values, to ensure a smooth transition when the lock is turned back on.

2Field-programmable gate array
3Digital signal processor
4Commercial systems typically offer down to the microsecond level PID calculation delay

times (e.g. Digital LaseLock, TEM Messtechnik).
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Figure B.1: Building blocks of the Ardunio DUE based motion control system.

manner. In practice this means that a discretized version of the ideal behaviour is
implemented described by

O(tj) = Kpe(tj) +Ki τ

j∑
n=0

e(tn) +Kd
e(tj)− e(tj−1)

τ
, (B.2)

where τ is the time interval between two algorithm evaluations and tj = jτ the
time after j evaluations. On top of this basic formula the programmer can choose
to add all sorts of custom design functionalities. A nice tutorial on useful ad-
ditional functionalities can be found in [146]. Since the maximum possible loop
bandwidth depends on the evaluation time of the algorithm it is important to
adapt the programming ”style” to the hardware capabilities in order to minimize
the computation time.

B.3 Application to a motion control system

An implementation of a digital PID using an Arduino DUE microcontroller has
been developed and applied within this thesis to actively control the position of a
motorized rotation stage5. This serves to ramp the optical power of a laser beam
for evaporative cooling (see section 3.8.1). The principle parts of the full control
system are illustrated as a block diagram in Figure B.1.

Motor control using pulse-width modulation

The DC motor of the rotation stage is controlled by an H-bride module6 that allows
to send a variable current through the motor coil in a desired direction. The

5Motor model: DRTM40, OWIS.
6LMD18200.
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Figure B.2: (a): Illustration of the pulse-width modulation technique to control
the motor current. The voltage applied to the motor is periodically switched at
a rate much faster than the motor response time. The pulse length during one
period, called duty cycle, thereby determines its average value and therefore the
rotation speed of the motor. Here the signal for duty cycles of 25 %, 50 % and
75 % is shown. (b): Principle of an incremental rotary encoder. Sketched is the
code wheel that rotates with the motor shaft, having equally spaced transparent
and opaque areas. The two LEDs and photo detectors are arranged such that
two 90◦ out-of-phase signals are acquired during rotation. They are provided as
quadrature signals, called A and B, that allow to track changes of the motor angle.

amount of current is controlled by pulse-width modulation (PWM) of a digital
input of the H-bridge (see Figure B.2). The way this works is that the digital
input controls the voltage across the coil which is switched on and off periodically
at a frequency much faster than the response time of the motor. The duty cycle
(amount of ”on” time during one period) then determines the amount of average
current flowing trough the motor and therefore its rotation speed. A second digital
input of the H-bridge controls the direction of the voltage applied to the motor
and therefore its sense of rotation.

Motor position tracking

The position of the motor is tracked using its build-in incremental rotary encoder
with a step resolution of 0.06 ◦. The rotary encoder typically consists of a disc
connected to the motor shaft that has equally spaced opaque and transparent
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B.3. Application to a motion control system

areas (see Figure B.2). Using a light source on one side of the disc and a photo
detector on the other, an optical pattern is acquired during rotation that allows to
track changes in the motor rotation angle. The optical signal is thereby converted
to a quadrature type electronic signal, where two 90 ◦ out-of-phase signals (called A
and B) are provided to extract information about the rotation direction. Those two
out-of-phase quadrature signals are evaluated using the Arduino DUE’s internal
hardware quadrature decoder7. For absolute position referencing the motor is
equipped with a magnetic reference (Hall) sensor and a so-called index signal,
that pulses at one particular rotation angle per revolution.

Typical PID cycle and system performance

The desired position of the motor is controlled by an analog voltage that is sampled
at each servo cycle by an ADC8. Alternatively the command position can also be
predefined in a look-up table that is sent via USB9 to the microcontroller and can
subsequently be started by a digital trigger signal. The typically performed steps
on the microcontroller in one full PID evaluation cycle are as follows:

1. Analog-to-digital conversion of command position voltage (or values taken
from look-up table) and reading of current motor position.

2. Calculation of PID output using predefined algorithm (based on equation
(B.2), plus free choice of including other features).

3. Updating the PWM duty cycle and motor current direction according to the
new PID output.

4. Save current values of important variables for monitoring.

The evaluation time for one such cycle depends on the complexity of the algorithm
used and is in the present10 configuration about 10µs, allowing for up to 100 kHz
update rate. Important is to start the evaluation cycles with a well-controlled
temporal delay which is ensured by using so-called timer interrupts. They allow to
execute a program routine periodically at a predefined time interval, which happens
deterministically in the sense that all other processor tasks with lower priority are
interrupted. The time jitter between successive routine executions is usually on
the order of the inverse processor clock frequency (here . 100 ns). All important

7The fact that it is evaluated in hardware liberates the processor quite a bit. Especially at
high rotation speeds a software solution might heavily occupy the microprocessor.

8Analog-to-digital converter, the model used is: AD7367-5 from Analog Devices.
9USB = Universal Serial Bus.

10The algorithm includes proportional, integral and derivative feedback, integrator and output
clamping as well as four variable live monitoring and is based on 64 bit fixed point math.
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Figure B.3: Typical closed-loop performance of the digital PID motor controller.
The desired trajectory of rotation angle of the motor is a sine function with a
total amplitude of 120 ◦ and a period of T = 500 ms (upper graph). The motor
following error, defined as the difference between desired and actual position, is
shown in the lower graph. The motor follows the commanded trajectory within a
total accuracy of better than ±0.25 ◦, which corresponds to deviations of less than
about four times the discrete encoder resolution of 0.06 ◦.

system parameters can be monitored with an external PC using a developed control
software that is written in Python. The system data is transferred via USB from
the microcontroller with up to 100 kSamples/s in parallel with the PID algorithm.

A typical example of the closed loop position control performance of the motor
is shown in Figure B.3. It can be seen that dynamic position control down to
the measurement resolution limitation of the motor is achieved. For the chosen
example trajectory, a 90 ◦ rotation is performed in about 200 ms, where the peak
deviation from the desired motor position stays below 0.25 ◦ throughout the full
nonlinear trajectory.

It is to note that this controller can be modified to a ”standard” analog PID
(having only analog inputs and an analog output instead of PWM control), by
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B.3. Application to a motion control system

simply replacing the H-bridge part with a digital-to-analog converter (DAC) of
appropriate performance11.

11In practice a bandwidth limiting reconstruction filter [145] needs to be added to attenuate
image frequencies (inverse effect of aliasing, that is known from analog-to-digital conversions).
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Appendix C

A corner cube reflector for the
transport of cold atoms

To transport the atomic cloud the focus of a single beam dipole trap beam is moved
using a mechanical translation stage1. Due to manufacturing imperfections and
mechanical play the translation stage will undergo off-axis motion and vibrations
during transport. The optical element that is placed on the stage will couple these
movements to the dipole trap position, that can lead to issues of heating and atom
loss during transport. With a proper choice of the optical element this coupling
of mechanical vibrations to the dipole trap position can be minimized.

In the following the effect of parasitic stage motions on the transverse2 dipole
trap position is estimated for different mirror configurations. The important types
of off-axis movements to consider are horizontal and vertical shifts (displacements)
as well as angular tilts. For the description of angular tilts the language of mechan-
ical engineering will be used where three tilt orientations are distinguished called
pitch, yaw and roll (see Figure C.1). Those terms are here defined with respect to
the geometrical center of the stage and the direction of travel. The specifications
for the translation stage used in this experiment are as follows:

• Pitch, Yaw: 50µrad (maximum tilting angle during motion, Roll is not spec-
ified)

• Straightness, Flatness: 1.5µm (maximum vertical and horizontal displace-
ment during motion)

1Model: XMS160, Newport
2The effect on the longitudinal position (along propagation axis) of the dipole trap can be

neglected due to the high anisotropy of ω⊥/ωlong ≈ 100 of the trap frequencies, making the
atoms primarily sensitive to heating in transverse direction.
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C. A corner cube reflector for the transport of cold atoms

Figure C.1: Sketch of the considered types of off-axis stage motion. On the left
hand side (a) rotations of type pitch, yaw and roll are shown, defined with respect
to the axis of motion. On the right hand side (b) the terms vertical displacement
and horizontal displacement are illustrated.

To simplify the formalism, the discussion will be restricted to tilts and displace-
ments in one dimension only but the results can be generalized to two dimensions
straightforwardly.

Furthermore it is assumed that the last focusing lens for the dipole trap beam
is located before the translation stage (like in our transport setup as shown in
Figure 3.15). Thereby an effect of the reflecting device on the outgoing beam is
directly converted to the dipole trap position.

C.1 Single mirror versus two-mirror

retroreflector

Single mirror

The simplest way to reflect the incoming dipole trap beam consists in using a single
mirror mounted on the stage with an angle of incidence of 0 ◦ (this necessitates
using a polarizer and a λ/4-waveplate to separate the incoming from the outgoing
beam). Considering a small tilt of angle α (see Figure C.2, a), the dipole trap gets
transversely shifted by

∆single
tilt = dtrap tan(2α) ' 2 dtrap α , (C.1)

where dtrap is the distance from the mirror to the dipole trap focus position. On the
contrary, a transverse shift of the translation stage does not change the position
and the angle of the reflected beam.
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C.1. Single mirror versus two-mirror retroreflector

Figure C.2: Illustration of the effect of parasitic stage motion on the transverse
dipole trap position for a single mirror and a two-mirror retroreflector configura-
tion. The four considered situations are a tilt of a single mirror (a), a transverse
shift of a retroreflector (b), a tilt of a retroreflector with respect to its corner point
Pc (c) and a tilt of a retroreflector with respect to an arbitrary pivot point Pp (d).

Two-mirror retroreflector

A more sophisticated approach is to use two mirrors in a retroreflector config-
uration (90 ◦ to each other) to reflect the dipole trap beam at the translation
stage. The fact that the reflected and ingoing beam are naturally displaced from
each other allows to use this configuration without an additional polarizer and
λ/4-waveplate.

In this configuration the dipole trap position is sensitive to transverse stage
displacements. A stage shift of s⊥ leads to a beam displacement of

∆retro
shift = 2 s⊥ . (C.2)

Note that this is independent of the distance dtrap from the mirrors to the focus
position (see Figure C.2, b).

The big advantage of the retroreflector is that the angle of the reflected beam
is independent of the orientation of the retroreflector. This means that any tilt
with respect to the retroreflector corner point Pc leave the reflected dipole trap
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C. A corner cube reflector for the transport of cold atoms

beam unchanged, in angle as well as in displacement (see Figure C.2, c). This
however holds only true for tilts with respect to an axis going through Pc. In the
more general case a tilt with respect to an arbitrary pivot point Pp needs to be
considered. Then the resulting motion can be expressed as a combination of a tilt
around the corner point Pc and a shift of the retroreflector position (see Figure
C.2, d). The displacement of the dipole trap position then takes the form

∆retro
tilt, ~Pp

=
�
��
�*0

∆retro
tilt, ~Pc

+ ∆retro
shift, ~Pc

, (C.3)

where the residual shift component for small tilting angles α is given by

∆retro
shift, ~Pc

' 2α
−−→
PcPp · ẑ = 2α dzc,p (C.4)

Here ẑ denotes the unit vector along the stage transport movement axis,
−−→
PcPp the

distance vector between Pc and Pp and dzc,p = |
−−→
PcPp| cos β its projection onto the

z-axis. This result shows that the important quantity that determines the coupling
to the transverse dipole trap position is the distance between the pivot point and
the corner point, projected onto the transport axis, dzc,a. An optimum positioning
of the two-mirror configuration would be achieved for dzc,a = 0, where the coupling
is minimized. The placing in the transverse directions is not as important3, leading
to trap displacements of higher orders in α. This is in particular true for the height
of the optical arrangement above the stage.

To find the best positioning for the two-mirror configuration experimentally, the
difficulty lies in knowing where exactly the pivot point is. This is not trivial since
in general the stage will undergo motions that will be complicated combinations
of displacements and tilts with respect to variable pivot points. However, due to
symmetry reasons one can assume that the pivot point will in average be located
in the vicinity of the center of the stage.

In the next section the expected magnitude of trap displacements will be esti-
mated, based on the specifications for pitch, yaw and transverse displacements of
the stage. For these estimations it is in principle also necessary to know where the
pivot points are located during motion in order to know dzc,a. However here it is
to note that the stage specifications for pitch and yaw are defined with respect to
a pivot point in the center of the stage. All rotations with respect to a different
pivot point can be decomposed into a rotation around the center and a trans-
verse displacement. The combined specifications of pitch, yaw and the transverse
displacements therefore covers the full spectrum of possible pivot points.

3This is only true when not considering roll type rotations, which are not specified for the
XMS160 stage.
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C.2. Corner cube and experimental test

Comparison

The quantity to compare the single mirror to the retroreflector configuration is the
sensitivity ratio which is in the most general case given by

R =
∆single

∆retro
=

∆single
tilt

∆retro
shift + ∆retro

tilt, ~Pp

' 2 dtrap α

2 dzc,p α + 2 s⊥
. (C.5)

Important to note already is the difference in scaling for the tilt sensitivity. For
the single mirror the important scale is dtrap whereas for the retroreflector dzc,p is
the relevant scale, which is in general much smaller than dtrap. This however has
to be compared to the added influence to transverse shifts s⊥.

To determine the more favourable configuration, the real experimental param-
eters have to be considered. For the specified translation stage values (s⊥,max =
1.5µm, αmax = 50µrad) and the present typical experimental parameters (dtrap '
600 mm and dzc,a ' 50 mm) R calculates to

R =
∆single

∆retro
=

60µm

5µm + 3µm
= 7.5 . (C.6)

Thus the sensitivity to off-axis stage movements is expected to be lowered by about
a factor of 7 using the retroreflector configuration. Note that the single mirror case
is expected to produce transverse movements with up to 60µm amplitude. This
corresponds to about four times the FWHM4 transverse size of a thermal cloud at
T ' 80µK for the current trap configuration.

However experimentally the total amplitude is not the most relevant quantity,
rather its spectral contribution around the trapping frequencies and their har-
monics will determine the heating rate [99]. The specifications for the translation
stage are maximum amplitudes without indication of their spectral distribution.
Nevertheless, the reduction in sensitivity is an effect that is independent of the
perturbation frequency and will therefore be in any case beneficial.

C.2 Corner cube and experimental test

The two-mirror retroreflector generates the reduced sensitivity only for transverse
movements in the plane of incidence and acts like a single mirror in the perpen-
dicular direction. However, the retroreflector effect can be generalized to two
dimensions by using a so called corner cube that mimics the incidence of the beam
in the corner of a cube (see Figure 3.15 (b)).

4Full width at half maximum.
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Figure C.3: Transverse beam pointing measurements when simulating a transport
for dtrap ' 25 cm. The translation stage is moved over 15 cm (93 % of the travel
range) using the motion profile as described in section 3.7.3 with a duration of
1.5 s. The absolute position scale calibration is not better than about 30 %.

To experimentally verify the reduced sensitivity to parasitic stage motion, the
corner cube is compared to the two-mirror retroreflector configuration. For this
a collimated laser beam is sent onto the reflecting device which is placed on the
translation stage. Using a quadrant photodiode the transverse beam position of
the reflected beam is monitored during stage movement. The resulting transverse
beam trajectories are shown in Figure C.3.

The two devices show a similar sensitivity in the horizontal direction, where
both of them are expected to yield a reduced sensitivity. In the vertical direction
the sensitivity of the two-mirror configuration is clearly enhanced with respect
to the corner cube. This is due to the fact that the two-mirror configuration
has no sensitivity reduction in the vertical direction and is supposed to act like
a single mirror. Theoretically a reduction factor of about 5 is expected, for the
test conditions of dtrap ' 25 cm and dzc,p ' 2 cm. This is in accordance with the
experimental result.
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[22] T. Gericke, P. Würtz, D. Reitz, T. Langen, and H. Ott. High-resolution
scanning electron microscopy of an ultracold quantum gas. Nature Physics,
4:949–953, 2008.

[23] W. S. Bakr, J. I. Gillen, A. Peng, S. Fölling, and Markus Greiner. A quan-
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Colloquium: Artificial gauge potentials for neutral atoms. Rev. Mod. Phys.,
83(1523), 2011.

[32] K. W. Madison, F. Chevy, W. Wohlleben, and J. Dalibard. Vortex Formation
in a Stirred Bose-Einstein Condensate. Phys. Rev. Lett., 84:806–809, 2000.

[33] P. Rosenbusch, D. S. Petrov, S. Sinha, F. Chevy, V. Bretin, Y. Castin,
G. Shlyapnikov, and J. Dalibard. Critical Rotation of a Harmonically
Trapped Bose Gas. Phys. Rev. Lett., 88:250403, 2002.

[34] V. Schweikhard, I. Coddington, P. Engels, V. P. Mogendorff, and E. A.
Cornell. Rapidly Rotating Bose-Einstein Condensates in and near the Lowest
Landau Level. Phys. Rev. Lett., 92:040404, 2004.
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[42] J. Struck, M.Weinberg, C. Ölschläger, P.Windpassinger, J. Simonet, K. Sen-
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