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Mécanique, Energetique, Genie Civil, Acoustique
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Résum é

Ce travail répond�a la question de l'identi�quation de l'équation du mouvement�a partir des

mesures exṕerimentales. Les structures considéŕees ont soit une soit deux dimensions. La

méthode presentée utilise les ḿethodes inverses locales qui se basent sur les mesures du champs

vibratoire stationaire. Ces ḿethodes sont ind́ependentes des conditions aux limites qui sont

inconnues pour l'observateur. Deux méthodes de śelection des modeles sont utilisées pour

choisir l'équation du mouvement la plus adaptée parmi un ensemble des modeles a priori. La

méthode est appliqúee a des nombreux cas expérimentaux. Trois problématiques sont traités:

identi�cation de la force axiale dans les poutres et membranes, identi�cation de l'orthotropie

de la plaque et identi�cation d'un panel sandwichépais.

Mots clés : m�ethodes inverses vibratoires, inverse wave correlation, inverse wave decom-

position, śeléction des mod�eles, Akaike information criterion, Baysian information criterion.
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Abstract

This works deals with a question of identi�cation of the equation of motion based on experimen-

tal measurements. The considered structures are either one or two-dimensional plane structures.

The developed methodology employs local inverse methods based on local steady-state vibra-

tion �eld and it is therefore independent of boundary conditions. Two di�erent model selection

techniques are used to select the most adapted equation of motion from a set of apriori candidate

models. The method is applied to various experimental case studies as identi�cation of axial

force in beams and membranes, identi�cation of plate orthotropy and identi�cation of thick

sandwich panel model.

Keywords: inverse vibration methods, Inverse wave correlation, Inverse wave decomposi-

tion, Model selection, Akaike information criterion, Bayesian information criterion.
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General intr oduction
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1.1 Scienti�c conte xt

1.1.1 Local andglobal description of vibration problems

Vibration problems were among the �rst mathematical problems which were treated analytically

in classical mechanics.

Historically, the �rst approach was based on solving thedi�erential equation of motion. This

equation puts in relation the kinematic variables and forces. It shows how a physical body moves

under the application of external forces. The most famous example of an equation of motion is

the Newton's second lawmẍ = F 1, which describes the translational motion of a rigid body.

The equation of motion was �rst introduced for a discrete rigid-body motion. But later, similar

equations of motion were developed for deformable continuous structures which are important

for engineering applications like strings2, beams3 and plates4. In the continuous equation of

motion, the displacement is described by a continuous and derivable functionu(x; t). This

function is the solution of the vibration problem if it satis�es the partial di�erential equation of

motion described by an operatorL

L(u) = f (1.1)

where f is the function of external forces. Eq.1.1 cannot be solved uniquely in most cases,

its solution becomes unique if we applied the boundary and initial conditions requirements to

our solution.

Advances in mathematics in 18th century lead to so-calledvariational methodsof solution

of mechanical problems. These methods are represented by Lagrangian and Hamiltonian me-

chanics5 While the �rst approach relies on the local behaviour of the structure and the solution

is obtained by the integration of di�erential equation, variational methods consist in using the

integral properties of the solution. In the case of Lagrange mechanics, the solution of the vibra-

tion problem must be a stationary point6 of the following functional

J (u) = T(u) � V(u) (1.2)

whereT is the total kinetic energy andV is the total potential energy. The boundary (and

eventually initial) conditions must also be added to the Lagrangian. If the boundary conditions

1This law was �rst published by Isaac Newton inPrincipia mathematicain 1687.
2Vibration of strings was �rst described by equation of motion by d'Alembert inÉléments de musiquein 1752.
3Euler-Bernouilli beam theory was introduced around 1750.
4Kirchho�-Love plate model was introduced inOn the small free vibrations and deformations of elastic shells

published in 1888.
5Lagrangian mechanics were introduced in 1788 and Hamiltonian mechanics in 1833. Both formulations are

equivalent.
6In this language apoint means afunctionbecause the arguments of the functional are functions.
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can bedescribed by an integral relationB(u) = 0 whereB is a known functional, then the

Lagrangian formalism if modi�ed using the Lagrangian multipliers as follows

J (u) = T(u) � V(u) + �B(u) (1.3)

It should be noted that both approaches given by Eq.1.1 and Eq.1.3 lead to identical results.

One formulation can also be developed from another. For example, the equation of motion

(and boundary conditions) can be obtained from the Lagrangian by so-called Euler-Lagrange

equations (for details see [67]). None the less the great advantage of the integral Lagrange

formulation lies in the mathematical ease in which the stationary points of Eq.1.3 can be found.

While it is sometimes very di� cult to �nd the general solution of the di� erential equation of

motion, it is simpler to �nd the stationary point of the functional (at least approximately)7.

As it was mentioned in the preceding paragraph, the solutionu(x; t) is obtained either by

integrating the equation of motion or by �nding the stationary points of the Lagrangian. In both

cases, the knowledge of the boundary conditions is essential for unique determination ofu(x; t).

However, in this work we are interested ininverse problems. These problems consist mostly

of determining the parameters of the model (either equation of motionL or the functional

J ) from the observed solutionu(x; t). Traditionally, global methods like modal methods are

employed for inverse technique. In such a case, the unknown operator is found by �tting the

simulated eigenmodes to the eigenmodes of the studied structure. Such an approach works if we

know fairly well the geometry of the problem, especially we should be sure about the boundary

conditions. Moreover, a slight lack of knowledge of the boundary conditions tends to increase

the prediction error with increasing frequency.

This can be demonstrated on the example shown in Fig.1.1. In this case the measurement

was done on the wing part of a small experimental rocket. We can see that the response function

in Fig.1.1B exhibits modal behaviour of two types. In thelow-frequencyrange, the modes are

well separated and modelling error due to lack of knowledge is not drastic. However, in the

mid-frequency range, the modes of all the structure superpose each other, we see an important

modal overlap. The inverse methods based on the modal response are therefore impossible for

the mid-frequency range because the determination of modes is unstable with a lack of boundary

conditions knowledge.

As the matter of fact, the boundary conditions are partially unknown and therefore the use

of the global computational methods for either direct and/or inverse techniques is impossible.

Two such examples treated in this work in Section 4 are shown in Fig.1.2. In the Example 1

the vibrational response of the structure A depends on the whole structure through unknown

boundary conditions. The same hold for the membrane stretched by a number of strings to the

cylinder as shown in Example 2. In both cases the object of interest (beam, membrane) is very

simple but it is coupled to complicated structure and therefore its vibration response cannot be

7The Lagrangianformulation is also basis for numerical methods like Finite Elements Method.
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simply predictedby some global model. Consequently, the inverse of the global model cannot

be employed easily here.
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Figure 1.1:An experimental example of a measured displacement spectrum on an wing of a
small experimental rocket (Courtesy of CLES-FACIL team).

Figure 1.2:Two examples where the lack of knowledge of boundary conditions restrains the
use of global methods.

The reasons mentioned above lead us to the conclusion that global models are not adapted

for neither direct nor inverse problems in the mid-frequency range. In this thesis the emphasis

is on the use oflocal models. Equation of motion is such a local model (Eq.1.1). Without the

knowledge of boundary conditions, it cannot predict deterministically the response. None the

less, the knowledge of the equation of motion in the mid-frequency range is still a bene�t. It

can be used to predict dispersion curves and radiation problems. By identifying the equation

of motion we obtain indirectly the information about the structural properties which can be

interesting from the engineering point of view. For example in Section 4.2 the presence and

magnitude of axial force is determined in beams and membranes.
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1.2 General strategy of identi�cation of motion equation

The generalstrategy to identify the equation of motion can be decomposed into three parts

as shown in Fig.1.3.First, there are some experimental observations of the structure whose

equation of motion we want to identify. In our case these observations consist in a steady-state

vibration �eld measured at a number of neighbouring points.Second, there are multiple candi-

date models (set of assumed equations of motion). An inverse method is used to �t these models

to the observation.Third, a model selection technique is used to choose the most appropriate

model which describes the best the measurement taking into account that these measurements

cannot give exact data and perfect �t �t is not the best solution.

Figure 1.3:General strategy of the employed for identi�cation of the motion equation.

It is important to notice the sequential nature of this identi�cation. We cannot consider, for

example, model selection technique without thinking of the nature of the inverse problem and

the observation. It is shown that the choice of the observed quantities and subsequent inverse

problem determines (or restricts) in some way the model selection criterion used.

The plan of this thesis follows this strategy. In this general introduction there is a bibli-

ographical overview of existing inverse methods (Section 1.3) followed by an introduction to

the model selection techniques (Section 1.4). These topics are developed further in Chapters

2 and 3. Chapter 2 describes in detail two inverse methods used in this thesis: Inverse wave

correlation and Inverse wave decomposition. Both methods are adapted in order to be used for

a model selection problem. Although these methods are not new, some new aspects and ap-

plications are presented. Chapter 3 describes in detail how the model selection techniques are

applied as a post-process of the inverse methods, where it is shown the importance of respecting

the hypothesis used by these techniques. It is particularly shown that the di�erent nature of the
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two inverse methods leads inevitably to use di� erent model selection techniques. It is shown

that non-respecting of the preliminary hypothesis leads to largely erroneous results.

Chapter 4 presents some highlight case studies where the equation of motion was identi�ed.

There are three distinct cases. The �rst is the study of the importance to include the preload

for the description of vibration behaviour. The second deals with the question of mechani-

cal orthotropy of wood and composite plates. The third case deals with the description of an

complicated composite plate.
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1.3 Identi�cation of equation of motion

1.3.1 Directand inverse problems

Before starting the description of di�erent direct and inverse problems, we can de�ne what we

mean by the terms ofdirectandinverseproblems. Whatever the nature of our research there are

always somemodels. By model it is meant an abstract mathematical description of phenomena

which can predict asimulation(Fig.1.4). Often simulated values can be observed experimen-

tally. If it is possible we can construct the inverse problem which determines the model from the

observed quantities. Mathematically, both problems are equal in nature, they are represented by

a function mapping the variables from the model space into the data (observation/simulation)

space and vice versa. But in most cases the direct problems are much easier, because they are

are well-conditioned, while the inverse problems su�er from ill-conditioning.

Figure 1.4:Direct and inverse problem.

In the following sections there is a bibliographic survey of a number of inverse problems

which have been used in the past to identify parameters of equations of motion. While all these

problems areinverse problems, they can be separated into two larger groups depending on the

used methods to solve them:

� Inverse problems solved by an indirect method: These methods use somesolutionof the

equation of motion (solution of the direct problem) and compares this solution to the

observation. Generally, this solution is somenon-linearfunction of the parameters of the

equation of motion. By least-square optimization, an optimal value of these parameters

can be found in order to match the solution to the observation.

� Inverse problems solved by a direct method8: These approaches use transformation of the

partial di� erential equation of motion into a an algebraic equation. Coe� cients of this

equation are obtained directly from measured data. Unknown parameters of the equation

of motion appear then linearly in these algebraic equations.

8Attention, notto be confounded with the direct problem.
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1.3.2 Inverse problems solved by an indirect method

1.3.2.1 Modal methods

Modal methods consist in comparing some modal characteristics determined by the model to

the measurement. The model is then updated until the modelled quantities �t optimally the

measured data. The important feature of all modal methods is that the geometry and boundary

conditions must be known because they make part of the model.

A typical example of an inverse method used for identi�cation of a composite beam pa-

rameters can be found in Saito [35]. He used a Timoshenko beam theory to a beam with free

boundary conditions. He compared the theoretical natural frequencies obtained by the model to

the measured natural frequencies. Similar studies have been done by Barkanov [10] (cantilever

sandwich beam) or Shi [38] (numerous literature examples of sandwich beams). In recent years,

some authors used other measurements than the natural frequencies. For example, Cunha [18]

used both natural frequencies and mode shapes in the objective function.

The modal methods are not employed in this thesis. Their main drawback is the necessity to

know the boundary conditions and complete geometry of the structure. Approach in this work

is based on local identi�cation.

1.3.2.2 Inverse wave correlation method (IWC)

The principle of this inverse method was �rst mentioned in works of Ferguson [25] and later

developed by Berthaut in his doctoral thesis [3]9. Its aim is to investigate the correlation of

the local vibration �eld (as shown in Fig.1.5a) with a plane wave propagating in some direction

(Fig.1.5b). This value of this correlation depends on the wave numberk associated with the

propagating wave. Berthaut postulated that the dominant (natural) wave number in the �eld can

be found by maximizing the inverse wave correlation coe� cient IWC with respect tok and 10

IWC(w;k; ; � ) =
j
R



w: (k ; ; � )d
 j

q R



jwj2d

R



j (k;  ; � )j2d


(1.4)

where the functionw represents the vibration �eld,� is the angle of propagation and is the

propagating plane wave

 (k ; � ) = exp(ik(1 + i )(xcos� + ysin�)) (1.5)

with k being the wave number and is the loss factor of the wave number.

We can see the evolution of IWC as function ofk applied to the vibration �eld in Fig.1.5a

9This methodis also closely related to so-calledContinuous Fourier transform (CFT)described in the same
work.

10This is only true for in�nite wave �elds, more details and discussion of this subject are in Section 2.20.
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Figure 1.5: Principle of the method IWC used by Berthaut.

in Fig.1.5c for di�erent angles� . We can see that the maximum of the curve is not clearly

distinguished for all the directions. This can be explained by the fact that some plane waves

are badly correlated with vibration �eld. Their pattern is not ”present” in the vibration �eld.

Berthaut systematically eliminated these waves from the �nal analysis in order to keep only the

dominant information from the �eld. The optimal values ofk in di�erent directions are shown

11
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2013ISAL0153/these.pdf 
© [M. Ruzek], [2013], INSA de Lyon, tous droits réservés



in theFig.1.5d by circles. The size of the circle shows the level of correlation in the maximal

point in the Fig.1.5c. We can see that the small circles are rather badly placed with respect to

the big ones.

Once the optimal (”dominant”) wavenumberk is determined, the corresponding parameters

of the equation of motion can also be found to give the natural wavenumber equal to the one that

has been found by the inverse technique. It should be noted that the wavenumber ”loss factor”

 is often badly determined unless there are strongly damped waves. For most of the time in

this work, it is considered that the damping is negligible and therefore � 0.

1.3.2.3 Inverse methods based on wave decomposition

Decomposition of the vibration �eld Let us imagine that we measure a �eld functionu(x; y)

in the set of discrete points (xi; yi). This function can be either represented in the spatialu(xi; yi)

or in the Fourier domain as ˆu(k(i)
x ; k(i)

y ), whereˆdenotes the Fourier transform. Both representa-

tions are complete and there is no loss of information, since the Fourier transform is a bijection.

As we can see in the Fig.1.6, if we deal with special functions like solutions of some vibrational

problems (”displacement �eld”) the information in the Fourier space is condensed in a very

small number of unknowns. This idea lead many researchers to look for a decomposition of

some vibration �eld into some kind of waves. The motivation was to simplify the numerical

problem because the number of waves explaining the vibration �eld might be small (as it can

be seen in the example in Fig.1.6).

The hypothesis made here on the vibration �eld is that it satis�es someknowndi�erential

equation in the zone of interest


Lu = 0 in 
 (1.6)

whereL is the di�erential operator and
 is some bounded convex zone in 2D cartesian

space.

In this thesis we will be dealing with two di�erent approaches to decompose the vibration

�eld u(x; y) which is supposed to be a particular solution to Eq.1.6 (this approach was �rst used

by Fox, Henrici and Moller in a so-called MPS - method of particular solutions [21],reviewed

by Betcke [34]). The �rst decomposition is based on thefundamental solutionsof the operator

L and the second is based on theplane-wavessatisfying the Eq.1.6. The comparison of the two

approaches is shown in the Fig.1.7. Both method belong to the so-called Tre�tz methods.

� Method of fundamental solutions: this is a numerical method developed from the

1970's. A good overview of this method was written by Fairweather [15]. Recent ap-

plication in plate vibration analysis include Reutskiy [33] who used it for detemination

of natural frequencies of a clamped plate, Alves [7] proposed a method for determination

of eigensolutions of an arbitrarily-shapes plate, and a similar work done by Kang [32].

12
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2013ISAL0153/these.pdf 
© [M. Ruzek], [2013], INSA de Lyon, tous droits réservés



 

 

Figure 1.6:Displacement �eld on left and its FFT image on right.

Figure 1.7:Comparison of decomposition in fundamental solutions and the in the plane-waves.

The method of fundamental solutions is based on approximation of the �eldu(x; y) in the

zone
 by a set of fundamental solutions of the operatorL

u(x; y) =
X

s

� s� s(rs(x; y)) (1.7)

where� s is the solution ofL� s = �( x � xs; y � ys), rs =
p

(x � xs)2 + (y � ys)2 and

(xs; ys) arethe points situated on some closed curve encircling the zone
 (see Fig.1.7

on left). The number of fundamental solution functions and their origins (xs; ys) must

be determined by numerical simulations in every independent case. There are some rare

examples of geometry where the optimal distribution of the sources and the geometry of
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the curve@
 0 are known (for example Katsurada [24] for a circular zones).

The limiting factor in the use of this method is that the fundamental solution of the op-

eratorL must be known. So far, the method has been used for Laplace, Helmholtz and

biharmonic operators (see a review in [15]).

� Method of plane-waves: this is a simpler approach than the preceding decomposition. In

this method the functionu(x; y) is decomposed into series of plane waves satisfying the

equation of motion

u(x; y) =
NX

n=1

Anexp(�ixk cos�n � iyksin� n) + (1.8)

+
NX

n=1

Bnexp(� xkcos� n � yksin� n)

where� n = 2�(n � 1)=N andk is the wavevector which is a solution of the dispersion

equation associated with Eq.1.6.

The presented wave decomposition was used in many direct problems. Kovalevsky et al.

[17] used this method for solution of vibration of composite plates and the same authors

developed the method for the resolution of room acoustics problems in mid-frequency

domain in [22]. Laghrouche [26] and Ortiz [27] investigated the di�raction of waves in

two dimensions. Perray [13] studied the wave scattering in three dimensions. Pluymers et

al. [4] discussed the use of plane waves Tre�tz methods for interior and exterior acoustic

problems. Vanmaele [9] studied the behaviour of the method in the presence of sin-

gularities in plates. Perray [12] showed the stability limits and precision of the wave

decomposition with increasingN. Indeed, even if it was proven by Colton [8] that the de-

composition given by Eq.1.9 is dense in the space of solutions of the Hemlholtz equation

for convex zones
, the determination of coe�cients An andBn becomes ill-conditioned

as N grows. Langley [30] demonstrated this phenomenon for Hemlholtz equation. A

proof of denseness of the plane-wave solution in the case of the biharmonic operator us-

ing the propagating and evanescent waves was given by Chardon [5] based on the works

of Moiola [1].

The denseness of the decomposed solution is particularly problematic in the inverse for-

mulation and it will be demonstrated in this work. We are interested in keeping the value

of N as low as possible without severely under �tting the measured �eld.

Method of Chardon (IWD): Chardon in [6] developed rather sophisticated method for in-

terpolation of vibration �eld measured at few points based on the knowledge that the �eld is
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solution of the Kirchho� di�erential equation. He was interested mostly in diminishing the

necessary number of measurement points for reliable identi�cation of the vibration �eld. He

showed that the a priori knowledge that the �eld is solution to the Kirchho� equation enables

to reconstruct the �eld from sparsely randomly distributed points with sampling in sub-Nyquist

range.

Chardon considered that an observed �eld is a solution of the Kirchho�-Love equation

D� 2u � � S! 2u = 0 (1.9)

The coe� cients of this equation are not necessarily known. But the approximative so-

lution can be expressed by decomposition in the plane waves given by Eq.1.9. If the nor-

mal vectors for particular plane wave are� n = [cos�n; sin�n]T and the observation points are

X = [(x1; x2; ::;xN)T ; (y1; y2; ::;yN)T ] then we can express the approximative solution in the ma-

trix form

G(k) = [exp(ik:X� 1) ::: exp(ik:X� w) exp(k:X� 1) ::: exp(k:X� w)] (1.10)

The idea of Chardon was to �nd the optimal wave numberk to obtain the best �t of the

measured vectorui=u(xi; yi) with the linear subspace given by Eq.1.10. The problem of �tting

the measured vectoru can be written in linear system of equationsG� = u. The projection (�t)

of the vectorU into the space spanned byG can be therefore written asuF=GG�1 u=Pu, where

P is the projector. The estimation of optimal wave numberk̂ can be done by maximizing the

projection of the measured vectoru onto the space spanned by the plane waves

k̂ = argmin
k

jju � P(k)ujj2 = argmax
k

jjP(k)ujj2 (1.11)

This equation is holds because the projectionP(k)u and residualU-P(k)u are related to each

other by the Pythagorean triangle (see Fig.1.8). So we havejjujj2=jju � P(k)ujj2+jjP(k)ujj2. So

the norm of the projectionP(k)u is always smaller or equal to norm of measurementu. The

idea of the nonlinear inversion given by Eq.1.11 is to bring the projector spaceP(k) as close to

U as possible.

Method of McDaniel: McDaniel at al. in [23] who used an inverse technique based on wave

decomposition for the measurement of the damping factor in steel box beam �lled with granular

polymer. But his method is actually a special mono dimensional case of the method of Chardon

developed later. McDaniel considered that the equation of motion describing the box beam in

the frequency domain is of the Euler type

EI
d4u
dx4

� ! 2� Lu = 0 (1.12)
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Figure 1.8:Scheme of the measured vectoru and projected vectorPu.

Figure 1.9:Method of Chardon. A. The plane wave approximation of the vibration �eld. B.
Vibration �eld and randomly displaced measurement points.

in the zone without excitation. The goal of his inverse problem was to determine the com-

plex value of EI as function of frequency. The advantage of one-dimensional di� erential equa-

tion of the type 1.12 is that the general equation exists and it is very simple in this case. Every

solution of Eq.1.12 can be written in terms of four waves

u(x) = c1sinkx+ c2coskx+ c3shkx+ c4chkx (1.13)

where the wave vectork = 4
p

! 2� L=EI.

Themeasurement was taken at 13 points along the axis of the beam by accelerometers(Fig.1.10).

For a given frequency, the vector of measured displacements can be approximated byU ( f it)
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Figure 1.10:Scheme of the experiment undertaken by McDaniel.
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The inverse problem can be formulated as �nding the optimal value ofk andci which mini-

mize the error between measured vectorU andU f it

kopt = argmin
c;k

jjU � U ( f it)jj2 (1.15)

Once the optimal value ofk is known, the bending sti�nessEI can easily be determined.

We should note, that the mass properties of the beam must be known.

A very similar approach to McDaniel was chosen by Liao in [37]. The work of McDaniel

marks the beginning of experimental methods which use the displacement �eld as experimental

entry for the inverse problem. This work was based on the measurements done with accelerom-

eters and was therefore limited to the one dimensional structures but the following researchers

made use of scanning laser vibrometers which became available around the year 2000.

1.3.2.4 Asymptotic inverse methods

In this section the inverse method based on modal densities and mean value of mobility is

presented. This method based on the works of Skudrzyk [14] and Xie [16] was proposed by

Ege in his PhD thesis [19]. This method can be applied to Kirchho� plate equation given by

Eq.1.9. Plate sti�ness parameter D and plate surface density� S can both be determined.

The idea behind the method is the determination of two asymptotic quantities:modal density

andmean mobility. Both quantities can be determined experimentally and theoretically. The

inverse problem consists in �tting both theoretical values to the experimental values.
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Modal density: themodal density is de�ned as follows: letN(!) be a number of modes of

the plate with modal frequency below!. Then n(!) = dN(!)=d ! is the average modal density.

According to Xie [16], the modal density of a �nite plate can be expressed:

n(!) = p� + q
p

�= f (1.16)

wherep = S=4�, q is a constant depending on the boundary conditions11 and� =
p

� S=D

depends onthe parameters of the equation of motion.

The modal density can also be calculated experimentally. As we are dealing with a multi-

tude of modes at mid-frequency range with important overlap, traditional methods using local

minima of the Fourier transform of the time signal are not adapted. Recently, the choice was

made by Ege (for example Ege [20]) to use the method ESPRIT (Roy [29]) coupled with the

method ESTER ([28]). This choice enables robust determination of the modal density from

experimental measurements. Once the modal densitynexp was determined from the experiment,

the optimal parameter� can be estimated:

�̂ = argmin
�

X

i

�
nexp

i � p� � q
p

�= fi
�2

(1.17)

where fi represent thefrequencies where the modal density was determined.

Mean mobility: the mobility corresponds to the admittance of a structureV=F where V is

velocity and F is input force. The so-called mean mobility is de�ned by Skudrzyk [14] as the

mobility of the equivalent structure with in�nite dimensions. Under the hypothesis described

by Skudrzyk, the mean mobility can be asymptotically expressed:

GC =
1

8� D
(1.18)

Once themean mobility is calculated from the time signals and the parameter� is deter-

mined by solving Eq.1.17, the parameter D can also be determined. The details of the inverse

technique are presented by Elie in [11].

The interesting feature of this inverse method is that it is semi-local. Although the size

of the plate must be known, the boundary conditions do not play a major role and the exact

knowledge of the boundary geometry is not crucial. At higher frequencies, this method becomes

local. Its advantage is also the simplicity of the measurement con�guration. Theoretically,

only one measurement sensor is su� cient and measurements are taken from impact hammer

responses. Moreover, there is quite a large dispersion of modal density functionnexp obtained

by the ESPRIT method. The determination of the modal density can be di�cult because of high

11This dependenceis rather simple, for example for a simply supported panel we haveq = � (Lx + Ly)=2, for a
free edges we haveq = Lx+ Ly. At higher frequencies this dependence on boundary conditions becomes negligible.
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modal overlap in the mid-frequency range. To author's knowledge, this method was only use

on isotropic and orthotropic Kirchho�plates.

1.3.2.5 Galerkin inverse methods

The Galerkin method has been used for a very long time in its direct formulation for resolution

of boundary problems. However, a very few researchers use the Galerkin method for inverse

formulation. Shindar [2] used an inverse Galerkin method for the determination of unknown

sources in the parabolic heat-conduction equation. Epstein [36] developed an inverse Galerkin

method for the determination of optical properties of 1D medium. To author's knowledge these

methods have not yet been applied to vibration problems. Both approaches are quite di�erent,

so it will be useful to look at them more closely.

Inverse Galerkin method applied to the parabolic di�erential equation: In his work [2]

Shidfar considered the non-homogeneous parabolic equation of the type

@u
@t

�
@2u
@x2

= F(x; t) (1.19)

whereu can befor example temperature de�ned on the integral< 0;1 > x < 0;1 > andF

is the source term. The goal of his method was to determineF from some measurement ofu in

the space and time. If the initial and boundary conditions are known the unknown functionu

can be expressed by the integral formula with known kernelg(�; � ):

u(x; t) =
1X

i=1

 Z t

0

Z 1

0
F(�; � )g(�; t � � )d� d�

!
sin(i� x) (1.20)

The principle of the Galerkin method lies in the approximation of the in�nite-dimensional

functionu(x; t) andF(�; �) by a �nite sum of basis functions. The sinc functions are used for

the �rst function and the polynomials are used for the second. Then Eq.1.20 is approximated

by the system of linear equations:

AX = B

where the vectorX represents the distribution of sourcesF and B depends on the mea-

surement of temperatureu. This linear problem is generally ill-posed with matrixA close to

singular. The author addresses the problem of optimal regularization of the inverse problem

and obtains the inverse representation ofF for several simulated data. The advantage of the

parabolic equation with known boundary conditions is that we can express the solution in the

closed integral form like Eq.1.20. In our case, this would not be possible because the boundary

conditions are unknown.
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Inverse Galerkin method applied optical tomography in 1D: Epshteyn developed in his

work [36] an inverse Galerkin method for the determination of the coe�cients of absorption

and di�usion in the Di�usion approximation of the radiative transfer equation. This equation

describes the photon transport in the optical medium. According to Arridge [31] the Di�usion

approximation equation can be written:

�r: Dru + �u = f in 
 (1.21)

whereu is the optical density,f is the source term,D is the di�usion coe�cient and � is

the absorption coe�cient. Both coe� cients can change in space with respect to the optical

properties of the material. The boundary conditions are of the Robin type

u + 2D
@u
@�

= 0 on @
 (1.22)

Using the Galerkin approach and the integral identities, the boundary problem given by

Eq.1.21 and Eq.1.22 can be expressed in its weak formulation:

Z
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f vd
 (1.23)

wherev is the test function from the Galerkin method. As the source termf is considered

known, we can determine the unknown functionu from the Eq.1.23. Epshteyn used a sum of

cubic spline functions for approximation of the unknownu.

The inverse problem consist in �nding the appropriate functionsD and� permit existence

of the solution given by Eq.1.23 and which minimizes the error introduced in the boundary

conditions given by Eq.1.22.

Figure 1.11:Principle of the inverse method used by Epshteyn. The source distributionf is
considered known.

The inverse problem solved by Epshteyn can be seen on Fig.1.3.2.5. Let us consider that
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the problemis de�ned between the pointsx1 andx2. The source distributionf is known (in this

case it is approximated by a Dirac function). The boundary conditions can be experimentally

determined at pointsx1 and x2. For every discrete approximation of functionsD and�, one

can uniquely calculate the optical densityu(D; � ) with integral formula Eq.1.23. The inverse

problem lies in minimizing the error between the experimental boundary conditions and the

boundary conditions corresponding to the parametersD and�. In this way, the optimalD and

� can be determined.

The method proposed by Epshteyn is very similar to the one used in this thesis, but the

di�erence is that the RHS of Eq.1.23 is zero in the case of this study. The absence of driving

force f complicates the inversion problem because the excitation comes uniquely from outside

of the zone
 and it must be approximated by the (experimental) boundary conditions. The

di�erence lies also in the dimension of the problem. The Galerkin inverse problem solved in

this work is two-dimensional and hence more complicated.

1.3.3 Inverse problems solved by a direct method

1.3.3.1 Force analysis technique (FAT, RIFF)

The Force analysis technique(Or RIFF method12) was developed by Ṕezerat in his PhD the-

sis [41]. It was later developed for applications on plates ([42], [43]) and on thin cylinders

([48]). Its objective is to determine locally the external force applied to the structure from the

vibration shape measurements. This method is an example of output-only inverse problem. No

knowledge of boundary conditions or excitation are required.

The principle can be explained for the case of the Kirchho� plate model. This model is

described in its steady-state form by the di�erential equation

D� 2u(x; y) � ! 2� Su(x; y) = F(x; y) (1.24)

whereu is the displacement,D is the bending sti�ness, � S is the surface density,! is the

angular frequency andF is the external excitation force. In the direct problem we suppose that

we know the operator (represented byD, � S), the excitationF and the boundary conditions.

Then the solutionucan be calculated by some numerical method. In the inverse logic of the FAT,

the operator is known and the solutionu = u(exp) is also known by measurements. Therefore,

theunknownforceF can be ”directly” determined by:

F = D� 2u(exp) � ! 2� Su(exp) (1.25)

The problem with Eq.1.25 is that only the displacementu(exp) can be measured, the derivative

� 2u(exp)cannot be measured. However, it can be approximated by �nite di�erences from several

12The originalFrench version is RIFF: Ŕesolution inverse �ltŕee fen̂etŕee.
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neighbouring points.So replacing the derivative operator� 2 by its �nite di�erence estimator� 4

we obtain:

F = D� 4u(exp) � ! 2� Su(exp) (1.26)

The main di�culty of the FAT is the regularisation of the inverse problem. Although Eq.1.26

is theoretically correct, there is potentially a very important noise coming from the estimation

of the fourth derivative (derivation ”ampli�es” noise). Therefore a lot of e�ort has been put in

place in order to regularize the problem. Most methods rely on spatial low-pass �ltering of the

identi�ed forceF. For details see the works cited at the beginning of the section.

The principal goal of the FAT was the estimation of excitation force. However, as it was

mentioned by Ṕezerat in [41] the same methodology can also be used for the determination of

the operator of the structure. Let us suppose that we are measuring the zone which is not excited

(i.e. F = 0), then we can write:

D� 4u(exp) � ! 2� Su(exp) = 0 (1.27)

If the density of the structure� S is known, then the parameter D can be determinedlocally.

This is particularly interesting because this formulation permits to measure heterogeneous plates

where D varies spatially. This method was investigated by F. Ablitzer (see [46]).

Another derivation of the FAT was investigated for localization of defects in beam structures

by Xu [47]. He considered an similar beam equation like 1.27 with absence of external force

(zero RHS). He showed that the presence of a damage was manifested by a non-zero values at

the RHS of Eq.1.27. Another application of the FAT for detection of faults in plates was used

by Renzi [44]. Therefore, from this point of view, looking for a damage is somewhat equivalent

to a localisation of point force.

1.3.3.2 Continuous time identi�cation

A method known asContinuous time identi�cationis basically very close to FAT(RIFF) method

described in the preceding section. The idea is to transform the partial di�erential equation

describing the motion into a system of algebraic equations. Let us consider the method as it

was employed by Chochol [40],[39]. She considered an equation of motion of an Euler beam

without external excitation

EI
@4u
@x4

+ � S
@2u
@t2

= 0 (1.28)

The goalwas to determine the ratioEI=(�S ) from measured displacementu. In order to

do this, the measured displacement in space and time was put into a matrixUi j = u(xi; t j).

This measurement was expanded to a linear combination of Chebychev polynomialsUi;: =
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P
k � k	 k(:). Similarexpansion was done in the space coordinate. With these expansions coe� -

cients� can be calculated by least-square �tting of measured data and then the partial derivatives

in Eq.1.28 can be evaluated by derivation of the Chebychev polynomials.

Another application of this method was done by Rouby in [45]. He considered several meth-

ods for expansion of the measured displacements as well as application of wavelets. However,

he only dealt with simulated data of discrete systems of a few-of-degrees of freedom.

Actually, the di�erence from FAT(RIFF) method is in the way how the derivatives of the

partial di� erential equation are obtained. In the FAT method they are obtained via a �nite

di�erence scheme and spatial �ltering. In the case of the Continuous time identi�cation method

these derivatives are found by interpolating the measured signal by suitable set of polynomial

functions. Both methods face similar problems. The �rst relies strongly on suitable spatial

�ltering in order to avoid strong noise, the second is strongly dependent on the size of the

functional basis used for expansion. If this basis is too small the expansion is not precise. If this

basis is too large, then the expansion �ts the noise and the inverse problem becomes ill-posed.
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1.4 Model selection

1.4.1 Introduction

Themodel selection is a statistical discipline which deals with problems of �nding the appro-

priate mathematical model for some physical phenomena. Let us consider that thetrue modelis

described by a functiony(x), wherex is an independent variable. There are number of models

which might describe the same phenomenon. They are designed ascandidate modelsM i and

are put into a setM = [M 1(p1);M 2(p2); :::M n(pn)]. Vector of parameterspi determines the i-th

model. Function describing the i-th model is designedyi(x; pi) (x is the independent variable).

The real function (ground truth) which is usually unknown to observer is designedy(x). How

do we choose a optimal modelMopt from the set M? There are several way of tackling this

problem.

� There are methods searching for a model which minimizes theexpectation of the residual

between the true model and the candidate model. The optimal model's index minimizes:

opt = argmin
i

Ex(jjy(x) � yi(x; :)jj2) (1.29)

whereEx means the average value over all the admissible values of explanatory variable

x. Methods searching the best model by minimizing the above quantity include Mallow's

Cp, Subspace information criterion (SIC) and Cross-validation (details in Section 1.4.2).

� There are methods which look for a modelminimizing the Kullback-Leibler distance(see

Section 1.4.3 for details) between the true model and candidate models. In this case the

optimal model is obtained as

opt = argmin
i

KL(y; yi) (1.30)

These methods include well-known Akaike information criterion (AIC) and its general-

ization Takeuchi information criterion (TIC).

� There in theBayesian information criterion(BIC) (see Section 1.4.4 for details) which is

based on looking for maximized posterior probability of the model if the truth (measure-

ment) is given. Mathematically, we can write

opt = argmax
i

P(yi jy) (1.31)

whereP(yi jy) is the conditional probability of modelMi (described by functionyi) given

the measurement from the real functiony.
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� Finally, there is is theMinimum description length principle(MDL). This principle chooses

a model which describes the measurement and has the least complexity. This method is

not treated in this work. Readers are referred to the works of Hansen [59] and Barron [49]

for further details.

1.4.2 Methods based on minimizing the expectation of residuals

The problem of minimizing Eq.1.29 is that we are always dealing with �nite measurements

with noise so we cannot do the average over all the valuesx. Instead we have a �nite set

of measurement pointsX=[ x1; x2; :::xNP] and the corresponding measurement values arey(xi).

Let us consider a modelM k. Its optimal parameters are identi�ed by minimizing the residual

function as shown below:

p̂k = argmin
pk

X

i

jjy(xi) � yk(xi; pk)jj2 (1.32)

Then, we can estimate the variance of residuals

� 2
k(estimated)=

1
NP � 1

X

i

jjy(xi) � yk(xi; p̂k)jj2 (1.33)

In this estimation, measurement points 1 to P are used. Generally, this variance always

diminishes with growing complexity of modelM k (black line in Fig.1.12). However, if we

have a look at the true variance (see Stone [60] for reference)

� 2
k(true)= Var(y � yk(:; p̂k)) (1.34)

we can see that this variance reaches a minimum for a certain model complexity but it

increases for a very complex models (red line in Fig.1.12).

The problem of variance estimation given by Eq.1.41 is that it can underestimate the true

variance given by Eq.1.34. This happens when the model is either more complex then the

reality (in such a case, the inversion becomes unstable, its parameters of the modelM k are

badly determined) or there are not enough measurement points (in such a case, an excessively

complex model �ts more the noise instead of physics of the phenomenon measured).

There are several methods which try to �nd the minimum of� 2
k(true). Mallow'sCp and SIC

methods use the estimated� 2
k(estim:) function with some penalty in order to take into account

for the model complexity. The Cross-validation method tries to obtain estimate of� 2
k(true)

directly.
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Figure 1.12:Typical curve of the modelling errors as function of model complexity.

1.4.2.1 Mallow's Cp

The method based on statisticsCp was developed by Mallows (see for example Mallows [51]).

This method is adapted for problems where the modelsM form all nestedlinear models. Model

M k is de�ned as:

yk(x) =
kX

i=0

� i(k)� i(x) (1.35)

where� i is some known functions ofx (for example Taylor Polynomials). Coe� cients

� represent the model parametersp. Model M k contains all the preceding models. In other

words,M 1 � M 2 � ::: � M k. Therefore we call these modelsnestedmodels. The statisticCp

for the k-th model is de�ned as:

Cp(k) =
RSSk

�̂ 2
� NP + 2k (1.36)

where ˆ� 2 is the estimation of variance of the measurement,NP is the number of measure-

ment points,k is the number of parameters. The residual sum of squares for the k-th model

RSSk is de�ned as:

RSSk =
X

i

jjy(xi) � yk(xi; p̂k)jj2 (1.37)

The estimation of ˆ� 2 is crucial. It should be estimated from measurement conditions. How-

ever, it can be estimated also a posteriori from the �t of the models. FunctionCp represents a

statistics whose minimum with respect to the number of parametersk should yield an optimal

model in terms of minimizing the variance of residuals (Eq.1.34). There are two important

terms: the residual RSSk diminishes with growingk as the model �ts better the measurement.
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However, the term 2kincreases with model complexity and eventually its increase becomes

larger than the decrease in the �rst term. CurveCp as a function ofk looks similar to the red

curve in Fig.1.12.

The limitation of Mallow's method is that it can only be used for nested models and, more

importantly, to linear models13.

1.4.2.2 Subspace information criterion

The subspace information criterion (SIC) was �rst published by Sugiyama and Ogawa in [61].

The SIC criterion can be applied to any problem that can be expressed in terms of so-called

learning operator. If we consider k-th modelM k its learning operator isXk and the estimate of

the model is:

yk(x) = Xky(x) (1.38)

Typical example where Eq.1.38 can be used is the linear �tting problems. If we consider a

y = Ax function, then the estimation ofy using model A isŷ = AA � 1y and therefore, in this

case, we obtainX = AA �1 .

Then, we suppose that there exists a modelM u which gives unbiased estimate ofy, in other

wordsE(yu) = y, whereyu = Xuy.14 In these requirements are met, then the SIC criterion is

de�ned for k-th model as:

SICk = jjyk � yujj2 � tr(X0QXT
0 ) + tr(XkQXT

k ) (1.39)

whereX0 = Xk � Xu andQ is a matrix of noise covariance. The model with lowest value

of SIC is chosen. It should minimize the variance of residuals given by Eq.1.34. There are

two main limitations of the SIC method. The �rst is that the noise covariance matrix should

be known with a fair precision. The second is that the matricesXk must exist. This is not

always the case. Especially, in the case of nonlinear �t, such a relation as Eq.1.38 does not

exist. Unfortunately, the inverse problem as it is discussed in Section 3 is non-linear and the

noise matrix is a priori unknown.

1.4.2.3 Cross-validation techniques

The cross-validation technique is very simple to use. Its theoretical basis was established by

Stone [60]. The principle lies in the division of the measurement into two sets.15 The�rst set is

calledtraining set. This set serves for the identi�cation of the model parametersp. Thesecond

13This meansthat the value of function representing the model is alinear function of model parameters.
14In practice Sugiyama uses often the most complex model among the candidate models and supposes that the

estimate would be unbiased (see Fig.1.12).
15The way, how this division should be done is somewhat arbitrary. None the less, there should be more mea-

surement points in the validation set.
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set iscalled thevalidation set. This set of measurements serves for the validation of the model.

In other words, the predictive capacity of the identi�ed model are tested. Using the notation

employed in this section, we consider our measurement de�ned over P points [x1; x2; :::xNP].

Let us consider that all the measurement points with indices 1,2,..NT belong to the training set

and all the points with indicesNT+1,NT+2,..NP to the validation set.

Then, the k-th model is identi�ed from the training set of measurements:

p̂k = argmin
pk

NTX

i=1

jjy(xi) � yk(xi; pk)jj2 (1.40)

The residual of di�erent models in the training phase is not of importance. The important

quantity is the residual of the identi�ed model when applied to the validation set of measure-

ments:

� 2
k(validation)=

1
NP � NT � 2

PX

i=NT+1

jjy(xi) � yk(xi; p̂k)jj2 (1.41)

If we have su�ciently independent measurements in the validation set then the validation

variance should converge to the true variance de�ned by Eq.1.34 (see Fig.1.12):

� 2
k(validation)! � 2

k(true) (1.42)

The conditions of this convergence are, however, very di�cult to asses. The advantage of the

cross-validation method is its versatility. There are no a priori presumptions. The models can be

linear or non-linear. Their complexity and number of parameters does not matter. If the model

is too complex it would naturally get ill-posed and its prediction would become unstable and

therefore increasing the validation error given by Eq.1.42. On the contrary, models which are

too simple should be biased with respect to the validation set of measurements. The limitation

of the cross-validation method is an absence of the theoretical framework. The open question

is also the statistical importance of� 2
k(validation). If, for example,� 2

k(validation) is close to

� 2
k+1(validation), can we make a choice between these two models? This question is treated in

Section 3.

1.4.3 Methods based on minimizing Kullback-Leibler distance

The Kullback-Leibler distance is a sort of information gain when we pass from functiong to

f .16 It was de�ned by Kullback and Leibler in [58] as:

KL( f; g) =
Z

f (x)ln
 

f (x)
g(xj� )

!
dx (1.43)

16Another equivalent formulation can be: How much information is lost when we use functiong instead off .

28



If f = g then theKL( f; g) = 0. In the model selection problem treated by Akaike (AIC)

and Takeuchi (TIC), the Kullback-Leibler distance given by Eq.1.43 is a quantity which is

minimized, wheref is considered as the truth andg represents di� erent models. Even though

the true functionf is not known, Akaike and Takeuchi �nd ways to asymptotically estimate

the lowest value of Kullback-Leibler distance of di�erent models. The details of the Kullback-

Leibler distance and AIC criterion are discussed in Section 3.2.1.

1.4.3.1 Akaike information criterion (AIC)

Akaike information criterion (AIC) was invented by Akaike [54]. He found that maximized the

log-likelihood function is a asymptoticallybiasedestimate of the Kullback-Leibler distance.

The bias of this estimate is equal to the number of parameters of a modelK. The AIC criterion

is de�ned as:

AIC = �2ln( L(M( p̂)jdata)+ 2K (1.44)

whereL(M( p̂))jdata) is the maximized value of the likelihood function for the modelM.

The optimal value corresponds to the lowest value of AIC. We can see that even though the goal

of the AIC criterion are di�erent from the methods based on the minimization of the expectation

of residuals, the resulting form of the criterion looks similar to criteria such as Mallow'sCp and

SIC. There is a �rst term decreasing with model complexity and the second increasing with

model complexity.

1.4.3.2 Takeuchi information criterion (TIC)

Takeuchi derived a more advanced criterion (Takeuchi [57]) by omitting some a priori hypoth-

esis made by Akaike. Notably, he dropped the assumption that the true model is among the

candidate models. The criterion named TIC is de�ned as:

TIC = � 2ln(L(M( p̂)jdata)+ 2tr
n
J(p̂)[I F(p̂)] �1

o
(1.45)

where J is the expectation of the Hessian of the ln(L(M( p̂)jdata)) and IF is the expectation

of the Fisher information. For details, see Burnham [56]. The optimal model has the lowest

value of TIC. Although the TIC criterion is more general and it is based on fewer assumptions,

due to the di� culty of evaluating the penalty term, it is rarely used in practice. In this work,

this criterion is not used, either. The reason is that in the vibration problems, we can expect that

at least one of the candidate models is rather close to the reality. For discussion on the subject

of the selection of candidate models see Section 3.1.1.
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1.4.4 Bayesianinformation criterion (BIC)

The Bayesian information criterion was developed by Schwarz [53]. Its principle is very dif-

ferent from the preceding two methods. The target model for BIC is the modelM which has

asymptotically the largest probabilityP(Mjdata). In other words, we are looking for a model

which would be the most ”likely” if thedatais given. Some elements of derivation of BIC are

presented in Section 3.2.2. Finally, the criterion BIC is de�ned as:

BIC = �2ln L(datajM(p̂)) + KlnNP (1.46)

whereNP is number of independent measurements andK is the number of parameters of

the modelM. The optimal model has a lowest value of BIC. We can see that the resulting form

of BIC 1.46 is very much similar to the AIC 1.45. This is quite surprising if we consider that

di�erent approaches were used at the beginning. We can see that if we have more than e2 = 7:4

pointsNP then the penalty of the BIC is more strict than the penalty of AIC. BIC is therefore

considered more conservative than AIC. It tends to choose simpler models.

1.4.5 Comparison of di�erent model selection methods

We have seen that there are multiple possible strategies of model selection. The choice of

strategy depends strongly on the mathematical nature of the problem which is employed (inverse

method). Some of the characteristics of the model selection methods are presented below in

Tab.1.1.

Method Inverse problem Meas. errors True model Other limits
among candidates

Cp linear regr. indep. known no only for
nested models

SIC linear regr. anyknown no
Cross-valid. any indep. (unknown) no need forlarge

independent samples
AIC non-linear regr. indep. (unknown) yes asymptotic
TIC non-linera regr. indep. (unknown) no asymptotic,

di�cult to use
BIC non-linear regr. indep. (unknown) no asymptotic

Table1.1: Chosen characteristics of di�erent model selection methods.
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1.4.6 Examples ofuse of the model selection in mechanical problems

1.4.6.1 Identi�cation of models from seismic measurements (BIC)

Beck et al.[55] used the BIC criterion for the selection of an adequate model in the seismic

mechanical models. Two examples were considered.

The�rst exampleis a system with one DOF described by the equation of motion:

mẍ + c�x + fs(x; k1; k2; xy) = f (t) (1.47)

where the seismic excitationf (t) is known. Beck considers three possible forms of Eq.1.47

(see Fig.1.13A). The �rst model class is a linear damped model withk1 > 0, c1 > 0, and

xy ! 1. The second model corresponds to a elastic-plastic model withk1 > 0, k2 = 0, c = 0

and xy > 0. The third model is a bilinear hysteretic oscillator withk1 > 0, k2 > 0, c = 0

andxy > 0. None of this models is thetrue model used for the simulated measurements. BIC

criterion used by Beck uses the measurement output time signal and compares it with the signal

simulated by di�erent models.

Figure 1.13:A. Hysteresis loop considered by Beck to describe the non-linear response to the
seismic excitation. B. Ten-story building approximated by a model with springs and dampers.
The excitation is forced by the ground motiong.

Thesecond exampleconsist in choosing the appropriate number of modes to describe a re-

sponse of a ten-story building (see Fig.1.13B). This building is excited by a random stationary

seismic ground motion. The spectrum obtained from the measurementy at the top of the build-

ing is used for comparison with a model of di�erent modal size. The optimal number of modes

is obtained by minimizing the BIC criterion.
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1.4.6.2 Use ofthe cross-validation for the selection of the fatigue crack growth laws

Hombal et al. [62] used a modi�ed cross-validation technique to select an optimal model to de-

scribe the law of propagation of fatigue cracks. As shown in Fig.1.14 there exist three distinct

crack propagation behaviours shown by the zones I, II and III. Paris proposed a well-knownlin-

ear law describing the part II ([78]). The nonlinear behaviour of the tail zone III was described

by Lukas [76]. Hombal developed a cross-validation method which permits to split the space

of � K into the regions where the Paris law is optimal and the regions where the Klesnil-Lukas

law gives better predictions. It should be noted that both models (Paris and Klesnil-Lukas) are

purely empirical, so none of them can be considered as the ”true” model.

Figure 1.14:Typical curve of the propagation of the crack with three distinct zones.da=dN
means the stands for the change of crack length per stress cycle,� K is the e�ective amplitude
of the stress intensity factor.
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1.5 Outline of the thesis

The outlineof this thesis is as follows. After the introductory Chapter 1, the following chapters

deploy the ideas of this work.

The Chapter 2 further develops two of the inverse methods discussed in Section 1.3: Inverse

wave correlation (IWC) and Inverse wave decomposition (IWD). These methods belong to a

class of inverse methods which use the local measurement of the vibration �eld and determine

the parameters of the equation of motion. These two methods were chosen for their performance

and relative robustness, because other methods are quite sensitive to the measurement noise.

The Chapter 3 presents the basic elements of the model selection developing the introduction

part in Section 1.4. It is shown that each of the inverse problems must be treated with di�erent

model selection technique. The information theory criteria (AIC and BIC) are used for the

IWC inverse problem and Cross-validation technique is used for the IWD inverse problem. A

particular attention is given to show why the information criteria cannot be used generally. It is

shown, that residuals of the inverse problem are rarely statistically independent.

In Chapter 4, three typical experimental cases are treated. The �rst case consists in deter-

mining the presence of axial force in beams and membranes, the second addresses the question

of the orthotropy of unknown composites, the third case represents a problem of identi�cation

of unknown structures with complicated vibration behaviour.

Chapter 5 concludes the thesis and presents the perspectives of this work.

Appendix A describes the experimental details of the measured structures presented in the

manuscript. Appendix B describes the modi�ed version of the three-point static test employed

on beams. Appendix C discusses the problem of coupling the vibration of plates with surround-

ing air. Appendix D describes the Dym-Lang sandwich model used in the identi�cation of the

equation of motion.
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2
Inver se methods

”Make things as simple as possible, but not simpler.”(Albert Einstein)
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2.1 Statement of the inverse problem

Traditionally, the problem of calculating vibration response can be separated in three parts (see

Fig.2.1): input (excitation), system (model) and output(measurement, simulation). In the direct

approach we calculate the response (output) from the known input (excitation) and from the

known system. Typically, the inverse problems either seek to determine the excitation from the

known system and output or the system from the known excitation and the known output and

input.

Figure 2.1:Typical direct and inverse problems in vibroacoustics.

There are three di�erent inverse methods presented below in this section:

� Inverse wave correlation (IWC)

� Inverse wave decomposition (IWD)

� Inverse Galerkin method

They all belong to the second inversion scheme in Fig.2.1, their goal is to determine the

system. However, the di� erence is that they do not determine the system completely but only

partially as can be seen in Fig.2.2. They use only output as inversion data and their only goal

is to determine theequation of motionof the system. The boundary conditions, geometry and

initial conditions are not determined. This weakness is also a strength in some sense because

the inverse methods are at the same timeindependentof boundary conditions and geometry of

the structure.

Typical problems solved by the mentioned inverse methods can be seen in Fig.2.3. On the

left, we can see a complicated engineering structure which can be nevertheless modelled as a

structure composed of several linear elements joined together. Although we know neither the
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Figure 2.2: Schematics of the inverse methods used. The important feature of the inverse
methods used in this work is that they enable only the estimation of the equation of motion.

excitation force represented by point force F nor the boundary conditions we can employ the

inverse methods to determine thelocal equation of motion of the linear structure between the

points A and B.

Another problem can be represented by the measurement e�ected on guitar backboard rep-

resented in Fig.2.3 on right. Although we know neither the excitation nor the boundary condi-

tions and complicated geometry of the guitar as awholeobject, we can still use the local inverse

method on planar wooden plate part designed as
 and determine local equation of motion

adapted for the zone
.
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1D-example 2D-example

Figure 2.3:Two exemplary problems which could be solved by the presented inverse methods.
a) A beam-like structure
 between the points A and B. b) Backboard vibration �eld of the
acoustic guitar.
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2.2 Considered equations of motion

2.2.1 Equations ofmotion in one dimension

Let us suppose that we are dealing with a following self-adjoint linear operatorL which has the

form

L(u) = c0u(x) + c2
d2u(x)

dx2
+ c4

d4u(x)
dx4

+ c6
d6u(x)

dx6
+ ::: = f (x) (2.1)

whereu is the transverse (�exural) displacement of the string or beam described by thex

coordinate andf is the external generalized force. This force is considered zero in our zone of

interest
 (see Fig.2.3). Several 1D models will be studied in this thesis, their overview is in

the Tab.2.1.

Model Coe� cients
A1 String c0 = � L! 2

c2 = T
A2 Euler c0 = � � L! 2

c4 = EI
A3 Euler+Force c0 = � � L! 2

c2 = � T
c4 = EI

A4 Timoshenko c0 = � � L! 2+ � 2
L! 4I

� A2G
c2 = ! 2� L

I
A(1+ E

� G)
c4 = EI

A5 Nilsson c0 = ! 4Ip� L � ! 2GeH� L

c2 = ! 2(D1� L + 2D2� L + IpGeH)
c4 = GeHD1 � 2D2Ip! 2

c6 = � 2D1D2

Table2.1: Overview of 1D models.

� TheString model describes the thin string under an axial tensionT and a linear density� L.

The bending sti�ness of the string is neglected. Unlike the other operators, this operator

is of second order. Its general solution is composed uniquely of propagation waves, while

all the other operators have also evanescent waves as solution.

� The Euler model represents the most simple model for the �exural vibration of thin

beams. The shear deformation e� ects are neglected and it is supposed that the sections

of the beam remain plane during deformation. This model describes well the behaviour

at low frequencies. The termEI represents the bending sti�ness, withE the Young's

modulus andI the moment of inertia of the beam section.
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� TheEuler+Force modelis the mix of the preceding two models. It can either be a beam

which is submitted to some external axial force (can be a traction or compression). Or

it can be a string submitted to some traction axial force T where the bending sti� ness

is not negligible. The later case can typically be a steel cable used in suspended bridge

constructions or a low E bass guitar string.

� TheTimoshenkomodel is adapted for vibration of beams at higher frequencies where the

Euler model is not precise enough. This model takes into account the shear e�ect of the

initially plane sections of the beam.G is the shear modulus,A is the beam section and

� = 5=6 for rectangular sections.

� TheNilssonmodel was specially developed by Nilsson [77]. It is adapted to the �exural

vibration of relatively thin sandwich beams with rigid thin faces and light and soft core

(see Fig.2.2.1). There are three unknowns related to sti� ness of the beamD1; D2 andGe.

Ge is the shear modulus of the core. Coe� cientsD depend on Young modulus of the core

and the laminated layers

D1 = E1H3=12+ E2(H2h=2 + Hh2 + 2h3=3) (2.2)

D2 = E2h3=12 (2.3)

whereh is the thickness of the layer andH is the thickness of the core. Generally,H � h

andD1 � D2. The mass moment of inertia per unit widthIp is de�ned as

Ip = � cH3=12+ � l(H2h=2+ Hh2 + 2h3=3) (2.4)

Figure 2.4:Geometry of the Nilsson sandwich beam.

The sixth-order equation of the Nilsson model can be approximated by equivalent fourth-

order equationcapp
4 u(IV) + c0u = 0 wherec0 = �� L! 2 andc(app)

4 is the solution of the

following equation :
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(capp

4 )3=2

D1
� D1=2

1

#
+ capp

4 � 2D2 = 0 (2.5)

Figure 2.5:Typical evolution of apparent (equivalent) bending sti�ness c(app)
4 with frequency of

the Nilsson sandwich beam.

This approximation can be seen as an equivalentEuler beam with changing sti�ness

EI = c(app)
4 (!). A typical example is shown in the Fig.2.5. We can see the relevance of

the parametersD. The parameterD1 represents thestaticor low-frequency sti�ness while

the high-frequency sti�ness is represented by double the sti�ness of the layers 2D2. This

can be a disadvantage of sandwich beams which might be very sti�in static conditions

but they soften rapidly at higher frequencies. It should be noted that it is di�cult to

use the Nilsson model at high frequencies because the vibration �eld becomes two and

three-dimensional and the simplifying hypothesis of beams are no longer true.

2.2.2 Equations of motion in two dimensions

2.2.2.1 Isotropic models

Theisotropicalmodels (in the plane (x,y) can be described by the following equation of motion:

L(u) = c0u + c2� u + c4� 2u = f (2.6)

where the coe� cientsc are described in Tab.2.2. The external force is consideredf (x; y) = 0

in the zone of observation
.
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Model Coe�cients
B1 Membrane c0 = � S! 2

c2 = T
B2 Kirchho� c0 = �� S! 2

c4 = D
B3 Kirchho�/memb. c0 = �� S! 2

c2 = �T
c4 = D

B4 Mindlin c0 = � 2! 4

G2

�
1 � 12�2G

! 2h2�

�

c2 = � �! 2

G

�
12D
Gh3 + � 2

�

c4 = � 2 12D
Gh3

B5 Dym (sandwich) in thetext

Table2.2: Overview of 2D isotropic models.

� Membranemodel describes thin membrane with surface density� S and uniform tension

T. The �exural sti�ness of the membrane is neglected. Due to the lightness of membrane

structures, the conditionf = 0 is not always respected due to the coupling with air. This

question is treated in appendix.

� Kirchho� model describes the vibration of thin plate. It is equivalent to Euler-Bernoulli

model for thin beams. The shearing e�ect is neglected and plane section remain plane

during the deformation. The model is generally considered valid for lower frequencies

until the wavelength gets below ten times the thickness of the plate. ParameterD is the

plate sti�ness. For homogeneous isotropic materials it can be calculated from the elastic

parameters

D =
Eh3

12(1� � 2)
(2.7)

whereh is thethickness of the plate,E is the Young's modulus,� is the Poisson ratio.

� Kirchho�/membrane model is the mix between the two preceding models. It can be

either seen as a thick membrane with non-negligible bending sti�ness D or as a thin plate

pre-stressed by isotropic tensionT.

� Mindlin model is plate equivalent of the Timoshenko model for beams. It is adapted

to vibration of thick plates (or thin plates at higher frequencies). In the domain of low

frequencies it is equivalent to Kirchho� model. In Tab.2.2G stands for the shear modulus,

� is the Poisson ratio,h is thickness of the plate,� � �=
p

12.

� Dym sandwich modelwas proposed by Dym and Lang in [68]. This model considers a

composite sandwich with two identical thin faces and a thick core (see Fig.D.1A). Core
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and skinsare supposed made from isotropic material. The somewhat lengthy mathemati-

cal description of the model can be found in Appendix D.

2.2.2.2 Orthotropic models

From the family of anisotropic models only theorthotropicmodels are considered due to their

technical importance. Orthotropic models can be applied to most wooden plates as well as

a majority of reinforced composites. The equation of motion takes the following form (later

referred to as model B6):

L(u) = �� S! 2u + D1
@4u
@x4

+ D3
@4u
@y4

+ (D2 + D4)
@4u

@x2@y2
= 0 (2.8)

This equationcorresponds to the Kirchho�model applied to the orthotropic symmetry of

the plate. Orthotropic model becomes isotropic whenD1 = D3 = D andD2 + D4 = 2D. In

the orthotropic model there are four sti�ness parameters but the equation of motion depends

only on three (D1; D3 and the sumD2 + D4). For brevity, we will establish a new parameter

D24 = D2 + D4.

There are many more models developed for vibration problems of plates (mostly the com-

posite plates). However, their description is complicated and they cannot be expressed in single

equation of like Eq.2.6 or 2.8. The problem from the inverse point of view is that they often

necessitate a multitude of parameters which cannot be determined with con�dence with the

methods proposed in this thesis. The maximum of parameters determined from vibration �eld

measurement in this thesis is three (orthotropic model).
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2.3 Inver se wave correlation method (IWC)

The Inverse wave correlation method is described in introduction section 1.3.2.2. In this work

the original method of Berthaut is used with small changes.

We assume that a particular equation of motion is given by the operator:

L(u) = 0 (2.9)

The di� erential operatorL depends on an unknown vector of parametersp. The goal of the

inverse problem is to determine these parameters, to estimatep̂. The inverse method used in

this work consists of two parts.

First, the IWC method is used to determine the optimal wavenumber from the vibration

�elds. We assume the vibration �eld is measured forNf req frequencies and each �eld is in-

vestigated inNdir directions (see 1.3.2.2). For a particular directioni and vibration �eld w j

corresponding to thej-th frequency, the (experimental) wave number is:

[k̂(exp)
i j ] = argmax

k;
IWC(w j; k; ; � i) (2.10)

where the IWC value is given by Eq.1.4 andk̂(exp) stands for the complex wave number

k(1 +  ). In this work a modi�ed method of Berthaut is used. The plane wave ”correlation”

function de�ned by Berthaut is given by Eq.1.5

 (k ; � ) = exp(ik(1 + i )(xcos� + ysin�)) (2.11)

has zero phase at the coordinate origin, which does not always correlates well with the

vibration �eld where the origin is arbitrary. In this work the plane wave correlating with the

measured �eld is enlarged by a freephaseterm� :

 (k; �; �) = exp(ik(1 + i )(xcos� + ysin� + �) ) (2.12)

the modi�ed IWC value is then obtained by �nding optimal phase� which maximizes the

correlation betweenw and (k; �; � ):

IWCm(w;k; ; � ) = max�

j
R



w: (k ; ; �; � )d
 j

q R



jwj2d

R



j (k ;  ; �; � )j2d


(2.13)

The advantage of using Eq.2.13 instead of Eq.1.4 will be shown in Section 2.3.2.2.

Second, optimal parameterp̂ of the equation of motion (Eq.2.9) is found by minimizing the

distance between the modelled wave numberskmod
i j and the experimental ones:
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p̂ = argmin
p

X

i; j

(k̂exp
i j � kmod

i j (p))2 = argmin
p

X

i; j

(r i j (p))2 (2.14)

wherekmod
i j (p) is the wave number corresponding to the propagating wavenumber1 given by

the dispersion equation associated to the operator Eq.2.9. The residual sum of squares RSS is

de�ned as:

RSS=
X

i; j

(r i j (p̂))2 (2.15)

Another way of �nding the estimatêp instead of minimizing the residual function is to

maximize the likelihood function. If we suppose that the residualsr i j = k(exp)
i j � kmod

i j (p̂) are iden-

tically independently2 normally distributed with zero mean and variance� 2, then the likelihood

function can be written as (for example ([56], page 11))

L(p) =
Nf reqY

i=1

NdirY

j=1

1
p

2��
exp

0
BBBBB@�

r2
i j(p)

2� 2

1
CCCCCA=

 
1

2�� 2

! N=2

exp

0
BBBBB@�

P
i j r2

i j (p)

2� 2

1
CCCCCA (2.16)

whereN = Nf reqNdir is the total number of identi�ed wave numbers. The variance can be

estimated as

� 2 =
RSS
N

(2.17)

For the statistical purposes, the natural logarithm of Eq.2.16 is rather used. It is equal to:

lnL(p) = �
N
2

ln(2�) �
N
2

ln� 2 �
1
2

X

i j

0
BBBBB@
r2

i j(p)

� 2

1
CCCCCA (2.18)

The maximumof the log-likelihood function determines the solution of the inverse problem.

2.3.1 Estimation of errors

2.3.1.1 Using the log-likelihood function

Log-likelihood function is not only used for estimation of the optimal parameter of a model

but it can also serve for estimation of interval of con�dence of this parameter. One technique

is to see how fast the log-likelihood function drops down from its maximum. For a normal

distribution the con�dence interval of 67% is the union of the points satisfying the following

1This wavenumber can be complex if the damping is present. In the original method of Berthaut, complex
values of wavenumber were considered, but author of this work discourages the use of the complex wavenumbers
unless we deal with a highly-damped structures. The reason is that the inverse problem given by Eq.2.10 becomes
much more unstable

2For a independence consideration see Section 2.3.2.5
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inequality lnL(p) > (lnL(p̂) � 1) ([56], page 11). This can be demonstrated on the maximum

likelihood estimation using IWC on the real data of the measurement of aluminium plate of

2mm thickness. The log-likelihood function corresponding to the Eq.2.18 is shown in Fig.2.6.

Here we consider a Kirchho�plate equation and the unknown parameterp is the plate thickness

D.

Figure 2.6:Comparison of two way to estimate the con�dence interval of the IWC method. The
green line represents the log-likelihood function. The blue dots represent the re-sampled solu-
tions using the jackknife method. This example was taken from the analysis of the measurement
done on 2mm thick aluminium plate.

2.3.1.2 Jackknife method

The jackknifemethod is based on re-sampling the initial set of measurements. Let us suppose

we measured a vectorW = [w1;w2; :::wN] (w can be seen as the displacement �eld for one fre-

quency in our case). This vector of measurements can serve to determine a model (represented

by p̂) by some inverse technique as IWC. Schematically, we can write

[w1; w2; :::wN]
IWC
���! p̂

But if we omit the i-th component3 from the vectorW we would get di� erent result̂p(i):

[w1;w2; :::;wi�1 ;wi+1; :::wN]
IWC
���! p̂(i)

In this way we can obtain N slightly di�erent values [p̂(1); p̂(2); :::p̂(N)]. These so-called

3This procedureis calledleave-one outtechnique. There exist also di�erent schemes of jackknife where mul-
tiple entries in the vectorW are omitted at the same time.
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jackknife estimatescan be used to estimate some statistical properties of thep̂. For our purposes,

we will use the estimate of the covariance of the identi�ed vectorp̂. From Bontempi [70], the

jackknife estimate of the covariance matrix ofp̂ is:

Cov(p̂)i j =
N � 1

N

NX

k=1

(p̂(k)
i � p̂(:)

i )(p̂(k)
j � p̂(:)

j ) (2.19)

wherep̂(:) = 1=N
P

k p̂(k). The scheme of the described method can be seen in Fig.2.3.1.2.

It should be noted that the estimatep̂ based on the complete set of measurementsW is not

necessarily the same as the mean of particular jackknife estimatesp̂(:). 4

Figure 2.7:Scheme of the jackknife method. On left we have a set of independent displace-
ment �elds. When all displacement �elds are used in the inverse problem (IWC) we obtain the
parameter vector̂p. If the k-th vibration �eld is omitted we get the solution̂p(k).

The advantage of the jackknife method is that it does not necessitate any hypothesis about

the distribution ofp or W. Neither the problem does necessitate to be linear. Otherwise, the

estimated covariance seems to be too optimistic with respect to the preceding method. In case

of the two estimates, the better choice is to take the estimate with the larger value.

2.3.2 Some remarks about the IWC method

As it was discussed in Section 1.3.2.2 the IWC function is maximized for the natural wave

number which describes the vibration �eld. This is true, however, only for in�nite wave �elds.

Two remarks are presented below to show how IWC function behaves on �nite wave �elds.

2.3.2.1 Asymptotic properties of the IWC function

As it was mentioned in Section 1.3.2.2, the estimatek̂ (Eq.2.10) approaches asymptotically to

the natural wavenumber of the equation of motion which de�nes the displacement functionw.
4Actually thedi� erence (N � 1)(p̂(:) � p̂) is an estimate of the bias of the jackknife estimator. Its large value can

show that the estimation is biased (the distribution is not symmetric).
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This behaviour can be shown easily in one dimensional space. Let us consider a sine function

w =sin(kx). This function is correlated with a ”correlation” wave =sin(kpx). Both functions

are de�ned on the �nite interval<0,L>. The IWC value for the two functions is:

IWC =

���������

RL

0
sin(kx)sin(kpx)dx

q RL

0
sin2(kx)dx

RL

0
sin2(kpx)dx

���������
(2.20)

It can be shown that the integral 2.20 can be evaluated as follows5

IWC =
N(k; kp; L)

p
2kL� sin2kL

p
2kpL � sin2kpL

(2.23)

where thenominator N is independent of the length L and can be bounded byjNj < 4
p

kpk=jk�

kpj. However, the denominator of Eq.2.23 is unbounded and asymptotically behaves as/ 2kkpL.

Consequently, if the wave numbersk andkp are not the same the IWC function vanishes to zero

with growing interval L. However, if the wave numbers are the samek = kp than the IWC value

is always equal to 1 regardless to the interval length L.

2.3.2.2 Question of correlation wave phase

In the original works of Berthaut the non-zero phase shift� was not included in the plane wave

formulation Eq.2.12. It can be shown that this omission can bias the maximum of the IWC

function. It is reasonable to use this phase shift because the origin of the coordinate system

(x,y) is freely chosen so we should not prefer a plane wave which has zero phase at the origin.

Example of the in�uence of free phase parameter� is shown in the case of an one-dimensional

wavew = sin(20x + �=3) de�ned over the interval [0;1]. This wave is correlated with the wave

having a zero phase shift given by Eq.2.11 and with the wave having the free phase given by

Eq.2.12. In Fig.2.8 we can see the comparison of the IWC function as de�ned by Eq.1.4 and its

modi�cation given by Eq.2.13 applied to the functionw. We can see that the maximum of the

IWC function is then biased if the phase shift� is not taken into account. However, it should be

noted that the inclusion of the free phase� enlarges the width of the IWC peak and consequently

leads to bigger standard deviance estimators of the wavenumber estimate.

5Weuse the following identities:

Z L

0
sin(ax)sin(bx)dx =

b
a2 � b2

sin(aL)cos(bL) +
a

b2 � a2
cos(aL)sin(bL) (2.21)

Z L

0
sin2(ax)dx =

1
4a

(2aL� sin(2aL)) (2.22)
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Figure 2.8:Comparison of the two methods of obtaining IWC function with correlation wave
with and without free phase�.

2.3.2.3 Wave correlation with a plane-wave �eld

Let us consider asingleplane wave propagating in the x-direction with wavelength� de�ned

over a two-dimensional domain
=[0,�l ]�[0,�l ] as shown in the Fig.2.9. This plane wave is

correlated with a plane wave of the same wavelength. The di�erence of angles of propagation

of these waves is� .

Figure 2.9:Scheme of the correlated plane wave.

First, we consider� = 0 and we change the dimensions of the domain
. It can be seen

from Fig.2.10 that if more wavelengths are present in the wave-�eld, better is the resolution of

the maximum of the IWC function.

Second, we �x the size of the domain to�l = 4� and we vary the angle� . It can be seen from

Fig.2.11 that even for very small angles� the IWC function drops fast to zero and its maximum
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disappears. Thiscan also be demonstrated in Fig.2.12 where the IWC function is shown as

function of thek vector of the correlating wave. We see distinctly the two symmetrical maxima

showing the presence of a unique plane-wave.

The conclusion we can make out of this paragraph is that:

� The good resolution of the IWC function is achieved for wave-�elds larger than four

wavelengths.

� The maximum of the IWC is achieved only in the presence of the wave propagating in

the direction of the correlation wave as shown in Fig.2.12.

Figure 2.10:In�uence of the size of the domain
 with respect to wavelength on the resolution
of IWC function.

Figure 2.11:In�uence of the misaligning of the plane wave on their correlation.

The behaviour of the IWC in the presence of multiple waves is discussed in the following

paragraph.

2.3.2.4 Wave correlation with complex vibration �eld

To understand the behaviour of the IWC function on complex �eld we use the real experi-

mentally measured wave �elds on aluminium plate 2mm thick(experimental details are in the
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Figure 2.12:IWC function in the space [kcos� ksin�] de�ning the correlating wave.

Appendix A.2). Its average spectral density function of displacement is shown in Fig.2.13. Two

wave-�elds are chosen. One is a modal wave-�eld corresponding to 2768Hz (Fig.2.14A) and

the other a non-modal steady state vibration �eld at 2850Hz (Fig.2.15A). This �eld is apparently

constructed by superposition of a number of modes.

Figure 2.13:Average spectral density of the vibration response of the Aluminium 2mm plate.

In Fig.2.14B, we can see a IWC function in the k-space. It can be clearly seen that there are
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two strong maxima (four if mirror images are counted) corresponding to the dominant waves

which construct the mode at 2768Hz. Otherwise, there are no maxima in the y-direction show-

ing that the mode is composed mostly of the waves in the x-direction.

Figure 2.14:Aluminium 2mm plate. A - vibration shape at 2768Hz. B - IWC as a function of
the wave numbers of the correlating wave.

Figure 2.15:Aluminium 2mm plate. A - vibration shape at 2850Hz (modal frequency). B -
IWC as a function of the wave numbers of the correlating wave.

In Fig.2.15B, we see a di�erent situation. This time a vibration shape is composed of mul-

titude of modes and it seems that there are waves in many directions. This case is bene�cial

because the natural wave number can be determined in more directions than in the preceding

example.
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In conclusion,we can say that in the case of modal vibration �elds the waves are concen-

trated in a few points of the k-space and the maximum value of IWC is high but it repartition on

the circle of the natural wave numbers is poor. For the non-modal vibration �elds the repartition

of the IWC function is more distributed.

2.3.2.5 Question of coupling of independent plane waves in the IWC method

So far, we have seen the behaviour of the IWC image corresponding to a plane-wave and a

complex wave �eld. However, the question of the independence of the estimatedk̂i j de�ned

by Eq.2.10 has not yet been answered. The independence with respect to the frequency can

be easily addressed;k̂i j is independent from̂kil because the vibration �elds corresponding to

the j-th andl-th frequencies are independent. However, the independence with respect to the

correlation wave direction represented by the �rst indexi is more delicate to prove rigorously

by mathematical means. None the less, we can get some insight to the problem considering the

following.

The estimatêki j is obtained by �nding a maximum of the function IWC(wj,.,.,� i) while

the estimatêkk j is found by maximizing the function IWC(w j,.,.,� k). Both estimates are ob-

tained independently, if functions IWC(w j,.,.,� i) and IWC(w j,.,.,� k) are independent. This can

be achieved if the plane wave functions	 i = 	(k i; � i; �) and 	 k = 	 (kk; � k; � ) areorthogo-

nal. Then, the projections de�ned by the IWC function (Eq.2.13) are independent. To see the

orthogonality between	 i and	 k, let us de�ne the correlation coe� cient:

Cik =

�������

R
	 i 	 k

p
jj	 i jj2jj	 kjj2

�������
(2.24)

If the integral in Eq.2.24 goes over the in�nite domain, then theCik = 0 unless� i = � k and

ki = kk (thenCik = 1). However, if the domain of integration is �nite, then the correlationCik is

not zero even if the angles� i and� k are di�erent and its value depends on a number of param-

eters. Here we shall consider a numerical example close to typical experimental con�guration

used in this work. Let us consider a domain
=[0, L
 ] � [0,L
 ]. A plane wave	 i and	 k are

de�ned over this domain withki = 20 rad/m. The number of (�ctional) measurement points is

N=400. The correlationCik as a function of the relative wavenumberkk=ki and = � k � � i is

shown in Fig.2.16A. In Fig.2.16B, there is the dependence on only. We can see that a certain

limit can be found (represented by the dotted line) where the correlation coe�cient ceases to de-

crease and reaches a certain plateau. We consider this limit as a limit for correlation of functions

	 i and	 k. After this limit, these functions are considered (approximately) uncorrelated.

In Fig.2.17 we can see the in�uence of di�erent parameters on the correlationCik. The num-

ber of pointsN (Fig.2.17A) does not have a crucial in�uence as long as the Shannon criterion is

respected. However, the surfaceS of the zone
 is very important, as shown in Fig.2.17B. Big-

ger the surface, more uncorrelated are the functions	 i and	 k. A similar situation is observed
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Figure 2.16:A.Cartography ofCik as a function ofkk=ki and angle di�erence  . Dependence of
Cik on  .

if the wavenumber of the functions	 increases (Fig.2.17C).

Practically, this analysis shows that we can use the estimatesk̂i j andk̂k j as (aproximately)

independent variables if the di� erence between angles� i and� k is upper than 20� . Of course,

this result is not general but it depends on the parameters describing the geometry of the mea-

surement as shown in Fig.2.17.

Figure 2.17:In�uence of di�erent parameters on the correlationCik. A. In�uence of the number
of points in the zone
 . B. In�uence of the zone size S. C. In�uence of the wavenumberki.

2.3.2.6 Question of Gaussian distribution of̂k obtained by IWC method

So far, we have seen how the estimatek̂i j is obtained from the measurement by Eq.2.10 and we

have seen under which conditions is the estimatek̂i j independent from̂kmn. Another important

question is the distribution of̂ki j in the probabilistic sense. As it was mentioned abovek̂i j is

only an estimate of the real wavenumberk. A particular shape of the vibration �eld, noise, size
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of the�eld and number of measurement points, they all in�uence in some way the estimatek̂i j .

We do not know the way how all these factors in�uence the estimate, so we must considerk̂i j

as a variable with probabilistic distribution.

In order to have some insight into the distribution ofk̂i j let us consider a following numerical

example. Consider a pseudo-vibration �eldwn as the sum of plane waves6:

wn(x; y) =
35X

i=1

� (n)
i sin(30(cos�i x + sin� iy) + � (n)

i ) (2.25)

where� i = 2�(i � 1)=35 and� (n)
i is a random variable distributed uniformly over (-0.5,0.5)

interval and� (n)
i a random variable uniformly distributed over (0,2�) interval. All the these ran-

dom variables are independent. We dispose with 10000 pseudo-vibration �elds (w1 to w10000).

The size of the vibration �elds is (x,y)2(0,1)�(0,1). The number of ”measurement” points is

2500. Each pseudo-vibration �eldwn gives rise to an independent estimatek̂n
7. Ideally, the es-

timatesk̂n should form a normal distribution with mean 30 (wavenumber in the vibration �eld)

and some standard deviance. However, as we can see in Fig.2.18 the probability density func-

tion of k̂n is not really Gaussian. It is much morepeaked. The irregularities in this �gure comes

from the fact that a �nite set of random observations was used.

Figure 2.18:Comparison of the ”experimental” distribution of estimatesk̂ obtained by appli-
cation of the IWC method and the optimal �t of this distribution by a normal distribution (this
distribution has the mean and the variance from the estimates ofk̂n.

.

The values in Tab.2.3 show that the estimatesk̂n are slightly biased downwards (mean 29.8

6By this form we try to obtain the maximum possible vibration �elds.
7Without the lack of generality we consider that this estimation is performed along the x-direction, there is no

privileged direction in the random vibration �eld.
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Mean 29.80
Standard deviance 0.78
Skewness -2.42
Kurtosis 30.3

Table 2.3: Characteristics of the estimatek̂n.

instead of 30). This bias is also present in the estimation of skewness which is -2.428. The

skewness of the Gaussian distribution is 0. The kurtosis9 30.3 shows the ”heaviness of the tails”

of the distribution of̂kn. The kurtosis of the normal distribution is 3.

Considering the above points, we can conclude that the distribution ofk̂ is unfortunately

quite far from the Gaussian distribution. However, we will still use the hypothesis of the Gaus-

sian distribution later because it is a prerequisite for the statistical methods employed in the

model selection. High value of kurtosis is also disadvantageous because its means that the

distribution ofk̂ has heavy tails (observation far from the mean can occur).

8A sampleskewness is calculated asg1 = (1=n
P n

i=1(xi � x)3)=(1=n
P n

i=1(xi � x)2)3=2) .Negative skewness often
tends to bias the mean to the lower values.

9A sample kurtosis is calculated asg2 = (1=n
P n

i=1(xi � x)4)=(1=n
P n

i=1(xi � x)2)2) � 3:
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2.4 Inver se wave decomposition method (IWD)

The inverse wave decomposition method (IWD) is inspired by the inverse methods used by

Chardon described in the introduction section 1.3.2.3 and by McDaniel described in 1.3.2.3.

This method can also be classi�ed as a special so-called Tre�tz method10. The di�erence

between the method of Chardon and the IWD is that Chardon was interested in reconstruction

of vibration �eld, whereas the goal of IWD is to �nd suitable parameters of the equation of

motion. Suitable equation of motion should also lead to a good reconstruction of the vibration

�eld as will be shown in this section. While Chardon was working uniquely with Kirchho�-

Love equation, in this work the IWD method is applied to a variety of equations describing

vibration of isotropic and orthotropic bi-dimensional structures. The method of McDaniel is

a special case of IWD method applied to one-dimensional structures considering the Euler-

Bernoulli operator. However, more operators can be used in one dimension as shown in the

section 2.4.3.

2.4.1 Description of the method

The equation of motion is described by a di�erential operator. The general form of this equation

in the frequency domain (in one or two space dimensions) can be expressed by:

L(u) = 0 (2.26)

whereL is the linear di�erential auto-adjoint operator describing the vibration andu is the

transverse displacement �eld. We will call the parameters describing the operatorL a vector

p. We can write symbolicallyL(p ) to show the dependence of the operator on the vector of

parameters. The goal is to determine the appropriate vectorp for given experimental data and

for a given operatorL.

Let us consider that we have a particular solutionuof the Eq.2.26 (measured experimentally)

at our disposal. This solution (vibration �eld) is measured atNpoints discrete space coordinates

x(i). The discreet �eld can be expressed in the vectoru with elementsui = u(x(i)). Physically,u

represents a steady-state vibration response for a given frequency.

Now, one applies the principle of Tre�tz-like solution described in section 1.3.2.3. The

general solution11 of Eq.2.26 is expressed as:

10Tre� tz methods are numerical methods for solution of partial di�erential equations with boundary conditions.
The solution is approximated by a sum of particular solutions of the di�erential equation (for example plane waves
for the wave equation or exponentials for heat-conduction equation). The coe�cients of this decomposition are
found by applying the boundary conditions.

11Actually, when we talk about the general solution, we have in mind an approximation of general solution in
the proper mathematical sense, because the general solution of the Eq.2.26 does not often exist in the closed form.
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gL =
X

i

� ig
(i)
L (2.27)

where allthe functionsg(i)
L are particular solutions of Eq.2.26. The choice of the functions

g(i)
L should be done in the way that the functiongL should be close to the general solution of

Eq.2.2612.

Theinverse wave decomposition method(IWD, Chardon's method) described in this thesis

is based upon comparing the general solution of the operator which we want to identify with the

measured vibration �eld (designedw). The main idea is that, even though we do not know of

the real boundary conditions during the experiment the vibration �eld,u must lie in the general

solution function spacegL . So, if we succeed in �nding the operatorL whose general solution

�ts perfectly the measured �eldu we consider that this operator is the correct representation of

the equation of motion. We want to solve the equation

u =
X

i

� ig
(i)
L (p) (2.28)

where the measurement vector isu and the general solution functions areg(i)
L (p). The prob-

lem is that both� i andp are unknown, so the problem given by Eq.2.28 is strongly non-linear.

The solution is done by minimizing the residual cost functionr2:

r2(L(p ); �; u) = jju � gL jj2 = jju �
X

i

� ig
(i)
L (p)jj2

def
=

NpointsX

j=1

j� j j2 (2.29)

where the vector� is composed of the di�erences between the measurementw and the gen-

eral solutiongL . We can write a similar residual cost function for all vibration �elds available

[u(1), u(2), u(3)...u(N)]. If we call the residual cost function for every of these vibration �elds

r2
i (p) = r2(:;p; u(i)) then the total residual sum is de�ned as

RSS= r2(:;p; fu(i)gi) =
X

i

r2
i (p) (2.30)

where RSS means theresidual sum of squares. The cost function RSS is minimized with

respect to the parametersp describing the operatorL and the free parameters�. The inverse

method consists in �nding the optimal operator (optimal vectorp̂, L̂ = L( p̂) and the optimal

value of the parameters ˆ�

[p̂; �̂] = argmin
p;�

(r2(L(p); � ); fu(i)gi) (2.31)

The more detailed scheme of the inverse method is shown in the Fig.2.19. The particu-

12The exact form of these functions is described in the section 2.4.3.1 for the 1D structures and in 2.4.4.1 for 2D
structures
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larity of this inverse problem is that thedirect problem depends on the data as well. So the

inverse problems consists of two consecutive problems: for a given parameterp the general so-

lution space is de�ned and then the minimal distance of the measured vibration �elds [u(1), u(2),

u(3)...u(N)] from the general solution is determined (represented by residual �elds� and RSS).

This distance is minimized over the space of the parameterp. While the �rst optimization is

linear, the second is non-linear.

Figure 2.19:Scheme of the inverse problem of the IWD method.

For further considerations we de�ne several quantities. The best �t corresponding to the

data belonging to the parameterp̂ and ˆ� is called (for a particular vibration �eld)

ĝL =
X

i

�̂ ig
(i)
L( p̂) (2.32)

The normalized square residual of the inverse problemr̃2 represents at the solution normal-

ized by the norm of the vibration �eld vector. It is de�ned as follows for one vibration �eld

w

r̃2(L( p̂); �; u) =
jju � ĝL jj2

jjujj2
(2.33)
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If r̃2 tendsto zero the models �ts perfectly the vibration �eld. If it tends to unity the model

is completely uncorrelated with the vibration �eld.

2.4.2 Estimation of errors

The statistical treatment of the IWC and IWD methods di�ers and so does the estimation of

errors. The IWC inverse problem can be written in terms of a system of non-linear equations

with unknown parameterp

kmod
i j (p) = kexp

i j (2.34)

wherek(mod) are the wave vectorsmodelledby some equation of motion andk(exp) are the

wave vectors determinedexperimentally. A number of techniques can be employed to treat

statistically the problem given by Eq.2.34 especially if the RHS components are independently

identically distributed random variables.

The problem of the IWD inverse method cannot be expressed in the same way. From Eq.2.28

we can write an equation describing the goal of the inverse method (measured �eld equals the

general solution �eld)

gL (p; u) = u (2.35)

We can see that the problem isimplicit in its nature. Both the LHS and RHS depend on the

measurement. A unique solution of Eq.2.35 with respect top as we be obtained by minimizing

the least squares of the residuals as is shown by Eq.2.31. However, the statistical treatment

of Eq.2.35 is very di�cult and most methods fail to give prediction about the estimates ofp.

Fortunately, the Jackknife method can still be used in this case for estimation of variance ofp̂

as it is shown below.

2.4.2.1 Jackknife method

The jackknife method is used for the IWD inverse method in the same manner as was shown

for the IWC in section 2.3.1.2. In Fig.2.20, we can see an example of pseudo solutionsp̂(k)

calculated by Jackknife method and the con�dence interval calculated by Eq.2.19. The same

experimental data as in the section 2.3.1.2 were used (aluminium plate of 2mm thickness).
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Figure 2.20:Example of pseudo-solutionsp̂(k) (here the vectorp is represented by plate sti�ness
D) obtained when using the jackknife method with IWD method. The data comes from real
measurement on thin 2mm thick aluminium plate. Supposed operatorL is Kirchho� model.
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2.4.3 Inverse wave decomposition for 1D structures

As it was mentioned in the preceding chapter, the IWD method in 1D is somewhat special

because the wave solutiongL de�ned by Eq.2.27 is not only the general solution of the homoge-

neous equation but it is also composed of �nite number of functions. Number of those functions

is relatively small, it ranges from 2 to 6 depending on the degree of the equation of motion. This

is a great advantage with respect to the problems in 2D where the number of functions in the

spacegL can be around 50 and they represent onlyapproximativelythe general solution. Given

all those facts, the IWD method applied on 1D structures is more stable and precise than the

method applied to the 2D structures.

Let us suppose that we are dealing with the following self-adjoint linear operatorL which

has the form (for list of the possible operators see Section 2.2.1)

L(u) = c0u(x) + c2
d2u(x)

dx2
+ c4

d4u(x)
dx4

+ c6
d6u(x)

dx6
+ ::: = 0 (2.36)

whereu is the transverse (�exural) displacement of the string or beam described by thex

coordinate. Several 1D models will be studied in this thesis, their overview is in the Tab.2.1.

2.4.3.1 Construction of general solution of equation of motion

The construction of general solutiongL for the equation Eq.2.1 is very simple. For a given

frequency (�xed coe�cients c) all the functions of the formg = exp(kx) wherek is the solution

of the dispersion equation

c0 + c2k2 + c4k4 + ::: = 0 (2.37)

verify the equation of motion Eq.2.36. If we designki all the independent solutions of

Eq.2.37 we can write the general solution in the form

gL =
X

i

� ig
(i)
L =

X

i

� iexp(ki x) (2.38)

For example, in the case ofstringmodel we have two independent solution of the dispersion

equation withk1;2 = � i!
p

T=� l. In the case of Kirchho�model we have four independent solu-

tionsk1;2 = �
p

! 4
p

EI=� l andk3;4 = �i
p

! 4
p

EI=� l. The �rst two solutions represent evanescent

waves while the second two solutions represent propagating waves. For the string model, only

the propagating waves exist.

2.4.3.2 Lower-frequency threshold for the IWD

IWD is not stable unless we have su�cient information about the wave of the vibration �eld.

This is especially true when dealing with low-frequency measurements. On Fig.2.21 we can see
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the inversion results for the Euler operator applied to a measurement of a steel beam. We can

see that inversion becomes stable for frequencies upper than a given frequency which is about

200Hz and the vibration �eld is about ”one-wavelength” long. In general, we can say that we

need at least one wavelength in the observed zone to be able to use the IWD technique.

Figure 2.21:Inversion results in frequency dependence. We see that unless 200Hz is reached the
inverse problem is unstable and apparently ill-posed. In general, one wavelength is necessary
to have stable decomposition.

2.4.3.3 Question of uniqueness of IWD solution

Uniqueness considerations can be well demonstrated in the case of Euler+Force operator (A3).

The corresponding equation is of the type

EI
d4u

dx4 � T
d2u

dx2 � � L! 2u = 0 (2.39)

where theunknowns areEI and the axial forceT. For our purposes we consider EI=0.05kg.m3/s2,

T=-300N, � L=1kg/m. To simplify the uniqueness considerations, imagine that we measure

somewhere in the middle of the beam where only propagative waves exist, so experimentally

we measure only the sine standing waves of the wave numberk(exp). The wave vectork(!)

corresponding to the dispersion equation of Eq.2.39 is solution to

EIk4 � Tk2 � � L! 2 = 0 (2.40)

Apparently, if we search inversely the unknownsEI andT for which we getk(exp)=k then

there is an in�nite number of solutions forming a line in the space of (T, EI). These lines can

be seen in Fig.2.22. We can clearly see, that there exists a common solution, which can be
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revealed only ifmultiple frequencymeasurements are considered. In other words, this means

that when more than one unknown are to be determined, these unknowns have to be considered

independent of frequency at least in a certain frequency range. From Fig.2.22 we can see also

that the in�uence of the axial force is more important at low frequencies, while it is almost non-

existent at high frequencies. It means that it is very di�cult to determine the axial force from

high frequency measurements only. All the above considerations correspond to inversion done

on a dispersion curve and in�nite objects. Our case is a bit di�erent, we are dealing with �nite

objects, where the evanescent waves take place. Their presence is bene�cial for the stabilisation

of the inverse problem. However, the presence of the evanescent waves drops down very fast

with frequency.

Figure 2.22:Lines giving all the solutions for particular frequencies.
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2.4.4 Inverse wave decomposition for 2D structures

2.4.4.1 Construction of pseudo-general solutiongL

In the Section 2.4.1 the vibration �eld was decomposed into a set of functions which were

all the solutions of the operatorL in the domain
 . This functional space was calledgL. In

the case of one-dimensional structures, this functional space was composed of sine and cosine

functions together with their hyperbolic counterparts. This functional space constitutes the

general solution of the equation of motion Eq.2.1 with zero RHS.

Figure 2.23:Wave decomposition is e�ected on a small (local) part of an complex vibration
�eld. Circular zone
 is chosen inside the vibration �eld. There may be several zones
 inside
the �eld belonging to the same frequency.

In the case of 2D structures the construction of the general solution of Eq.2.6 is impossible.

There is an in�nite number of linearly independent solutions of Eq.2.6.13 So, approximative

solutions of Eq.2.1 are considered; they should be, however, su�ciently close to the general

solution and not to contain too many independent functions.

In this thesis, the choice was to use the plane waves travelling in several discrete directions.

This approach was previously proposed by Chardon [6]. This decomposition is always localized

on a small zone (patch)
 (see Fig.2.23). For the reasons of symmetry and simplicity, the

geometry of these zones is a circle. In the following, the indices of zones will not be mentioned

13For example there exist plane waves with adequate wave vector which can travel in all directions - so there is
an in�nity of solutions possible. Another solutions can be fundamental solutionsuF(x; � ) whereuF is solution of
the equationL(u F(x; � )) = � (x � � ). As we can choose freely the point� outside the zone
 we can get in�nity of
solutionsuF(x; � ) all satisfying the the equation of motionL(u F(x; � )) = 0 in 
.
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in theformulas unless it is not necessary. All the considerations below applied to one zone can

be applied to all the zones
 i j .

So, if we consider one particular zone (patch), we can de�ne the pseudo-general solution

for some isotropic model as

gL(x) =
NdirX

i=1

X

j

� i j exp(kj(x:cos�i + y:sin� i)) (2.41)

where� i = (i � 1)�=Ndir is the angle of the plane wave,kj is the j-th solution of the dispersion

equation corresponding to the equation of motion Eq.2.26. This solutiongL will be called

pseudo-generalsolution. It is not the general solution in the proper sense. But asNdir grows

higher the functiongL approaches the general solution. Colton [8] has shown that a solution

like 2.41 is dense in the general solution of themembraneequation in theconvexzone
 . A

similar proof for thefourth-order Kirchho� equation was done by Chardon [5].

If the equation of motion is anisotropic, then the pseudo-general solution must be modi�ed

to:

gL(x) =
NdirX

i=1

X

j

� i j exp(kj(� i)(x:cos�i + y:sin�i)) (2.42)

wherek j(� i) is the j-th solution of the orthotropic dispersion equation:

�� S! 2 + [k(� i)]4
�
D1cos4� i + D3sin4� i + (D2 + D4)sin2� icos2� i

�
= 0 (2.43)

In Fig.2.24, we can see the principle of the IWD in 2D. The vibration �eld measured in the

the circular zone
 is decomposed into several propagating and evanescent waves which are

all particular solution of the equation of motion in the zone
. We try to �nd the best equa-

tion of motion (the best pseudo-general solutiongL) to obtain the optimal �t of the measured

displacement �eld.

As we are dealing with approximative pseudo-general solution of equation of motion in 2D,

the very important point is the optimized number of plane waves used in the construction ofgL.

The zone
 is a circle with diameterR
 which depends on the wavelength of the vibration �eld.

For our purposes, it is useful to work with the correlation length parameter�. In case of a plane

wave the value of� would be the wavelength of the vibration �eld. In case of a general steady

state vibration �eld this value is close to the natural (or dominant) wavelength corresponding to

the given frequency.

The value of� gives the dimension scale of our vibration �eld. All the dimensions are taken

with respect to this variable. The relative radius is de�nedr 
 = R
 =� . The number of necessary

approximative plane wave functions can be obtained by examining the evolution of the error

function de�ned by Eq.2.29 with number of plane wave directionsNdir . We see an example of
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this functionin Fig.2.25. The optimal number of independent plane-wave directions lies in the

in�exion point of the curve because the error function diminishes very slowly after this point,

while the ill-posedness of the inverse problem increases.

Figure 2.24:Principle of decomposition of the vibration �eld into the basisgL

Figure 2.25:Optimal number of plane-wave directions for given sizes of the circular zone
.
This example is forr 
 = 1.

67



2.4.4.2 Question ofuniqueness of the IWD solution

Poor conditioning of the IWD method is discussed and some remedies are presented. The

problem of non-uniqueness is also discussed and some examples are shown.

A. Regularisation omitting the evanescent waves As it was mentioned above the number

of functions in the general solution spacegL (Eq.2.41) is crucial to a successful inversion. If

this number is too high, then the inverse problem is ill-posed, if the number is too low, the

inverse problem is well-posed but biased. So, we are interested in minimizing the size of the

basis of the general solution without diminishing the precision of the inversion. This can be

achieved for example by dropping o� unnecessary functions from the sum of Eq.2.41. These

unnecessary functions can be theevanescent waveswhen we are dealing with vibration �eld at

high frequency or far from the physical boundary, where the presence of the evanescent waves

is not likely. This regularization is bene�cial as it divides the number of plane waves by two.

An example is taken from the measurement of the aluminium plate 2mm thick. The nor-

malized residual squares function de�ned by Eq.2.33 is shown in Figs.2.26 and 2.27 for two

frequencies 1000 and 2400Hz. Both �gures show the non-symmetry of the residual function.

This non-symmetry is particularly visible when the evanescent waves are used. We can see

that in both cases the residual function of the IWD without the evanescent waves has more dis-

tinct minimum (the inversion is more well-posed). Otherwise, the minima of the original (with

evanescent waves) and regularized (without evanescent waves) curves are di�erent at 1000Hz.

This is due to the regularization assumption, the general solution in
 does not contain the

evanescent waves. This assumption is correct at high frequencies (far from boundary, Fig.2.27)

but it is not at low frequencies (close to boundary, Fig.2.26).
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Figure 2.26:Normalized residual square of the IWD as a function of model parameter D (Kirch-
ho� plate sti�ness) for 1000Hz vibration �eld. In the upper left corner a size of the zone
 is
compared to the size of the plate. Results taken from measurements on an aluminium plate
2mm thick.

Figure 2.27:Normalized residual square of the IWD as a function of model parameter D (Kirch-
ho� plate sti�ness) for 2400Hz vibration �eld. In the upper left corner, the zone
 is positioned
with respect to the plate. Results taken from measurements on an aluminium plate 2mm thick.
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B. Uniquedetermination of multiple inversion parameters The inverse problem de�ned by

Eq.2.31 should have unique solution in order to exploit the method. However, the uniqueness

of the solution of Eq.2.31 depends partly on the measured data. Typically, the problem of

the non-uniqueness of the inverse problem arises when we want to determine the othotropic

coe�cients from a single vibration �eld. If this vibration �eld is as shown in Fig.2.28, we

can only determine theD1 coe�cient. It is an important point that in order to determine more

then one parameter we need to run the inverse technique for more independent vibration �eld

measurements (basically this means for di�erent frequencies). If only one parameter is to be

determined, one vibration �eld is su�cient.

Figure 2.28:In�uence of the complexity of the vibration �elds on the stability of IWD tech-
nique. Results taken from measurements on an aluminium plate 2mm thick.
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2.5 Conclusion

The Section2 starts with a brief description of inverse problems in general. The inverse problem

treated in this thesis is then explained. In the following of this section we have seen in detail two

inverse methods used in this thesis: IWC - Inverse wave correlation and IWD - Inverse wave

decomposition.

The IWC method was invented by Berthaut [3]. It permits to determine the dominant

wavenumber of the vibration �eld. In Section 2.3, the original theory of Berthaut is further

developed. The asymptotic properties of the IWC function are presented in Section 2.20. They

justify the use of the IWC function to estimate the dominant wavenumber of the vibration

�eld. The question of phase of the correlation plane wave is discussed in Section 2.3.2.2. It

is shown that the adding a phase shift as a free parameter to the correlation wave formulation

brings more stability to the inverse problem. Sections 2.3.2.3 and 2.3.2.4 show the behaviour

of the IWC function when di� erent vibration �elds are considered. The in�uence of geomet-

rical/measurement parameters is also shown. Section 2.3.2.5 treats with an important question

of statistical independence of the estimates of the dominant wavenumbers by the IWC method.

Section 2.3.2.6 deals with a question of statistical distribution of the estimates of the dominant

wavenumber. It is shown that the Gaussian distribution is not obtained.

The IWD method was �rst used by Chardon in [6].

The IWD method determines the optimal general solution to the equation of motion. Both

these methods originate from the previous research.
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3
Model selection

Figure 3.1:What is the di�erential equation describing the roof of Aquarena swimming pool in
Arras?

”Entia non sunt multiplicanda praeter necessitatem.”

”Entities must not be multiplied beyond necessity.”(William Ockham O.F.M.)
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3.1 Introduction

As it was described in Section 1.4 there are several model selection techniques depending on the

nature of mathematical problemand on thetargetof the model selection. It was also mentioned

in Section 2 that we consider two distinct inverse methods identifying the parameters of the

equation of motion: IWC and IWD.

In the case of IWC, the inverse problem is describedequivalentlyby minimization of non-

linear least-squares optimization (Eq.2.14) and the maximization of the likelihood function

(given by Eq.2.16). The target of the model selection is to �nd an equation of motion which:

� describes the best the dispersion curve of the unknown structure (AIC criterion).

� leads to the most probable description of the dispersion curve if the measurements are

given (BIC).

The application of information criteria to the IWC problem is described in Section 3.2.

In the case of IWD, however, the problem is given by minimizing the residual function given

by Eq.2.30. Contrary to the IWC method the likelihood formulation does not exist because we

do not know the likelihood function. As it is explained in Section 3.2.4, the properties of the

residuals used by the IWD method disable the construction of the likelihood function. Without

the likelihood function, information criteria (AIC and BIC) cannot be used. Therefore, a cross-

validation approach was chosen to select the target of a model selection. The target of this model

selection can be seen as the optimal functional subspace which would �t the displacement �eld

at any point. TheCross-validationtechnique used to obtain this target is described in Section

3.3.

3.1.1 Choice of the candidate models

As it was mentioned earlier, it is sometimes very di�cult to make a preliminary choice of

candidate models. There are basically three possible situations:

� We know which model is true. Then no model selection is necessary. This situation is

very rare in a real world. This situation is depicted in Fig.3.2a.

� We know that a model should belong to some �nite class of models, but we do not know

which one is the best. This situation is optimal for a model selection. It corresponds to

Fig.3.2b.

� We do not know which model could describe the problem. We are in the situation de-

scribed by Fig.3.2c.
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Let ushave a look at Fig.3.2. It shows a hypothetical problem of model selection1. The

measurement is shown by a point M. The ellipses belonging to the di� erent models show possi-

ble outputs of these models. In the �rst case on left, the model E describes entirely the measured

phenomenon. This situation does never happen in the real world when experimental data are

considered. In the second case in the middle, the whole reality of possible outcomes iscovered

by candidate models. This situation is optimal from the point of view of the model selection,

because the best model is likely to be chosen (model D in this case). In the third situation on

right, we do not know which models might describe the phenomenon, so some models like C

and D are missing. In this case model B is wrongly chosen instead of D which is missing from

the candidate models.

Figure 3.2:On left - Ideal model choice. In the middle - a good choice of candidate models. On
right - a bad choice of candidate models.

Our goal in the choice of candidate models is therefore to be in the situation of Fig.3.2b

where the candidate models represent together all ”reality”. What does that really mean in the

terms of vibration problem treated in this work? We shall demonstrate a choice of candidate

models with a help of some examples.

1. Let us consider that we want to determine the model of vibration of an aluminium plate

having an unknown thickness (for example the plate is mounted in such a way that the

thickness cannot be measured). In this case, the full reality of models can be described by

a Kirchho� and a Mindlin models. If the plate is thin then the Kirchho� model would be

chosen, if the plate is thick then the Mindlin model would be chosen. There are no other

reasonable possibilities.

2. We want to identify the model of vibration of a bass guitar string. There are three possi-

bilities: if the section is too important it would behave as Euler beam, if the axial tension

force is high it would behave as a string and if none of the two does take over it would

1In this simpli�ed case we do not consider the model complexity which comes afterwards. We can imagine as
if all the models were equally complex.
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be amixed model of Euler and string. A full reality of possible situations is therefore

achieved with these three models.

3. We are dealing with a thin composite plate. We know that there are two principal axes

of symmetry due to the fabrication. The possible models are then either isotropic or

orthotropic Kirchho� plate model. One of them is right while the other is wrong.

However, often we face the situation of missing models in Fig.3.2c. This is especially true

for complicated thick composite plates, where the full reality can be di�cult to achieve by a

few candidate models.
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3.2 Information criteria adapted for Inverse wave correla-

tion

Eventhough, the AIC and BIC information criteria have di�erent selection targets (see Section

1.4), both can be applied as post-processing of the IWC method. Both information criteria are

particularly adapted for problems of non-linear curve �tting. A short description of both criteria

are presented below.

3.2.1 Akaike information criterion (AIC)

The target of the AIC is to �nd the model which minimizes the Kullback-Leibler distance. AIC

criterion was introduced by Akaike in 1973 [54] a brief description is given below. For further

information see Burnham [56].

3.2.1.1 Kullback-Leibler distance and AIC

Kullback-Leibler distance [58] (or information) describes how close two models are. It is based

upon their probability distributions. Assume that we have two models represented by their

probability density functionsf and g. We consider that both models are known and thatf

represents afull reality or truth 2 and g is a model approximating the full reality. We can

say that this model depends on some free parametersg(� ). Then the Kullback-Leibler (K-L)

distance fromg to f is de�ned as:

I ( f ; g) =
Z

f (x)ln
 

f (x)
g(xj� )

!
dx (3.1)

If the two models are equalf = g then their distance is zeroI( f ; g) = 0. Otherwise, it is

always positive.3 The goal of the model selection based on the K-L distance would be to choose

the model which minimizes this distance. This distance cannot be determined if we do not know

f but AIC permits to approximate this distance.

Expression 3.1 can be further developed as:

I ( f ; g) =
Z

f (x)ln f (x)dx �
Z

f (x)lng(x)dx = Ef [ln( f (x))] � Ef [ln(g(xj� ))] (3.2)

where E stands for expected value in the probability sense. The �rst term of 3.2 depends

only on the truef and it is independent of modelg so it can be omitted from the model selection

considerations. Akaike [54] showed that the second term in Eq.3.2 can be written as:

2Unless weare dealing with arti�cial problems with simulated data, this function is never known.
3K-L distance is not a metric on the space of the probability distributions becauseI( f; g) , I (g; f ).
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Ef [ln(g(xj� ))] = EyEx[ln(g(xj�̂ (y)))] (3.3)

wherex andy are independentrandom samples from the true distributionf . Expression

3.3 cannot be evaluated exactly unless we know the true distributionf . Akaike found that a

log-likelihood function is a asymptotically biased estimator of 3.3. The bias of this estimation

is equal to the number of estimated parametersK. For a large samples we can write:

I ( f ; g) = C � EyEx[ln(g(xj�̂ (y)))] � C � ln(L(�̂ )jdata)+ K (3.4)

Dropping the unnecessary constantC and multiplying4 the Eq.3.4 by 2 we obtain the AIC

criterion:

AIC = �2ln( L( ˆ� )jdata)+ 2K (3.5)

As it was later shown the AIC de�ned by Eq.3.5 is valid only asymptotically (i.e. for large

samples). If only smaller samples are available it is advised to use modi�ed second order AICC

de�ned as

AICc = AIC +
2K(K + 1)
N � K � 1

(3.6)

whereN is thenumber of measurements (sample size). IfN � K thenAIC = AICc. Later

in this work,AICc is always used regardless to the sample size.

The principle of use of the AIC criterion is very simple. If we dispose several modelsgi, we

can calculate the maximal likelihood function for each of them and compare theirAICi values.

The model with lowest value of AIC is the one selected by AIC criterion. It should be noted

that the absolute value of AIC is not important. However, the relative di� erences between the

AIC values of di�erent models are important because they correspond to likelihood of models.

If we de�ne the AIC di�erence as

� i = AICi � min
k

(AICk) (3.7)

then the selected model has� i = 0 and the other models have� i > 0. Akaike interpreted

these di�erences with the so called ”Akaike weights”:

wi =
exp(�� i=2)

P
r exp(� � r=2)

(3.8)

Akaike weightwi ranges from 0 to 1 and has a meaning of model probability of being the

best model to minimize the K-L distance. Empirically, we can class the models according to

their � i using the rule given in Tab.3.1 (from Burnham [56]):

4This isunnecessary, Akaike did this for ”taking the historical reasons into account.”
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� i Level of support for modeli
0-2 Substantial
4-7 Minor
>10 Essentially none

Table 3.1: Rule of thumb for an AIC model selection.

3.2.2 Bayesian information criterion (BIC)

The Bayesian information criterion (also called Schwartz-Bayes information criterion) was de-

veloped by Schwarz in 1978 [53]. Although BIC has similar behaviour as AIC the derivation

of this criterion is di�erent. BIC is a criterion which chooses among a set of models the model

which is themost probablefor given data. Moreover, if the true model5 is among the candidate

models then BIC chooses this model with probability 1 if the sample size goes to in�nity. This

is not necessarily true for the AIC model.

Let us consider that we dispose some data X and a �nite set of candidate modelsM =

[M 1;M 2; :::M n]. The target of the BIC is to �nd which of the models maximizes the posterior

probability:

M BIC = argmax
M i

P(M i jX) (3.9)

The expression 3.9 is developed according the principle of the Bayes theorem. The deriva-

tion of the Eq.3.9 is beyond the scope of this work, detailed derivation can be found for example

in [52]. It is shown that lnP(M i jX) can be approximated asymptotically as:

lnP(M i jX) � lnL(Xj�̂ i;M i) �
Ki

2
lnN (3.10)

whereL is thelikelihood function,N is the number of measurements (sample size),Ki is

the number of parameters� i describing the i-th modelM i. Multiplying this equation by -2 we

obtain the BIC criterion:

BICi = �2ln L(Xj�̂ i;M i) + Ki lnN (3.11)

Then the optimal model (with highest posterior probability) is chosen by minimizing the

BIC criterion over the set of models:

M BIC = argmin
M i

BICi (3.12)

The absolute value of BIC is not important, it is only the di�erence between the BICs of

di�erent models which counts. As it was the case for the AIC criterion it is common to de�ne

5In otherwords the data come from the model which is included in the set of candidate models.
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the BICdi�erence as:

� i = BICi � min
k

(BICk) (3.13)

The best model according to the BIC has� BIC = 0 all the other models have� BIC > 0.

The BIC di�erences can also serve to estimate the posterior probabilities of di�erent models in

the candidate set. Similarly to the AIC, the probability that the i-th model is the true model can

be expressed as:

wi =
exp(�� i=2)

P
r exp(� � r=2)

(3.14)

3.2.3 Application of the AIC and BIC to the IWC-based model selection

In both AIC and BIC approaches the log-likelihood function is necessary. Under the hypotheses

given in Section 2.3.1.1, the log-likelihood function can be expressed according to the Eq.2.18

as:

lnL(p) = �
N
2

ln(2�) �
N
2

ln� 2 �
1
2

X

i j

0
BBBBB@
r2

i j(p)

� 2

1
CCCCCA (3.15)

Figure 3.3:Red cedar plate: example of a least square �t of wavenumber function obtained by
IWC method (blue points) by an orthotropic model. Angle� represents the angle of a plane
wave correlated with the vibration �eld.

Residualsr i j (p̂) are represented by di�erences of the ”experimental” wave numbers obtained

by IWC and the wave numbers given by the model. An idea of these residuals is shown in
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Fig.3.3 showing the experimental data of the red cedar plate. For the maximized value of the

log-likelihood we have
P

i j r2
i j (p̂) = (N � 1)� 2 and therefore the maximum of the log-likelihood

function is

lnL(p̂) = �
N
2

ln(2�) �
N
2

ln� 2 �
1
2

N (3.16)

and omittingthe unnecessary constants not depending on the model we obtain

lnL(p̂) � �
N
2

ln� 2 (3.17)

Then theAIC and BIC criterions can be expressed in terms of the residual variance

AIC = Nln� 2 + 2K
� N
N � K � 1

�
(3.18)

BIC = Nln� 2 + KlnN (3.19)

This form shows very well the model selection ”trade-o�” between the model precision and

its complexity. The precision term is represented by an estimated variance of the data� 2 when

the model is employed and its complexity is represented by a number of estimated parameters

K.

Comparing Eq.3.18 and 3.19 we can see that although the principles for derivation of AIC

and BIC are quite di�erent resulting criteria look similarly. They di� er only in the second term

representing the penalty for the model complexity. Typically, the penalty of the BIC is more

important than the penalty of the AIC. That is the reason why the BIC criterion is sometimes

called more conservative, it tends to choose simpler models than AIC.

On Fig.3.4 we can see an example of use of AIC and BIC on the data obtained from mea-

surement done on 2mm-thick aluminium plate (description in Appendix A.2). Five models are

considered B1, B2, B3, B4 and B6. On the left, we can see that appart from the B1 (membrane)

model all the other four models �t the dispersion data in a similar way. Therefore the selection

of the model based on their residual of �t would be di� cult. Moreover, we can see clearly in

Fig.3.4 right that both AIC and BIC criteria favour the simplest model of the three - B2 (Kirch-

ho� plate). We can also see that BIC is more conservative, it chooses the simplest model with a

greater margin.

A di�erent example is shown in Fig.3.5 corresponding to the IWC analysis applied on the

measurement of apaper membrane(description in Section 4.2.3). Three models are considered:

B1, B2 and B3. We can see that the �t of the three models is very di�erent with model B3 being

visibly the best model. In this case, the di�erence in the number of parameters in the penalty

term in Eq.3.18 and 3.19 is too small compared to the di�erence of �t obtained by those models.

Therefore even if the number of parameters of the model B3 is the highest, this model is a surely
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Aluminium 2mm Papermembrane
AIC BIC AIC BIC

Model � i wi � i wi � i wi � i wi

B1 (membrane) 271 0.00 272 0.00 292 0 288 0
B2 (Kichho� ) 0 0.46 0 0.82 143 0 140 0

B3 (Kirch./memb.) 1.82 0.18 4.78 0.08 0 1 0 1
B4 (Mindlin) 1.60 0.20 4.57 0.08 - - - -

B6 (Kirch.ortho.) 2.29 0.14 8.17 0.01 - - - -

Table3.2: AIC and BIC values for IWC analysis e�ectuated on 2mm aluminium plate and paper
membrane.

chosen with probability 1 (see Tab.3.2).

Figure 3.4:Example of the �t of the dispersion curve for aluminium 2mm plate obtained by
IWC by di�erent models on left and the AIC/BIC analysis on right. The B1 model is not shown
in the graph on right because its values are too high.

3.2.4 Why information criteria cannot be used with IWD inverse prob-

lem?

As we have seen in the preceding section, AIC and BIC criteria are very simple to use, their

application give the possibility to choose the best model and to see whether other models are

close or far from the best model. Moreover, in case of several models which are close to the

best model, we can even do a multi-model inference (making a somewhat mixed model) as

described in Burnham [56]6. So, why not to use these criteria for all model selection problems

(i.e. for all inverse problems)?

6This procedureis, however, nor applicable in our case, because parameters of the di�erent equations of motion
do not have the same units.
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Figure 3.5:Example of the �t of the dispersion curve for paper membrane obtained by IWC by
di�erent models on left and the AIC/BIC analysis on right.

Let us take for example the case of the AIC applied on the aluminium 2mm plate measure-

ment (see Appendix A.2). Without any further investigation we try to use the formula for AIC

given by Eq.3.18:

AIC = Nln� 2 + 2K
� N
N � K � 1

�
(3.20)

In this case, we apply this formula on the IWD inverse problem, N is the number of mea-

sured points, K is number of parameters (i.e. the number of all the constants� and all the

parameters ofL in Eq.2.27). Actually, the number of all the coe� cients� is the same for all

models, so it might be omitted as long as we are only interested in di�erences in AIC values.

Then� 2 =
P

i j (� i j )=(N � 1) where� i j is the residual from �tting the i-th vibration shapes mea-

sured at j-th point as described in Section 2.4. Then, if we consider that we haveNS vibration

shapes and each hasNpi points thenN =
P NS

i=1 Npi. Consequently, N is very large. In this

example N=12808. The resulting AIC values are shown in Tab.3.3 in the �rst column. We can

see that the model selection is erroneous. The orthotropic model B6 is chosen instead of the

Kirchho� model B2 which is found to be the best model when using the AIC with IWC. Why

do we come to a di� erent and highly suspicious conclusion (our plate is not orthotropic)?

The problem with IWD lies in its mathematical formulation. Let us have a look at the

mathematical formulation of both inverse problems. Both problems can be expressed as non-

linear optimization problem to �nd the estimatêp = argmin
P

i j r2
i j . However, the residualsr i j

are di�erent in the two cases (see Eq.2.14 for IWC and Eq.1.11) for IWD):
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IWD IWC
Model � i � i

B1 (membrane) 43814 271
B2 (Kichho� ) 4 0

B3 (Kirch./memb.) 5 1.8
B4 (Mindlin) 15 1.6

B6 (Kirch.ortho.) 0 2.3

Table3.3: Fictional values of AIC when applied to IWD inverse problem on aluminium 2mm
plate (�rst column). The second column contains the comparison to AIC applied to IWC inverse
problem.

IWC IWD

r i j = k̂exp
i j � kmod

i j (p) r i j = ui j � P(p)u:; j

P=  � 1

where the estimateŝkexp
i j are independently obtained by the IWC method as described in Sec-

tion 2.3.2.5. Fig.3.6 shows graphically the di�erence of the residuals considered by these two

inverse problems. Even though the displacementsui j are independent, the residualsr i j obtained

by the IWD method are not because the projectorP couples the individual point measurement

ui j with all the measurement in the zone Z represented byu:; j. According to the nomenclature

of Section 2.4.1 the elements of the matrix are ik = g(k)
L (xi).

Figure 3.6:Explication of the di�erence of the residuals of the IWC and IWD methods.

An example of the projector matrixP taken from the measurement of the aluminium 2mm

plate is shown in Fig.3.7. We can see that this matrix is not unity matrix. This means that

each column is coupled with multiple lines. From the statistical point of view, this coupling
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introduces adependence between the residualsr i j obtained by by IWD method. And dependent

residualsr i j lead to erroneous estimation of AIC criterion as it was shown at the beginning of

this section.

Figure 3.7:An example of the projector matrixP used by the IWD method. In this �gure only
the absolute values are shown.

3.2.5 Why information criteria can(not) be used with asymptotic inverse

methods?

In this section, we shall see a possible application of information criteria in the case of asymp-

totic inverse method as described in Section 1.3.2.4. We will concentrate on the use of the

modal density functionn(!) = n(2� f ). This function is described analytically by Eq.1.16. If

we want to build some inverse method, we must determine a discrete data-based functionn(fi).

We shall see that an inappropriate choice ofn(fi) leads to the destruction of the information

criteria usability. Let us imagine that some reliable and robust method permits to identify all

the modes of the structure and that these modes are determinedindependently. Then, we can

de�ne the modal density as:

n(fi) =
Nm( fi � � f =2;f + � f =2)

� f
(3.21)

whereNm( f1; f2) is the number of eigen frequencies between frequenciesf1 andf2. Then, the

modal density can be approximately determined by Eq.3.21 for a number of eigen frequencies

and the parameter� f needs to be adjusted. However, if the averaging interval� f is larger than

the distance betweenfi and fi+1, one mode is used for calculation of several modal densities

85



n(fi). Therefore,the calculated modal densities arenot independentfrom each other.

A numerical example shows this phenomenon. Let us consider a 2mm-thick rectangular

simply-supported aluminium plate with E=70GPa and�=2700kg/m3. Its dimensions areLx =

1m andLy = 0:8m. Its eigen frequencies can be calculated analytically (Gerardin [75]):

fnm =
1
2�

0
BBBB@

 
m�
Lx

!2

+
 
n�
Ly

!21CCCCA

s
D
� S

(3.22)

The asymptoticmodal density is independent of frequencyn( f = 1) = 0:128/Hz. In

this case we choose� f =200Hz. So, considering the approximative formula Eq.3.21, we can

conclude that a single mode in�uences 200x0:128� 25 estimations of modal densities. Clearly,

these estimations cannot be independent one from another. This example of using a moving

average is shown in Fig.3.8 by black crosses. What is happening here is a multiplication of

information into interdependent variables. This approach would lead to erroneous results when

information criteria such as AIC or BIC were to be used.

Figure 3.8:Two di�erent ways of estimating the modal density lead to the same �tted function
but resulting statistical meaning of information criteria is not the same.

The correct approach to this problem would be to split modes intonon-overlapingsets. For

example, we can choose octave bands of audible sound. Then the modal density is evaluated in

each octave bandindependently. The results are shown in Fig.3.8 by red circles. In this case

we obtain fewer points but these points are independent one from another and the information

criteria based statistics as AIC and BIC can be used.
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3.2.6 Whyinformation criteria can(not) be used with FAT(RIFF) inverse

method?

The FAT(RIFF) method is described in section 1.3.3.1. It was shown that this methods consists

of verifying locally the equation of motion. Here, we discuss the possibility to use the informa-

tion criteria for the selection of models. Let us imagine that at the i-th spatial point, the residual

of the RIFF problem is de�ned as (see Eq.1.27):

r i = D� 4u(exp)
i � ! 2� Su(exp)

i (3.23)

If we want to use the criteria as AIC and BIC with the least-squares de�ned by the residuals

given by Eq.3.23, we must ensure that these residuals are independent. Due to the di�erence

scheme used to estimate the fourth derivative, the residualr i depends on thirteen adjacent points.

However, if the i-th and j-th points are su�ciently far away (Fig.3.9A) they use di�erent points

then the residualsr i andr j are independent. This is only valid for a non-regularized version

of RIFF. As the regularization is crucial for stable inversion a low-pass spacial �lter is applied.

This �lter, however, links the pointsi and j which were disconnected before (Fig.3.9B). So the

independence of residualsr i andr j is lost.

Figure 3.9: A. In case of the RIFF without regularisation, the solution at pointsi and j are
independent. B. In the case of the regularized RIFF, the solution at pointi is linked to point j
by a low-pass spatial �lter function.

In order to be able to use the information criteria and the residualsr i obtained from regular-

ized RIFF method, then we would need a su�cient spacial distance between the points where

the residual is evaluated. This spatial distance should be superior the characteristic size of the

low-pass �lter function.
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3.3 Cross-v alidation adapted for Inverse wave decomposi-

tion

The Cross-validationtechniqueis one of the most popular and simple techniques for model

selection ([63]). Its objective is to judge the capability of the identi�ed model to predict the

measurement. Due to its versatility it was employed with the IWD inverse technique which is

otherwise too complicated to be used with other model selection methods. The principle of the

cross-validation is very simple. Let us consider that we have some data vectord = (d1; d2; :::dn)

and a modelM(p) depending on the parameterp. We suppose that the data can be simulated

by the model and that the model can be identi�ed from the data by some inverse technique.

Then, the principle of the cross-validation is to separate the observation vectord into two sets:

the training setdt and thevalidation setdv. These sets should have null intersection andd =

[fd t; dvg. The training set serves to estimate the parameter of the modelp̂. Then, we can

simulate the outcome of the modelM( p̂) on the setdv and compare it to the measured values.

Figure 3.10: Principle of the cross-validation method used together with the IWD inverse
method.

The problem of this method is its non-uniqueness of choosing the decomposition of the

training and validation sets. In the review paper [50], Arlot gives exhausting list of possible

ways to choose this decomposition. As this method is rather empirical, there is almost no

general rule which applies to all kind of problems. In our case of vibration problems considered

in this thesis, the individual vibration shapes are considered as elements of the data vector

U = (u f1; u f2; :::u fn)
7 where fi are the steady-state oscillation frequencies. As it was mentioned

in the section 2.4, the IWD method does not use all the vibration �eldui but only its part forming

7wi are consideredlike column vectors. Each vector represents the measured displacement at all the points.
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a circularzone
 with a diameter related to the approximative wavelength of the �eld. So we

basically dispose with a few independent zones
 which can serve for an IWD within each

i-th wave �eld ui. Schematic example of the zones and the application of the IWD is shown in

Fig.3.10. Here the vibration �eld contained in the green zone
 11 is used to identify the model

parameters by the IWD and then these model parameters are used forwave decomposition

(i.e.WD) of the vibration �elds in the zones
 12 and
 13. The mis�t of this decomposition is an

indicator of the quality of the identi�ed model and its comparison among multiple models can

be a basis for a model selection. In this work a number of zones used for testing and training

was either equal or 1:2 (more testing zones).

In the following examples the residual error function de�ned by Eq.2.33 is applied to the

validation set.

3.3.1 Example of red cedar wood plate

The red cedar musical wood plate of 2mm thickness represents an anisotropic plate (mea-

surement described in Appendix A.5). We consider �ve possible models for model selection

(B1,B2,B3,B4,B6). Fifteen steady-state vibration �elds were in data the space vectorU. In

each vibration �eld, there was one zone
 for training and two forvalidation (testing). There

was �fteen vibration �elds used for building the models and thirty for testing the identi�ed

models. The resulting cross-validation error function (see Eq.1.41 for de�nition) is shown in

Fig.3.11B. We can see that the orthotropic model B6 is by far the best among the �ve models.

On the second position there is a group of models B2,B3 and B4 all having similar testing resid-

uals. The last is the membrane model B1. It seems easy to choose the best model in this case,

however, the situation may be less clear as we shall see in the next example.

Figure 3.11: Two examples of residuals obtained by di�erent models when using cross-
validation.
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3.3.2 Example ofthe thin aluminium plate

The thin 2mm aluminium plate (measurement described in Appendix A.2) was investigated by

the inverse method IWD and the results were post-processed to show the performance of the

cross-validation method on this measurement sample. As in the preceding example, there were

the same number of testing and training zones. The same set of �ve candidate models (B1,

B2, B3, B4, B6) is considered. This time, however, we cannot see clearly the best model in

Fig.3.11A. There is one bad model (B1-membrane), three models (B2,B3,B4) giving almost

identical predictions and model B6 slightly behind them. Which of the competing models

should be chosen in this case? The question can be answered in two ways. If we are in the sit-

uation of a red cedar in Fig.3.11B where one and only model givesstatistically lowerresiduals

then it should be chosen. However, if there are more models whose residuals are comparable

(hypothesis of their equality cannot be rejected) then the simplest model of them should be cho-

sen. The next chapter deals with a question of statistical comparison of residuals of di�erent

models.

3.3.3 Statistical treatment of residuals of the IWD problem

3.3.3.1 Considering one testing zone

In the last section, we encountered a situation when it was necessary to decide, if residuals ob-

tained by one model are statistically di�erent (lower) from residual obtained by another model

(typically the case of Fig.3.11A for models B2,B3,B4 and B6). In order to decide we shall

employ a statistical test as described in the following.

Figure 3.12:Explanation of the residuals� . The true vibration �eld is represented by the black
line. The �t obtained by IWD method is represented by the red dashed line. Measurement
points are black circles.

In Fig.3.12 there is a �ctional 1D vibration �eld. This �eld is represented by a black line.

This function is unknown to us, but we dispose the measurement at a number of points (black
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circles). However, these measurements are notexactlysituatedon the black line because there

is some noise which makes each measurement a random variable. We de�ne a variable�(true)

as the di�erence between the true value of displacement and its measured value at a particular

point (see the detail in Fig.3.12). Due to the measurement uncertainty, this variable is a random

variable. We suppose that the distribution of�(true) is:

� Gaussian with zero mean

� independent of the space coordinatex 8

� variables�(true) are statistically independent from one point to another9

It should be noted that the true displacement represented by the black line is unknown, but

we know a displacement �tted by the IWD method (red line in Fig.3.12). So we can de�ne�

as a di�erence between the measured value and the �tted value (see Eq.2.29 for de�nition of

�). Generally, �(true), �, but if the �t is close enough to the true underlying function, we can

consider these two (random) variables equal and therefore their distributions identical.

Let us suppose that we are dealing with a zone
 where the IWD is performed for two

di�erent models designed by indices 1 and 2. The number of measurement points in the zone


 is N
 . The residuals between the �ts and measurement are designed� (1) and� (2)10. As it

was discussed in the preceding paragraph, we can suppose that elements of� (1) are identically

independently normally distributed random variables with zero mean and variance� 2
1. Similar

supposition holds for the model 2.

However, we do not know the real values of� 2
1 and� 2

2. Our goal would be to determine if

� 2
1 > � 2

2
11 or � 2

1 = � 2
2. If the latter is true, then the model 1 gives statistically thesame�t on

the zone
 as the model 2. Otherwise, the model 2 performs better. To this end, we employ a

standard F-test with the following hypothesis:

H0: � 2
1 = � 2

2 (null hypothesis)

H1: � 2
1 > � 2

2 (alternative hypothesis)

Because the true variances� 2
1 and� 2

2 are not known we must use their estimatess2
1 ands2

2
12. If the null hypothesisH0 is true than the ratio

F = s2
1=s2

2 (3.24)

8This meansthat the measurement noise is the same for every points. This is, however, true only in the ideal
experimental conditions.

9This can be assumed because the scanning laser vibrometer measures each point separately.
10In this case� (1) and� (2) are vectors withN
 elements.
11Without the loss of generality we suppose that the residual of the model 2 is smaller.
12The estimate of variance can be calculated ass2

i =
P

k j� (i)
k j2=(N
 � 1).
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has Fisherdistribution with (N
 ,N
 ) degrees of freedom. If the Fisher statistic F is close to

1, than the hypothesisH0 is likely (variances are equal). Otherwise, as F grows the hypothesis

H0 becomes less and less likely. More precisely, the null hypothesisH0 is rejected on the

signi�cance level� if

F > F�; N
 ;N
 (3.25)

where F1� �; N
 ;N
 is a quantile obtained from the cumulative distribution function of the

Fisher distribution. Otherwise, if F<F�; N
 ;N
 then the null hypothesiscannot be rejected13. If

the cumulative distribution ofF(x; N; N) is designedCF(x; N; N) then the quantile is de�ned as

CF(F1� �; N
 ;N
 ; N
 ; N
 ) = 1 � � (3.26)

The signi�cance level� used in this work is always 0.0514.

Two concrete examples of testing the �t of the IWD method are shown in the following.

In Fig.3.13, we can see a detailed example of residuals obtained ononetesting zone for

the aluminium plate and the red cedar (see for comparison Fig.3.11). In Fig.3.13, the residuals

for di� erent models are shown:� (1) for B1 (membrane),� (2) for B2 (Kirchho�), � (4) for B3

(Mindlin) and� (5) for B6 (Kirchho� orthotropic). The indices of the measurement points inside

the zone were permuted in order to make the displacement function monotonically growing

with index number to facilitate the reading of the graphs. From Fig.3.13, we can conclude that

the residuals do not depend on the amplitude of the measured displacement. This con�rms one

of the hypothesis used for the random variable�(true) in the preceding section.

In the case of the measurement made on 2mm aluminium plate (Fig.3.13 A), three residuals

displayed are displayed:� (1), � (2) and� (4). We can see that while the residual� (1) is much bigger

that the other two,� (2) and� (4) are almost identical. Indeed, the statistical analysis yields the

Fisher statisticsF12 = s2
1=s2

2 = 29:02 andF23 = s2
2=s2

3 = 1:0001. This zone hasN
 = 343

points. From the Fisher distribution we obtain the quantileF0:95;343;343 = 1:195. We can see

that the statistical di�erence of the residuals� (1) and� (2) is without a question becauseF12 =

29:02> 1:195 (hypothesisH0 is rejected). In the second case, however, we cannot reject the

null hypothesis becauseF23 = 1:0001< 1:195. This means from the statistical point of view

the models B2 and B3 perform equally on this particular zone.

The second example is shown in Fig.3.13B, there are two competing models: B2(isotropic

plate) and B6 (orthotropic plate). The situation is less clear than in the latter case, but still

the orthotropic model B6 outperforms the isotropic Kirchho� model B2. In this case we have

N
 = 211 points and the quantile isF0:95;211;211 = 1:256. Since the Fisher statistics isF =

s2
2=s2

5 = 4:91 > 1:256 the null hypothesis is rejected. This means that the residuals of the B2

13This doesnot mean that this hypothesis is true, but that there is not enough evidence to con�rm that it is false.
14Of course, this level is arbitrary, however, 0.05 is the most popular choice in statistics.

92



Figure 3.13: Examples of the residuals obtained on onetestingzone
 using di�erent models.
A. Aluminium plate 2mm measurement, B. red cedar wood plate. The black line represents the
measured displacement in the zone
.

model are statistically higher than the residuals of the B6 model.

3.3.3.2 Considering multiple testing zones

So far, we were only considering one zone
. But the method presented above can be applied

to any testing zone.

In this section we shall see how a hypothesis testing shown in the preceding section can

be displayed graphically. As it was shown, the variableF de�ned by Eq.3.24 is a random

variable with the Fisher distribution. Let us consider hypothetical models 1 and 2 and a �ctional

measurement on number of zones. The distribution (probability density function) of the the F

statistics applied to the zone 6 is shown in Fig.3.14A. A con�dence interval forF is delimited

by valuesFA andFB. This means that the true value of F is inside the intervalFA < F < FB

with the probability 95%. In Fig.3.14B we can see the probability density function ofF for

zones 6 and 24. We can see that in the case of the zone 6, the distribution ofF is around unity

and the hypothesis ofF = 1 cannot be rejected. In other words, it means thatFA < 1 < FB.

However, in the case of zone number 24, the distribution ofF is far from unity andFA > 1.

In this case, the hypothesisF = 1 is rejected on a signi�cance level 5%. In the following,

the kind of �gure Fig.3.14B would be used. For each model, the estimated value ofF is not

shown, but instead, the con�dence interval (pointsFA andFB) is shown. If the lower con�dence

interval limit FA < 1, then the hypothesis about the equality of models (hypothesisH0) cannot

be rejected. Otherwise, ifFA > 1, then the hypothesis is rejected (it means that model 1 is worse

than model 2). The curve like Fig.3.14B helps us to see how many testing zones are equally

�tted by model 1 and 2, and how many zones are �ttedbetterby model 1 and 2 respectively.
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The two previously mentioned examples of 2mm aluminium plate and red cedar plate are

used to show the statistical treatment explained above. The con�dence intervals are shown in

Fig.3.15.

In the case of the aluminium plate, the variances2
2 corresponds to the B2 model (Kirchho�

plate). The variances2
1 corresponds to di�erent models (B1,B3,B4,B6). In Fig.3.15A, we can

see that while the statistic F for model B1 is far away from 1 for most of the testing zones, all

the other models are equivalent with the B2 model.

In the case of the Red Cedar plate the denominator of the F statistics is the B6 (Kirchho�

orthotropic plate) and the nominator is the B2 model (Kirch. isotropic). We can see that all the

testing zones are statistically better �tted by the orthotropic model and the F statistics is always

higher than 1. The choice of the model B6 is uncontested.

Figure 3.14:An illustrative example explaining the F statistics as a random variable.
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Figure 3.15:F-statitics applied to 2mm aluminium plate and red cedar measurements. On left
we can see equivalence in the �ts of several models. On the right the F-statistics comparing
the orthotropic and isotropic Kirchho�models shows clearly the statistically better �t of the
orthotropic model.
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3.4 Conclusion

In this section, we have seen the application of the general model selection techniques in the

case of the IWC and IWD inverse methods.

The problem of preliminary choice of candidate models was discussed in Section 3.1.1. It

was shown that a wise choice of the candidate models (equations of motion) is necessary for a

good model selection. If a good models is to be chosen, it must be already present in the set of

candidate models.

The Section 3.2 was devoted to the information criteria AIC and BIC. These criteria are

exposed with a brief mathematical background. The application of these criteria as a post-

processing of the IWC inverse problem is presented in Section 3.2.3. Several typical experimen-

tal examples are discussed. The advantages and setback of these criteria are shown. Sections

3.2.4, 3.2.5 and 3.2.6 discuss the possibility to use the information criteria for model selection

based on other inverse methods. It is shown that the requirements of the information criteria

are too restrictive for the IWD and RIFF methods. It is shown, that statistically independent

residuals are quite rare among the inverse problems.

As it was shown, the IWD inverse methods cannot be used with the information criteria

model selection. The Section 3.3 presents an alternative to the information criteria: a cross-

validation technique. This technique is adapted for the IWD inverse technique. Some practical

aspects of the implementation are exposed. Especially, the use of F-statistics is presented.

This statistics permits to tell which model has statistically higher residuals. The application

of the cross-validation is shown on several experimental examples. Two typical situations are

presented, the �rst is when one model is clearly better then the others, the second example

is when several models give comparable results. The applicability of the model selection is

discussed in both cases.

96



97



98



4
Case studies

”All modelsare wrong but some models are useful.”(George Box)
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4.1 Introduction

In thissection we shall look at three experimental applications of the model selection technique

treated in this thesis.

The �rst case study deals with determination of axial forces in membranes and beams (for

details see Section 4.2). The goal of this study is to show if the axial force is important for

the description of the vibration of the structure. In this section three separate cases are tested:

aluminium beam under tensile force, silicon microbeams under unknown axial force and a paper

membrane under unknown tensile tension.

The second case study consists of determination of the in-plane symmetry of the measured

plates (for details see Section 4.3). The question is whether a plate should be considered

isotropic or orthotropic. A model selection technique is applied to three experimental cases:

an aluminium plate, a composite plate and a wooden plate. The importance of this study is

particularly shown in the case of the composite plate, where the symmetry is a priori unknown.

The third case study deals with the determination of the most appropriate model for a ”com-

plicated” structure. It is represented by a thick sandwich plate with steel faces and tissue core.

The discussion of this study is in the section 4.4.

All the estimated model parameters are calculated together with their standard deviances

which are shown by the ”�” sign in Tab.4.1 - 4.10. The standard deviance of the parameters

identi�ed by the IWC method is calculated using the log-likelihood function as described in

Section 2.3.1.1. The standard deviance of the parameters using the IWD method is calculated

using the Jacknife method as described in Section 2.4.2.1.

The standard deviance of the identi�ed parameters (some kind of scattering of the inverse

method) is not directly linked to the model selection criteria. However, an excessive scattering

(standard deviance) is a sign of ill-posedness of the inverse problem and therefore a bad predic-

tion capabilities of the identi�ed model. So, we can expect that a model with large parameter

scatter would perform badly on the validation set of data (see Section 1.4.2.3 for details).

The meaning of con�dence interval �gures like Fig.4.3 is explained in Section 3.3.3.2.
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4.2 Determination of in-plane static forces in beams and

membranes

4.2.1 Aluminium beamunder axial tension

Thin aluminium-based alloy beam of dimensions 400�20�2mm was mounted on a Delta ex-

perimental device which permits to pre-stress a beam to a given and controlled axial force (see

Fig.4.1). This force can be approximately determined by means of measuring the deformation

of the frame of Delta device with a micrometer. Consequently, �ve levels of axial force were

applied: 0, 500, 1000, 2000 and 3000N. For each level of force vibration response of the beam

was measured at 43 points by scanning laser vibrometer. The excitation was a pseudo-random

signal covering the frequency range from 0 to 10kHz. A phase reference signal was measured

by an accelerometer mounted on the end of the beam. The average vibration spectrum is shown

in Fig.4.2. The model selection analysis was applied to the 25 vibration shapes for frequencies

between 2100 and 7000Hz (Fig.4.2).

Figure 4.1:Experimental mounting of the aluminium beam on a Delta device.

4.2.1.1 Using AIC and BIC for model selection

Two models were considered for the model selection problem:A2-EulerandA3-Euler+Force.

The idea behind this selection was to see when the axial force becomes important for the de-

scription of the vibration of the beam. The results obtained by the IWC method are summarized

in Tab.4.1. We can see that both the AIC and BIC criteria favour the mixed A3 model if the

applied force is 500N and higher. At zero applied force, however, the A2 model (Euler) is

correctly chosen as being the optimal. From the results in Tab.4.1, we can see that the force is

determined with lower precision than the rigidity coe�cient EI.

101



Figure 4.2:Spectrum of the aluminium beam without axial tension. The analysis was done on
vibration shapes corresponding to frequencies from 2100Hz to 7000Hz.

Appl. force 0N 500N 1000N 2000N 3000N
Euler EI=1.01�0.03 EI=1.006�0.01 EI=1.128�0.02 EI=1.23� 0.02 EI=1.34� 0.03

�AIC=0 � AIC=14.4 �AIC=22.4 �AIC=53.7 �AIC= 79.5
�BIC=0 � BIC=13.6 �BIC=21.6 �BIC=52.8 �BIC =78.7

Euler+Force T=-98� 114 T=469�129 T=1114�204 T=2066� 125 T=2869�87
EI=1.03�0.02 EI=1.01�0.01 EI=1.00�0.03 EI=0.997� 0.02 EI=1.02� 0.01
�AIC= 1.33 �AIC= 0 � AIC=0 �AIC=0 �AIC=0
�BIC =2.18 �BIC =0 �BIC=0 �BIC=0 �BIC=0

Table4.1: Optimal results for Euler and Euler-Force models identi�ed by IWC method. The
units of bending sti�ness EI are [kgm3/s2] and units of axial tensile force T are [N].

4.2.1.2 Using Cross-validation for model selection

The Cross-validation technique was used together with IWD method as described in section

3.3. There were the same 25 training vibration shapes that were used for the IWC analysis and

there were additional 25 vibration shapes used for validation of obtained results. The A3 model

(Euler+Force) was considered as reference for the F-test because it had a lesser �t residuals than

the A2 model (Euler). The testing statistics is thenF = s2
1=s2

2 wheres2 are the estimators of the

variances corresponding to the �t of the validation vibration shape. Index 1 corresponds to the

Euler model and index 2 corresponds to the Euler+Force model. We test hypothesis F=1 which

means that a particular validation vibration shape was �tted with statistically equal precision.

The resulting optimal solution obtained by �tting the training set of measurements is shown

in Tab.4.2. We can see that both methods, IWC and IWD, lead to similar optimal results. The
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validationzone �t shows for how many validation (test) vibration �elds is F statistically higher

than 1 (That means that model A3 isbetterthan A2). We can see, for example, that for a zero

applied axial force, F is never statistically higher than 1, which means that model A2 can be

used with equal precision and because this model is more parsimonious it should be chosen.

However, for higher applied axial forces, there are more and more validation data sets which

are better �tted by A3 model (F>1). This phenomenon can be seen in Fig.4.3 for applied forces

1000 and 3000N. In this �gure we see the 95% interval of con�dence for the F function for

di�erent testing data sets. For example, for the applied force 3000N we see that there are about

an half of the testing data sets which are under-�tted by the Euler model.

Appl. force 0N 500N 1000N 2000N 3000N
Euler EI=1.02�0.006 EI=1.06� 0.01 EI=1.12� 0.01 EI=1.23� 0.01 EI=1.34� 0.02

Valid.zone�t 0% mis�t 8% mis�t 24% mis�t 32% mis�t 52% mis�t
Euler+Force T-95�125 T=527� 78 T=1083� 106 T=2001�178 T=2825�180

EI=1.03�0.01 EI=1.01� 0.03 EI=1.00� 0.02 EI=1.01� 0.02 EI=1.03� 0.02

Table4.2: Optimal results for Euler and Euler-Force models identi�ed by IWD method. The
units of bending sti�ness EI are [kgm3/s2] and units of axial tensile force T are [N]
.

Figure 4.3:Con�dence intervals for F-statistics comparing the equivalence of �t obtained by
Euler model to the �t obtained by Euler-Force model.

4.2.1.3 Conclusion

In Fig.4.4 we can see the comparison of the optimal results obtained for the Euler+Force

model by IWC and IWD methods. These results are also compared to the static estimates
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of the same variables. The coe�cient c4 was statically estimated by a three-point method to

be 1.02�0.07kgm3/s2 (see Appendix B for details on this method). The static axial force was

determined by a calibrated micrometer which measures the deformation of the mounting frame.

In Fig.4.4 the markers represent the optimal values and boxes the scattering.

We see quite a good correlation of the three independent inverse methods. The model selec-

tion problem addressed by the information criteria and Cross-validation technique showed that

the axial force should be included in the modelling for all forces superior to 500N. For the case

of zero axial force, both model selection methods showed that added force term is unnecessary.

Figure 4.4:Determination of the parameters of the equation of motion of the aluminium beam
under static tension. We can see the comparison of the results obtained by the IWC (green),
IWD (red) methods and the static estimates (blue). The rectangles represent standard deviance
estimates.

4.2.2 Silicon microbeams

Silicon microbeams were fabricated by the laboratory LAUM in Le Mans. They represent part

of the research in the MEMS technology domain. The beams are cut within a much larger silicon

wafer (see Fig.4.5). The length of the beams is 3mm. Their width is 65�m (microbeam A) and

153�m (microbeam B). The thickness of the beams is known precisely, from the geometry

considerations we only know that it is inferior to 36�m. The direction of beam axis corresponds

to the (100) crystallographic orientation. The measurement was realized by a Polytec scanning

laser microscope in the frequency bandwidth 1MHz. The excitation was done by a piezoelectric

elements glued to the silicon wafer. The phase reference signal comes from a second laser

measuring �xed point on a wafer.
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Figure 4.5:Silicon wafer with two microbeams designed A and B.

During the fabrication process of these microbeams, there are number of undesired phe-

nomena which can occur. Among them, there is, for example, buckling under the presence of

axial compressive force. Such a buckling would be manifested by a change in the equation of

motion. If we consider the Euler beam equation as correct description of the model, then the

(small) buckling would be manifested by a change of vibration in lower frequencies, while the

vibration at higher frequencies would follow the Euler model. Such a behaviour can be approx-

imately described by Euler+Force model (model A3 in Section Ref.2.2). Such a model is like

the Euler model in high frequencies but the low frequency response is in�uenced by the axial

force. Therefore, these two models were candidates in the model selection.

4.2.2.1 Using AIC and BIC for model selection

As mentioned earlier, two models were chosen as candidates for a model selection problem:

Euler (A2 model) and Euler+Force (A3 model). The IWC method was applied to 12 vibration

shapes for the microbeam A and 20 vibration shapes for microbeam B. The dispersion curves

obtained by IWC method were �tted by the two models and the optimal parameters of these

models were determined. Both AIC and BIC analysis show that the Euler+Force model is

unnecessary.

4.2.2.2 Using Cross-validation for model selection

The cross-validation technique was employed together with IWD method on 12 training and

12 testing zones. The Euler+Force model was taken as reference for F-statistics de�ned by
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Model Parameters �AIC �BIC
Microbeam A Euler EI/� L= (3.7�0.06)10�3 m4/s2 0 0

Euler+Force EI/� L= (3.7�0.09)10�3 m4/s2 2.1 2.6
T/� L=(1.8�3)10 3m2/s2

Microbeam B Euler EI/� L=(3.4�0.07)10�3 m4/s2 0 0
Euler+Force EI/� L=(3.3�0.01)10�3 m4/s2 2.0 2.5

T/� L=(4.6�7)10 3m2/s2

Table4.3: Optimal parameter and model selection criteria obtained by IWC method.

Figure 4.6:Dispersion curves obtained by IWC method on two microbeam examples. We see
the �t with two competing models is almost identical.

Eq.3.24. We can see in Fig.4.7 that in neither testing zone the value of F is di�erent from

unity. That means that both models are statistically equivalent from the point of view of IWD

method. Considering the application of model selection criteria in Section 3.3, the Euler model

is preferred instead of the Euler+Force model.

In Tab.4.4 we can see the optimal parameters of the IWD inversion applied to both beams

and both models. It should be noted that in this case both inverse methods IWC and IWD yield

the same results.

Model Parameters Valid.zone�t
Microbeam A Euler EI/� L=(3.7�0.04)10�3 m4/s2 100%

Euler+Force EI/� L=(3.8�0.07)10�3 m4/s2 -
T/� L=(5.48�4)103m2/s2

Microbeam B Euler EI/� L=(3.3�0.05)10�3 m4/s2 100%
Euler+Force EI/� L=(3.3�0.015)10�3 m4/s2 -

T/� L=(1.47�1)103m2/s2

Table4.4: Optimal parameter and model selection criteria obtained by IWD method.
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Figure 4.7:Con�dence interval for F statistics applied on 12 (microbeam A) and 20 (microbeam
B) testing zones.

4.2.2.3 Conclusion

Both model selection criteria showed that the hypothesis of the presence of axial force cannot

be a�rmed. Taking into account the hypothesis about possible buckling of the microbeams and

its e�ect on the vibration behaviour, we can conclude that the buckling does not take place, or

its e�ect is negligible.

4.2.3 Paper membrane

The paper membrane was made of thick wallpaper cut in the circular form of 0.15m in diameter.

Its thickness was approximately 0.2mm and its surface density was 0.17kg/m2. It was mounted

on a plastic cylinder as shown in Fig.4.8 on left. There were sixteen holes along the perimeter

of the paper. There was a string passing through each of the holes. These strings were stretched

by eight identical tension springs placed along the cylinder perimeter. Its was assumed that

approximately homogeneous tension plane-stress conditions can be achieved if all the deformed

springs have the same length. This tension is, however, di� cult to estimate from the static

deformation of the springs because the tension string passes a right angle and there are unknown

losses in force due to this passage. Only the upper limit of this tension can be estimated from

the static measurements. There were two levels of tensile force which were applied to the paper

membrane.

The excitation of the whole structure was e� ected by a shaker as shown in Fig.4.8 back

side. The phase reference accelerometer was also mounted on the back side of the cylinder. The

excitation was a pure sine function. The response was measured at 671 points for 15 frequencies

between 400 and 2500Hz. The vibration shapes for the lowest and the highest frequencies are

shown in Fig.4.9.
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Figure 4.8:Experimental mounting of the paper membrane and excitation of the support frame.

Figure 4.9:Vibration shapes of the paper membrane for the lowest and highest measured fre-
quencies.

4.2.3.1 Using AIC and BIC for model selection

The model selection problem consisted in determining the appropriate equation of motion of

the paper membrane. This time, the operator of the structure was unknown, its physical prop-

erties could be estimated with only very rough approximation. Three candidate models were

considered: B1 - Membrane, B2 - Kirchho�and B3 - Kirchho�/membrane. Although, the

membrane model seems to be the natural choice, the resulting IWC analysis shows that this

model is actually the least adapted to describe the behaviour of the structure. In Fig.4.10 and
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Fig.4.11, wecan see the dispersion curves of the optimal models B1, B2 and B3 compared to

the wave-numbers obtained by IWC. It is clearly visible that in the case of both tension forces,

the membrane model is not adapted. Surprisingly, in the case of the tension level 1, the Kirch-

ho� model seems to be better than the membrane model. In other words, the paper behaves

more like a thin plate. The model most adapted in both cases of the tension force is the mixed

Kirch./membrane model. The identi�ed parameters of all the models are shown in Tab.4.5.

Figure 4.10:Tension level 1: Optimal dispersion curves predicted by Membrane, Kirchho� and
Kirch./membrane models with wave vector estimated obtained by IWC.

Opt.param. �AIC �BIC
Tensionlevel 1

B1:Membrane T=195�18 125 130
B2:Kirchho� D=(3.5�0.4).10�3 4.9 1.5

B3:Kirch./membrane T=39�11 0 0
D=(2.8�0.3).10�3

Tensionlevel 2
B1:Membrane T=233�5 292 290
B2:Kirchho� D=(4.1�0.2).10�3 143 140

B3:Kirch./membrane T=81�9 0 0
D=(2.4 � 0.2).10�3

Table4.5: Overview of the results obtained by the IWC method and the information criteria.
The units of tension T are N/m and the units of the plate bending sti�ness D are kgm2/s2.
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Figure 4.11:Tension level 2: Optimal dispersion curves predicted by Membrane, Kirchho� and
Kirch./membrane models with wave vector estimated obtained by IWC.

4.2.3.2 Using Cross-validation for model selection

In the case of the �rst level of tension, �fteen vibration shapes were used for identi�cation

of operators by IWD and 30 shapes were used for validation. In the second level of tension,

there were 17 shapes for identi�cation and 34 for validation. The resulting parameters for the

identi�ed operators by the IWD method are shown in the Tab.4.6. The best �t of the data in

the validation set was achieved by the Kirch./membrane model. The �t of the other two models

was compared to this �t by the means of F statistics as shown in Section 3.3. It can be seen

in Fig.4.12 that the F statistics is very far away from 1 for almost all the validation zones for

the membrane model while the F statistics for the Kirchho� model is much closer to 1 for a

number of validation zones. This is a similar result to the one obtained by model selection

AIC and BIC in the preceding Section 4.2.3.1 where the Kirchho� model was closer to the

best model (Kirch./membrane). For the second tension level, the performance of the Kirchho�

model drops and the membrane models slightly increases. However, in both cases, the mixed

Kirchho�/membrane model is the optimal choice. The ”patch mis�t” term in Tab.4.6 shows

how many validation data sets (patches) are under-�tted (which means that statistically F>1).

4.2.3.3 Conclusions

Both model selection methods chose the mixed Kirchho�/membrane model as being the optimal

model in the among the three candidate models. This result is not surprising, however, the
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Opt.param. Patchmis�t
Tensionlevel 1

B1:Membrane T=141�69 96%
B2:Kirchho� D=(3.9�0.3).10�3 37%

B3:Kirch./membrane T=30.6� 3 -
D=(2.8�0.1).10�3

Tensionlevel 2
B1:Membrane T=170�22 91%
B2:Kirchho� D=(5.5�0.6).10�3 64%

B3:Kirch./membrane T=62�10 -
D=(2.8 � 0.3).10�3

Table4.6: Overview of results obtained by IWD method and the Cross-validation method. The
units of tension T are N/m and the units of the plate bending sti�ness D are kgm2/s2.

Figure 4.12:Tension level 1: Con�dence interval of F statistics applied on validation data set for
Membrane and Kirchho� models. The reference model is supposed to be the Kirch./membrane
model.

surprising fact is that the membrane model which seems to be a natural choice ended up as the

last choice behind the Kirchho� model. This means that although the rigidity of the paper may

seem negligible, it must be considered at higher frequencies.

The parameters of the identi�ed Kirch./membrane model are di�cult to be veri�ed from

other independent methods. Concerning the rigidity of the paper, if we consider the paper equal

to very thin isotropic plate with Young modulus close to a wood (1-10GPa) we get the static

estimate of ranging from 0.73.10�3 kg.m2/s2 to 7.3.10�3 kg.m2/s2 as shown in Fig.4.14. The

estimate of the static membrane tension T is quite tricky. Although we know approximately the

total force applied by the deformed springs, we do not know the real force at the points where
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Figure 4.13:Tension level 2: Con�dence interval of F statistics applied on validation data set for
Membrane and Kirchho� models. The reference model is supposed to be the Kirch./membrane
model.

the strings are attached to the membrane. This force is surely diminished by the passage of

the string through the right angle at the perimeter of the cylinder1. In Fig.4.14, there is only the

estimate of the static tension considering that there is no friction at the perimeter of the cylinder.

This estimate is indeed superior to the values obtained by the inverse methods. Although, both

static estimates cannot verify directly the results obtained by the inverse methods, they are not

in the contradiction to the obtained results and show the utility of the inverse methods.

It should be noted that if we used the ”natural” choice - membrane model, its parameters

would be false. For example, the IWC method predicts the tension in the �rst case T=190N/m

while the maximum tension from the static estimates is 78N/m. A wrong model gives wrong

physical parameters.

1This couldbe overcome if we knew the friction coe�cient, but its determination is beyond the scope of this
thesis.
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Figure 4.14:Overview of the optimal results for the Kirchho�/membrane model obtained by
two inverse methods. Static estimates of the ”plate rigidity” of the paper and the upper estimate
of the membrane tension are also shown.
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4.3 Question of orthotropy

In this study case, the question of orthotropy is treated. The statement of the problem is as

follows: If we have some unknown plate-like structure with known axes of symmetry, how can

we determine if the orthotropic model is needed for its description? The situation is illustrated

on three di�erent examples: Cedar wooden back-board plate of an acoustic guitar, aluminium

2mm plate (already mentioned in Section 3.2.1 and 3.3) and Epoxy glass composite plate2. All

of these three plates are described in Appendix A. From the common knowledge, we would

naturally consider the wooden plate as orthotropic and the aluminium plate as isotropic, but

how is the case of the composite plate? It is surely made of anisotropic layers of �bres so the

mechanical behaviour is likely to be anisotropic as well. However, manufacturers try to put

di�erent layers in such a way that the mechanical properties are homogeneous and isotropic.

So the question we could pose is: Is such a plate isotropicenoughthat the isotropic equation of

motion is chosen by the model selection criteria?

In this section we consider only two competing candidate models: B2-isotropic Kirchho�

plate and B6-orthotropic Kirchho�plate.

4.3.1 Using information criteria for model selection

Fifteen vibration �elds were used for the identi�cation of the Aluminium plate, 24 for the Guitar

back-board plate and 25 for the Epoxy-glass composite plate. In Fig.4.15, we can see a repre-

sentative example of a cartography of IWC functions in the k-space for the three considered

plates. According to this �gure, it is evident that the Guitar back-board plate has an anisotropic

behaviour (Fig.4.15 right). However, the other two cartographies are inconclusive. Both alu-

minium and epoxy-glass seem fairly isotropic. Further analysis, however, shows that while the

aluminium plate is isotropic according to the information criteria AIC and BIC (see Tab.4.7),

the epoxy-glass composite is de�nitely not. The factor� AIC=16.1 shows that the isotropic

model is far less adapted for this composite plate (see Tab.3.1 for the rule of thumb concerning

the values of�AIC). This result looks surprising because the isotropic model does not seem

too bad when we look at the cartography in Fig.4.15 middle. To understand why information

criteria exclude the isotropic model, we must take into account that these criteria do not look

at the goodness of �t of models in an absolute value. They merely compare this �t to the �t

obtained by other models. In this case, the isotropic model is not bad in the sense of the absolute

value but it is de�nitelynot the best model3.

2This compositepanel was made by CETIM under the project AMORTI which included CETIM, LAUM,
LRCCP, GeM, OPERO and Ŕegion des Pays de la Loire.

3Of course, the best model is meant in the sense of choice between the two candidate models - isotropic and
orthotropic Kirchho� model.
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Figure 4.15: IWC cartography for the three vibration �elds taken from the measurement of
three di�erent plates. The green line corresponds to the isotropic model �t, the cyan dash-dot
line shows the orthotropic �t.

Opt.param. � AIC �BIC
Aluminium 2mm
B2:Kirchho� D=53�0.2 0 0

B6:Kirch. orth. D1=55.3�2 2.3 8.2
D24=95�8
D3=55�2

Epoxy-glass
B2:Kirchho� D=7.2�0.3 16.1 9.2

B6:Kirch. orth. D1=9.2�0.3 0 0
D24=7.5�2.4
D3=7.7�1.2

Guitar back-side
B2:Kirchho� D/� S=4.49�0.37 35 30

B6:Kirch. orth. D1/� S=3.02�0.37 0 0
D24/� S=7.85�2.8
D3/� S=10.4�2.2

Table4.7: Overview of the results obtained by the IWC method and the information criteria.
The units of the plate bending sti�ness D are kgm2/s2.

4.3.2 Using cross-validation for model selection

The same vibration shapes were used fot the IWD analysis and the cross-validation scheme.

There were 15 training and 30 zones for the aluminium plate, 24 training and testing zones for

the Guitar back-board plate, 25 training and 100 testing zones for the epoxy-glass composite.

We can see the resulting optimal parameters obtained by the IWD method in Tab.4.8. The

test Fischer statistics F is shown in Fig.4.16 for the three plates. The B6 model (Kirchho�

orthotropic) was considered as reference for the F-test because it had a lesser �t residuals than
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the B2model (Kirchho� isotropic). The testing statistics is thenF = s2
1=s2

2 wheres2 are the

estimators of the variances corresponding to the �t of the vibration shape in the testing zones.

Index 1 corresponds to the Kirchho� isotropic model and index 2 corresponds to the Kirchho�

orthotropic model. We test hypothesis F=1 which means that a particular validation vibration

shape was �tted with statistically equal precision. We can see that while this hypothesis can

never be rejected in the case of the aluminium plate, it is always rejected for the guitar back-

board and epoxy-glass plates. This bring us to the same conclusion that the information criteria

in the preceding section: epoxy-glass plate is not �tted su� ciently well by the isotropic model.

It is therefore statistically less adapted than the orthotropic model.

Figure 4.16: Con�dence interval for F statistics comparing the Kirchho� isotropic and or-
thotropic models.

Opt.param. Patchmis�t
Aluminium 2mm
B2:Kirchho� D=51�0.2 0%

B6:Kirch. orth. D1=51.1�3 -
D24=100.9�12

D3=51.2�3
Epoxy-glass
B2:Kirchho� D=7.7�0.8 100%

B6:Kirch. orth. D1=9.09�1 -
D24=9.7�1.2
D3=8.9�1.5

Guitar back-board
B2:Kirchho� D/� S=3.48�0.14 100%

B6:Kirch. orth. D1/� S=2.42�0.04 -
D24/� S=5.36�0.35
D3/� S=9.51�0.24

Table4.8: Overview of the results obtained by the IWD method and the cross-validation. The
units of the plate bending sti�ness D are kgm2/s2.
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4.3.3 Conclusions

In this case study, we have seen how both model selection tools can be employed to determine

whether an unknown structure is orthotropic or not. We have seen especially the case of the

epoxy-glass composite which is an example of unknown structure. It might be isotropic as well

as anisotropic. Everything depends on the fabrication process which is often unpredictable.

In this particular case of the composite plate, we have seen that although the dispersion curve

represented by the IWC cartography in Fig.4.15 middle seems rather isotropic, ortotropic model

is much more adapted as shown by both model selection tools.

Otherwise, we have seen that the aluminium plate was con�rmed as being isotropic and the

Guitar back-board con�rmed as orthotropic.
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4.4 Double-face thick composite plate

A double-face composite panel is constituted of two steel plates joined together by a solidi�ed

tissue. The geometry of this core is quite complicated. It can be seen in detail in Fig.4.17 right.

The steel plates and the core are glued together. The dimensions of the plate were 150� 90 �

5 cm. The thickness of the steel faces was 0.8mm. Its density was supposed 7850kg/m3. The

average density of the core was estimated to 150kg/m3. The surface density of the composite

plate was 12.9kg/m2. The plate was suspended as shown in Fig.4.17 left and it was excited

by a shaker at the lower part of the plate. Excitation was a pure sine signal. The response

was measured by a scanning laser vibrometer and an accelerometer which served for the phase

reference signal. There were 17 excitation frequencies from 200 to 1000Hz.

Figure 4.17:Double-faced thick composite panel represents a structure with complex behaviour
at higher frequencies.

Unlike the other experimental examples mentioned in this work, this plate is considerably

thick. Its vibrational behaviour is more complicated and probably there are more than one

variable needed to describe the vibration of the plate. Especially, we can imagine that the two

steel faces do not necessarily vibrate in phase with each other as it is the case for thin plates.

However, in the low-frequency domain there may exist some thin-plate approximation. Indeed,

the complicated behaviour at higher frequencies can be seen on the dispersion curve obtained

by IWC in Fig.4.18. According to this �gure there seem to be a multitude of di�erent wave-

numbers for frequencies higher than 550Hz. This phenomenon can also be observed on the

map of the IWC function over the k-space in Fig.4.19. At 300Hz, we can see clearly maxima

distributed along a circle, however, at 600Hz this circle disappears and there are multiple local

minima inside the circle. These minima correspond to the waves with longer wavelength.

This change in behaviour around 550Hz makes us believe that thin plate approximation

reaches its limit around this frequency. For higher frequencies, it seems that the two steel faces
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vibrate moreindependently of each other and there may be a multitude of modes of vibration

possible. This hypothesis was truly shown when a measurement was taken atbothfaces of the

plate.

Figure 4.18:Dispersion curves obtained by IWC method. Cross points show which data were
used for the inversion.

Figure 4.19:Cartography of an IWC as a function of the wave vector of the correlating wave.
Example corresponds to the displacement �eld measured at 300Hz and 600Hz.
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Measurement ofboth faces were done for six frequencies. At �rst, one face was measured

and the position of the measurement points was noted. Then, the laser vibrometer was placed

on the other side of the plate and the set-up was done in a way that the measurement points

were approximately the same. This procedure is quite di�cult to be done precisely and there

are numerous possible errors. However, in Fig.4.21 we can compare the two measured vibration

�elds. It can be seen that until 500Hz, there are similar patterns in both measurements and there

is important correlation between the two �elds. However, from 650Hz, the correlation between

both �elds drops quickly and we are witnessing growing independence of these �elds. This

means that the vibration at higher frequencies than 600Hz cannot be described by means of a

unique variable describing the transverse displacement of one face. This conclusion con�rms

the hypothesis of multiple mode of vibration present in higher frequencies. This hypothesis

can also be con�rmed in Fig.4.20 where the IWC is shown as a function of frequency and

wave number. There is an abrupt change in this cartography between 600 and 700Hz which

roughly corresponds to one of the dispersion curves associated with symmetric motion of the

Dym model (see Appendix D). However, the measurement is not good enough to make further

conclusions.

Figure 4.20:Cartography of an mean value of IWC as a function of the wave vector and fre-
quency. In purple we see the dispersion curves obtained by Dym model.

4.4.1 Using AIC and BIC for model selection

In the preceding section, we have seen the limit frequency of a ”thin plate” approximation

of our panel. In the following analysis only the measurements up to 600Hz are considered.
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Figure 4.21:Cartography of an IWC as a function of the wave vector of the correlating wave.
Example corresponds to the displacement �eld measured at 300Hz and 600Hz.

Four isotropic models are considered for models selection: B1-Membrane, B2-Kirchho�, B3-

Kirch./membrane and B5-Dym sandwich. The Dym sandwich model is considered only in

its antisymmetric form given by Eq.D.8. Its symmetric solution is not taken into account in
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the inverse problem. However, the prediction of the anti-symmetric dispersion curve is shown

in Fig.4.18. This prediction is obtained using Eq.D.7 and the inversion results from the anti-

symmetric dispersion curve. The resulting �t of the dispersion curve obtained by IWC method

are shown in Fig.4.18. The parameters of the best models are show in Tab.4.9. Both AIC and

BIC criteria show that the mixed Kirch./membrane model is the best model. However, the Dym

sandwich model is quite close behind. The�AIC value for a Dym model is 2.4 which means

that this model has a substantial level of con�dence with respect to the other candidate models.

Its drawback is that it contains three parameters while the Kirch./membrane model contains

only two. It can be seen from the results in Tab.4.9 that the value of the Poisson ratio4 of the

core is badly determined. The inversion values of the Young modulus of the sandwich faces

yield 100GPa which is inconsistent with values for steel (which is around 200GPa). This is a

sign that the description by the Dym model is good enough from the performance point of view

but the model parameters do not represent physical quantities.

Model Ident.param. �AIC �BIC
Membrane (B1) T=52069�1735 25.6 24.5
Kirchho� (B2) D=31.9�3 40.6 39.4

Kirch./memb.(B3) T=34700�750 0 0
D=9.4�0.3

Dym (B6) Ef =(100.2�16)GPa 2.4 3.5
Ec=(2.08�0.4)MPa

� c=0.04�0.24

Table4.9: Optimal parameters for the three considered models using the IWC method.

4.4.2 Using Cross-validation for model selection

The IWD method was applied with a cross-validation technique. There were eight vibration

�elds corresponding to eight frequencies and on each �eld, there were two training zones and

two testing zones. In total, there were 16 training and 16 testing zones. The four models

described in the preceding section were identi�ed by IWD method on the training set of data.

The resulting optimal parameters are shown in Tab.4.10. These parameters are di�erent from

the results obtained in Tab.4.9. This is normal because the objective error function is not the

same in both cases, so the ”wrong” models are adjusted to measurement in non-equal way.

Moreover, if the model is correct (full representation of reality), then the optimal parameters

obtained by both method should be the same. It seems that the Kirch./membrane model is not

far from the reality because both methods predict similar optimal values.

The validation of models was done on 16 testing zones and the technique described in Sec-

tion 3.3 was used. In Fig.4.22, we can see con�dence intervals for the F-statistics de�ned by
4Actually thePoisson's ratio does not have a physical sense as in the case of isotropic materials, because the

core of the sandwich is not a homogeneous isotropic material (see Fig.4.17).
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Eq.3.24. Thisstatistics shows how di�erent are the �ts of the four models in the considered test-

ing zones. The reference model for the F-statistics is the Dym model which gives the best �t on

the training data. As we can see from Fig.4.22 that the Kirch./membrane model is statistically

equivalent to the Dym model on all the testing zones. Other two models are less performant:

there are 4 testing zones �tted equally (with respect to the Dym model) by the Kirchho� model

(25%) and 10 �tted equally by Membrane model (62.5%).

Model Ident.param.
Membrane (B1) T=47400�3770
Kirchho� (B2) D=54�11

Kirch./memb.(B3) T=33455� 204
D=12�0.5

Dym (B6) Ef =(130�19)GPa
Ec=(2.23�0.8)MPa

� c=0.16�0.3

Table4.10: Optimal parameters for the three considered models using the IWD method.

Figure 4.22:Con�dence intervals of the F-statistics de�ned for the �t of the testing zones on
the double plate measurements.

4.4.3 Conclusions

This thick composite plate was investigated in the frequency range 200-550Hz. Above this

range it has been shown that the motion of the two faces becomes independent. There are prob-

ably di�erent modes of vibration kinematics taking place simultaneously at higher frequencies

123



as isshown in Fig.4.19. However, the dispersion curves corresponding to these modes were not

identi�ed. Therefore, only the (anti-symmetric) bending vibration was considered. Four mod-

els (Membrane, Kirchho�, Kirch./membrane and Dym) were investigated by IWC and IWD

techniques. Model selection criteria associated with IWC showed the Kirch./membrane model

as the most adapted with Dym model close behind. Similar conclusion was found using the

IWD and a model selection criterion. Both Kirchho� and Membrane models were substantially

lacking behind. However, the Membrane model is better then the Kirchho� model according to

both model selection criteria.
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5
Conclusion and perspectives
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Conclusion In this thesis the possibility of identi�cation of the equation of motion from ex-

perimental vibration response was studied. A so-calledmodel selectionapproach was chosen.

This general approach consists of a number of di� erent mathematical techniques. It has been

shown, however, that these techniques cannot be used blindly, but some preliminary hypothesis

must be respected.

This work was divided into two big parts. The �rst part, Section 2, describes the inverse

techniques which can be used for identi�cation of parameters of some model (equation of mo-

tion). A special attention was given to two inverse techniques judged adapted for our purpose:

IWC and IWD. The second part, Section 3, describes more in detail some model selection tech-

niques and shown how they can be used together with the inverse techniques described earlier.

It is shown that the crucial question is the mathematical nature of the estimators obtained from

the measurement. By estimators we mean any numerical value obtained from the measurement

and which can be deterministically calculated from a model. It was shown that these estimators

are rarely statistically independent. Their dependence hampers the use of many model selection

techniques as it is shown in Sections 3.2.4-3.2.6. However, it was shown that the estimators

of the natural wavenumbers by the IWC method can be considered independent under some

constraints. In this case, traditional methods AIC and BIC can be used for selection of models.

The advantage of these model selection techniques is the simplicity and easy evaluation of the

results. However, it was shown that it is more di�cult or impossible to obtain independent

estimators when using the IWD, FAT(RIFF) or asymptotic methods. Therefore, a special ver-

sion of cross-validation technique was developed for the IWD inverse method to overcome this

problem. Although the use of the cross-validation technique is less restrained than the other

methods of model selection, its disadvantage is the need for large measurement samples. The

problem with the cross-validation is how to evaluate its results. To overcome this, a test based

on Fisher statistics was employed with the cross-validation technique.

The proposed methodology was employed on a number of experimental measurements.

Three main problems were treated: the presence of axial force, the question of plate orthotropy

and identi�cation of complex composite structures.

Perspectives Even tough this thesis reaches its end, there are still open questions and possibly

a new work can be done in the years to come.

The author believes that more inverse methods dealing with 2D vibration �eld are still to

be discovered. Especially, there is a potential to use a Galerkin approach proposed in other

scienti�c problems (see Section 1.3.2.5). Another new inverse problem would be to use the

method of fundamental solutions (see Section 1.3.2.3) in its inverse sense (similar to IWD).

Both of these new inverse problems could also have model selection post-processing.

The proposed methodology can be further applied in other physical problems. So far, the

model selection criteria were used in statistics but their use in concrete physical (mechanical)
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problems was limited. The author would like to point out several possible ways to exploit this

mathematical tool. In the�elds of dynamics there is a possibility to apply the model selec-

tion for a choice of models for composite plates. Especially, when a number of competing

models is at hand. It would be probably necessary to measure the vibration �eld at both sides

of the composite panels, especially if these panels are thick, as it was shown in Section 4.4.

Another application would be in the experimentally-based model reduction techniques. These

techniques (see for example Nowakowski [66]) are often based on direct calculations. But the

inverse identi�cation or validation of reduced models from experiments would also be pos-

sible. A modal-based inverse problem of determination of elasticity symmetry of processed

polycristaline copper as shown by Seiner [71] might be further developed by adding the model

selection techniques. A very interesting seems an application to the domain of porous mate-

rials. There exists a substantial number of models describing the acoustic behaviour of these

materials. A review paper by Sagartzazu [80] mentions six di�erent models, he also shows the

comparison of these models with some measured quantities. A number of possible applications

are in the domain ofmaterial science. This need is especially true for the physical phenom-

ena which are described by a number of competing models. Let us consider, for example, the

long-lasting question of metal plasticity. The plastic behaviour of metals is rather complicated

and a very large number of analytical and empirical models including di�erent phenomena like

hardening, softening, cycle-loading, strain-rate, relaxation etc. were developed (see Chaboche

[73]). Another problem consists of a choice of an appropriate model for a contact fatigue life

prediction (Tallian [79] mentions 11 physical and empirical models). Also the problem of ul-

timate strength of materials is under question. There exist a number of criteria for composites

(see Dharan [65]) and there are 12 criteria for brittle failure of rocks (see Lakirouhani [64]).
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A
Measurements o verview

A.1 General remarks

In thisappendix there are some issues believed useful to describe the experimental conditions of

measurements done in this research work. All the measurements were done with Polytec scan-

ning laser vibrometer with mobile head. The experimental scheme was more or less changed

in function of di�erent structures measured but it follows the same connection logic as shown

in Fig.A.1. Apart from the signal from the laser vibrometer there are also two reference signals

from the force sensor and the accelerometer. The force sensor is located between the shaker

head and the structure. The location of the accelerometer can be versatile. Most often it is

advantageous to place it at the corners of the structure where the signal is maximal regardless

the frequency of excitation1. The measurement was taken at a number of points (200-1000)

inside the borders of the structure. Nevertheless, the excitation force was always outside of this

zone in order to comply with the conditions imposed by the inverse methods used in this work.

The excitation signal was of three types:

� Pure sine signal. This excitation gives the best results, however, the measurement needs

to be repeated for every frequency separately and therefore it takes a lot of manipulation

when more excitation frequencies are to be measured.

� White random noise.This excitation permits to recover the vibration response at a very

large number of frequencies at one time. Unlike the preceding excitation, this measure-

ment can be automated but as more averages are needed, it takes a lot of time.

� Pseudo-random noise.Pseudo-random noise behaves similarly like the white noise, but

its advantage is that it excited the structure not atall frequencies equally but only on the

frequencies that are later used for the FFT transform. In this way less vibration energy

1Actually, the problem occurs when the reference signal is close to zero, because we use transfer function and
in the transfer function the reference function is in the denominator. The reference signal can become zero for
example on nodes of vibration for the accelerometer and on the modal frequencies for the force sensor.
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is ”lost” on frequencies which are not present in the FFT decomposition. This excitation

yields generally better coherence between the reference signal and the vibration signal

measured by laser. The advantage of pseudo-random excitation is discussed by Jacobsen

in [69].

If broadband excitation was used, broadband transfer functions were recovered. As the

information present in these transfer functions is often redundant, we choose only several best

vibration shapes. The judgement is based upon the coherence function. The shapes with highest

coherence function are chosen.

Figure A.1:Schematic signal routing of the measurement set-up.

Many di�erent mountings of the beams, plates and membranes were used. In Fig.A.2 we

see a measurement set-up for the aluminium 4mm plate. The boundary conditions are not of

importance for the inverse methods used in this work, so di�erent boundary conditions were

used.
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Figure A.2:An example of the measurement set-up for the aluminium 4mm plate. In detail we
see a mounting of the excitation shaker.

Figure A.3:Illustrative example of aligning the measurement plane to the coordinate system of
the scanning laser vibrometer. Paper membrane measurement.
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A simplemethod was used for aligning the coordinate system of the laser vibrometer to the

coordinate system of the measured structure. The reason is that the internal system of Polytec

assumes that all the measurement points are on a plane surface normal to the axis of the laser.

With a help of a CD this alignment can be done �ve steps:

� Point the laser beam straight ahead (zero degrees in x and y-axes)

� Place the plate to suitable distance with the laser beam in the middle.

� Place the mirror CD onto the plate to re�ect the laser spot.

� Rotate with the plate until the re�ected and incident beams are common.

� Remove the re�ective CD (if possible).

One illustrative example is shown in Fig.A.3. The di�culty of the presented approach is

that we must be sure that the plane of the CD isparallel to the plane the measured structure.

This is easy if the structure is solid and well-attached. Then the CD can be glued onto it. If the

structure is more subtle this can be a bit tricky.
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A.2 Aluminium 2mm plate

A rectangularplate made of aluminium-based alloy had dimensions 420� 620 mm. Its nominal

thickness was (2�0.05)mm. The surface density of the plate was 5.55kg/m2. Vibration mea-

surement was e�ected at 571 points de�ned over 300�300 mm domain. The reference signal

was taken from the accelerometer situated in the corner of the plate. Boundary conditions were

free except for one side of the plate whose one part was clamped. The excitation signal was

pseudo-random in the bandwidth 0-3200Hz.

If a standard Young modulus E=70GPa is considered and�=0.33, than we can we obtain

the plate sti�ness after Eq.2.7 D=(52�4)kg.m 2/s2.

Figure A.4: Above: average spectral density of measured displacement. Below: Average co-
herence function as function of frequency. The green circles represent vibration shapes chosen
for further analysis.

In total there were 3200 vibration shapes measured. From these �fteen shapes for frequen-

cies from 1000 to 3200Hz were selected for the identi�cation of equation of motion. These mea-

surements had locally a maximum of coherence function as shown by green circles in Fig.A.4.

These maximum do not correspond necessarily to the modal frequencies as it is shown in the

above �gure.
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A.3 Acoustic guitar backboard

The measurementwere e�ected on the backside of the acoustic guitar. The zone is situated

between two sti�eners placed on the inner side of the guitar. The excitation is done by shaker

placed on the front-side of the guitar as shown in Fig.A.5C.

Figure A.5: A: Back-side of the guitar with the zone of measurement (green). B: Front-side
of the acoustic guitar with the excitation shaker. C: X-ray image of the guitar, we can see the
wooden sti�eners inside the guitar. The green measured zone is without transverse sti�eners.
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Pseudo-random signalof 6400Hz bandwidth was used for excitation. Response was mea-

sured at 214 points by scanning laser vibrometer. The thickness and surface mass density are

unknown. The direction of the �bers corresponds to the y-direction of the Cartesian coordinate

system.

A.4 Epoxy-glass composite plate

Epoxy glass composite plate was measured at LAUM laboratory in LeMans (courtesy of F.Ablitzer).

This panel was fabricated by CETIM as a part of the project AMORTI [72] which studied the

damping of composite plates. This project was done in partnership between CETIM, LAUM,

LRCCP, GeM, OPERP and Région Pays de la Loire. The panel of 0.88�0.3m was suspended

at two ends. The excitation shaker was placed at the border of the plate. Excitation was sweep

sinus signal from 200 to 2000Hz. The excitation response was measured at 10797 points by

scanning laser vibrometer. These points were placed inside a rectangle of 0.85�0.28m dimen-

sions. The reference signal for the transfer function was taken from the force sensor B&K 8001

mounted on the excitation impedance head. The surface mass density is 5.2kg/m2.

A.5 Red cedar plate

A platecut from red cedar wood (Fig.A.6) had dimensions 500�190�2mm. Its long dimensions

was parallel to wood �bres (x-direction). Its surface density was 0.855kg/m2. This wooden plate

is used for manufacture of the soundboard of musical instruments like guitars. The particularity

of this wood is its homogeneity and relatively low damping.

Figure A.6: A: Mounting of the red cedar plate during vibration measurement. B: Position of
the wooden plate in a tree trunk.
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Figure A.7: Above: average spectral density of measured displacement. Below: Average co-
herence function as function of frequency. The green circles represent vibration shapes chosen
for further analysis.

The vibration measurement was e�ected at 377 points. The driving force was measured and

served as a reference for the transfer function. Excitation was a pseudo-random in the bandwidth

0-3200Hz. Fifteen vibration �elds between 800 and 2000Hz were selected for model selection

analysis. Chosen frequencies can be seen in Fig.A.7. The chosen vibration �elds had locally

the best coherence function (the best signal).
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B
Three-point bending test

The traditional 3-point bending test were performed on numerous samples to verify the results

obtained from dynamical inverse problem. For practical experimental reasons it was sometimes

necessary to change the symmetrical geometry of the test to a non-symmetrical (see Fig.B.1.

According to the theory of thin beams in bending the acceptance of the beam at the point of

displacement measurement is

y
F jx=Lm = 1

EI

�
1 � L f

L

� �
L3

m
6 + C1Lm

�
if L f > Lm

= 1
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(B.1)

wherey is thedisplacement measured by micrometer,F is the force of mass,EI is the beam

rigidity, L is the length of the beam,Lm is the position of the measurement,L f is the position of

the applied force, coe�cienst C are de�ned as follows
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Figure B.1: Schematical setup for modi�ed 3-point bending test on left and a realisation on
right.

Figure B.2:Experimental setup for 3-point bending test. Micrometer was used for displacement
measurement. On lower �gure we can see typical force-displacement data set and the linear �t
of the data.
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C
Question of plate coupling with air

So far we neglected the in�uence of surrounding media upon the vibration of the plate. Math-

ematically, it means that the acoustic pressurep=f on RHS of the Eq.2.6 is equal to zero. This

approach is true for most plate-like structures which are relatively heavy with respect to the

mass of surrounding air. However, for some light membranes the level of acoustic presure

might in�uence the vibration of the structure. To estimate the in�uence of the pressurep we do

several assumptions.

� We consider the plate (or membrane) in�nite

� We neglect all the external sources of acoustic pressure

� We consider the perfect anechoic conditions of the testing room with no re�ections

Figure C.1:Coordinate system of the thin plate coupled with surrounding air.
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Under theseassumptions it can be shown that the acoustic pressure is proportional to the

displacement �eld of the plate corresponding to the plane wave with wave vectorkplate. The

plate lies in the plane XY, its displacementu(x; y) is normal to the plane positive in the positive

z-direction, the air is the both sides of the plate (see Fig.C.1. According to Maxit [74]

p(x; y;z = 0) =
i! 2� air

2�
�
kkairk2 � k kplatek2

�1=2
u(x; y) (C.1)

wherekair is the wave vector of the plane waves in the air and� air is the density of the air.

In the domain of our frequency range we have alwayskkairk � k kplatek so we can simplify the

Eq.C.1

p(x; y;z = 0+) �
! 2� air

2�kk platek
u(x; y) (C.2)

The wave vectorkplate can be approximately estimated from the measured vibrational �eld.

Because of the symmetry of the problem we havep(x; y;z = 0� ) = � p(x; y;z = 0+) and the

di�erence between the pressure on the two sides of the plate is� p(x; y) = p(x; y;z = 0+) �

p(x; y;z = 0�) = 2p(x; y;z = 0+). To see the in�uence of the air upon the equation of motion

let's consider the equation of the Kirchho�plate

D� 2u � ! 2� Su = � p = ! 2 � air

2�kk platek
u (C.3)

Thepressure term on th RHS can be seen as mass added to the surface mass density of the

plate� S

D� 2u � ! 2(� S +
� air

2�kk platek
)u = 0 (C.4)

If we de�ne following quantitiesplate mass= � S andair mass= � air=(2�kkplatek) we can

plot the ratio of these two mass components (air mass)/(plate mass) on Fig.C.2. It can be seen

that the in�uence of the air coupling is not important for metallic plates but it can become

important for lightweight structures at low frequencies.
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Figure C.2:Ratio of the air and plate mass in function of the frequency for various tested plates
and membranes. We can see, that the most importance of the air is at the low frequencies for
light structures like paper membrane.
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D
Dym sand wich model

Under some simplifying hypothesis described in [68] the kinematics of the section of the Dym

sandwich plate can be entirely described by �ve independent variables u1, u2, w1, w2 andg.

Variablesu1;2 describe the in-plane displacement of the skins and variablesw1;2 describe the

transverse displacements of the skins. Then the transverse and in-plane displacements in the

core can be expressed as

uc(x; z) =
u1(x) + u2(x)

2
+ g(x) (D.1)

wc(x; z) =
w1(x) + w2(x)

2
+

z
h

(w2(x) � w1(x)) (D.2)

As it is shown in [68], if we de�ne the symmetric displacements as

u =
u1 + u2

2
(D.3)

w =
w2 � w1

2
(D.4)

and theanti-symmetric displacements as

ũ =
u2 � u1

2
(D.5)

w̃ =
w1 + w2

2
(D.6)

then thedi�erential equation of the Dym plate can be uncoupled into two systems of inde-

pendent equations:
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Figure D.1:Model of symmetric sandwich proposed by Dym and Lang.

The matrix for anti-symmetric motion (classic bending) is a two-by-two symmetric matrix

constructed of a partial di�erential operator
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(D.9)

D(12)
anti = � 2F̃1

@3

@x3
+ m̃� h

@3

@x@t2
(D.10)
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the constantsused above are de�ned by following relations

C̃1 = C1 + 1
6C C = (� + 2G)h

F̃1 = F1 + 1
12Ch D̃1 = D1 + 1

24Ch2

m̃ = � 1t1 + 1
2�h m̃� = � 1t1 + 1

6�h

C1 = E1t1
1�� 2

1
F1 = C1

2t1

h
(h

2 + t1)2 � (h
2)2

i

D1 = C1
3t1

h
(h

2 + t1)3 � (h
2)3

i

where�, G, � , h are the density of the core, shear modulus, Lame constant and thickness
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of the core respectively.E1, t1, � 1 are the Young modulus, thickness and Poisson ratio of the

face respectively. It should be noted that if we know the geometry and mass properties of the

sandwich, then the term of the operatorDanti depend on three independent parameters:E1, G,

� c
1.

Similarly, the terms of a symmetric three-by-threeDsymcan be developed
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The constantsused in the above expressions are de�ned as

C1 = C1 + 1
2C C = (� + 2G)h

F1 = F1 + 1
4Ch D1 = D1 + 1

8Ch2

m = m̃ m� = m̃�

A numerical example of dispersion curves is presented below. One considers a sand-

wich panel with two equal 1mm thick aluminium faces and 80mm thick polystyrene core.

The following values of sandwich parameters are employed:E1 = 70GPa,� 1=0.3, t1=1mm,

� 1=2700kg/m3, G=0.7MPa,� c=0.4, �=40kg/m3, tc=80mm. The analysis of dispersion curves

determined by the two systems of equations D.7 and D.8 are shown in Fig.D.2. Dispersion

cuves represent points where the determinant of these systems is zero.

In Fig.D.2 there are two branches of antisymmetric motion. One represents antisymmetric

shear motion (motion in plane of the sandwich). The other represents antisymmetric bending.

However, this bending is coupled to the in-plane motion as well (shear). Symmetric motion has

three branches of dispersion curves. Typically, these motions have a very low wave-number fro

frequencies below some cut-o� frequency (around 700Hz in this case). Then we see apparition

of these dispersion curves. The symmetric branch with highest wave-number is asymptotically

approaching the antisymmetric bending dispersion curve.

1Evidently,this choice is arbitrary, other combinations ofthreeindependent elastic parameters are possible.
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Figure D.2: Symmetric and antisymmetrix motion dispersion curves of sandwich model pro-
posed by Dym and Lang.
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inverse modélisé par un opérateur éléments �nis local. PhD thesis, INSA-Lyon, 2011.
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Composition du jury: Jean-Louis Guyader, Charles Pézerat, Alain Berry, Robin Langley,
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