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Analyse et modélisation du
processus de formation de prix a
travers les échelles. Market Impact

Résumé:

Le développement des marchés électroniques organisés induit une pres-
sion constante sur la recherche académique en finance. Limpact sur le prix
d’une transaction boursiere portant sur une grande quantité d’actions sur une
période courte est un sujet central. Controler et surveiller 'impact sur le prix
est d'un grand intérét pour les praticiens, sa modélisation est ainsi devenue
un point central de la recherche quantitative de la finance. Historiquement, le
calcul stochastique s’est progressivement imposé en finance, sous I’hypothése
implicite que les prix des actifs satisfont a des dynamiques diffusives. Mais ces
hypothéses ne tiennent pas au niveau de la “formation des prix”, c’est-a-dire
lorsque I'on se place dans les échelles fines des participants de marché. Des
nouvelles techniques mathématiques issues de la statistique des processus
ponctuels s'imposent donc progressivement. Les observables (prix traité, prix
milieu) apparaissent comme des événements se réalisant sur un réseau discret,
le carnet d’ordre, et ceci a des échelles de temps trés courtes (quelques dizaines
de millisecondes). L'approche des prix vus comme des diffusions browniennes
satisfaisant a des conditions d’équilibre devient plut6t une description macro-
scopique de phénomenes complexes issus de la formation des prix.

Dans un premier chapitre, nous passons en revue les propriétés des marchés
électroniques. Nous rappelons la limite des modeles diffusifs et introduisons
les processus de Hawkes. En particulier, nous faisons un compte rendu de la
recherche concernant le maket impact et nous présentons les avancées de cette
these.

Dans une seconde partie, nous introduisons un nouveau modéle d'impact a
temps continu et espace discret en utilisant les processus de Hawkes. Nous
montrons que ce modeéle tient compte de la microstructure des marchés et est
capable de reproduire des résultats empiriques récents comme la concavité de
I'impact temporaire.

Dans le troisieme chapitre, nous étudions I'impact d'un grand volume d’ac-
tion sur le processus de formation des prix a I’échelle journaliére et a une plus
grande échelle (plusieurs jours apres I'exécution). Par ailleurs, nous utilisons
notre modéle pour mettre en avant des nouveaux faits stylisés découverts dans
notre base de données.
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Dans une quatrieme partie, nous nous intéressons a une méthode non-
paramétrique d’estimation pour un processus de Hawkes unidimensionnel.
Cette méthode repose sur le lien entre la fonction d’auto-covariance et le noyau
du processus de Hawkes. En particulier, nous étudions les performances de cet
estimateur dans le sens de I’erreur quadratique sur les espaces de Sobolev et sur
une certaine classe contenant des fonctions “tres” lisses.

Mots-clefs : processus ponctuel, processus de Hawkes, processus statio-
naire, market impact, loi en racine carrée, estimation non-paramétrique, dis-
crétisation des processus stochastiques.



Analysis and modeling of price
formation process across the
scales. Market Impact

Summary:

The development of organized electronic markets induces a constant pres-
sure on academic research in finance. A central issue is the market impact, i.e.
the impact on the price of a transaction involving a large amount of shares over
a short period of time. Monitoring and controlling the market impact is of great
interest for practitioners; its modeling and has thus become a central point of
quantitative finance research.

Historically, stochastic calculus gradually imposed in finance, under the
assumption that the price satisfies a diffusive dynamic. But this assumption is
not appropriate at the level of “price formation”, i.e. when looking at the fine
scales of market participants, and new mathematical techniques are needed
as the point processes. The price (last trade, mid-price) appears as events on a
discrete network, the order book, at very short time scales (milliseconds). The
Brownien motion becomes rather a macroscopic description of the complex
price formation process.

In the first chapter, we review the properties of electronic markets. We recall
the limit of diffusive models and introduce the Hawkes processes. In particular,
we make a review of the market impact research and present this thesis ad-
vanced.

In the second part, we introduce a new model for market impact model at
continuous time and living on a discrete space using process Hawkes. We show
that this model that takes into account the market microstructure and it is able
to reproduce recent empirical results as the concavity of the temporary impact.

In the third chapter, we investigate the impact of large orders on the price
formation process at intraday scale and at a larger scale (several days after the
meta-order execution). Besides, we use our model to discuss stylized facts dis-
covered in the database.

In the fourth part, we focus on the non-parametric estimation for univariate
Hawkes processes. Our method relies on the link between the auto-covariance
function and the kernel process. In particular, we study the performance of the



estimator in squared error loss over Sobolev spaces and over a certain class
containing “very” smooth functions.

Keywords: point processes, Hawkes processes, stationary processes, market
impact, square-root law, non-parametric estimation, discretization of stochastic
processes.
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Chapter 1. Context and thesis results

1.1

PRICE FORMATION PROCESS: CONTINUOUS DOUBLE AUCTION
IN ELECTRONIC MARKETS

Technological innovation has completely transformed the financial market.
Nearly half of the world’s stock exchanges are now organized in electronic mar-
kets such as NYSE (New York Stock Exchange), LSE (London Stock Exchange),
TSE (Tokyo Stock Exchange), etc. which have largely replaced the traditional
floor-based trading. In these markets, the price is formed according to the con-
tinuous double auction process. The auction is called “continuous” because
market participants (traders or agents) can submit or remove their preferences
(or orders) at any moment in a given daily time window. The auction is called
“double” because traders can both buy and sell a particular asset (or share). As
in a conventional auction, a trader informs the rest of the participants of his
preference for a particular asset. If he wants to buy, he announces to the com-
munity the price he is willing to pay for a given quantity. This price is called his
bid price. Similarly, if he wants to sell, he announces to the community the price
he is willing to accept for a given quantity. This price is called his ask price. When
two market participants agree on a price, a transaction (or trade) occurs. Obvi-
ously, if two traders agree on a price, but one intends to buy a quantity Q; of
shares and the other is willing to sell a quantity Q. of shares, the transaction oc-
curs for only min(Qq, Q2) shares. If a trader has a bid price which is higher than
another trader’s ask price (which is very unlikely to happen), a trade will occur
at some price they both agree on and both their orders vanish from the market.
Let us point out that at any moment a trader can withdraw his proposal. If no
further agreements can be made, the traders wait for someone to engage with
them. Such a mechanism naturally divides the participants in two separate cat-
egories: buyers (or bid side) and sellers (or ask side). Naturally, buyers want to
purchase shares at prices smaller than the ones proposed by sellers. This allows
to define the best bid price and the best ask price: the maximum buy price and
respectively the minimum sell price. The difference between the best ask price
and the best bid price is then strictly greater than zero and is called the bid-ask
spread. The average between the best ask price and the best bid price is called
the mid-price.

The limit order book

In an electronic market, all the information concerning the traders’ prefer-
ences is handled electronically. The exchange keeps all participants up to date
with market conditions through the Limit Order Book (LOB). When a trader
wants to buy a quantity of shares g at the maximum price P, he sends what
is called a buy limit order of quantity g and price P. Similarly, when a trader
wants to sell a quantity of shares g at the minimum price P, he sends what is
called a sell limit order of quantity g and price P. All traders’ preferences put
together form the Limit Order Book. Any trader authenticated in the electronic
market has access to the LOB. He can see, for a given price P, the total volume
Q available for trading at that price level. However, he does not have access to
the identities of the traders behind those orders or to how many different limit
orders compose the total available volume Q. If a new limit order of quantity g
arrives at the existing price P, it gets added to the LOB and the available volume
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Figure 1.1 - Example of limit order book. On the left there are the buy orders (bid side), the
best bid represents the highest buy price. On the right there are the sell orders (ask side),
the best ask represents the highest buy price. The bid-ask spread the difference between
the best ask price and the best bid price.

at that price becomes Q + gy. At any moment, a trader can withdraw his limit
order or a part of it through what is called a cancel order; his limit order is then
removed from the LOB.

The tick

A trader who decides to send a limit order does not have complete freedom
for the choice of the price. Indeed, the electronic market fixes a price grid on
which traders can place their orders. The grid step is the smallest difference be-
tween two prices and it is called tick. In some markets, the tick value depends
on the price. For example, stocks trading on the Euronext in Paris with price
smaller than 9.999€ have a tick value of 0.001€, while all stocks above 10€ have
a tick value equal to 0.005€.

Market Orders and Order Matching Algorithm

In addition to placing limit orders and cancel orders, there are other ways
traders can interact with the LOB. More precisely, at any moment, a participant
can decide to buy (or sell) a certain quantity of shares regardless of their price.
This is called a market order. A market order generates immediate transactions
at the best available prices: the entire number of shares are bought (or sold),
even if it means matching several limit orders in order to satisfy it. For example,
if the volume available at the best ask is not enough to fill an ask market order,
the market order is filled with part of the volume existing at the second best ask
price or even third best ask price and so on.

It is interesting to note that traders sometimes choose to send a buy limit
order at a price equal to or higher than the best ask, instead of a buy market
order (likewise, they place sell limit orders at prices equal to or less than the
best bid, instead of sell market orders). In this case, only ask limit orders whose
prices are equal to or less than the buy limit price are executed (similarly, only
bid limit orders whose prices are equal to or higher than the sell limit price
are filled). If any volume of the buy (sell) limit order is left, it will be placed on
the LOB becoming the new best bid (ask). From outside, it is nearly impossible
to distinguish these kinds of orders from market orders. This type of order is
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called marketable limit order. Since an immediate transaction occurs after a
marketable limit order, the two types of orders are mixed up and called market
order.

The dynamic of the LOB resembles a queuing system where limit orders wait
to be executed against market orders or to be canceled. Most of the markets
respect the FIFO rule: First In First Out. This means that there is a time priority:
earlier orders are executed before later orders. To clarify, even if several traders
have similar bid or ask prices, the one who made his preference known first will
have his orders executed before the others. When a market order needs more
than one limit order to be entirely filled, the oldest limit orders are executed first.
For example, suppose that at the best ask price of 25,05€, there are 200 shares
placed by trader A and 300 shares submitted by trader B after A. Now suppose
a buy market order of 300 shares is submitted to the limit order book. The limit
order for 200 shares by trader A will be executed first, because it is at the front of
the queue at the best ask. Then, 100 shares of the order with 300 total shares by
trader B will be traded, since it was second in the queue. 200 shares of the 300
share order remain in the order book at the price 25, 05€.

If the market order’s size is greater than the available volume at the best
price, the surplus will be executed at worse price levels until it is completed.
More precisely, once all the available volume at the best price is consumed by a
market order, the matching continues with the oldest order of the immediately
higher price, which has become the new best price.

Note that a cancel order which removes only a part of an existing limit order
maintains the time priority of the original order and it can only lower its size.
This is reasonable because, if size increases were allowed, traders with orders
at the highest time priority for a price level could perpetually increase the size
of their order, preventing others from being able to transact stock using limit
orders at that price level.

Let us remark that this version of the Order Matching Algorithm is adopted
by most of the electronic markets. There are few exceptions - let us mention the
Chicago Mercantile Exchange where orders at same price are executed propor-
tionally to their quantity.

Now that we have presented the most important mechanisms of the price
formation process, we discuss the notion of market impact.

The concept of market impact

Without loss of generality, we assume in this section that the share price at
time ¢ is the mid-price (i.e. the average between the best ask price and the best
bid price), noted p;. Suppose that a market participant wants to buy a quantity
Q of shares. Therefore, he sends a market order of volume Q at time #, . If Q is
lower than the volume available at the best ask, the price will not change after
the transaction. If the volume Q is greater or equal than the volume available
at the best ask, the price at time fy+ will increase by at least a half tick. Thus,
on average, a buy order pushes the price up. Similarly, on average, a sell order
drives the price down. This price change can be explained by standard eco-
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nomic theory: an increase in demand should increase prices, while an increase
in supply should decrease prices. Accordingly, a transaction has a direct impact
on the market price of the asset. This last effect is known as market impact. Note
that a limit order or even a cancel order could have a market impact, since these
kinds of orders can also change the price.

Liquidity, meta-orders and optimal trading

The liquidity of a market, as well as the market impact, is another term
linked to the transaction cost. A simple way to define a liquid asset is the eas-
iness of selling and buying non-negligible quantities of shares. Indicators of a
liquid asset are: fast arrivals of new limit orders, small bid-ask spread, no im-
portant gap in the limit order book. The importance of liquidity is very high for
investors who decide to invest in some asset by buying a significant quantity of
shares and hold them for a few months (years) before selling. How much will
they pay to buy the shares once they make the investment decision? First of all,
an investor cannot buy them all at once, because there are not enough available
shares in the LOB. Thus, the original large order (or meta-order) must be split in
slices (or child-orders) and executed incrementally. In this case, there is a hard
reality: their second buy trade is on average more expensive than the first be-
cause of their own impact on the price. We might think it suffices to delay two
consecutive child orders long enough so the first has no impact on the second.
However, it may take days to complete the meta-order and during this period
the price can change in an adverse way. Thus, when slicing a meta-order, there
are some optimizations to do by taking into account market risk, market impact
and market liquidity. This branch of quantitative finance is called optimal trad-
ing (see [90] for more details).

As we stress in a previous paragraph, the electronic markets provide updates
of the limit order book at very high frequency, which could be used in order
to make profit from good prices. Since the volume of information received is
tremendous and the limit order book gets updated very often (in much less than
a second in liquid markets), a human trader is not able to take all into account.
Furthermore, a human trader should react very quickly when he thinks there is
an opportunity. This is why trading algorithms are nowadays widely used among
financial agents. This type of algorithmic trading uses mathematical tools and
computer algorithms to rapidly trade shares and is known as high frequency
trading (HFT). In order to optimize the trading strategy to minimize such costs,
it is necessary to understand the market impact. Monitoring and controlling
market impact is one of the most actively researched topics within trading firms;
its modeling and estimation has thus become a central point of the quantitative
finance research.

MEAN REVERSION AND LIMITS OF DIFFUSIVE MODELS

In the early 1900s, Louis Bachelier was the first to model the price of a finan-
cial asset as a random market. In his thesis, Theory of speculation, he contin-
ued the previous work of Robert Brown (the famous biologist) and Einstein on
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Brownian motion. This work has remained unknown for several decades, until
Kolmogorov quoted him several times. After the Second World War, the world
of finance has begun to discover the richness of Bachelier’s work in financial
mathematics thanks to Benoit Mandelbrot.

From the 1960s, the Black-Scholes-Merton model has emerged in finance.
In this model, it is not the price increments that are supposed as being Gaus-
sian, but their returns. Thus, stochastic calculus gradually obtrudes in finance
via the notion of risk replication under the assumption that asset prices satisfy
a diffusive dynamic (from the Brownian diffusion to the most general model
of I[td’s semi-martingale). The diffusion hypothesis comes as a consequence of
the following argument: if the next value of a financial asset was predictable
by studying the historical values, then this predictability would have been
exploited to extinction. This argument is often known as the assumption of
absence of arbitrage opportunity.

In this section, I will show some stylized facts for the price formation pro-
cess that are in conflict with the diffusive assumptions. For this I use high-
frequency data from CA Cheuvreux. Before going further, I will briefly describe
this database.

Database

The database contains all the single-day meta-orders (nearly 300.000) exe-
cuted by CA Cheuvreux from January 2010 to December 2010 in the European
equity markets and all transactions on the stock from the day the meta-order
was executed. For each meta-order I have access to:

o the exact time (with millisecond precision) of the beginning of the meta-

order,

¢ the exact duration of the meta-order,

« the total volume of the meta-order,

¢ the side of the execution (ask or bid),

« the volume, the price and the execution time of each child-order,

+ the market place where the meta-order was executed,

» an “identifier” allowing to determine the adjacent stock,

« the type of algorithm used for execution (see below).

For each adjacent stock I have access to:

o the price in each moment of the trading day,

o the price, the volume, the side and the exact time of each transaction,

o the first limit of the limit order book (i.e. the price and volume of the best

ask and the best bid),

o the tick size.

In this entire section, P(t) will represent the evolution in time of a stock price
during the trading day. More precisely, P(¢) will stand for the last transaction
price that occurred before time ¢. A trading day lasts 8 hours and a half. In or-
der to simplify expressions, let us note ¢ = 0 the beginning of the trading day
and T = 8h30 the end of the trading day. The price P(¢) lives on a tick grid and
jumps at discrete random times. In the next figure, one can observe the evo-
lution of the price of Deutsche Bank AG shares on 10 January 2010. There are
25527 trades during the entire trading day, or nearly 50 trades per minute. Even
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if the price seems to be diffusive on the macroscopic scale (Fig. , at the mi-
croscopic scale the reality is totally different (Fig.[1.3).

Volatility and signature plot

A well known property of a Brownian motion W () of volatility o is that:
E[(W(t+71)—W()?] =0oT,VT >0. 1.1)

This property gives a simple estimator of o whatever the sampling 7:

~

/T
(W(it) - W(( - 1)1))>. 1.2)
1

1

0==
T

In particular, this estimator converges when 7 tends to 0. Thus, if P(¢) is a Brow-
nian motion, then the so-called realized volatility function V (r) will be flat:

Tt
V(@)=Y (P(it) - P((i — D1))°. (1.3)
i=1

Figureshows the realised volatility V (r) for the Deutsche Bank AG stock price
on 10 January 2010. This behavior is different from what one would expect if
the data were sampled from a Brownian diffusion. We notice an increase of the
observed daily volatility when one goes from large to small scales, i.e. when 7 —
0.

Mean reversion

One explanation for the signature plot function is the well-known mean re-
verting effect of price. We are just going to highlight this effect without going in
deeper elucidations (see [90] for more). Even so, let us point out an intuitive en-
lightenment: the mean reverting effect adds additional volatility when the sam-
pling rate is low.

Let rick denote the tick-size and k € N*. We say a k-jump occurs on the
price between times t; and &, if |P(f;) — P(t2)| = k * tick. For k € N*, we define a
sequence of stopping times (T%k))nzo such that between Tﬁlk) and ngkj—l a k-jump
occurs on the price:

- T(()k) =0

’
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Figure 1.4 — Signature-plot V (1) of Deutsche Bank AG on 10 January 2010.

— For n>1, while AY = {re t®, 11:1P(t) - PP )| = k * tick} is non-
empty:
T%k) = hng(nk).

— Once A%k) is empty, we stop and N (k) will denote the number of total k-
jumps of the trading day.
If the price P(t) was a classical random walk on the tick grid:

[FD(PT(k) —PT(nk) > ko* tiCk) =P (Pr(k) —PT(nk) <-k=x tiCk) =1/2 (1.4)

n+1 n+1

and

PP ) - PPy = kx tick| PaP) - PGP = ks tick) =1/2,  (1.5a)

P(P(r(n’cjl) ~PaP)y =k tick| PGF) - Pa® ) <~k tick) =1/2.  (1.5b)

The first equation translates the symmetry of the jumps. The last two equa-
tions and[L.5b) translate the Markov nature of the random walk: the next
jump depends only on the current state and not on the sequence of events that
precede it. In order to test the last assumptions and [1.5b), let us denote
N9 (k) the number of alternations, i.e. the number of k-jumps whose direction
is opposite to the one of the preceding k-jump, N9 (k) = card (A'® (k)) where:
AU = (ne L, NK) 1] :(Pa) - Pa® ) (Pall)) - Pai)) <0,
In a similar way we define N© (k) the number of continuations, i.e. the number
of k-jumps whose direction is the same as the one of the preceding k-jump. Let
us remark, that N (k) + N© (k) = N(k).
We define the probability of “mean-reverting” after a k-jump as

(1.6)

_N'(k)
N
If the price were a random walk, then py = 1/2. When pj. > 1/2, the price is mean

reverting, since there is a higher probability of return. When p; < 1/2, we are in
the presence of a trend. Figures [L.5[1.61.7] and [1.8| shows the histogram of the

Pk
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Figure 1.5 — The histogram of the proba- Figure 1.6 — The histogram of the proba-
bility p; of “mean-reverting” after a bility ps (L.6) of “mean-reverting” after a
1-jump 3-jump
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Figure 1.7 — The histogram of the proba- Figure 1.8 — The histogram of the proba-
bility ps of “mean-reverting” after a bility p1o of “mean-reverting” after
5-jump al0-jump

mean reverting probability py for k = 1,3,5,10. We obtain similar pictures for
every ke {1,2,...,20}.

We observe two very different regimes for all k. At the right, a mean-
reversion regime with an important peak centered around py = 0.65 (slighty
different for each k) . At the left, a trend-following regime with a less impor-
tant peak centered around pj = 0.1. A qualitative explanation is given by the
fundamental value theory. Let us be more specific: economists often argue that
there are some informed traders who know with high precision the fundamen-
tal value, i.e. the intrinsic value of a company. Those traders buy shares when
the stock is underpriced and sell shares when the stock is overpriced. They
make profit because they are informed and through their impact they are mean-
reverting the price toward the fundamental value. In such a framework, the fun-
damental value of a stock can only change as a result of unpredictable news.
When news concerning the asset appears, the informed traders successfully up-
date the new fundamental value, they trade accordingly, price converges toward
its new equilibrium value and the process repeats over and over again.

This explains why most of the time the well-known stylized fact of mean
reversion is observed (right peak). From time to time, the price goes in one
direction and the presence of news could be assumed.

The distribution of p; can be also interpreted through the uncertainty zones
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Figure 1.9 — The histogram of ) (Eq' I;lliflti)r;r;r:t%f ﬁZ(gZ e peak o the
model [122] of Robert and Rosenbaum. Let us briefly describe the model. In this
framework, the efficient price X(¢) follows a continuous semi-martingale dy-
namic and cannot be observed directly. Instead, we observe a noisy version X (f)
which represent the last traded price value. The uncertainty zones is denides as
two bands around the efficient price values with width 2na, where 0 <n =1 and
a is the tick value of the asset. Let ¢ be any given time and X(1) the associated
last traded price value. Let 7 be the first time after t where X (¢) hits the uncer-
tainty around X(t). At time T; we say we have a new transaction of price XH+a
if X (¢) hits the upper band or X () — a if X(¢) hits the lower band.

When 71 < 1/2, the model reproduces the mean reversion effect and the
signature-plot stylized fact (see Fig.[1.4). Moreover, in practice, the estimated
values of 1 are found to be smaller than 1/2.

The authors proved in [?] that as the tick value goes to zero, a consistent

estimator of 77 si given by:
N0
(1.7)

>

T oN@O)’

or in term of py: .
) 0.5( > 1).

Next figures (Fig[1.9]and[1.10) show the histogram of 77. We observe the right peak
from Figure centered around p; = 0.1, is transformed in a much less visible
“cloud” around the value 7) = 4.5 (see Fig.[1.9). The second Figure [1.10|shows a
zoom of the peak observed in precedent histogram. It is centered around 7} = 0.3
and it corresponds to the right peak from Figure (which is centered around
pPi = 0.6).

Our empirical findings are consistent with uncertainty zones model with n <
1/2. The cases where 7} > 0.

First conclusions

As we explain in Section 1, the development of electronic markets induced
a constant pressure on academic research in finance. Historically, stochastic
calculus gradually imposed in finance after 1960 thanks to the Black-Scholes-
Morton model. Starting from this point, several models have been successively
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introduced under the implicit assumption that asset prices satisty a diffusive dy-
namic. Let me remind some of the most known models:the Vasicek model [131],
Heston model [76], the Cox-Ingersoll-Ross model [42].

As we empirically proved in the present section, these assumptions are not
appropriate at the level of price formation. Thus, other mathematical tools are
needed.

As events occur, the price appears on a discrete grid, the limit order book,
and this at very short time scales. Thus, the price dynamic is closely related to
the limit order book dynamic. The price seen as a Brownian diffusion satisfying
some equilibrium conditions (under the hypothesis of the absence of arbitrage
opportunity) becomes rather a macroscopic description of the complex price
formation process. At the microscopic level, the price must be rather seen as
a complex stochastic process living continuously in a discrete space. The next
section is devoted to new approaches to price modeling and in particular to the
Hawkes model for microstructure introduced by Bacry et al. in [17], which will
be one of the key point of this thesis.

OTHERS APPROACHES TO PRICE MODELING. THE HAWKES
MODEL FOR MICROSTRUCTURE.

Other approches to price modeling

We can distinguish three levels for price modeling:

1. The microscopic level: the ultimate level of price formation, describing
the dynamic of the limit order book in continuous time and discrete
space. This is the most reasonable but also the most difficult.

2. The intermediate level: at this level the price becomes a projec-
tion/function (last price, mid-price, etc.) of the limit order book but
remains a point process whose dynamic can be described.

3. The macroscopic level: the price is seen as a Brownian diffusion (or an
avatar of the Brownian diffusion); it is the historical approach.

Without being exhaustive, let us remind some approches for price modeling in
the light of the three levels emphasized above.

One of the most known models for the limit order book is the “zero intelli-
gence” model [55]. This is a simple model describing rigorously the statistical
mechanics of order placement, price formation and accumulation of revealed
supply and demand. In the same framework, Smith et al. [125] used a mean-field
approach to study the properties of the limit order book, under the assumption
of independent Poisson order flows. Remarkably, zero-intelligence models cor-
rectly predict important statistical properties of the order book, even if some
assumptions are not fully believable. But this approach is not very operational
from a mathematical perspective: it is dificult to describe the price at the the
intermediate level or to prove that the price diffuses at the macroscopic level.
Nevertheless, numerical experiments uphold the last part.

The simplicity of these models, even if the Poisson assumption is quite in-
consistent with empirical observations, generated numerous developments. Let
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us cite the work of Cont [40} [39], where the LOB is seen as a high-dimensional
queuing system and orders arrive and depart randomly. The authors compute
the probabilities of various events, such as the probability of a price increase
or the distribution of the duration until the next price move, conditional on the
state of the order book. Stability conditions for the system are studied by Abergel
and Jedidi [1]. The authors prove that the rescaled-centered price process de-
scribed at microscopic level converges to a Brownian motion on the macro-
scopic level.

In order to replace the independent Poisson framework, a more realistic as-
sumption is to consider the order flows as dependent point processes. Hewlett
in [77] and Large in [89] are modeling the order arrival by Hawkes self-exiting
point processes. These types of models are interesting since they allow the re-
production of some clustering properties.

Concerning the intermediate level, where the important factor is the mi-
crostructure noise modeling, let us first cite the seminal work of Gloter and Ja-
cod [64, 65] where the authors used the concept of latent price. In this frame-
work, the price P(¢) (which follows a Brownian motion) is latent, in the sense
that it cannot be observed directly. Instead, we observe a noisy version P(t) of
P(1). From a practical point of view, given a sampling scale 7, we rather observe:

P(nt)=P(n1) +&p

where ¢, ; is the microstructure noise term with zero mean. This model has
raised a large interest in the econometrician and statistician communities, see
(136} 106, 21}, 22, [78,105] and the references therein. Whereas this model repro-
duces the microstructure noise effects at the scale of a few minutes, the realised
volatility V(1) as defined in the previous section explodes when 7 goes to 0.
Coherent transition from the intermediate level to the macroscopic level was
for long time unenlightened. Recently, Bacry et al. [17] have proposed a Hawkes
process model for the price, reproducing the classic microscopic feature (mi-
crostructure effect, Epps effect) and diffusing to a Brownian motion at the
macroscopic level [16]. Within this model, the price dynamic depends on a ker-
nel ¢ which must satisfy a & 1 condition, namely ||@]|; <1 (see the next section
for more details). Starting from empirical measures of ||¢||;, which are close to 1,
Jaison et Rosenbaum [86] studied the dynamic of nearly unstable Hawkes pro-
cesses where the Z!-norm of the kernel is close to unitary and showed they
asymptotically behave like integrated Cox-Ingersoll-Ross models (see [42])at the
macroscopic level.

Hawkes price model for microstructure
General Hawkes process

Self-exciting processes were first introduced by Alan Hawkes (74}, (73] in or-
der to reproduce the ripple effects generated after the occurrence of an earth-
quake [133]. They are intuitively similar to Poison processes, but unlike ordi-
nary Poisson processes, the intensity of Hawkes processes is stochastic and de-
pends upon their own historic events. Gradually, the model has been used by
scientists from different areas such as biology [68} [112, [I15], genome analysis



1.3. Others approaches to price modeling. The Hawkes model for microstructure.

(1211, neurology [129} 119, [120], seismology [4} (13275} 87, [110], social behavior
[29,/43,[123|[138] and epidemiology [135], to name but a few.

Nowadays, Hawkes processes are widely used in finance. Because current
transactions, which are discrete events, cause future trades [118], self-exciting
processes successfully engendered many applications. Without being exhaus-
tive, let us give some examples: microstructure dynamics [17], order arrival
77, 25], market impact [18} 19], financial price modelling across scales [16, [86],
volatility clustering [50], price co-jumps [30} [99], limit order book modeling
[137,[127,[89,126, 2] among many other.

In practice, we observe a multivariate counting process N(f) =
(N1(8), N2(2), ..., Nq (1)) (40, €ach component N; representing the number
of events of the i-th component of the system during the period [0, f]. Under
relatively weak general assumptions !, the multivariate counting process N is
characterised by its intensity process A(t) = (11(£), A2(1),..., A4(¢)) defined by:

P(N; hasajumpin [¢,t+dt]|.%,) = Ai(dt, Vie{l,2,...,d},

where P stands for probability and .%; is the sigma-field generated by
{N1(8), Na($),...,Ng(8)}o<s<; Up to present time t. Acording to Jacod [85], for
allie({1,2,...,d} the process:

t
N; (1) —f Ai(s)ds
0

is an (.%;)-martingale. This implies that the law of the d-dimensional process
(N1(1), Na(1),...,Ng4(t)) is characterised by (11 (8),A2(2),...,A4(1)).

Definition 1 (General Hawkes process). As pointed out at the begining of the
section, the particularity of the Hawkes process is the past-dependence of the
intensity A(t), more precisely:

d t
A,-(t):h,-(z (pj,-(t—s)de(s)), Vie{l,2,...,d},
j=170

where the causal functions ¢ j; : [0,00) — R model how N; acts on N; and h; are
nonnegative functions.

Definition 2 (Linear Hawkes process). As first introduced by Alan Hawkes
74, [73], the most popular example is for linear functions k;(x) = u; + x, with
L positive real numbers:

d t
Ai(O) =i+ ) A @ji(t—8)dN;j(s), Vie{l,2,...,d}, (1.8)
j=1
Or in its matrix form: .
/l(t):,u+f D(t—5)dN(s), (1.9)
0

where = (1, U, ..., ltg) is a vector form R% and ®(¢) = ((pij(t))lsi,jsd'

1. For a complete mathematical study of Hawkes and more general point processes we refer
the interested reader to the Daley and Vera-Jones’ book [45].
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In the degenerate case where ¢;; = 0, we retrieve a basic Poisson process.
Some conditions on the integrability of ® give a non-explosion criterion [16]:

t

non explosion-criterion : f ®(s)ds < oo componentwise, Vt>0. (1.10)
0

The multivariate Hawkes process can be shown to admit a version with station-
ary increments under the next condition:

o0
stationary condition : the spectral radius of the matrix K = f O(1)dt is smaller than 1.
0

(1.11)
One reason for its popularity is that due to the simple conditional intensity
interpretation, the Hawkes process can be seen as a cluster process. Indeed, any
new point N; can be of two types: “immigrant” - without existing parents in the
process, arriving with rate u;, or “offsping” - produced by previously existing
points. Consequently, each immigrant produces descendants whose numbers
in successive generations constitute a Galton-Watson branching process (see
[13] for a general introduction to branching processes).

Since self-exciting processes are quite popular in different scientific areas,
they have long been studied in probability theory: see for exemple the books of
Daley-Vere-Jones [45], Brémaud-Massoulié [36,/34}35] or the recent research of
Zhu [141} 139, [140]. Recent studies (see [59, 47]) investigate the case of large d,
when the number of components may become increasingly big or possibly infi-
nite. With regard to the simulation of Hawkes processes, we refer the interesting
reader to [102}[103}(62} 46].

From a statistical inference point of view, one of the first studies belongs
to Ogata [111] and Ozaki [113], who investigated the maximum likelihood esti-
mator for some classes of functions, like exponential and power laws. For more
than two decades, these methods have been used for most of the applications.
In 2010, Reynaud-Bouret and Schbath [I121] employed a penalized projection
method to estimate ¢ in the univariate Hawkes model. The theoretical estimator
is adaptive for Holderian functions with regularity (1/2, 1], under the hypothesis
that the decay kernel has compact support. In 2011, Lewis and Mohler [97] used
a maximum penalized likelihood estimation to simultaneously approximate the
background rate and the decay kernel of a multivariate model and they numeri-
cally studied the convergence rate of the algorithm. Same year (i.e. 2011), Bacry
et al. [15] proposed another non-parametric estimation method for multivari-
ate symmetric Hawkes processes, based on Fourier computations and Bartlett
specter theory and without investigating the convergence speed. The last chap-
ter of my thesis will be dedicated to this aspect. Recently, Bacry et al. [20] pro-
pounded a non-parametric estimation method for general multivariate Hawkes
processes based on the explicit resolution of a Wiener-Hopf system using Gaus-
sian quadrature method. This last method is a generalization of the first one
proposed in [15].

Hawkes price model

Following [17], we represent the asset price P(t) as the difference between
the positive and negative jumps:

P(t)=N"(t)-N" (1),
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where N7 (f) and N~ () are two point processes representing respectively the
positive and negative jumps of the price over a time interval [0, T]. In order to
introduce microstructure, Bacry et al. [17] used multivariate Hawkes processes.
More precisely, they use a bivariate Hawkes process (N* (), N~ (¢)) such that:

t
AT (D) :,u+/ @(r—s)dN(s), (1.12a)
0

t
A7) :p+f P(t—$)dAN*(s), (1.12b)
0

where p is a positive number called exogenous intensity and ¢ is a causal positive
function, i.e. ¢ : [0,00) — R, called kernel.

The interpretation of this model is very simple: the more P(t) goes up, the
greater the intensity A7 (¢) and conversely, the more P(#) goes down, the greater
the intensity A* (1), which translates the mean reversion. As we stress in the pre-
vious section, the bivariate Hawkes process (N (t), N~ (¢)) can be shown to be
well defined and to admit a version with stationary increments under the stabil-
ity condition:

lleplly :fo p(dt<1. (1.13)

Exponential decay As literature showed us, due to the simplest estimation
[113] and simulation [I02], a special case is when the kernel ¢ is exponential:

o) =ae P12 0<a,p, (1.14)
such that
llgplly = = < 1.
B

In this case, one can show (see [17]) that the signature plot (as defined in (I.3))
has the form:

1 1 1-e (@+h
) (1.15)

__“H _
V(T)_l—a/ﬁ((l+a/ﬁ)2+(l (1+alP?] (@+pr

The next figure (Fig.[1.11) shows a theoretical signature plot for the case p =1,
a =2 and f = 3, which recalls the empirical signature plot (Fig.[I.4).

MARKET IMPACT

Generally, the market impact is the link between an incoming order and fu-
ture price changes (see [33]). It seems obvious that a buy (sell) trade should push
the price up (down) and it is easily demonstrated empirically. Thus, market im-
pact tends to increase the execution cost of a strategy. Indeed, the second buy
order is, on average, more expensive than the first, the third more expensive than
the second and so on. Monitoring and controlling market impact is one of the
most active areas of research within trading firms; its modeling and estimation
has thus become a central point of quantitative finance research.

For practitioners, a particular importance is attached to the execution of
big orders whose volume is much larger than the available liquidity in the limit
order book. A common strategy consists in splitting the big order in small orders
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Figure 1.11 — Theoretical signature plot V (1) for exponential kernel ¢ withp=1,
a=2andp=3.

(child orders or atomic orders) and executing it incrementally. This sequence of
trades is commonly called meta-order or hidden order. Nowadays, algorithmic
high-frequency trading is the new way of executing those meta-orders. The
investors use algorithmic trading, relying heavily on smart technologies and
mathematical methods in order to provide efficient execution. Analyzing how
the market impact is formed and the path leading to the completion of the
meta-order is important for optimal execution [9, 7, 6, (8} 28} 108].

The market impact literature starts with the seminal work of Kyle [88] in the
early 80’s. The author showed that in order to achieve optimal execution an in-
formed trader who has access to private information about the future value of
the price will execute orders incrementally, at a constant speed, until the price
reaches the target value. The informed trader slowly reveals the “true” price to
the rest of the market; at the end everyone discovers the final price and there
is no reversion. Within the setting of the Kyle model, the informed trader and
other noise traders submit orders that are cleared by a market maker every step
At. At each step, the price increment is:

AP = Aev,

where v is the volume, € is the sign of the order (¢ = 1 for buy order and € = -1
for sell order) and A is a constant linked to the impact and considered to be
inversely proportional to the liquidity of the market. The price change between
t=0and T = NAt is:

N-1 N-1
P(T)=P0)+ )_ AP(kAT)=P0)+A Y €xvk (1.16)
k=0 k=0

Thus, in Kyle’s framework, the market impact is both linear in the traded volume
and permanent in time. Starting from a principle of no-quasi arbitrage, Huber-
man and Stanzl [81] show that the linear permanent market impact model is
necessary in order to not allow price manipulations.

However, the Kyle model is not consistent with empirical studies that give a
strictly concave volume dependence. Large trading firms can measure the price
impact of their own trades; despite the diversity of market participants, trading
strategies, execution style or execution time, a very similar concave power law is
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reported. The literature on this topic is often rooted to the Barra Market Impact
Model Handbook [23], who claimed that the price impact of a meta-order of
volume V is remarkably well given by the formula:

174
Coy| —, (1.17)
\/ Va

where Vj is the traded volume per unit time, o is the volatility of the stock (in
daily units) and C is a constant of order unity. This empirical result is referred
as the square-root law. This “law” has been widely used in practice to estimate
the pre-trade transactions cost. The fame of this formula lies in its simplicity;
in particular, we notice that it does not depend on the execution trading time.
Let us cite other empirical investigations concerning the volume dependence
of market impact. Since access to data is often very difficult and some special
agreement must be reached with the trading firms, there are rather few pub-
lished research papers. The published studies give slightly different exponents
for the power-law. Using US stock trade orders executed by Citigroup Equity
Trading, Almgren et al. [10] find an exponent close to 0.7. Bouchaud ez al. [118]
find an exponent close to 0.5 for small tick contracts and 0.6 for large tick con-
tracts, using data from Capital Fund Management.

Autocorrelation of trades sign and propagator model

One explanations for the concavity of the impact function is the persistence
of the order flow (see [118]). Under the Kyle model (1.16), the sign of the trades
must be uncorrelated if the price is to follow an unpredictable random walk.
However, empirical studies shows that the autocorrelation function of the sign
of the trades € has a very slow decay. More precisely, one considers the function:

S(n) = Elek€k+nl-

Under the assumption E[ei] = 0 (which is verified empirically), if trades were
random, one should observe that S(n) decays quickly to zero. On the contrary,
this is not observed empirically. The autocorrelation function S(n) decays slowly
to zero as a power-law of n with negative exponent:

S(n) = S0)n"",S(0) > 0.

The value of y is stock dependent, but always smaller than one, 0 <y < 1. Thus,
the autocorrelation function is not summable and one says that the order flow
has a long memory. A plausible explanation is the strategic behavior of large
investors who split their orders into many small pieces and execute them in-
crementally (see [98]). More precisely, a large investor who decides to buy an
important number of shares cannot just state his order in the limit order book
because it is unlikely that there will be enough sellers to accommodate him, and
even if there were, unveiling the intention to buy a large quantity of shares would
greatly push the price in the adverse direction.

In order to obtain a long memory property of the order flow and to have a
diffusive price, Bouchaud et al. [118] proposed a price impact model called the
propagator model:

P(n)= ) Gn-kerfwe) +nk, (1.18)

k<n
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where 7 is a white noise, f is a function describing the volume dependence of
a single trade’s impact, also called instantaneous market impact function, and G
accounts for the temporal dependence of the market order’s impact.

This model provides a different vision from that of Kyle, where the market
impact was linear in volume and permanent in time. In the framework of the
propagator model (1.18), the market impact of a trade of volume v has an in-
stantaneous impact proportional to f(v) and afterwards, the impact decays in
time. Thus, an assumption about the separability of the market impact in a fac-
torized form is implicitly made: one factor depending on volume and the other
depending on time. This has been shown empirically by Bouchaud et al. in [117].

The propagator model was the starting point of numerous articles that
deal with the following questions: what is the shape of the instantaneous mar-
ket impact function f(v) and that of the decay kernel G, is the market impact
permanent or not and how do those quantities affect the impact of a meta-order.

Instantaneous market impact function

The market impact of a single trade was empirically found to be strongly
concave in volume. Using the 1.000 largest firms on the New York Stock Ex-
change in 1995-1998, Lillo et. al discovered that f(v) ~ v® with an exponent &
varying from roughly 0.5 for small transactions in higher-capitalization stocks,
to about 0.2 for larger transactions in lower-capitalization stocks. Hompan [79]
arrived at similar results using data from the Paris Stock Exchange. Bouchaud et.
al, using French and British stocks, found a logarithmic rather than a power-law
dependence of the price impact of an order. One of the explanations is the fact
that a market order rarely consumes more than the volume available at the best
price. For example, on 22 January 2010, on the FCAM stock (F&C Asset Man-
agement), among the 725 trades on the trading day, 184 (or 25%) were executed
against exactly the volume available at the best price, 442 (or 61%) trades con-
sumed only a part of the volume available and only 99 (or 14%) of the trades
consumed more than the volume available. Thus, a lot of trades do not change
the price.

Remark Single order vs. meta-order

There is a very important difference between the market impact of a single
trade, f(v), and the market impact of a meta-order. As we stressed before, the
market impact of a meta-order of size V is “known” to be proportional to v'V.
Thus, the market impact of the first part V/2 is more important than the second
part. Generally, the impact of the trades becomes less and less important as the
execution of the meta-order evolves. Therefore, even orders belonging to the
same investor have different market impacts.

Decay kernel G

In qualitative finance literature three types of decay kernel are considered:
linear, exponential and power-law. Almgren et. al in [10] consider the function
G to be decreasing instantaneously as a linear function. Obizhaeva and Wang
in [108] assume that the kernel G acts as an exponential decay, in order to find
an optimal trading strategy. Using the slow decay of the autocorrelation of trade
signs and the principle that price changes should be unpredictable, Bouchaud
et. al showed that the kernel G must also decay as a power-law with exponent
B = (1—-7)/2. Using the principle of no-quasi arbitrage of Huberman and Stanzl
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[81] and a continuous version of the propagator model (1.18), Gatheral [60] ar-
gues that exponential decay is possible only if the instantaneous market impact
function f(v) is linear in v, which is not verified empirically. In the latter, it is
shown that the power-law decay of the kernel G is compatible with the instan-
taneous market impact power-law, f(v) ~ v%, only under the condition 8+ = 1.

Permanent vs. non-permanent impact

Concerning permanent market impact, there seems to be some disagree-
ment in the literature; two different opinions have emerged in quantitative
finance. From the point of view of Bouchaud et al. [118, 33], the permanent
market impact is zero. He argues that since the order flow is highly autocorre-
lated (y < 1), a permanent market impact leads to trends in the market, which
is not consistent with the unpredictability of price changes observed empir-
ically. In the opinion of Farmer et al. [104], the permanent market impact is
non-negligible - they empirically found that its value is equal to roughly 0.5-0.7
of the instant market impact. Recently, Bershova and Rakhlin [27] found a per-
manent market impact equal to roughly 2/3 of the instant market impact. In a
later paper, Bouchaud, Farmer and Lillo [32] argued that these two seemingly
incompatible pictures are equivalent under the assumption that the order flow
follows a long memory FARIMA process (see [26] for definition). In other words,
Farmer&al. [104] consider that the market impact is history dependent, whereas
Bouchaud sees the market impact as the difference between the observed price
moves and what it would have been without this specific order, as defined in
Barra Market Impact Model Handbook [23]. Recently, Gomes and Woelbroeck
[66], using data that allowed them to identify different trades, have empirically
showed that there is no permanent impact.

Latent order book

An intuitive idea in order to explain the square-root law is to link the market
impact to the shape of the limit order book. If the available volume on the limit
order book were growing linearly with the distance from the best price, then
the market impact of an order of volume V executed instantaneously would be
proportional to v/V. More precisely, suppose the available volume for buys? at
price P, v(P), is a linear function c(P — Py) (where Py is the best sell price). If a
buy order of volume V moves the price by a value M1, then:

Py+MI
V=f v(P)dP,
Py

so the market impact is a square-root:
MI=VcV/2.

Unfortunately, this is not what we observe in practice. Indeed, the limit order
book has a roughly linear shape only for the first few limits closest to the best
price, after, the linear shape is no longer maintained and actually decreases
[117].

However, a qualitative explanation for the square-root law is the linearity (or
V-shape) of the latent order book. More precisely, agents place limit orders only

2. Similar reasoning for the impact of a sell order gives an identical result.
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when the actual price is close enough to their vision of the price. From a statical
point of view, the latent order book consists in orders which are not visible in
the order book and only reveal themselves when the price moves closer to their
limit price. Toth et al. successfully tested the V-shape of the latent order book in
[128], providing another ingredient to the explanation of the square-root impact
law.

Informational vs. mechanical impact

The quantitative finance literature comprises two visions about why
meta-orders impact the price: an informational vision, which is favored by
economists, and a mechanical vision, shared by econophysicists:

— Informational impact

One vision refers to market impact as the way information is conveyed to
the market. In this framework, large investors react to new information by
trying to successfully forecast price movements. Thus, they update their
expectation by using meta-orders, which leads to a new global equilib-
rium resulting in new price levels. According to this vision, meta-orders
reveal the fundamental value® of the price but do not really provoke it. As
stated in Hasbrouck [70]: “orders do not impact prices, it is more accurate
to say that orders forecast prices”. In particular, if the market participants
were to know a trade is coming from a “noise trader” (i.e. no information
in his trade), the trade should have no price impact. This vision of the
market impact is derived from the neoclassical economic principle that
price is always in equilibrium and only new and unexpected information
change it.

In Kyle’s model [88], it is shown how prices are driven to their new level
through the execution of a meta-order by an informed trader. As we
pointed out before, in this framework the market impact is linear in vol-
ume and there is no reversion.

Farmer et al. [53] consider the case where a large number of investors re-
ceive the same information sign a and generate meta-orders drawn from
a given distribution p(a). Liquidity providers competitively generate bids
and offers to maximize their profits, while noise traders render the mar-
ket uncertain. Market makers know the distribution p(a), but, because of
noise traders, they do not know with certainty whether a meta-order is
present, and if it is, they do not know its size. The authors show that these
assumptions lead to a Nash equilibrium where meta-order sizes reflect in-
formation. This theory is called fair pricing because the average price paid
to execute a meta-order is roughly equal to the post-reversion price.

— Mechanical impact

On the other side, the mechanical vision describes price moves as the re-
sult of antagonist forces: a sell pressure driving prices down and a buy
pressure driving prices up. The market impact of a meta-order is cre-
ated by the interaction between the child orders and the limit order book,
which leads to a long term imbalance in supply and demand. In this
framework, an external observer sees price changes as if all traders are
acting randomly. The adepts of this vision have a phenomenological ap-

3. See page 9 for definition.
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proach: like physicists, they strive to describe the behavior of the price
dynamic through consistent quantitative laws.

The finance literature where a mechanical vision of market impact is as-
sumed, often implicitly, is too big to be included here, since each au-
thor has his various objectives. Far for being exhaustive, let us cite a
few examples of the main topics studied: order book dynamic [55, 125}
39, 140, 80, 128], order arrival [77) [89], meta-order volume distribution
(116} 57, [130], impact of order book events [49, [38], microstructure dy-
namics [17,[18} 64 65 [122].

As “yin and yang”, these two antagonist visions are complementary: no sin-
gle one can entirely describe the complexity of price formation, but if used
together one can have a large clearer picture of what happens. In Bouchaud’s
words: “reality should lie somewhere in the middle”. For example, using the fair
pricing theory and the empirical observations of Plerou [116] and Gabaix [57]
concerning the Pareto distribution of meta-order sizes, Farmer et al. [53] provide
another explanation for the square-root law. Moreover, in the latter, the perma-
nent impact is 2/3 of the peak impact. Recently, Bershova and Rakhlin [27] have
found a similar Pareto distribution of the meta-order size and have showed that
the fair pricing condition is rather well empirically verified.

An intermediate position is the one of Gomes and Waelbroeck [66], which
observe that after several days, the impact for “informed traders” is larger than
the one for “uninformed traders”, which tends to be null. In order to empirically
prove this result, the authors used brokerage data where clients revealed their
reasons for trading, allowing them to distinguish between “informed traders”
and “uninformed traders”. At intraday time scales, the impact functions of “in-
formed traders” and “uninformed traders” were found to be very close. Thus,
the mechanical vision is more appropriate at the intraday scale, whereas the in-
formational vision is more appropriate at a larger scale (days, weeks).

THESIS RESULTS

Iintroduce in this section the thesis results:

¢ In section 5.1 we propose a new structural model for market impact re-
producing the reaction of market makers in front of un order or a series of
correlated orders (meta-order) using mutually exciting point process ap-
proach. We show the model successfully reproduces important style facts
of the market impact: concave shape of transient market impact and con-
vex shape of the decay.

¢ In section 5.2 we show the model successfully fits the real data. Exploring
the database, give me the opportunity to point out some new stylized fact
regarding the market impact.

* Insection 5.3 we are investigate the non-parametric estimation of the ker-
nel shape in a univariate Hawkes processes proposed by Bacry et al. [15].
More precisely, we study the performance of the estimator for the £? loss
over Sobolev spaces and some class containing “very” smooth functions.

A new market impact model using self-exciting point process

Price model
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As presented in Section[1.3} following Bacry et al. [17], we represent the price
as the difference between the sum of positive and negative jumps:

P()=N"(t)-N" (1),

where N = (N*, N7) is a bivariate Hawkes process defined by the two stochastic
intensities A* and 1™:

t
AF =,u+f0 ¢t —s)dN;

t
A7 = ,u+f Pt —s)dN; .
0

Market impact model

We consider the next definition for market impact given in Barra Market Im-
pact Model Handbook [23]:

Market impact denotes the difference between the expected change of price of
a given trade (or a series of trade) of given size(s) and sign(s) and the expected
change of market price in absence of this specific transaction.

The market impact of a trade or a series of trades that occur at a certain rate
between fy and f+ T, for some T > 0, will be modeled by a smooth perturbation
@ of the historical probability P:

Eg[P;— Py, forevery t =1y

or, in other words, the expected price change P;— P;, under Q, i.e. from the point
of view of the trader who has prior knowledge that a certain series of aggressive
orders will be launched over [f, ty + T].

For ty, T > 0, let #(tp, T) denote the set of functions

h:[0,00) — [0,00) x [0,00)

such that h(t) = 0if ¢ ¢ [ty, tp + T] and such that (componentwise)

f h(t)dt < co.
[to, to+T1

Definition 3. The marketimpact measure associated to h € ¥ (ty, T) is the prob-
ability measure
Pn=L:(WP on F,

where

Li(h) = exp f log(1+&2)an; - h+(s)ds+f log (1+ 5)an; —h—(s)ds)

(1.19)

for h = (h*,h™) and where A = (A*,17) is the stochastic intensity of N =
(N*,N7) under P.

Definition 4. The market impact function of h € (1, T) is the function
t~ My (1) =Ep, [Py — Py, | forevery t = t.

The transient market impact function of h is the restriction of the market impact
function of h over [y, fp + T1. The decay market impact function of of k is the
restriction of the market impact function of k over [ty + T,00). The permanent
impact of h is the limit (if it exists)

M (00) = }Lrgaﬂh(t).
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Using a classical result of the theory of point processes obtain via the Gir-
sanov formula, for any k € ¥ (1, T), by|1.19} under Py, we have

t
Aj=u+h+(t)+f0 @(t—s)dN;,

t
A;=u+h‘(t)+f0 @(t—s)dNy .

This representation enables to obtain an explicit formula for the market impact
My (1)

Theorem 1. Work under the stationary condition for Hawkes processes
which, in our case, is translated by ||var phil|| s < 1°. For every h € ¥ (ty, T),
we have

t
Mp (1) =Gh(t)—f k(t—$)Gp(s)ds, t= 1, (1.20)
fo
where ,
Gh(t):f (R (s)=h™(9)ds, Vi= 1
Io
and
k=) (1" lp*" (1.21)
n=1

where fx g(t) = [5° f(t—$)g(s)ds denotes the usual convolution product on
L'([0,00),d1), o™V = and o™ = "V x .

Single trade model

Since a buy order of volume v arriving at time fy could instantaneously
change the price and following some previous studies [18], it is reasonable to
consider that h* is “purely” impulsive, i.e.,

h* (1) = f(1)6+(10) (1.22)
where 0, stands for the Dirac distribution and
f:10,00) — [0,00)

models the influence of the volume v. In practice, a buy order at time #, encour-
ages an extra-activity on the bid side too (see Bouchaud et al. [118]). Thus, we
consider that the market reacts to the newly arrived order as if it triggered an
upward jump. Doing so leads to the choice:

() =cf (et —ty). (1.23)

Before going further, one remark that the impact of selling order can be modeled
using the exact same principles by interchanging h* end h~. Let us point out,
h=(h*,h™) ¢ #(t,T) for any T > 0. In order to circumvent this difficulty, we
define the market impact of k as the limit market impact of a series of function
hy converging to h®. Applying Theorem |1|we have an explicit representation
(see Chapter 2 for proof):

4. The proof in Chpater 2 Section
5. Where ||-|| &1 denites the usual norme one on L1([0,00),d 1)
6. More details can be found in Chapter 2 Section
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Theorem 2. Assume that (h) is specified by an d ({1.23). Then the market
impact function of a single trade is given by:

t—ty
V0) =f(v)(1—(1+c)f k(s)ds), t= to. (1.24)
0

Under the assumption
AD) o) = ™2 (1), V=0,

the market impact function .y (t) is decreasing on [ty,00). Moreover, the perma-
nent impact of an instantaneous trade is given by

1- )
My (00) = f(v)M (1.25)

L+l
and the following bracketing property holds:

(1.26)

Mp(t) =0 ifand only if ¢ <
llll 21

and for ¢ = 1/|l@l;1 the permanent market impact is zero, 4y (co) = 0. Finally,
under the assumption:
(A2) k(1) is decreasing,

the market impact function (3 (t) is convex over [ty,co).

the parameter c give us the some flexibility in order to obtain different
shapes for the market impact function (see Fig. and Fig.[1.15). Its interpre-
tation will be discussed in Chapter 2.

The market impact of a continuous strategy

Let us consider the case of the market impact of a meta-order starting at
time #, lasting a period T and corresponding to a continuous flow of buying ’
orders with a trading rate r; supported by [fy, o+ T'] (r; # 0 only for £ ¢ [0, T]). It
seems natural to consider the class of impact functions h(¢).% (#, T) of the form:

~ t ~
he(r) = (f(rt),cf froet—ys)ds|. (1.27)
To

Seeing the impact of f(rs)ds as the infinitesimal impact of a buy order of volume
rdt, the previous model it is a superposition of single trade model.

7. The impact of selling meta-order can be modeled using the exact same principles
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Theorem 3. The market impact of an continuous strategy r; is given by
t
My (t)=| flra)H(t—1s)ds, t=1t, (1.28)
2}
where H(t) =1-(1+¢) ftf) x(s)ds. Under the assumption that f is bounded, the
permanent market impact writes
1-C
Il

In the particular case of a constant strategy, ry = 1o,V t € [ty, to + T1, we have:

My (00) = F) 1. (1.29)

My (1) = F(ro)ljo,r) % H(D), t=to. (1.30)

As a consequence, when c < W, under the Assumptions (A1) and (A2), the func-
L
tion t ~ My (t) is increasing and concave over [y, ty + T and decreasing and

convex over [ty + T,00).

The figures and and represent the market impact function of a
constant strategy r; = ro,Vt € [0, T] with exponential and respectively power-
law kernel for different values of c. For the exponential kernel we took
¢(t) = ae P with @ = 0.2 and S = 0.3. For the power-law kernel we took
k=a@+1) P with a = 0.1, = 1.5 and 6 = 0.25. The trading rate have no in-
fluence on the shape of the transient market impact, it is just a multiplicative
constant. We took f(ro) =land T =10.

Market impacts and the life cycle of investors orders

Empirical market impact definition and latent price

The market impact curve of the meta-order w quantifies the magnitude of
the (relative) price variation which is due to the meta-order w between the start-
ing time of the meta-order #,(w) and the current time ¢. Theoretically, in order
to estimate this curve one should have access to the price variation that would
have occurred if the meta-order was not sent. In the following we shall refer to
that latter price as the latent price.

Let AP;(w) be a proxy for the realized price variation between time #,(w) and
time fy(w) + ¢ and let APil“” (w) be a proxy for the corresponding latent price
variation. One can then define the price variation due to the meta-order w:

AP () = AP, (@) - APV (), (1.31)
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When the meta-order is a buy (resp. sell) meta-order, one expects this price to
go up (resp. down), consequently it is very natural to define the impact as

Ns(@) = e@)APY . 520, (1.32)

where T (w) repressnts the total duration of the meta-order w and e(w) stands
for the sign of the meta-order: +1 for a buy and —1 for a sell. Let us remark that,
for synchronicity convenience, we have rescaled the time in order that the time
s = 1 always corresponds to the ending-time of the meta-order. All along this
section, we will use the so-called return proxy® defined by in which Py
corresponds to the last traded price:

P -P
AP;ret) () = to(w)+t to(w) (1.33)

Pryw)
Finally, we introduce the following terminology in order to address the dif-
ferent parts of the market impact curve:

¢ 7s=1(w) as the temporary market impact, i.e., the impact at the end of the
meta-order,

e {ns(w)}o=s<1 as the transient market impact curve, the impact curve during
the execution of the meta-order,

o {ns(w)h<s as the decay market impact curve, the impact curve after the
execution of the meta-order and

* 7s>>1(w) as the permanent impact, where s >> 1 refers to an extraday time
limit, sufficiently far from the ending-time of w (more precise definition is
given in Chapter 3 Section[3.7).

In the following, we shall compute the estimation of the impact through

e w), .
Ns Q w§€ sT(w)

where #Q2 denotes the total number of available meta-orders.

When one studies the influence on the impact of a factor X (w) (e.g., the daily
participation rate or trading time), we shall condition the impact estimation by
the fact that the value of X (w) belongs to an interval I, i.e.,

1
fsw| X(w)el) = —— APT(0 1.35
fis(w| X() el Y0 w,XZ(w)EI T(w) () (1.35)

where M(I) is the number of meta-orders w € Q (or € Q") or € QF), when
specified) such that X(w) € I.

Why is the market impact estimation so difficult

There are mainly two reasons why estimation is very difficult and we will put
them both in evidence.
* One hasnot access to the latent relative price APil 0 (w). The only observ-
able quantities that can be used for estimating the impact are the relative
price variations AP (w)
« The variance of the impact is very large as compared to its mean, i.e., the
signal noise/ratio is very low.

8. In Chapter 3 we show that other proxys give very similar market impact curves.
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In order to circumvent these difficulties, most academic works follow the same
path:
1. They (most of the time implicitly) :

i. either make the assumption that the time #; (w) at which the meta-order
w is placed is independent from the latent relative price APEI“” (),

ii. or consider that the eventual dependence do not affect significantly
the results obtained when using AP(w) as a proxy for AP™ () in the
impact definition

2. They compute some averages of n7;(w) on a large number of (more or less

"comparable") meta-orders w which leads to reducing the variance of the

"noise" term APY “D () (in the case of assumption 1.i.) as well as the vari-

ance of the impact itself.

The assumption 1.i. in most cases does not hold : many agents (e.g. trend-
followers) place their meta-orders at times where some particular patterns are
seen in the latent price. Actually, it does not seem to be a real problem if one
is "only" interested in characterizing the dependence of the impact curve on
some factors, as it is generally the case when studying the temporary market
impact of the transient/decay market impact curve. In that case, the alternative
assumption 1.ii. seems reasonable. However, for addressing questions relative
to the presence or not of permanent impact, i.e., for estimating "absolute" levels
of impact, this assumption is clearly not acceptable.

Figure shows a typical market impact curve. We used all meta-orders w
such that #(w) + 2T (w) is a time that takes place before the closing time of the
corresponding asset, i.e., 61.671 meta-orders. We observe that during the exe-
cution, i.e, 15, 0 < s < 1, the price is pushed in the adverse direction making it
less attractive as time goes by. The price reaches the maximum distance from
the arrival price at the end of the execution. The difference between the two is
the so-called temporary impact. After the execution a reversal effect is noticed.
This is the relaxation part when the price converges back toward its future per-
manent level.

In practice, we have sample our estimations on 201 points using a uniform
sampling grid for s: s; = i/100,V i € [0;200] and compute the estimation fo<s<2
as defined by (1.34). We express 7] in basis points (bp). The next figures (i.e.,[L.17}
and show how important is the variance. Figure represents the
ratio mean/variance for the precedent market impact curve, i.e., /7 (n(w)).
In figure is represented the 25% and 75% quantile for the market prece-
dent impact curve. In figure[1.19 we can see the 95% confidence interval for the
market impact curve. In order to build this confidence interval, we make the as-
sumption that the time #y(w) at which the meta-order w is placed is independent
from the latent relative price APLEI“[) (w),

ns=1nsw)+{s(w),V s€0,2],

where {;(w) are supposeed to be independent and identically distributed ran-
dom variables V s € [0,2]. Thus, the 95% confidence interval market impact
functions write:

(s +1.96y/7 (5(w))/V61.671]. (1.36)

As we mentioned before, we take AP;(w) instead of AP;I‘”) (w) in order to
build our market impact curves (eq.[1.34). Our next figures and show
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that APﬁl 1 (w) can be non-negligible. The first ﬁgure represent the market
impact curve for meta-orders with an total duration T € [30,60] (T expressed in
minutes) and a very low trading speed v = rp/ T, where rp(w) represent the daily
participation,

total volume of the meta-order w

rplw) = the daily volume executed on the market
The second figure[1.21]represents the market impact curve for meta-orders with
an total duration T € [30,60] and a very high trading speed. Both market impact
curves are built with approximately 2.000 meta-orders.
We observe that the market impact curve where the trading speed is very
low the transient market impact is almost linear in time and the ending point is
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about 4 basis points. The second market impact curve where the trading speed
is very high is also very concave and the ending point is about 20 basis points.
The first group of meta-orders are barely perceptible on the market since the
trading speed whereas the second group of meta-orders are easily perceptible
on the market by others traders. The most choking part is the linearity of the
first group of meta-orders since all empirical studies found a concave transient
market impact curve (see [27,[104]). The only explanation is that in the first case
the latent relative price APil an (w) it is non-negligible, even more important

than the APin) ().

The temporary market impact

The temporary market impact has been mainly studied in the quantative fi-
nance literature [10} 60,51, 27} 101}, [88} 72} 54} [49]. One common point of these
studies is that the temporary market impact of a meta-order w of size v(w) in-
cludes three main components :

« A component reflecting the size of the meta-order, resized by something
reflecting the volume in the order books of the traded security. The daily
participation rp(w) should capture most of the dynamics of this compo-
nent. This size has to ne rebased using the daily volume Vp, or the traded
market volume during the meta-order V, leading to two potentially ex-
planatory variables rp := v/ Vp or r := v/ V, where v is the meta-order vol-
ume.

* Acomponent rendering the uncertainty on the value of the traded underly-
ing during the meta-order. The volatility during the meta-order o (w) (de-

fined by o(w) = %) is a typical measures for this, where op stands for
the Garman-Klass annualized daily volatility.

* And alast component that captures the information leakage generated by
the meta-order, a good proxy being the duration T'(w).

We accordingly define the four potential explanatory variables X; = rp(w), Xo =
r(w), X3 = o(w) and Xy = T(w). Let us point out that all authors found mul-
tiplicative relations between each of these components and their correspond-
ing factor, so we expect a linear dependence of the temporary market impact
71s=1(w) on the logarithm of these factors.

We tested the daily participation rp as first variable, since it has been iden-
tified as significant by other papers. It means we fit equation:

N () =a-rp) +e(w)Wr,

and found an exponent y =~ 0.449 using the L? distance and a lower exponent
(around 0.40) using the LASSO one. Table[I.1|gives the results of this regression
and fits of other explanatory variables.

The transient market impact curve

Concavity and execution duration. We shall now study the influence of
the duration T of the meta-order on the transient market impact. We chose
meta-orders with the trading rate rp € I, = [1%,3%] and we study studied
fls<1(w | T(w) € I, rp(w) € I;) as a function of the interval IT. We chose 6 in-
tervals for I such that the number of meta-orders in each interval is approxi-
mately the same (the duration are expressed in minutes): T € [3,15], T € [15,30],
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Regression parameter value (log-log) value (L2) value (LASSO)

(R,0)
Daily participation 0.542 0.449 0.400

R,1)
Trading rate 0.435 0.330 0.426

R,2)
Daily participation 0.529 0.529 0.529
volatility 0.961 0.961 0.961

R,3)
Daily participation 0.401 nan 0.401
Trading rate 0.285 nan 0.285

R,4)
Trading rate 0.317 0.317 0.317
volatility 0.878 0.878 0.878

R,5)
Daily participation 0.593 0.541 0.593
T —-0.230 —-0.347 —-0.230

(R,6)
Trading rate 0.319 nan 0.319
spread 0.571 nan 0.571

R,7)
Daily participation 0.438 0.438 nan
spread 0.276 0.276 nan

R,8)
Trading rate 0.369 0.561 0.453
T 0.152 0.241 0.229

Table 1.1 - Main results for studying the influence of the different factors on the temporary
market impact.

T €[30,60], T €[60,90], T € [90,300] and T € [300,510], each containing around
6.000 meta-order occurrences. We then compute

R 1
fls<1(@ | Tw) € Ir, rpw) € I;) = ———— > APsr(w) (), (1.37)
M1, Ir) o, rw)ely, rp@)el,
where M(Ir, I;) the number of meta-orders w such that T(w) € I and rp(w) €
I In order to point out the different regimes, on each so-obtained graph, we
performed the power-law fit

fsc1(@ | T) €1, rp) e I;) o< sP (1.38)

leading to an estimation of the power-law exponent g7,

We observe that market impact is actually a multi-regime process. The first
five plots of Fig. - show clearly that, for a fixed participation rate when
the duration of a meta-order decreases

« the transient market impact of a meta-order increases and

« the curvature decreases leading to an almost linear transient market im-

pact for small durations.
Fig. seems to show that a kind saturation is reached before the end of
the meta-order. Actually Fig. surprisingly shows that when the duration T
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becomes very large, the market impact curve starts decaying before the end of
the meta-order.

Market prediction of meta-order sizes. In this paragraph, we want to study
whether the market has or has no precise insights about the total size of a given
meta-order before the end of its execution (apart of course from the uncondi-
tional distribution of the meta-order sizes). In order to do so, we consider all the
meta-orders with a given trading speed v = rp/ T. Of course, these meta-orders
correspond to different execution durations T'(w), and their volume v(w) is ba-
sically proportional to their execution duration : v(w) = T (w) v/ Vp. If the market
does not have precise insights about v(w) (i.e., about T(w)) then, at a given time
fy, there is no way it can differentiate between two meta-orders w; and w; such
that ¥(w1) = ?(wy) = vand T(w,) > 1y, T(w2) > fr. Consequently the correspond-
ing transient market impact curves should look alike on the time interval [0, #].
This assertion above can be translated into the fact that the restrictions on
t €10, t] of N4/ 7w, (w1) and of 4/ 7(w,) (w2) should be very close. In order to test
this assertion, we choose five groups of meta-orders «; (i = 1,...,5) such that:

o = {a) e Q" rpwe 2171, 2ir) and T(w) € (2071 Ty, 2 To)}, (1.39)

where ry = 0.25 and Ty = 5 minutes. Thus, all the selected meta-orders corre-
spond, in a good approximation, to the same trading speed v = ry/Tp = 08.33 *
10745~ 1. Moreover «#;,; (Vi € [2,5]) corresponds to meta-orders with durations
twice as large as those of «¢;. We then compute:

ﬁ(sill(U)E&fz’)z; Y APsr(w) (@), (1.40)
- M(ety) je,

where M(«#;) is the number of meta-orders in «f;. For each i = 1,...,4, Fig.
1.28 - 1.31 show ﬁi’;l with the first half of f)(zi;z). One can see that, in each of
the subplots, the two market impact curves are very close, indicating that the
market basically does not anticipate the size of the corresponding meta-orders.
Each subplot corresponds to 17(321 and ﬁ(2i5+512) for s € [0,1] (see (1.40)). Top-left
(resp. top-right) subplot corresponds to i =1 (resp. i = 2) and bottom-left (resp.
bottom-right) subplot corresponds to i = 3 (resp. i = 4). In each of the subplots,
the two curves are very close, indicating that the market basically does not an-

ticipate the meta-roder size.

The decay market impact curve

The existing empirical literature of decay meta-orders market impact is lim-
ited ([104], [27]) since the difficulty of obtaining data is very high. In the first
study, Moro etal. are the first showing a decay of the impact to a level roughly
equal to 0.5 — 0.7 of its highest peak. In the second study, Bershova and Rakhlin
show the decay is a two-regime process: slow initial power decay followed by a
faster relaxation. Following the same lines as before, we compute the estimation

(see (1.37))

R 1
fls<2@ | Tw) €Iy, rp() € I;) = ———— Y APsT(w) (). (1.41)
M(Ir,Ir) w, T(W)Elr, rp(w)El,
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No permanent market impact at daily scale

As we explained in Section[L.4] the debate permanent/non-permanent mar-
ket impact is not closed. In the picture of [53] and of [27] permanent market
impact is important and roughly equals to 2/3 of the temporary impact on an
order by order basis. In the picture of [33], there is no such thing as perma-
nent impact. The author argues that what is called permanent market impact
is a consequence of the long memory of the sign of the meta-orders flow. This
picture is incompatible with the permanent market impact hypothesis because
long memory of order flow would result in trending stock prices and thus con-
tradicting market efficiency. We pretend here to conciliate the two positions of
(53] and [33] even if at first sight they seem pretty much incompatible. In [53] the
long memory of the order flow is not taken in consideration and thus it is shown
that the so-called total effect is non-negligible. On the other hand, in [33] it is
taken into consideration and the total effect is described as an effect of other
correlated meta-orders being executed on the same side. Eventually the relax-
ation taking place at the end of the meta-order execution is an averaging effect.
As previously stated, we consider that the permanent market impact is the ad-
ditional price movement after the execution of a meta-order over the price that
would be in the absence of the meta-order.

In [66], the authors know some of their meta-orders are “cash trades” (i.e.
without any information on price moves; in their case E(e(w) W;) = 0, to come
back to equation (3.4)), and find these cash trades have no permanent impact.
They perform the same analysis of the subset of their meta-orders, and find they
have a permanent effect, obtaining curves similar to the red one of Figure[1.34]

We intend to remove the informational part of the price move by assuming
the all our meta-orders are coming from large institutional investors whiwh are
trying to “capture some B, in the sense of the CAPM. The reader should keep
in mind that in [37], authors succeeding in removing most of the information
content of their meta-orders, using their anticipation of the @ made by Capital
Fund Management at the initiation of the meta-order.

We have a similar approach, adding the assumption the initiation of meta-
orders by institutional investors in our database has been caused by an antici-
pation of the § of market moves.

Our results are compatible with Capital Fund Management meta-orders
cleaned from a and with the cash trades of [66]: we found no permanent effect
once the informational content associated to the meta-orders. Our methodol-
ogy is described in Chapter 3 Section[3.7}

Estimation of Hawkes kernel

Recently, Bacry et al. [15] proposed a non-parametric estimation method for
multivariate symmetric Hawkes processes, based on Fourier computations and
Bartlett specter theory. In the following, we are investigating the convergence
speed of this method in the case of an univariate counting process, i.e. such that
its intensity A;, satisfies:

t
/lt=p+f @(t—s)dNjs, (1.42)
—00

where p > 0 is the exogenous intensity and ¢ is a positive function with support
on (0,00) called decay kernel.
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Notation
Let us consider a univariate Hawkes process (N;) ;cg, with stationary incre-
ments described by . The conditional intensity (1) ;er, has itself station-
ary increments with mean:
A=E[A].

Taking expectation of both sides of (1.42) allow us to compute A under the sta-
tionary hypothesis:
A=p+/2A.

This equation has a meaningful solution only under the condition, ¢ < 1:

u

A=,
1-¢

The estimation procedure of ¢ proposed by Bacry et al. in [15] is based on
the empirical computation of the auto-covariance function of the Hawkes pro-
cess at scale i and lag ¢, v (1)

1
v () = 5 COVNu = Nu-py Nuvst = Nus 1),
hich does not depend on u because the increments of N; are stationary. The
authors showed in the later cited paper that v? can be expressed as a function
of ¢ and g™, where g™ (1) = (1 —|t|/h)*:
v P = AgP )+ AgP x () + AgP (1) + AgP P xw(r),  (1.43)

where * stands for the convolution product, ¥ () = w(—¢) and v is defined as:

v =) o) (1.44)
n=1
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where ¢*™ refers to the n-th auto-convolution of ¢. In the Fourier domain

and become:
Z1w" = Az (g™ + F )l (1.45)

and

Z gl
Flyl= ——F—.
[v] = Zig]

where Z[f] is the Fourier transform of f:

(1.46)

9[f](w)=fRe""”f(t)dt, VweR (1.47)
Knowing v, we are able to compute |1 + % [y]|? since the function g
is known (see equation [1.45). The central point of the estimation is the Paley-
Wiener theorem which allows to recover & [y]. But in the Fourier domain, & 1]
corresponds to a unique & [¢] (through equation. Knowing & [¢] one can
easily find our decay kernel ¢.
The Paley-Wiener theorem allows to recover a filter knowing the filter’s am-
plitude under some hypotheses (see [114] for more details). In our case, we can
retrieve 1 + % [y] knowing R = |1 + &#[y]| and using the Hilbert transform:

where the Hilbert transform, /[-], is defined as:

A== tim [ LY

T 0<e—0 u>el u

du, Vfe ),

where .#(R) denotes the Schwartz space.

Construction of the estimator

Assume that we have the access of the all jump times 11, f»,...,; of the
Hawkes process on the interval [0,2T]. Let us summarize the different steps for
the decay kernel estimation:

1. Estimate the average intensity A:

. Ny
Ap=—. 1.48
T=r ( )

and set f\‘; =max(ug/ (1 —£g), Ar).

2. Set h > 0 “small enough” and estimate the auto-covariation function
v (1) for 1 € [0, ar] (ar will be optimally chosed):

1 LT/h] R .
o (1) = = L (ANGP - hAT)(ANGR+ 0 - hAT), (1.49)
i=1

where AN(ih) = N(ih) - N((i — Dh). For t € [~ar,0] put 7 (1) = 0P (~ 1)
and for t ¢ [-aT,ar] put ﬁgrh)(t) = 0. We will need the mass of v to be
concentrated on [—a7,ar]. Since v has an exponential decrease, at
will be a function oflog T

3. Decompose the function f/(Th) - A* g(h) on a Fourier base (f;;) =0 on the
interval [—ar,ar].

ar
(

g = L oI (1) - K*rg (1) fu(D)dl, (1.50)

ZaT —ar

where f;,(t) = exp(—i2nnt/ar).
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4. Approximate the Fourier transform of v\ by
(h) A h S (h)
Z10\" = A5 F (g™ +ZL & Ffnl,

where L is a positive integer which will be optimally chose later on.

5. Set R3" = max{RY",1/(1+£0)}, where:

Ea (O] n
BPw)={ \Rzgme TlI=5 (1.51)
4 b4
1 if lw| > .
6. Compute the Hilbert transform of log (ﬁ”}(m):
EP = zellog Ry (1.52)

7. Compute the Fourier transform of ¢ using the Paley-Wiener theorem:

i€

e
FpP1=1- (1.53)

px ()
RT

8. Invert E[Q(Tm]:

i
Hx(h)
Ry

¢ =77 - —1

From a theoretical point of view, the estimation method works for any #.
But Z|gl(w) = (4/w?h)sin®(wh/2) cancels for all w = 2nn/h,n € Z,n # 0 and it
is not straightforward how to invert (4.10). So, as long as & is “small enough”, we
compute R only on the [—7/h,7/h] interval (step 5 of our estimator construc-
tion). Consequently, we need to have the mass of |1+ .% [y]| concentrated on the
[-m/h,m/h] interval, so we need h “small enough”. In order to obtain ﬁ’; in equa-
tion , we divide by g[g(h)], which is close to & on the [-7z/h, m/ h] interval.
So we need & “large enough”. The last two constraints on # forced us to choose
h in order to obtain our best convergence rate.

Main results

We describe the smoothness of a function by the number of times it is differ-
entiable. In order to extend the notion of differentiability to non-integer values,
we use Sobolev spaces on R defined by:

we=|re xz(ﬂ%e),f(l + 0" IZ [l dw < oo},
R
equipped with the norm:

|If||§w=fR(1+w2)SI9[f](w)|2dw.

For technical reasons, we are not able to accurately control the behavior of
the estimator if ¢ tends to 0 or infinity, but also if £ tends to 1 or ||¢||~ tends to
infinity. In such cases, the number of point in the process is either exploding or
vanishing. Since our estimator of v will be computed only on a finite interval
I (from practical viewpoint), we need an assumption on ¢ ensuring the mass of
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v™ on the interval I¢ is unimportant. This could be done by assuming ¢ has
a compact support. Let us define for all positive real numbers 0 < pp < 1, 0 <
po <1, ¢ and A the following subsets of Rx #° and R x «/"":

A
W o i lobrd = {(u,f) € [po, il x W supp(f) < [O,A],f fdr=tly, f(=¢ Vie [O,A]}.
0

Theorem 4. We work under the assmption ||¢lle1 < 1. If (1, ¢) belongs to
. - (h) .
7//“50 i1, Lop, A OUT estimator ¢ of the decay kernel ¢ satisfies:
A(h)2 -2l
[E[”(P_(PT ||2] S T 25+l

where < means inequality up to a constant that depends on A, uo, 41,4y, ¢, and
M only.

One can observe that the convergence rate is not optimal. This is a short-
coming of the estimation method. The problem appears in step 5, when we di-
vide by Z[g]. As we stressed before, since & [g] cancels for all w = 2nn/h,n €
Z,n # 0, we compute quantity R only on the interval [-7/2h,/2h]. This give
us our worse bound L/Th which derived from the variance of the coefficients
¢,. We can show that E[|&,, — ¢,,|%] < h/ T and this is the best we can hope. Thus,
E[|9(f) — v(1)|%] has, at least, an order of k/T. In this condition, it is hard to be-
lieve the inequality E[|¢,, — c,|?] < h/T is suboptimal.

At the end of 2000, B.Y. Levit was interested in the estimation of “very” regu-
lar functions, the «/?" class containing all functions f such that:

1F11%, :=[ Y Z (02 d e < co.
R

In a series of papers (see for example [12], [11]), he showed that under different
statistical models, the convergence rate of estimators is the best we can hope,
T~! (where T is the asymptotic parameter). From this point of view, our estima-
tion method is good enough:

v,
Theorem 5. Ifp € d,uorﬂlr Cobp, A’ where

A
Ay ¢A={(u,f)€[uo,,ul]X-szf”:supp(f)C[O,A],f fde=to, f(D=¢
M1, 0% 0

our estimator (,b(Th) of the decay kernel ¢ satisfies:

1 _
Elllp - @Y 112] < > (logT)*" 17,

where < means inequality up to a constant that depends on A, po, 41, %o, ¢, and
M only.

VtE[O,A]},
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Chapter 2. Market impact and microstructure: a point process approach

2.1

INTRODUCTION

The increasing proportion of financial transaction taking place in electronic
markets has engendered huge changes. In stock (or future) markets, human bro-
kers (dealers) were replaced by the limit order book (LOB) where participants
can place limit, market or cancel order. The dynamic of the LOB resembles at a
queuing system where limit order wait to be executed against market orders or
to be cancel (see Chapter 1 Sectionfor detail). One of the central issue of the
quantitative research is the modeling and the analysis of the volume pressures
effects on the price, namely the market impact (see [10, 27,60} 104, 128} 32} 52]
and the references therein).

It seems obvious that a buy (sell) trade should push the price up (down)
and it is easily demonstrated empirically. Thus, market impact tends to increase
the execution cost of a strategy. Indeed, the second buy order is, on average,
more expensive than the first, the third more expensive than the second and so
on. Controlling the market impact is essential for practitioners in order to limit
execution costs (see [90]), particularly for important investors whose volume is
much larger than the available liquidity in the LOB. A common strategy consists
in splitting in small orders and executes them incrementally. This sequence
of small orders is commonly called meta-order. Nowadays, algorithmic high-
frequency trading is the new way of executing those meta-orders.

The literature on this topic is often rooted to the seminal work of Kyle [88].
The author showed that the market impact is both linear in the traded volume
and permanent in time. However, the Kyle’s model is not consistent with empir-
ical studies that, despite the diversity of market participants, trading strategies,
execution style or execution time, report a strictly concave volume dependence,
i.e. the so-called square-root law (see [23}(10,/118]).

A real breakthrough in the market impact understanding is the “propagator
model” ! of Bouchaud et al. [118],32]:

P(n) =) Gn-kerfwp)+nk, 2.1
ksn

where P is the price, 7 is a white noise, f is a function describing the volume
dependence of a single trade’s impact, also called instantaneous market impact
function, and G accounts for the temporal dependence of the market order’s
impact. This model was the starting point of numerous works that deal with
the following questions: what is the shape of the instantaneous market impact
function f(v) (see[79]) and that of the decay kernel G (see [81}60]), the market
impact is permanent or not (see [118}[33} 27,104, 66]).

Nonetheless, the “propagator model” has some inconveniences. First, the
price does not evolve in real time (i.e physical time), but in trading time (i.e. n
accounts for the n-th trade). Thus, the model is rather difficult to be used in high
frequency trading. Moreover, the nature of the white noise 7 is not well defined
and estimating the volatility is not straightforward.

Even if the market impact time dependence presents a real interest in term
of optimal execution, few empirical studies exist in the quantitative finance lit-
erature. In 2009, Moro et al. [104] showed the market impact grows in time ac-
cording to a power-law while trading and, after the order is finished, it reverts to

1. The interested reader could find in [60] a continuous version of the “propagator model”.
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a level of about 0.5 0.7 of its value at its peak (see Fig.[2.1). We observe that
during the execution, the price is pushed in the adverse direction becoming
less attractive as time goes by. The price reaches the maximum distance from
the arrival price at the end of the execution. The difference between the two is
generally refers as temporary impact. After the execution a reversal effect is no-
ticed. This is the decay part when the price converges back toward its future per-
manent level. The phenomenon is called permanent impact. Recently, Bershova
and Rakhlin [27] found that the temporary market impact is on average a square
root of trade duration and the permanent market impact to be roughly 0.66 of
the temporary impact as predict by the faire price condition (see [53] for more
details).

Figure 2.1 — Market impact time dependence from Moro et al. [104].

There are two visions about why orders impact the price. The informational
vision, which is favored by economists, refers to market impact as the way infor-
mation is conveyed to the market. In this framework, orders reveal the funda-
mental value of the price but do not really provoke it (see [70,66},53]). In this pa-
per we share a mechanical vision where price moves are the result of two antago-
nist forces: a sell pressure driving prices down and a buy pressure driving prices
up. The adepts of this vision have a phenomenological approach: like physi-
cists, they strive to describe the behavior of the price dynamic through consis-
tent quantitative laws and models [17,(18}[39, 3} 38} 55, 116,32} 118} 117,86} 122].

The goal of this work is to propose a continuous time model for the market
impact using a point process approach [45]. This is a natural framework since
price lives on a tick grid and jumps at discrete random times (see [55} 127,77, 125}
18,16} [15] for others studies where a point process approach is used in quantita-
tive finance). A special class of point processes is the self exciting (Hawkes) pro-
cesses. Those processes are intuitively similar to Poisson processes, but unlike
the ordinary Poisson processes, the intensity of Hawkes processes is stochas-
tic and depends upon their own historic events. Because current transactions
cause future trades (see [118]), the self exciting processes naturally recreate the
microstructure price dynamic (see [17]). The Hawkes framework allows us to
propose a market impact model living on the same space as the price and ac-
counting for empirical findings as Fig.

Let us insist on the fact that market impact model living on the same space
as the price. Indeed, in various papers concerning the optimal execution, the
price model and market impact model are exogenous (see [9, (6}, [124}[84]). In our
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2.2

2.3

framework, the price and the market impact models reside in the same space
and interact through the Hawkes process. This really is a natural framework for
those who are interested in optimal execution.

TICK-BY-TICK PRICE MODELS

We consider price modelling at the level of tick-by-tick data. Let

P=(P)=0

denote the process of price levels at which buy or sell transactions of a given
asset occur. We start with Py = 0 and the process P has values in Z (tick units),
implicitly defined on a rich enough filtered probability space (Q, F,(F1) =0, IP’).
We assume that P is piecewise continuous, with jumps of +1 tick 2. Thus we
have the decomposition
P,=N/-N;, t=0

where N = (N*, N7) is a bivariate point process, ® each coordinate representing
the cumulated sum of upward or downward jumps respectively. We associate
to N its stochastic intensity A = (A*,17), i.e. the unique &;-predictable process
defined * by

P(N* hasajumpin[t,t+dt]| F;) = Af dt

where &, is the sigma-field generated by N up to time ¢ and [’ denotes the law of
N = (N*,N7). In the paper, we shall always impose a certain stability property,
which ensures that P behaves like a Brownian diffusion under P when correctly
scaled macroscopically.

Definition 5. The law P of N = (N}) 0 is macroscopically stable if (7 71/2(N;, —
N7, velo, 1]) converges in law to (cW,,, v € [0,1]) as T — oo, where (W) yej0,1
is a standard Brownian motion and ¢ > 0.

The simplest example is given by AT = pu for all £ = 0 and for some x> 0.
In that case, P is a compound Poisson process with intensity 2z and symmetric
Bernoulli jumps {—1,1}. In particular, P = N* — N~ has independent increments
and E[P;] = 0. The macroscopical stability is obtained with o = 2.

MARKET IMPACT

Following Barra Market Impact Model Handbook [23], market impact de-
notes the difference between the expected change of price of a given trade (or
a series of trade) of given size(s) and sign(s) and the expected change of market
price in absence of this specific transaction. However, such a notion has to be
handled with care if practical measurements are sought.

In this chapter, we consider the point of view of an agent who sends to the
market a trade (or a series of trades) at a certain rate between ¢, and fy + T, for
some T > 0. This may correspond to a trader that will launch aggressive orders

2. A fairly accurate approximation for liquid securities.
3. assumed to have no common jumps
4. See the book Of Jacod and Shiryaev [?] for more details
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starting at time #y and for a certain duration 7. The action of the trader will be
modeled by a smooth perturbation Q of the historical probability P. The market
impact can then be measured as

Eq[P;— Py, forevery t =t

or, in other words, the expected price change P;— P;, under Q, i.e. from the point
of view of the trader who has prior knowledge that a certain series of aggressive
orders will be launched over [#, fp + T1. In practice moreover, thanks to this priv-
ileged information it will be possible to approximate the expectation of the price
change P; — P;, under Q empirically.

For ty, T > 0, let #(ty, T) denote the set of bounded functions

h:[0,00) — [0,00) x [0,00)

such that h(t) = 01if t ¢ [y, o + T] and such that (componentwise)

f h(t)dt < co.
[to,t0+T1]

Definition 6. The market impact measure associated to h € #(ty, T) is the prob-
ability measure
Py = L(h)P on %,

where

L;(h) = exp f log(1+ % bE9)any - h*(s)ds+f log(1+ “))dN——h—(s)ds)

(2.2)

for h = (h*,h™) and where A = (A*,17) is the stochastic intensity of N =
(N*, N7) under P.

The previous definition is nothing more than a change of probability of “Gir-
sanov type” for point processes (see for example Chapter 13 of Daley and Vere-
Jones [45] or Chapter 19 of Lipster and Shiryaev [100]). Thus, the dynamic of
our stochastic processes N = (N*, N~) changes when the original probability P
is changed to an equivalent probability measure Pj. In Section [2.4]we describe
the dynamic of N under Py, in the special case of a Hawkes process.

Definition 7. The market impact function of h € #(1ty, T) is the function
t~ Mp(1) =Ep, [P — Py,| forevery t = to.

The transient market impact function of h is the restriction of the market im-
pact function of h over [fy, ty + T1. The decay market impact function of h is the
restriction of the market impact function of k over [#y + T,00). The permanent
impact of h is the limit (if it exists)

Mp(0c0) = lim My (1).
t—o00
Proposition 1. For every he ¥ (ty, T), we have
H(P,P}p,) < 0o, (2.3)

where HP,Q) = Ep[log ;%] < oo denotes the Kullback-Leibler divergence or en-
tropy between the two probability measures P and Q.
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2.4

The proof of this result is straightforward since h has compact support and
Af =z, VE=0.

Remark 1. The interpretation of the entropy property can be the following:
there is no event «f such that the market impact of h can be detected by observ-
ing the occurrence or non-occurrence of «f. In a statistical oriented language,
there is no possibility to test P against PP;, perfectly.

MARKET IMPACT AND MICROSTRUCTURE

Modeling microstructure

In this paragraph we incorporate microstructure effects following the price
model introduced by Bacry et al. [I7]. For most liquid assets, an upward jumps is
more likely followed by a downward jump and vice-versa. Phenomenologically,
this can be reproduced as follows: take A = (A*,17) under P as the intensity of a
bivariate Hawkes process specified by

t
A7 :,u+f P(t—-s)dN,,
0
t
A7 :,u+f0 $(r—s)dN7,
for a causal kernel

¢:R—[0,00), ¢p(t) =0 if £ ¢ [0,00)

that accounts for market manipulation at small scales: baseline Poisson arrivals
with intensity p for both upward and downward jumps are perturbed as follows:
an upward jump recorded by N* (respectively, a downward jump recorder by
N7) automatically increases the instantaneous probability A~ (respectively A %)
of a downward jump (respectively upward jump) by the effect of ¢ *x AN~ (re-
spectively, ¢ * dN*). This model creates microstructure effects, i.e. it has the
ability to reproduce important empirical stylized facts such as a strong micro-
scopic mean reversion and Epps effect (we refer the interested reader to [17] for
more details about the construction and the properties of the model) and does
not explode as soon as ¢(t) is locally integrable (see [16] for detail):

Assumption 1.
t
f d(s)ds<oo forall t=0.
0

Furthermore, the process N = (N*, N7) has a stationary version under the
more restrictive condition:

Assumption 2.

llepll 2 Zfo p(ndr<1. (2.4)

In this framework, the price is confined to live on a tick grid but preserves a
standard Brownian diffusion behaviour on large scales. Moreover, this approach
enables to track the macroscopical variance in rigorous mathematical terms.
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Theorem 6. Work under Assumption[l]. Then there exists a unique probability
measureP on a rich enough probability space such that under P, the process N =
(N*,N7) has stochastic intensity A specified as above. If moreover Assumption

[2.4 is verified and
[e.o]
f t2p(0dt < oo,
0

then P is macroscopically stable with variance

2 _ 2u
g = R
A —=1lll)A -+l

This property and more general results on scaling limits for Hawkes pro-
cesses can be found in Bacry et al. [16]. Following the guidelines of the proof
exposed in the last cited paper and the fact that h has support compact, we also
have (see Section[2.7]for a sketch of proof):

Proposition 2. Work in the same settings as in Theorem[6 Then Py, is macroscop-
ically stable with same variance o as in previous theorem.

Microstructure and market impact

Forany h=(h*,h™) € (1, T), by under Py, we have
t
/I;r =u+ h+(t)+f0 @(t—s)dN,
¢
A =u+ h_(t)+f0 @(t—s)dN;.

This is a classical result of the theory of point processes obtain via the Girsanov
formula (see Daley and Vere-Jones [45]). The previous representation enables to
obtain an explicit formula for the market impact .4}, (t) (see Section 2.7 for the
proof).

Theorem 7 (General formula for market impact). Work underAssumption
For everyhe & (ty, T), we have

t
My (1) = Gy (1) —/ x(t—8)Gp(s)ds, t= 1y, (2.5)
fo
where .
Gh(t):f (R (s)=h™(9)ds, V=19
Io
and
K=Y (1), (2.6)
n=1

where fx g(t) = [5° f(t—$)g(s)ds denotes the usual convolution product on
LY([0,00),d1), 9™V = and p*™ = "~V x .

Remark 2. Equationreminds the renewal theory. This is normal because, in
order to find[2.5] we solve a renewal equation (see section[2.7).
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2.5

INSTANTANEOUS MARKET IMPACT

In this section, we specify two forms for k € #(#, T) introducing moreover
a volume variable throughout a trading strategy. By means of Theorem (7| we
investigate further classical empirical properties of market impact and their link
with microstructure as given by our model.

Instantaneous one-sided market impact

We consider the toy example of measuring the effect of a single buy aggres-
sive order (for instance) of volume v (measured in number of shares say) at time
t = to under Py,. This formally corresponds to taking for the impact function®
h=h!=(h*,h~) with

{ h*(t) = f(1)84,(0)
h™ (1) =0,

where 6, denotes the Dirac mass at point # and
f:10,00) —[0,00)

models the influence of the volume v. However, hi ¢ S (1, T) forany T > 0. In
order to circumvent this difficulty, we introduce the family of impact functions

h= th = (hiT, hl‘,T) defined by
nt (0 =52 p(5), T>0
o 2.7)
hLT(t) =0,
where

p:R—[0,00), p(t) =0 if £¢[0,00)
is a causal kernel such that o
pdt=1.

We are interested in J%th (7) in the limit T — 0. Abusing notation slightly, we set

M, (1) = limsup A, (1) (2.8)
1 T—0 T

and refer to the one-sided market impact of an instantaneous trade.

Remark 3. Although .« Bl (2) is implicitly specified through p, we will see that the
market impact of an instantaneous trade 4 B (#) is independent of the choice of

p.
Applying Theorem[7]one can prove (see Section[2.7) that:

Theorem 8 (One-sided market impact of an instantaneous trade). Assume that
(hk, T > 0) is specified by . Then the market impact function of an instanta-
neous trade according to (2.8) is given by

—tp
My (1) :f(v)(l—f k(s)ds), t=1ty (2.9)
! 0

and does not depend on p. Moreover, under the assumption

5. The index 1 is from one-sided and i from instantaneous
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(A1) o) = ™2 (1),Vt=0,

the market impact function .« hi (1) is decreasing on [ty,00) and the permanent
impact of an instantaneous trade is given by

1
My i = —_— 2.10
{(00) = ) o (2.10)

and the following bracketing property holds:

1

Eﬂhi(t)<'/%hi(oo) S'/%h’i(t) 2.11)
forevery t = ty. Finally, under the assumption

A2 K (¢) is decreasing,

the market impact function 4 B (1) is convex over [ty,00).

Remark on the volume-time dependence. The f function corresponds to the
instantaneous market impact function from the propagator model 2.1). As em-
pirical found in [I17] and used by others authors before us (see [60, 118]), we
suppose the market impact can be separated in a factorized form: one depend-
ing on volume and other depending only on time.

Remark on Assumptions (A1). The assumption ¢ > ¢*? ensures that x is
positive (see Section [2.7). This is necessary for the market impact function,
M ’i(t)’ to be decreasing in time. Let us point out that even if ¢ is positive and
decreasing, we can not be sure that x is non-negative. For example, if ¢ has com-
pact support then « is negative for some ¢ > 0.

Remark on Assumptions (A2). There is no simple condition on ¢ such that x
is decreasing. Nevertheless, this assumption is verified for some natural ¢ as we
will see later on. Let us point out that the reciprocal is true: if « is positive and
decreasing then ¢ is decreasing. This last result is an outcome of the “inverse”
of equation (see Section[2.7]for the proof):

[e.°]
o= x*".

n=1

Some particular cases for kernel ¢

Exponential kernel decay. A slightly annoying fact is that the explicit formula
in depends on x = ¥,,»1 (—1)"*"1¢*" which is not readily computable for a
given ¢, except in the case where ¢ is exponential. In that case, we have

Corollary 1 (One sided instantaneous market impact with exponential ker-
nel). For microstructure kernels ¢ with exponential decay

@) =aexp(—PB1)1jp0) (1), 0<a<p,

the Assumptions|2.4, (A1) and (A2) are satisfied and we have (taking ty = 0 to ease
further notation)

e B @ _(a+P)t
J%i(t)—f(v) a+ﬁ+_a+ﬁe . (2.12)
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Power-law kernel decay. Beyond this specific case, it seems hopeless to ob-
tain simple formulas for the instantaneous market impact. However, there is an
explicit connection between ¢ and « in terms of their asymptotic decay, which
enables to exploit Theorem g|further.

Lemma 1 (Asymptotic connection between ¢ and ). Work under Assump-
tions and (Al). Let p € [0,1]. Then [, tPx(0dt < oo if and only if
Jio.00) tP(D)d < 00.

As a consequence, if we specify ¢ with a power-law decay with exponent S,
in the sense that

sup{b, :[ (p(t)tb_ldt<oo}:,6,
1

then an analogous result holds true for x thanks to Lemmal/l} Let us point out
that if p(¢) ~ t7, B > 1, when ¢ tends to infinity®, we cannot prove a similar
property for x without additional assumption on ¢. Nevertheless, in the special
case when ¢ writes in canonical form:

P =al+0Pls,Be0,2), (2.13)

such that ||¢l||;1 < 1, we empirically verified that ¢ and x have same equivalent
to infinity. The next figures (Fig.[2.2]and [2.3) represent un example of functions
pandk =Y, (1)1 ™" for @ = 0.1, = —1.5 and § = 0.25.

Corollary 2 (One-sided instantaneous market impact with power-law kernel).
Work in the same setting as in Theorem|8 For microstructure kernels ¢ such that
K=Y =1 (1" ™" has power-law decay of the form

k()= aly+ 0 Plgey (), a,B,y>0, f>1,

we have (taking ty = 0 to ease further notation)
1
+
1+ayP1/(6-1) B
Remark 4. We observe that the market impact function, .4 i () (eq. , de-

creases when t — oo toward the permanent market impact, “ﬂhi (00), as tP+1,
ie.

M (1) = F W) fl(y+ an) 2.14)

(J% (1) - M i(oo)) ~ o 1P

We expect this remains true whenever the kernel ¢ has a canonical form with
exponent f.

6. In this case ¢ has a power-law decay with exponent 8 according to our definition.
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Figure 2.4 — Market impact of one trade Figure 2.5 — Market impact of one trade
with exponential decay kernel (2.12) with power-law decay (2.14)

The following figures represent the instantaneous one-side market impact
function with exponential and respectively power-law kernel. For the exponen-
tial kernelwe took ¢ (1) = ae P! with @ = 0.2 and S = 0.3. For the power-law
kernel2.5{we took x = a(5 + )P with @ = 0.1, 8 = 1.5 and § = 0.25. Let us point
out that the volume v have no influence on the shape of the market impact func-
tion, it is just a multiplicative constant. For practical reasons, we took f(v) = 1.

Instantaneous two-sided market impact

Even at a toy modelling level, a slightly annoying fact in our example of Sec-
tion [2.5]is that the choice hi = (*,h™) = (f(1)8,,(d1),0) (or rather its modified
version th(t) given by (2.7)) for an instantaneous buy order ignores any specific
reaction of the market on the downward change of price, since 1™ (¢) = 0. In par-
ticular, it is no surprise that we exhibit permanent price impact in the sense that
M B (00) # 0. In our restricted context of instantaneous price impact, this draw-
back can easily be circumvented by allowing h™ () # 0, enabling thus to obtain
a new flexibility with respect to permanent market impact.

Our price formation model acts right above the limit order book: we ag-
gregate the effect of agents by two coupled random intensities for the upward
and downward changes of price. So far, we have modeled the activity of a new
buy by a significant perturbation of the stochastic intensity of upward change of
prices (and consistently have obtained a significant permanent market impact).
In practice, a buy order at time f; encourages an extra-activity on the bid side
too, (see for example [49, [3]). A simple, intuitive and explicit way to integrate
microstructure effects in the price formation process can be the following: right
after time fy, a buy order (modeled * by h* (1) = f(v)8,(d1)) acts on the stochas-
tic intensity A~ of downward change of prices as if a certain intensity of upward
jumps had occurred, leading to

t
Ay :p+f p(t—35)(dN] +cb,,(ds),
0

where ¢ is the mutually exciting kernel accounting for microstructure and ¢ = 0
is a constant to be specified, possibly depending on the volume function f(v)
that we shall further parameterise as

c—f(l/)L for some C=0 (2.15)
llp (]2 o ’

7. or rather its mollified Version
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We are thus led to consider the class of impact functions h € # (1, T) of the form
h=h),=(h*,h") with
h* (1) = f(1)04,(d1)
{ B0 = fW) (- 1), (210

As in previous section, hl, ¢ #(fy, T) ® for any T > 0. In order to circumvent this
difficulty, we introduce the family of impact functions h = hZT = (hér mhy T), T>
0 defined by

(0= 50 () 217
— C .
hZ,T(t) = f(U)W(p(t_ t()))

where p is a positive causal kernel with integral 1. Similary, we set

M, (1) =limsup A, (1) (2.18)
2 T—0 T
and refer to the fwo-sided market impact of an instantaneous trade.

Discussion on the parameter C. The parameter C is very intuitive and it
quantifies the ratio of mean-reversion reaction (i.e., the downward impact)
and of the “trend-following” reaction (the upward impact). Indeed the !
norm of the upward reaction to an impulsive buying order is f(v)||h*||; =
fFWISllr = f(v), whereas the downward reaction to the same order is
FWIRE" N = fWIelCliellr = Cf(v). Thus, one can distinguish 3 cases
of interests.

+ C =0:no mean-reversion reaction. We have seen in the previous section
that in this case, the permanent market impact is very important, at least
one half of the instantaneous market impact .4 i (o).

e C =1:the mean-reversion reaction is as “strong” (in terms of the norm
[l.ll71) as the trend-following one. So we expect the two to compensate
asymptotically, i.e., we expect the permanent market impact to be 0 (see
Theorem[9]for confirmation),

e C€]0,1[: the mean-reversion reaction is not zero but strictly smaller than
the trend-following reaction, i.e., we expect the permanent market impact
to be strictly positive but not so important as in the C = 0 case.

Applying Theorem [7]we have an explicit representation of the effect of the

component h™ () = co(t — tp) (see Sectionfor the proof):

Theorem 9 (Two-sided market impact of an instantaneous trade). Assume that
(h2,T > 0) is specified by Then the market impact function of an instanta-
neous trade is given by

1ty
Mhi(t)zf(u)(l—(1+ )f K(9)ds), t= 1o (2.19)
2 0

!l 1
and does not depend on p. Under the Assumption (Al), the market impact func-
tion M W (1) is decreasing on [t 00). Moreover, the permanent impact of an instan-
taneous trade is given by

1-C

My = —_— 2.20
({00 = f) (2.20)

8. Index 2 for two-sided and i for instantaneous
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and the following bracketing property holds:
M ;(I)ZO ifandonlyif C<1. 2.21)

In particular, for C = 1 the permanent market impact is zero, Jﬂhé (00) = 0. Finally,
under the Assumption (A2), the market impact function M. i (1) is convex over
(t9,00).

Remark on the permanent/non-permanent market impact condition. In
the general framework of Theorem [7| the permanent market impact is zero as
soon as

Rl = 1R ],

i.e. the intensities A* and A~ are disturbed by functions, h* and respectively
h~, having same mass. This result have a very intuitive interpretation: the per-
manent market impact is zero if the “activities” on the buy and respectively sell
side are similar. Moreover, the market impact function ., ;(t) is positive for all
t = tp if and only if the mass put on A~ is less important than the mass put on
At ie.

WRF = 1A .

Some particular cases for kernel ¢

Corollary 3 (Two-sided instantaneous market impact with exponential ker-
nel). For microstructure kernels ¢ with exponential decay

@(t) =aexp(=PBt) 10 (), O<a<p,

theAssumptions (A1) and (A2) are satisfied and we have (taking ty = 0 to ease
further notation)

PU-C) CP+a _(ip:)

D= v p

(2.22)

Corollary 4 (Two-sided instantaneous market impact with power-law kernel).
Work in the same setting as in Theorem[9 For microstructure kernels ¢ such that
K =Y o1 (=1)" L™ has power-law decay of the form

k()= aly+ 1) Plgey (), a,B,y>0, f>1,

we have (taking ty = 0 to ease further notation)

1-C C a

1 —h+1),
T FGD) +( +ay‘ﬁ+1/(ﬁ—1))ﬁ—l(Y+ n~F*)

(2.23)

My (1) = )5

Remark 5. As in the previous case of an one-side market impact, the market im-
pact function, .4 é(t) (eq.[2.23), decreases when t — oco toward the permanent

+1

market impact, .4 i (00), as t P je.

(M NORR7 ;(oo)) ~ o 1P,

We expect this remains true whenever the kernel ¢ has a canonical form with
exponent f.
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2.6

1 1
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Figure 2.6 — Market impact of one Figure 2.7 — Market impact of one trade
trade with exponential decay kernel with power-law decay (2.23) and dif-
(2.22) and different ration C of mean- ferent ration C of mean-reversion/trend-
reversion/trend-following (2.15) following (2.15)

The following figures represent the instantaneous two-sided market impact
function with exponential and respectively power-law kernel for different values
of C. For the exponential kernel (Fig. we took ¢(f) = ae P! with @ = 0.2
and f = 0.3. For the power-law kernel (Fig. we took k = a(§ + )P with a =
0.1,8=1.5and d = 0.25. As in previous section, we took f(v) = 1.

MARKET IMPACT OF A CONTINUOUS STRATEGY

In this section, we consider the case of the market impact of a meta-order
starting at time £y, lasting a period T and corresponding to a continuous flow of
buying9 orders with a trading rate r; supported by [#, tp + T] (r; # 0 only for £ ¢
[0, T]). A particular interest will be attached for the case with a constant trading
rate. As stressed in Section[2.5] it seems natural to have a response function h~ #
0. Thus, we consider the class of impact functions h = h® = (h*,h™) € L (ty, T)

of the form: B
{hﬂn:fu»

(0 = 55 JL Froet- 9ds. (2.24)

Seeing the impact of f(rs)ds as the infinitesimal impact of a buy order of
volume rdt, the previous model it is a superposition of the instantaneous two-
sided impact model. Let us point out that the case with no response function
(i.e. h~ = 0) is simply obtain by taking C = 0.

Remark on the function f. Within this model, we no longer have a function
of volume, but a function of the trading rate r;. In order to mark this difference,
we chose to denote it f instead of f as in previous cases. For the rest of this
chapter, we will suppose that f is positive and bounded. This seems a natural
assumption since, in practice, the market impact of a buying strategy pushes, in
expectation, the price up and is never unbounded. Moreover, this assumption
guarantees that h e & (1y, T).
By the means of Theorem|7} one can prove (see Section[2.7) that :

9. The impact of selling meta-order can be modeled using the exact same principles
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Theorem 10 (Two-sided market impact of a continuous strategy). The market
impact of a continuous strategy r; is given by

t
Mpe(t) = | frdH(t-s)ds, t=to, (2.25)

Iy

where H(t) =1 — (1 + W) ftf) k(s)ds. Under the assumption thatf is bounded,

the permanent market impact writes
1-C
el

In the particular case of a constant strategy, r; = ro, V't € [ty, to + T1, we have:

My (00) = INAGIITE (2.26)

My () = f(ro)ljo,ry % H(D), t=to. (2.27)

As a consequence, when C < 1, under the Assumptions (A1) and (A2), the function
t~> My (1) is increasing and concave over [ty, ty + T and decreasing and convex
over [to+ T,00).

Some particular cases for kernel ¢

Corollary 5 (Two-sided continuous market impact with exponential kernel).
In the case of a constant strategy, for microstructure kernels ¢ with exponential
decay

@) =aexp(=Pft)lp,0)(t), O<a<p,

we have (taking ty = 0 fo ease further notation)
- iftel0,T]:

’B(l_c)t+ Ch+a e—(a+ﬁ)t)

/%hc(t):f(m)( a+f  (a+p)?

(2.28)

- ift>T

pa-C) C+a _ip-1) _
arp T aiprt

Corollary 6 (Two-sided continuous market impact with power-law kernel).
Work in the same setting as in Theorem|[I( In the case of a constant strategy, for
microstructure kernels ¢ such thatk = Y. =1 (=1)""" o™*™ has power-law decay of
the form

My (D = F (ro)( e‘(‘“ﬁ”)). (2.29)

k() =aly+ 0 Plge @), a,B,y>0, f>1

such that Assumption|2.4 is satisfied, we have (taking ty = 0 to ease further nota-
tion)
- iftel0,T]:

~ 1-C C
My (1) =f(r0)(1 (

@
r+|1
+ay P/ (B-1) ’ +a7’_ﬁ“/(ﬁ—1))(ﬁ—1)(2—ﬁ)
(2.30)
- ift>T
1-C

T

ay P+ (B-1) "

(6+ e+ P26+ 07F2)
2.31)

Mye (1) = f(1) —

(04

B-1D2-P)

fro) (1 + ¢ )
ay P/ (B-1)

S+ t)z‘ﬁ)
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M, <(t)
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Figure 2.8 — Market impact of a con-
tinuous strategy with exponential de-

cay kernel and for differ-

ent ration C of mean-reversion/trend-

following

Figure 2.9 - Market impact of a continu-
ous strategy with power-law decay kernel

2.30) and (2.31) for different ration C of
mean-reversion/trend-following (2.15)

Remark on the case of the power-law kernel decay We work in the case when
B € (1,2). Before going further, let us point out that several recent empirical
results ([15] and [69]) seem to show that the Hawkes kernel ¢(¢) decays as
t~P, B > 1. Both studies found the exponent in the interval [1,1.5].

Decay. As in the previous cases, the market impact function, .4 (t) (eq.
2.31), decreases when t — oo toward the permanent market impact, .4, (co) =
7 1-C —B+1
f(ro)m T, ast p+ , l.e.

RZRGERZACS) P

Transient market impact. In the case when the execution time T is very
large, i.e. T — oo, the transient market impact (eq. can have two asymp-
totical behaviors:

e C =1 (corresponding to no permanent impact): the transient market im-

pact curve has asymptotically a power-law behave, in the sense that

Mye(T) ~ T?>7P when T — oo,

¢ C < 1: the transient curve has asymptotically a linear behave in the sense
that
My (T) ~T when T — oo.

The following figures represent the market impact function of a constant
strategy r; = ro, Vt € [0, T] with exponential and respectively power-law kernel
for different values of C. For the exponential kernel we took ¢(f) = ae Pt
with @ = 0.2 and 8 = 0.3. For the power-law kernewe took x = a(5+t)~P with
a=0.1,8=1.5and § = 0.25. The trading rate have no influence on the shape of
the transient market impact, it is just a multiplicative constant. We took f(rg) =
1 and T = 10. Let us remark that, when C > closed to 0, the transient market
impact “seemms” to be linear even if we rigorously prooved it is concave. This is
explained by the ratio mean-reversion/trend-following which is too small.
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PROOEFS

Proof of Theorem[7]

This is a consequence of a more general result on Hawkes Processes:

Theorem 11. Let (Ny,...,Ny) be a d-multivariate Hawkes process defined by his
intensity A = (Ay,...,A4):

A8) = p(®) +f D(t—-s)dN(s) (2.32)
(0,7)

where L = (U1, ..., kq) and ® = (@;)1<i,j<a are vectors containing functions from
R, toR,.

Under the assumptions:

o [{us)ds<oo, Vt>0,

e the spectral radius of the matrix K = f(;’o d(1)dt isinferiortol, p(K) <1,
we have

t
E[N:] =v(s) +f WY(t—s)v(s)ds, (2.33)
0
where ®*™ = ® x ... x ® (with n terms on the right hand-side) and where the
convolution product of two matrices A(t) = {a; j(t)} and B(t) = {b; (1)} is defined
as the matrix C(t) = {c;j (1)}, such that

cij(t) =) aji* by;j.
3

Proof. Let us first remark the elements of the matrix ¥ are in L!. Indeed, by in-
duction we have, [;° ®*" (f)dt = K™ and since p(K) < 1, the series ¢ = ¥,,o; K"
is finite component-wise, thus one gets:
oo
f Y(ndt=KId-K) ™. (2.34)
0

We will now show that:

t t
E[V;] :f p(s)ds+[E[[ ®d(t—-s)Ngds] Vi>0. (2.35)
0 0

Using that N(#) — fot A(s)dsis a (F;)-martingale (where (;);>¢ be the o-algebra
generated by the random variables N;(s); s < ;1 < i < d), we have:

t t t s
E[N;] = [E[f As)ds] = [E[f uis)dsl+ [E[f dsf D(s—u)dN,].
0 0 0 0

But, by Fubini’s theorem:

t S t t t t—s
f ds[ D(s— u)dNudu:[ (f d(t— u)dt)dNu :f ([ dJ(s)ds)dNu.
0 0 0o \Js 0o ‘\Jo

We denote F(t) = fot ®(s)ds and using an integration by parts we have:

t t
fF(t—s)dNS:[F(t—s)N(s)]t+f ®(t— $)Nyds =
0 0 Jo
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t t
:F(O)Nt—F(t)N0+/ (D(t—s)Nsds:/ O(t— s)N,ds.
0 0

So we obtain: . .
E[N] =[E[/ ,u(s)ds]+[E[f ®(t— s)N,ds].
0 0

Using once again Fubini’s theorem:

¢ ¢
E[Ny] :f ,u(s)ds+f ®(f - s)E[N,] (2.36)
0 0

This is a classical renewal equation and the solution is given by (3.31). The
interested reader can find more on renewal theory on the book of David Cox
([41D).

O

Let us now prove Theorem [/} We work under probability 3 as defined in
We recall that under P, the intensities of (N*, N™) write:

t
Aj=p+h+(t)+f0 @(t-s)dN;,

t
A;:p+h_(t)+f0 @(t—s)dNy .

In order to ease further notation we take #, = 0. We apply the previous theorem
in the particular case of the 2-dimensional Hawkes process (N*, N™) with ® =

(0 ((l))) and we successively compute:
*n *n
« O = ( (ln (pO ) if nis even and ®*" = ((‘00 (pgn) if n is odd.

o V(D)= (T (,v (D) = (tu+ f{ (F( * k) (wdu, tu+ ff (f(r) k™) (w)du)
o Mp(H)=Ep, [N} =N 1= ) —v () —xx (v =v7)(D).
This proves Eq. since vi—vT = f(r)*xG.

Proof of Lemmalll

We recall thatx = Z‘;lozl (=D ”“(p(* ") Which in the Fourier domain becames:

~ _ o _1\htl an _ (,b(w)
K(w) = :1( D™ (w)—1+¢(w),

n

where f stands for the standard Fourier transform of f:

f(w)zfexp(—itw)f(t)dt.
R

By reversing the previous formula we get:

K (w)

=) ).

P(w) = k@) &

Returning in the time-domain we have:

o0
o=y k" (2.37)

n=1
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Let p € [0,1] and assume that [;° tP@(1)dt < co. Since we are under Assumption
(Al),ie. ¢ = p™*? k(t) = 0. Indeed,

K:(p—(p(*z) +( (*2)) Z (p(*zm (2.38)

n=1

Since « is positive, it is easy to see that k*"” = 0. So 0 < x(f) < ¢(¢) and than
Jo tPya(1)dt < oo is obvious .

Now, we will assume that [;°rPx(1)dt < oo and we will show that
Joo tPo(t)dt < co.

Letl, = [;° Px*™(0)dt,¥Yn=1,and [{°k(£)dt = x, x € R,. By the concavity
of the function ¢t — t” p € [0,1], we get:

[ele} t o0 o0
I”“:f rp(f K(t—s)K(*”)(s)ds)dt:f (f (r+ s)PK(t)dt)x(*’”(s)ds
0 0 0 0

s/ (f (tp+s”)1<(t)dt)1<*(”)(s)ds:f (1'1+xs’”)1<(*”)(s)ds:x”11+xln.
o \Jo 0

Therefore for all integer N:

N N-1 N-1
Y 1n511+( Y x")]1+x Y .
n=1 n=1 n=1

Since 0 = k() < ¢(t),Vt =0, we have x < ||p|| &1 < 1 and we obtain

N-
Z (1 X)2

n=1

Thus, for N — oo:

p = I . —
fo Poydr=) I,< A= <%

n=1

Proof of Theorem (8]
Let h}. = (hy 1, 7 ;) be as specified by (2

{ n ()= {2 p(550), T>0

hy (1) =0,

where
R—[0,00), p(#) =0 if £ ¢ [0,00)

is a causal kernel such that -~
p(dt=1.

We apply Theorem|[7] We write:
. t . (t—to) T7!
Gth(t):f(V)T_ t o(T™ (s—to))dszf(v)f0 p(wdu.
0

We have:

hmsquhl (1) =f(),Yt>19.
T—0
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Since all quantities are positive, we can invert limit and integral and we obtain:

t =t
M ,(t)—hmsup K(t—s)th(s)ds—f K(t— s)f(v)ds—f(v)f x(s)ds.

T—0 4} Iy

Under the Assumption (Al), the function « is non-negative (see [2.38) and we
obtain the permanent market impact by a taking t — oo in previous equation:

M i(oo) =W A - llxllp).
We recall the definition of x 2.6}
K = Z (_1)n+l(p(*n).

n=1
By integration we get:
llpllp
Il =Y (D" il = ———. (2.39)
v=2 = T il
Which allows us to find:
J%i(oo) f)————

1+|| Il

Under the assumption (A2), the function « is non-negative, the market impact
function .« B (1) is decreasing on [#), 00) and the next bracketing property is easy
to check since ||| 41 < 1:

1
E'/%hi (1) < '/%hi (00) < '/%hi (1).

Under the Assumption (A2), x is decreasing and the market impact function
Jﬂhi (2) is convex over [fy,00) since it’s derivative on this interval is equal to
—«(t — tp) which is an increasing function.

Proof of Theorem[9

Let h2 (h;T, hy ) be as specified by (2

{ 27(0)= Tp(”o)

(1) = fO) (= 1),

where
p:R—[0,00), p(t) =0 if ¢ [0,00)

is a causal kernel such that o
p(Bdt=1.

We apply Theorem We denote C; = m to ease the notation:

¢ (t—to)T71 t—1ty
Gz (1) = f(v) (T_lp(T_l(s—to))—Cltp(s—to))ds=f(v)f0 p(u)du—le0 p(s)ds.
[4)

We have

—tp
limsup Gy, (1) 1= Gy (1) =f(v)(1—C1f (p(s)ds)Vt> to.
T—0 2 0
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Since p is positive, the previous limit is monotone. Thus, by the monotone con-
vergence theorem we have

t
My (1) = G (1) —f k(£ = 5)Gi(s)ds.
2 2 fo 2
We observe ./%h; (to) = f(v) before derivate last equation for ¢ > fgy:
M3, (1) = Gl ()= Gy % x(0) = F(0) (= Crp(t = ) = Cuk(t = 1) + Crxc o ol — 1)).
2 2 2

Let us recall
k=3 ¢ =p-gx Y ¢ =p-p*xk.

n=1 n=1

So we obtain:
My () = = f )1+ CDK (£ = fo).

This allows us to find:
-1y
M () =f(r1-Q1 +C)[ x(s)ds).
2 0

We obtain the permanent market impact by a taking ¢ — oo in previous equation
and using the link between the L' norms of ¢ and « (eq.[2.39):

!l

1-C
1+||<p||L1)_f(”)

Y ;(oo)=f(U)(1—(1+C1)||K||L1)=f(V)(1_(1+C1) 1+l
Ll

Thus, under the under Assumption (A1), the market impact function is decreas-
ing and we have a positive market impact if and only if C < 1. When C =1, we
clearly have no permanent market impact, .4 hi (00) =0.

As in the case of instantaneous one-sided market impact (Theorem, the
market impact function .4/ ki is convex under the(A2).

Proof of Theorem [10]

As before, this is a direct application of Theorem [7} Let h¢ = (h*,h™) be as
specified by (2.24):

ht@=foy
h™(0) = i Jo [t = s)ds.

In order to shorten the proof, we remark that formally we have:
th =f(r)*Gh£.
Thus, using Theorem[9} equation (2:19), we have:

fr
My (t) = — Ht)
e (1) f(v)* (8

where

r
H(t):L./% é-(t)zl—(1+C1) x(s)ds,

fw) fo
which proves (2.25). Equation (2.27) is a direct consequence of this equation
when the rate r; is constant.
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As in Theorem[9lwe have:

lim H(f) = ——— :=¢.
t—o0 1+1lelln

Putting H(t) = H(t) - ¢, we have for 0 > t + T:

to+T

t0+T ~ - t0+T - -
Mpe (1) =f faH(t—s)ds=/¢ f(rs)ds+f fra)H(t—ys)ds.

to ) )

Under the assumption that f is bounded, the second term converges to zero as

t tends to infinity
to+T - 5
lim faH(t—s)ds=0,
[—00 tO
which proves (2.26).
Let us consider the case of a constant strategy, r; = rg. For t € [fy, fp + T] we
have
_ ¢ _ -ty
Mpye(t) = f(rg) | H({t—9)ds= f(ro) H(s)ds.
f 0

When C < 1 we have H(t) = 0, YVt = 0, 4} () is increasing on ¢ € [fy, ty + T1.
Since Ml/f ()= f(ro)H(t—1t9) >0Vt e[ty to+ T], the transient market impact is
convex, i.e. #c convexon [fy, fo+ T1.

For t > ty+ T, r; = 0 and we have:

~ to+T _ t—1y
My (8) = f(ro) H(t—s)ds = f(ry) H(s)ds.
N t—tp—T
Thus
M (1) = f(ro)(H(r— to) — H(t — to— T)).

But H is decreasing under assumption (A1) since H'(f) = —(1+ C1)x (¢) < 0. Thus
H(t—1ty) — H(t—to— T) <0 and .4 is decreasing on (fy + T,00). Differentiating
a second time .#j,c we get:

Ayt (1) = Fro)(H (1= 10) = H' (= tg = 1)) = =(1+ C1) F (o) it t0) = xc (£~ tg = ).

Under the assumption (A2), i.e. x is decreasing, J%,’Z’C(t) > 0. This finishes the
proof.

Proof of Proposition[2]

We can prove Proposition 2] following the guidelines of the proof of Theorem
[6]from Bacry et al. [17]. In the last cited paper it is proved a more general result:

Theorem 12. Let (Ny,..., Ny) be a d-multivariate Hawkes process defined by his
intensity A = (Ay,...,A4):

A(t) = ,u+f d(r—-5)dN(s) (2.40)
[0,0)

where p = (U, ..., tq) and ® = (@;j)1<i,j<a are vectors containing functions from
R; toR.. Under the assumptions:

o the spectral radius of the matrix K = [;° ®(t)dt is inferiorto 1, p(K) <1,

o [C@(D) tY2dt <oo componentwise,
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the process
1
VT ?NT,,—U(Id—K)_lu ve0,1]

converge in law for the Skorokod topology to
(Id-K)'z'2w,, velo1],

where (W,) ye[0,1) is a standard d -dimensional Brownian motion and X is the di-
agonal matrix such thatX;; = (Id - K)‘lu)i.

Theorem 2| is obtained as a consequence of this result for the special case

d=2and ®= (; (g) In the following we give the sketch of the proof for

Theorem 13. Let NV (Nl(h), ceo Ngl)) be a d-multivariate Hawkes process defined
by his intensity AW = (A(lh), e Ag’)):

AP0 = u(o) +f

d(t—5)dNP (s) (2.41)
[0,1)

where u(t) = p+ h(t), where h is a positive function with support in [a, b] (i.e.
h(t) =0, Yt ¢ [a,b]). Under the assumptions:

o the spectral radius of the matrix K = [;° ®(t)dt is inferiorto 1, p(K) <1,

o [C@(n) t12dt <oco componentwise,

e h bounded and ff h(s)ds <oo componentwise,
the process

1
VT| =Ny —vd-K)" | ve(o,1]

converge in law for the Skorokod topology to
(Id-K)'=Y2w,, velo,1],

where (W,) yej0,1) IS a standard d -dimensional Brownian motion and X is the di-
agonal matrix such thatX;; = (Id - K)_lu)i.

The proof of Theorem([12)is technical. The central idea of the proofis the next
decomposition:

t
Xt := Ny —E[N¢] :Mt+f Y (t-s)Mds, (2.42)
0
where (M) s>0 is the martingale
t
Ml’ = Nt —f /1st.
0
Exact the same identity holds for N, the proof is identical as for N:
t
XM= NP —EINP = MP + [ ¥ (t-s)M{"ds, (2.43)
0
where (M ih)) r=0 is the martingale

t
MP =NP - f AP ds.
0
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In the following, we give the steps of the proof of Theorem[12]and we point out
where are changes in order to prove Theorem Before going further, let us
explain why the stability condition, i.e. the convergence after rescaling, holds
also for N, We disturb the intensity A by a function & which is integrable
and with compact support. It is natural that after rescaling this quantity vanish
when the “limit” parameter T tends to infinity.
Theorem[12]is the consequence of the next two theorems:
Theorem 14. Work in the same setting as in Theorem[12 We have:

sup ||T_1NT,,— v(Id—K)_luII —0asT— oo
velo,1]

almost-surely and in L*(P).
and
Theorem 15. Work in the same setting as in Theorem[12 We have:
VT N7y ~EIN7,]), veE[0,1]
converge in law for the Skorokod topology to
(Id-K)'="?w,, velo,1].
Theorem|[14]is proved using two lemmas:
Lemma 2. Let p € [0,1] and assume [;° tP®(t)dt < oo componentwise. Then
TP (T'E[N7y] - vId-K) ') — 0 as T — oo
uniformly in v € [0, 1].
Lemma 3. There exist a constant c(u, ®) such that for all t,A = 0:

E[ sup |IM;— M;|[*] < c(u, ®)A.

t<s<t+A

In order to prove a similar result as Lemma for NW, we use Theorem

We obtain:
Tv

EINPul =v(Tv)+ | ¥ (Tv-s)v(s)ds=
0

Tv

Tv
uTv+ h(s)ds+(
0 0

Tv
‘I’(Tv—s)sds)u+ W(Tv—s)h(t—s)ds.
0
But & has compact support, is integrable and bounded, so

1 Tv

T1-p

Tv
( h(s)ds+ \P(Tv—s)h(t—s)ds) —0as T — oo.
0 0

Since E[Nrv] =uTv+ ( OT" Y(Tv—s) sds) U (obtain by taking & = 0 in Theorem

[11), we have same result as in Lemmal[2|for N,
The proof of Lemma 3]is based on the Doob inequality and Theorem[11} In
order to show the same property for M® we use the same technics as in Bacry

etal. [16]
d
El sup 1M -MPIP1<a) ElMP, - M.

i,t+A
t<s<t+A i=1
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But [E[(MZV;LA - MY?)Z] = [E[Nl“)f,lrA - N}?] since the quadratic variation of the
martingale (My?) ¢=0 is the process (Ny?) p=0- Since h is bounded and integrable,
we can conclude as in [17].

The proof of Theorem[15)is based on the next lemma:

Lemma4. The martingale M := (T~V2Mr,) yc(0,1) converge in law for the Sko-
rokod topology to (Id — K)~'Z2Ww,,.

In order to prove the same result holds for M := (T2 M) e 10 1y, we
remark (as in [17]) that:
. [MlgT’h),M](.T’h)],, =0 for i # j since the processes N;h), 1<i=<d, are sup-
posed to have no common jump.
o [MlgT'h), M;T’h)] v = %Ni(h) — X;; in L2(P) by Theoremfor N,
The rest of the proof is based on the decomposition and Lemma . Since
similar properties are satisfied by N2, we finish the sketch of proof for Theorem

I3l
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Chapter 3. Market impacts and the life cycle of investors orders

3.1

INTRODUCTION

Interactions between the Price Formation Process (PFP) and market mi-
crostructure are of paramount importance: since regulatory evolution (Reg NMS
in the US and MiFID 1 and now MiFID 2 in Europe, promoting competition
among exchanges via an extensive use of electronic order books) and the 2008
liquidity crisis, academics and market participants try to understand how to
align the order book dynamics with the interests of final investors.

The market impact of large orders (or meta-orders) is at the middle of the
discussion, since market microstructure evolution should target to decreases
it. That for, one should be clear about what is the market impact of such large
meta-orders. On the one hand it seems reasonable the information processed
by investors, drives their decisions. Hence the price should move during the ex-
ecution of their meta-orders, in a detrimental decision (i.e. up if they buy, or
down if they sell). On the other hand, large orders lead to liquidity imbalance,
mechanically moving the price in a detrimental decision. Part of this mechani-
cal move generates trading costs. And trading costs prevent investors to initiate
some trades, or at least decreases the performance of their trades.

Controlling the market impact is essential for investors whose volume is
much larger than the available liquidity in the limit order book. A common strat-
egy consists in splitting in small orders (child order or atomic order) and execute
it incrementally. Nowadays, algorithmic high-frequency trading is the new way
of executing those meta-orders.

The gap between informational move and mechanical reaction to trading
pressure can be empirically investigated for few years only, because of the recent
availability of large databases of investor’s meta-orders. Very specific databases
are needed to give an empirical answer to the nature of market impact: accurate
market data are not enough, a clear identification and time stamping of meta-
orders is needed too.

In this paper we report measures made on a database coming from the
brokerage arm of a large European investment bank, whose trading flow was
around 5% of investors’ flow at the time the meta-orders have been recorded. As
it is detailed in Section[3.2} this database is made of very coherent meta-orders
in terms of trading style, trading universe and market context.

This paper provides information on the impact of large orders on the PFP at
many scales:

« at the scale of each meta-order: the temporary impact and its relationship

with explanatory variables are documented;

« at a lower time scale: the price reaction to trading pressure (i.e. the tran-
sient impact) is measured, and the relaxation of prices once meta-order
ends (i.e. the impact decay) is also studied.

« atalarger scale: we zoom out days after the meta-order ends to document
the permanent impact in an attempt to disentangle it from the informa-
tional price move.

Besides, we use the model introduced in Chapter 2 to discuss stylized facts
discovered in the database. It is based on Hawkes processes, since they have
demonstrated in previous papers to be well suited for order book dynamics
modeling [89, 137,127, 56} [134].
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DEFINITIONS, DATABASE AND MARKET IMPACT ESTIMATION
PRINCIPLES

Basic definitions

Let Q be the set of all the available meta-orders which are entirely executed
in a single day. Each meta-order is made of several transactions, i.e., several
atomic orders. Let us consider w € Q a meta-order executed on stock S and on a
given day d. It is characterized by several variables :

¢ €(w) : the sign of the meta-order: +1 for a buy and -1 for a sell,

¢ N(w) : its number of atomic orders,

e v;(w) : the volume of its i ™ atomic order (i € [1, N(w)]),

e v(w) = Zﬁi @) . (w) : its total volume,

o t;(w) : the time of its i " atomic order,

o T(w) = tn(w) — h : its total duration,

¢ Vp(w) : the daily volume executed on the market, on the day d and on the
stock S

¢ n(w): the number of transactions, on the day d and on the stock S

¢ V(w) : the volume exchanged on the market, on the stock S, during the
duration of w, i.e., during the time-interval [#;, t; + T(w)],

o r(w) =v(w)/V(w):its trading rate.

e rp(w) = v(w)/Vp(w) : its daily participation,

* (w) stands for daily average spread of the stock S and on the day d. It is
computed using average on the transactions, weighted by their volumes
and expressed in basis points,

¢ op(w): the Garman-Klass annualized daily volatility of the stock S and on
the day d.

o o(w)= LW .

VT
volatility just above).

the volatility during the meta-order (deduced from the daily

The main meta-order database Q

The database is made of nearly 300.000 meta-orders, selected from a huge
database of around 400.000. The selected meta-orders have been traded elec-
tronically by this large broker during year 2010 on European markets. We built
three databases from the original 400.000 once to have as much as possible or-
ders for each time scale (see Table[3.1):

» For intraday studies, we only kept orders traded by trading algorithms
which trading speed is as much as possible independent from the mar-
ket conditions, to avoid sudden accelerated trading rates to have a hidden
influence of the price moves. Hence we kept VWAP, PoV and only few Im-
plementation Shortfall instances (see Appendix[3.8|for details).

* We kept orders large enough to protect our data from noise.

» For small time scale study, and especially for the impact decay, we needed
the meta-order to stop halfway to the market close, to observe prices re-
laxation long enough between the end of the meta-order and the close.

We end up with four main databases: Q"¢ to study temporary impact, Q" to
study transient impact and imapct decay, and Q?® to study decay and Q@4 to
study daily effects. In the next paragraph, we clearly specify the filters we apply
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in order to obtain those different databases. Table[3.1]briefly recalls those filters.
In Appendix[3.8one finds statistics concerning the differents databases.

Database for intraday market impact Q¢4

Often, a large single-day meta-order is splited in several pieces and recorded
in Q as different meta-orders. Putting together this pieces we obtain our intra-
day data-base Q@) This data-base contain 299.824 metra-orders and it will
be used in section for the permanent market impact.

Database for temporary market impact Q¢

We selected a subsample of the intraday database Q4 containing meta-
order with minimum 10 atomic orders and removing those that are not con-
sistent with the market data (volume and time order arrival). We finally obtain
157.061 different occurrences of meta-orders. This data-base is used for the the
temporary market impact (section[3.3).

Database for transient market impact Q')

In order to eliminate some extreme effects and to stabilize the results, we re-
moved from previous database Q*?, meta-orders with extreme characteristics.
More precisely, we built a new database Q" by selecting the meta-orders w of
Q! such that:

e T(w) > 3 minutes,

e r(w) €[3%,40%],

e rp(w) €1[0.1%,20%] and

¢ n(w) =500 (which removed illiquid stocks).

This database is used for the transient market impact (section[3.4) and contains
M =92.100 trades out of the original 157.061 meta-orders.

Database for market impact decay Q(?¢

In order to estimate the market impact decay curve (section [3.5), we need
to subsample the database Q") selecting only the meta-orders of which do not
end too late in the day. Indeed, we need to have enough time after the ending-
time of the meta-order in order to study the decay of the impact. More precisely,
we built a new database Q%) by selecting the meta-orders w of Q") such that

- tp(w) + 2T (w) is a time that takes place before the closing time of the cor-

responding asset.
The final sample contains 61.671 meta-orders out of the original 92.100 meta-
orders in Q7).

Market impact definitions and Latent price

The market impact curve of the meta-order w quantifies the magnitude of
the (relative) price variation which is due to the meta-order w between the start-
ing time of the meta-order f; (w) and the current time ¢. Theoretically, in order
to estimate this curve one should have access to the price variation that would
have occurred if the meta-order was not sent. In the following we shall refer to
that latter price as the latent price.
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Databases Q Filters Remaining meta-orders
Original database Q %) 398.812
Intraday database Q(4®) smooth execution condition 299.824
10 atomic orders minimum 191.324
Database for t Qe
atabase fot temporaty consistency with HF market data 157.061
n =500 150.100
T > 3 minutes 134.529
Database for transient Q")
atabase for transien r € [3%, 40%] 94.818
rp € [0.1%,20%] 92.100
Daily data-base for transient Qe fhw)+2T (w) 61.671

Table 3.1 — Different databases and filters used to obtaint them

Let AP;(w) be a proxy for the realized price variation between time f; (w) and
time t; (w) + t. Like all other authors, we assume the market impact of a meta-
order w is additive, meaning the price move between f;(w) and time £ (w) + ¢
is the sum of a mechanical impact AP?’) (w) due to the trading pressure of the
meta-order and an exogenous component W; (the latent price):

AP () = AP™ () + W, 3.1)

where by definition
AP (w) = AP, (w) - W, (3.2)

corresponds to the price variation due to the meta-order w. When the meta-
order is a buy (resp. sell) meta-order, one expects this price to go up (resp. down),
consequently it is very natural to define the impact as

Ns@) = e@APYD . 520, 3.3)

in which, for synchronicity convenience, we have rescaled the time in order that
the time s = 1 always corresponds to the ending-time of the meta-order. Let us
point out that the choice for the proxy is discussed later in this section. As ex-
plained later on, we shall use all along the paper, the so-called refurn proxy de-
fined by in which P; corresponds to the last traded price.

The market impact n(w) is thus not directly observable; it is “noised” by price
moves more linked to market moves then to the trading flow generated by w.
Nevertheless it cannot be excluded that W; is 100% independent of the deci-
sion the investor took initiating the trade. Like it has been said previously, the
investor share information at the root of his decision with other investors, and
part of W; independent from the trading flow generated by w, is not indepen-
dent to the decision that generated w.

This “informational pollution” of market impact measurement is eluded in
some papers (like [10]), and discussed in others (like [104}[66]). In this paper, we
will neglect it for intraday measurements (Sections and[3.5), but take it
into account for daily estimates (Section.

Finally, we introduce the following terminology in order to address the different
parts of the market impact curve :
* 1=1(w) as the temporary market impact, i.e., the impact at the end of the
meta-order,
o {ns(@)}o=<s<1 as the transient market impact curve, the impact curve during
the execution of the meta-order,
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o {ns(W)h<s as the decay market impact curve, the impact curve after the
execution of the meta-order and

* 7s>>1(w) as the permanent effect. What we exactly mean by the limit s >> 1
will be make clearer in Section (3.7l For now, it is sufficient for the reader
to know that it refers to an extraday time limit, sufficiently far from the
ending-time of w, so that its impact can be considered as constant.

Market impact estimation principles - First estimations

Estimation via averaging. Usual market impact estimations use an “averag-
ing” of equation (3.3) over “slices” of a variable of interest. Thus, we shall com-
pute the estimation of the impact through

1
fls=— Z APs7() (W) := E[APsT (@) ()], (3.4)
#() weQ)

where #Q denotes the total number of available meta-orders. This approach re-
lies on the assumption that the “exogenous market moves” W;r cancels once
averaged. Meaning that as a random variable, they are centered and with finite
variance (i.e. the central limit theorem can be applied).

Studying the influence of a factor. Following the same lines, when one stud-
ies the influence on the impact of a factor X(w) (e.g., the daily participation
rate X (w) = rp(w)), we shall condition the impact estimation by the fact that
the value of X (w) belongs to an interval [, i.e.,

fis(w | X(w) € ) =E[APs7 () (@) | X(w) €1]. (3.5)

Note that in this case, if we what the central limit theorem to be applied, it
is needed E(e(w)Wr(w)|X(w) € I) = 0 and not E(Wr(w)) = 0. This is a strong
supposition and is not always verified in practice.

If an investor systematically buy or sell large quantities when he has reliable
information on future price moves, this assumption will not hold. It will remains
that /) is the sum of the “pure” market impact and an “informational bias”. We
will not try to remove this bias in the intraday studies.

Coming back to the averaging approach, note that averaging thanks to quan-
tiles of one explanatory variable allows to identify a dependence with this vari-
able only. To be able to regress the market impact on three variables, one will
need to use K quantiles for each variable, i.e. averaging on K° subsets. The num-
ber of meta-orders used to estimate one )7 (k1, k2, k3) will be divided by K 3,

Last but not least, if linear regressions are used to explain #) by the averaging
variables (or any nonlinear transform of them), the usual statistical measures
of regression quality do not have the same meaning. The “R?” for instance can
be very high, even if the relation between the impact and the regressors is very
noisy (since the noise would have been decreased by the averaging across quan-
tiles).

This averaging methodology is nevertheless useful to draw figures (like Fig-
ure3.1) and obtain qualitative results. It is used through this paper.
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Direct regression. An alternative approach is to fit directly an explicit model
on equation (3.5). Say we want to fit the parameters of a power law linking the
market impact to the daily participation of the meta-order. It leads to the follow-
ing parametric version of (3.3):

Ns=a-X(w)" +e(w)Wsr. (3.6)

As far as we assume once more the exogenous prices moves are independent
enough from w to be averaged, we can select a distance d(:,-) in the space of
returns AP and use any minimization method to obtain “fitted” parameters
(a*,y"):

(a*,v*) = argr(giyr)l[Ewd (AP7(w),a-Rr(w)Y +€e(w) WT)2. (3.7)

If E(e(w) W7) # 0 then a* and y* will be biased.

This approach uses all the points in the database (and not their averaged
version), and thus produces more accurate results. It nevertheless relies on the
same independence between meta-order initiation and market moves to be un-
biased.

Gaussianity of the market moves W; is not needed, and it is possible to “take
care of it” by selecting an appropriate distance d. In this paper we use the usual
L? distance, and the LASSO ! one (more compatible with fat tails and rare but
intense events).

The usual quality metrics (like the “R?”) will be more reliable but worst
(since the signal/noise ratio for market impact estimation is very low). Notice
the meaning of the residuals of such a regression (i.e. AP minus its model) is
straightforward: it is the remaining price move once our estimation of the mar-
ket impact has been removed. They allow to test the dependence of the remain-
ing moves to another variable. This is not accessible to the averaging approach.

Choice of the proxy - First estimations. When averaging on meta-orders of
different sizes and different durations, as done above, it seems natural to per-
form some kind of rescaling on time and price, so that market impact curves are
somewhat homogeneous. Rescaling in time has already been taken care by the
definition (indeed, the ending time of any meta-order w always correspond
to s = 1). Rescaling of the price should be taken care by the choice of the proxy
AP;(w) of the relative price variation during the time period [#; (w), f; (@) + £].
Mainly three proxies (or combination of these three proxies) are used in the aca-
demic literature (in the following P; refers indifferently to the last traded price
or the mid-price) :
— The return proxy
Prw+t—Ph)

AP () = (3.8)
Prw)
— The spread relative proxy
AP'Espread) (W) = Ptl(w)+t - Ptl(w) (3.9)
¥ (w)
— The log-return proxy
AP (@) = In(Py, ()40 (@) = In(Pt, () (@) (3.10)

1. See [71] for more detail on LASSO method
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3.3

Thus for instance, the return proxy is used by Almgren [10] and by Bershova
and Rakhlin [27]. In order to obtain more heterogeneous prices, some authors
(Lillo and Farmer [104]) prefer to combine the log-return and the spread relative
proxies : they choose to divide the log-return proxy by ¥ (w). In Fig. we show
empirically that whatever the choice for this proxy and whatever the choice for
the price P; (either last traded price or mid-price), the average impact curve
"looks" very similar. In the remaining of the paper, we choose to use the last-

12

107 (RN
I’« W ,,,,\" v
... W

8 e
o | S T T ke
=
vm
[=3

4

2

0 ‘ ‘ ‘ ‘ ‘

0 05 1 15 2 25 3

S

Figure 3.1 — The average market impact curve using different proxy for the relative
price variation AP;(w) and different prices P;. Each curve corresponds to a color (blue,
red or green) and a type of line (either solid or dashed). The type of line codes the price P
used : dashed-lines for the last traded price and solid-lines for the mid-price. The color of
the line codes the relative price variation proxy used: red for the return proxy (3.8), blue
for the spread relative proxy and green for the log-return proxy (3.10).

traded price along with the return proxy.

THE TEMPORARY MARKET IMPACT

Selection of the factors

The temporary market impact has been mainly studied from three view-
points:
 asthe main source of trading costs. The obtained model can be then used
in an optimal trading scheme (see [10], [60] and [91] have been written
by authors involved in optimal trading: [9], [61] and [31]), or used by an
investment firm to understand its trading costs (like in [51], [27] or [101]
written by author involved in investment firms).
« It can be viewed as an important factor of price discovery and studied as
such, often by economists, like the seminal work of Kyle [88] or later in
[72] or [54].
e Last but not least, statistical tools have been built to be able to estimate
the temporary market impact at the scale of one trade (see [17] or [49]).
The implicit conditioning of such “atomic” orders by meta-orders is some-
times discussed in such papers, but it is not their main goal.
One common point of these studies is that the temporary market impact of
ameta-order w of size v(w) includes three main components :
+ A component reflecting the size of the meta-order, resized by something
reflecting the volume in the order book of the traded security. The daily
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participation rp(w) should capture most of the dynamics of this compo-
nent. This size has to be rebased using the daily volume Vp, or the traded
market volume during the meta-order V, leading to two potentially ex-
planatory variables: the daily participation rp = v/Vp or the trading rate
r=vlV.

* Acomponentrendering the uncertainty on the value of the traded underly-
ing during the meta-order. The volatility during the meta-order o (w) (de-

fined by o(w) = %) is a typical measures for this.

+ And alast component that captures the information leakage generated by

the meta-order, a good proxy being the duration T'(w).
We accordingly define the four potential explanatory variables X; = rp(w), Xo =
r(w), X3 = o(w) and Xy = T(w). Let us point out that all authors found mul-
tiplicative relations between each of these components and their correspond-
ing factor, so we expect a linear dependence of the temporary market impact
71s=1(w) on the logarithm of these factors.

As an example, the left plot of Fig.[3.2]displays (using log-log scales) the scat-
ter plot of n,-1 (w) versus the daily participation X (w) = rp(w) when w is vary-
ing (meta-orders for which 7n-; (w) is negative have been discarded). It clearly
shows the influence of rp on the impact: the higher the daily participation rate
the higher the impact. In the following Section, we explain our methodology for
studying the regressing the impact on the different factors mentioned above.
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Figure 3.2 — The estimated market impact f]5=1 () as a function of the traded volume
normalized by the daily volume (left: X1 = rp) or traded market volume during the meta-
order (right: Xy = r). Each point is the average of one decile of the X variable, dotted lines
are25% and 75% quantiles, showing the amplitude of market moves.

Numerical results

To study temporary market impact and its dependence to explanatory vari-
ables, we followed the direction estimation approach described in Section [3.2]
We tested the daily participation rp as first variable, since it has been identified
as significant by other papers. It means we fit equation:

N () =a-rp)’ +e(w)Wr,
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and found an exponent y =~ 0.449 using the L? distance and a lower exponent
(around 0.40) using the LASSO one. As a reference the log-log regression on 100
bins gives an estimated power of 0.542. Table3.2|gives all results.

The implication of the difference between the two exponents is that the joint
distribution of 77 and rp is skewed to large values of ;. The L2 distance has no
other choice than to render this skewness by setting an high value to y, while the
LASSO one focuses on the center of the distribution. The source of this skew-
ness could stem from an informational effect as a dependence between € (the

sign of the meta-order) and Wy (the market move). But we do not have enough
elements to conclude.
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Figure 3.3 — Trace of the duration on the residuals of a regression of 1) on the daily partic-
ipation. Top: using an L? metric, bottom: using a LASSO metric.
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Once this power coefficient is fit, the effect of any other variable X can be ex-
plored and shown by averaging the residuals over quantiles of X. We will name
the associated chart the frace of X on the residuals. Figure shows the trace
of the duration of the meta-orders on the residuals. A negative slope is obvi-
ous. Moreover, one can notice the bump around 0.4 days (meaning 6 hours). We
suspect it stems from the opening of NY markets, 6 hours after the opening of
European ones. At the open of US markets, volatility is higher and the depen-
dence between the side of the meta-order and the market move can be higher
too.

To confirm the dependence in T, we fit a power law on the trading rate r
instead of the daily participation rp:

nmw) =a-rw)’ +ew)Wr.

We found respectively power 0.43, 0.33 and 0.42 for loglog regression, L?> mini-
mization and LASSO minimization. The trace of T on the residuals on this re-
gression (see Figure exhibits a positive slope, confirming the way duration
T can be used in combination to daily participation or trading rate to improve
the modeling of impact.

We performed diret fit of other explanatory variables and found the usual
dependencies in o and ¥ (see Table.
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Regression parameter value (log-log) value (L2) value (LASSO)

(R,0)
Daily participation 0.542 0.449 0.400

(R,1)
Trading rate 0.435 0.330 0.426

(R,2)
Daily participation 0.529 0.529 0.529
volatility 0.961 0.961 0.961

(R,3)
Daily participation 0.401 nan 0.401
Trading rate 0.285 nan 0.285

(R,4)
Trading rate 0.317 0.317 0.317
volatility 0.878 0.878 0.878

(R,5)
Daily participation 0.593 0.541 0.593
T —-0.230 —-0.347 —-0.230

(R,6)
Trading rate 0.319 nan 0.319
spread 0.571 nan 0.571

R,7)
Daily participation 0.438 0.438 nan
spread 0.276 0.276 nan

(R,8)
Trading rate 0.369 0.561 0.453
T 0.152 0.241 0.229

Table 3.2 — Main results for studying the influence of the different factors on the temporary
market impact.
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Figure 3.4 — Trace of the duration on the residuals of a regression of f) on the trading rate.
Top: using an L? metric, bottom: using a LASSO metric.
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3.4

THE TRANSIENT MARKET IMPACT CURVE

A well known stylized fact: concavity of transient market impact

Previous section confirms, as many other empirical studies before us, that
the temporary market impact of a meta-order of size v is proportional to /v (as
predicted by the so-called square-root law). Thus, we expect the temporary mar-
ket impact of the first half of the execution (the first v/2 contracts) to be more
important than the one of the second half (the last v/2 contracts). Generalizing
this argument to any portion of the meta-order, we expect the transient mar-
ket impact curve to be a concave function of the time. The first empirical study
confirming this intuition is due to Moro et al. [104], lately, it has also been con-
firmed by the work of Bershova and Rakhlin [27]. In both cases, behavior close
to power-laws were found. Let us point out that the latent order book model of
[128] can be seen as a possible qualitative explanation of this well established
stylized fact. In this model the agents place limit orders only when the price is
close enough to their vision of the price. Thus, more and more liquidity is re-
vealed as the price is trending, it results in "slowing down" this trend.

In this section we confirm that the transient market impact curve is concave.
Apart from this well known stylized fact, we study the link between the curvature
of the transient market impact curve and the execution duration and the market
prediction of meta-order sizes.

Numerical results

In this Section, we study the transient market impact 715<;. In practice, we
sample our estimations on 100 points using a uniform sampling grid for s :
s;i =1/100, Vi € [0,100] and compute the estimation f};<; as defined by (in
which Q is replaced by Q") defined at the beginning of this section). Fig.
illustrates this computation and shows that a power law behavior

fser oc P 3.11)

with B = 0.64 provides an excellent fit (the (¢r) subscript in " = 0.64
stands for transient). Our empirical findings are compatible whit Moro et al.
[104] which found an exponent equal to 0.62 for meta-orders executed on Lon-
don Stock Exchange (LSE) and 0.71 for meta-orders executed on Spanish Stock
Exchange (BME, Bolsas y Mercados Espanoles). Moreover, the market impact
proxy used by the authors is similar to ours.

Concavity and execution duration. We shall now study the influence of the
duration T of the meta-order on the transient market impact. In order to avoid
spurious effects of other factors, we chose to work on the subset of meta-orders
which correspond to a given range I of daily participation. We have checked
that the so-obtained results do not significantly change when one changes I,.
Thus, in the following, we fixed rp € I, = [1%,3%l], selecting in this way 31.105
meta-orders. We then compute

. 1
fs<1(w| Tw) eI, rpw) € I;) = ———— > APs1wy (), (3.12)
M(Ir,1r) w, T(w)Elr, rp(w)El,
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Figure 3.5 — The estimated transient market impact curve fls<1 as defined by (3.4) (in

which Q is replaced by Q""" as defined in Section|3.2). A power law behaviorfj s<; o P
with BU7) = 0.64 provides an excellent fit.

where It is a range for the duration T and M (Ir, I;) the number of meta-orders
w such that T(w) € I and rp(w) € I,. We studied fjs<; (@ | T(w) € I, rp(w) € I})
as a function of the interval I, choosing different intervals for It such that
the number of meta-orders in each interval is approximately the same. More
precisely we chose the 6 intervals (the duration are expressed in minutes) :
T €[3,15], T € [15,30], T € [30,60], T € [60,90], T € [90,300] and T € [300,510],
each containing around 6.000 meta-order occurrences. Fig.[3.6|- Fig. show
the transient market impact for each of these 6 groups. In order to point out the
different regimes, on each so-obtained graph, we performed the power-law fit

fe<1@| T €T, rp@) el o P (3.13)

leading to an estimation of the power-law exponent /"), The power-law fit
is obtained by linear regression on a log-log representation. The corresponding
log-log plots (for the first 4 figures, Fig.[3.6]- Fig[3.9) can be seen on Fig.[3.12]- Fig.
the power law fit seems pretty accurate. In order to test the significance of
our results we use bootstrap regressions drawing randomly 500 times 80% of the
available M(It) points (see [63] for references on bootstrap). Tablegives the
estimated transient market impact as a function of the renormalized time
s for fixed participation rp € I, = [1%,3%] and for different duration intervals
I7r. On Fig. - Fig. we see that the larger T the larger the curvature of
the transient market impact and the smaller the temporary market impact. On
figure decay seems to happen before the end of market order.

We observe that market impact is actually a multi-regime process. The first
five figures, i.e. Fig. - Fig. show clearly that, for a fixed participation
rate (as we already mentioned changing the participation rate interval does not
affect the results), when the duration of a meta-order decreases

« the transient market impact of a meta-order increases and
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Figure 3.6 — Transient market impact
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Figure 3.8 — Transient market impact
curve with rp € I, = 1%,3%], T € It =
[30,60], B =~ 0.63
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Figure 3.10 — Transient market impact
curve withrp € I, = 1%,3%], T € It =
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Figure 3.7 — Transient market impact
curve withrp € I, = [1%,3%], T € It =
[15,30], ") = 0.66

12

10

8

n, (in bp)
()]

o empirical market impact
—power-law fit, B=0.56

0.2 0.4 0.6 0.8 1
S

Figure 3.9 — Transient market impact
curve with rp € I, = [1%,3%)], T € IT =
[60,90], B = 0.56
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Figure 3.12 — Log-log plot of market im- Figure 3.13 — Log-log plot of market im-
pact curve for Fig. pact curve for Fig.

Figure 3.14 — Log-log plot of market im- Figure 3.15 — Log-log plot of market im-
pact curve for Fig. pact curve for Fig.

» the curvature decreases leading to an almost linear transient market im-
pact for small durations.

Thus, when executed faster, a meta-order seems to have a stronger and more
linear impact. These results are rather intuitive: when a meta-order has a short
duration, the market has hardly the time to "digest" it resulting into a strong
linear impact (not time for relaxation). However, Fig. seems to show that a
kind saturation is reached before the end of the meta-order. Actually Fig.
surprisingly shows that when the duration T becomes very large, the market
impact curve starts decaying before the end of the meta-order. From our knowl-
edge, this is the first study pointing out this effect. One possible interpretation
can be found within the fair price theory ([53]). Indeed, within this framework,
the market ecology is explained by the perfect competition between long-term
institutional investors who act on a common informational signal and gener-
ate meta-orders following a distribution p and market makers supposed very
competitive and knowing the py distribution. As suggested in [48], this perfect
competition is a utopia and an asymmetry on information is more realistic. In
this case, market makers try to guess the py distribution. The market makers,
as any others traders, use predictive tools based on statistical models detecting
trends which are obviously noisy and even biased. When the execution time T of
a meta-order is large enough, the market makers stop trading because T do not
match with py prediction or, even if they perfectly estimate py, they are aware
of the sensibility of their statistical tools.

Market prediction of meta-order sizes. In this paragraph, we want to study
whether the market has or has no precise insights about the total size of a given
meta-order before the end of its execution (apart of course from the uncondi-
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| Execution time | Mean | Q5% | Q25% | Q25% | Q75% | Q95% |

T =[3,15] 0.80 | 0.76 | 0.78 0.80 0.82 0.85
T =[15,30] 0.66 | 0.62 | 0.65 0.66 0.68 0.70
T =1[30,60] 0.62 | 0.58 | 0.60 0.62 0.64 0.66
T =1[60,90] 0.55 | 049 | 0.52 0.56 0.58 0.62
T =1[90,300] 0.54 | 0.48 | 0.52 0.55 0.57 0.62

Table 3.3 — Statistics on the distribution of the power-law exponent " of the transient
market impact estimation of meta-orders with a participation rate rp € I, = [1%,3%]
(see ). The exponent is estimated using log-log regression conditioned on different
duration intervals. The larger T the larger the curvature of the transient market impact
and the smaller the temporary market impact (see Fig.[3.6 - Fig.[3.10).

tionnal distribution of the meta-order sizes). In order to do so, we consider all
the meta-orders with a given trading speed v = rp/T. Of course, these meta-
orders correspond to different execution durations T'(w), and their volume v (w)
is basically proportional to their execution duration : v(w) = T(w)v/Vp. If the
market does not have precise insights about v(w) (i.e., about T'(w)) then, at a
given time ty, there is no way it can differentiate between two meta-orders w;
and w; such that ?(w;) = ?(w2) = ¥ and T(w1) > fy, T(w2) > ty. Consequently
the corresponding transient market impact curves should look alike on the time
interval [0, £p].

This assertion above can be translated into the fact that the restrictions on
t €10, to] of N4/ 7w, (1) and of ¢/ 7(w,) (w2) should be very close. In order to test
this assertion, we choose five groups of meta-orders «/; (i = 1,...,5) such that:

o = {a) €eQU: rpwe 277,25 r) and T(w) € 2171 Ty, 2° To)}, (3.14)

where ry = 0.25 and Ty = 5 seconds. Thus, all the selected meta-orders corre-
spond, in a good approximation, to the same trading speed v = ro/ Ty = 0.0557!.
Moreover ;.1 (Vi € [2,5]) corresponds to meta-orders with durations twice as
large as those of «#;. We then compute:

f]giél(w €olj) = Z APt () (w), (3.15)

M('dl) a)ed,-

where M(«/;) is the number of meta-orders in </;. For each i = 1,...,4, Fig.
- Fig. show fl(sl;l with the first half of 17(2’;12). One can see that, in each of the
subplots, the two market impact curves are very close, indicating that the market
basically does not anticipate the size of the corresponding meta-orders. Let us
point out that the same results would be obtained when changing ry and/or
To. Each subplot corresponds to f)(sls)l and f)(zl:slz) for s € [0,1] (see (3.15)). Top-
left (resp. top-right) subplot corresponds to i = 1 (resp. i = 2) and bottom-left
(resp. bottom-right) subplot corresponds to i = 3 (resp. i = 4). In each of the
subplots, the two curves are very close, indicating that the market basically does

not anticipate the meta-roder size.



3.5

3.5. The decay market impact curve

81

9 14
8 12
—y
10p
o
g5 g s
Toaf o dl
3 ]
Al —150[0.25,0.5] and T(J[5,10] a —150[0.5,1] and T0[10,20] 1
—150[0.5,1] and TO[10,20] ol —ro0[1,2] and TO[20,40]
i
O0 0.‘5 i 115 2 G0 0‘.5 i l:S 2
S s
Figure 3.16 — The market impact curves Figure 3.17 — The market impact curves
~(1) ~(2) ~(2) ~(3)
Ns<1 andT]ZSSZ Ns<1 and Ms<2
16 T T T 25 T
14r
20
121
= 1o =15
Ee) o
E 8 £
:r/: 6k :‘/l 10+
—r50[1,2] and T0[20,40]
at —rp0[2,4] and TO[40,80] 5 —rp0l2,4] and TO[40,80] | |
2 i —1,0[4,8] and TO[80,160]
OO 0.‘5 i 1‘.5 2 GO 015 i l:5 2
S S
Figure 3.18 — The market impact curves Figure 3.19 — The market impact curves
53) - (4) - (4) - (5)
fsz1 and e, Mgy and e,

THE DECAY MARKET IMPACT CURVE

A well known stylized fact : convexity of decay market impact

During the execution of the meta-order the price is pushed in the adverse
direction making it less attractive as time goes by reaching higher level (tem-
porary impact) at the end of the execution. After the execution a reversal effect
is expected as seen in Fig. This is the decay part when the price converges
back toward its future permanent level. The full execution of the meta-order has
created some imbalance in the limit order book, this imbalance is "taken care"
by the market after the execution of the meta-order and ultimately, equilibrium
(balance order book) is reached at a new price, the dynamics which conducts to
this new price corresponds to a convex curve of the decay market impact 7> .

The existing empirical literature of decay meta-orders market impact is lim-
ited ([104], [27]) since the difficulty of obtaining data is very high. In the first
study, Moro et al. are the first showing a decay of the impact to a level roughly
equal to 0.5 —0.7 of its highest peak. In the second study, Bershova and Rakhlin
show the decay is a two-regime process: slow initial power decay followed by a
faster relaxation.

In this section we confirm that the transient market impact curve is convex
and that it seems to have a slow initial regime.
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impact curves with rp € I, = [1%,3%],
T € It =[60,90],

Numerical results.

To avoid spurious effects, we did not want to use extraday data in these esti-
mations. Consequently, the larger one chooses K, the smaller number of meta-
orders are available for estimation. We chose to follow [104] and fixed K = 2.
Following the same lines as in previous section, we compute the estimation (see
(3.12))

flss2(@ | T(w) €I, rpw) € I;) = APg7(w) (). (3.16)

w, T(w)elr, rp(w)el,
Fig. - Fig. show such estimations (of both transient and decay market
impact curves) for the same ranges It and I, as the ones used in Fig. - Fig.
Thus the transient parts of Fig. - Fig. are (respectively) almost the
same as the curves displayed in Fig.[3.20]- Fig.[3.23] The difference between the
lies in the fact that for the Fig.|3.20| - Fig.[3.23| we used meta-orders from Q@®
database and for Fig. Ml - Fig. @lwe used meta-orders from Q") database.
Power-law fit of the transient part (exponent ") in (3.13)) are shown. Fits with
the Hawkes model I-HIM (see Section are also displayed.

Log-log plots of the corresponding decay market impacts are shown on Fig.
- Fig. More precisely, these plots display, using logarithm scales, 75 —
lognk as a function of s — 1 for s € (1, K] (let us recall that we chose K = 2). They
clearly show that the decay is much slower at the very beginning (i.e., right after
the end of the execution of the meta-order). We have checked that changing the
daily trading rate range I, does not affect his result. This is a very stable result
that confirms the results obtained previously by [27] and [66].

M(Ir, Ir)
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Figure 3.25 — Log-log plot of the decay
market impact curve for Fig.

Figure 3.24 - Log-log plot of the decay
market impact curve for Fig.
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Figure 3.27 — Log-log plot of the decay
market impact curve for Fig.

Figure 3.26 — Log-log plot of the decay
market impact curve for Fig.

We tried to get more insights about this change of regime: Is it power-law in
the first part? In the second part? How does the time-scale at which the change
regime appears depends on T or rp? ... Unfortunately, the noise on the estima-
tion is too large; it prevented us from answering any of these questions precisely.

THE HIM TRANSIENT AND DECAY MARKET IMPACT MODELS
USING HAWKES PROCESSES

Hawkes based models for microstructure

Hawkes processes have already been proved successful for modeling high
frequency financial time-series (see [17, 118} [18, [77, [5]). Hawkes processes are
point processes with a stochastic intensity which depends on the past of the
process.

Following [17], we consider the following price model. Let P; be a proxy for
the high-frequency price of an asset (e.g., last-traded price, mid-price, ...). For
the sake of simplicity, we shall not consider the size of the jumps in the price
and consider that they are only of size 1. Let (J/, J;) be the point processes
representing respectively upward and downward jumps of P;.

P=Jf-J;. (3.17)

Let A* and A~ the respective intensities of (J;, J;). It is well known that at mi-
crostructure level, the price is highly mean reverting (at least for large tick-size
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assets). It has been shown ([17]) that this mean-reversion property is well mim-
icked using a 2-dimensional Hawkes process using only a single "cross" kernel
()

A =u+@xdj; and and A} =pu+@xdJ; (3.18)

where ¢(7) is a causal (i.e., supported by R"), positive function and where %
stands for the convolution product ¢ * *d J; = f_too @(t—s)dJ(t). The mean re-
version property reads clearly form these last two equations : the more P; goes
up (resp. down), the greater the intensity A; (resp. 1) will be. A criteria for the
price increments and the intensities to be stationary is given by [|¢||; < 1, where
Il.ll; denotes the £!(R) norm (for a complete mathematical study of Hawkes
process, see [45]).

The Hawkes Impact Model (HIM) for market impact of a meta-order

We model the impact of a meta-order starting at time 7y, ending at time #p+ T
and corresponding to a continuous flow of buying ? orders with a trading rate r,
supported by [f, to + T] (r; # 0 only for ¢ ¢ [ty, fp + T'1) by a perturbation of the
intensities.

For the sake of simplicity, we will follow the microstructure model above and
just consider mean-reversion reaction of the market (e.g., [18], [44]). Let us point
out that this is clearly not a realistic hypothesis if one is interested in mimicking
precisely the microstructure. However, this is not our goal. In this section, we
want to build a structural model that allows to explain the main dynamics of the
market impact curve. In the same line as Bouchaud [118], Gatheral [60] and [18],
we shall build a linear model, in the sense that the impact of the meta-order is
nothing but the sum of the impact of its children order.

The model HIM. This model consists in replacing (3.18) by the two equations :

t t
AT = p+<p*d];+ft fr)g* (s—tp)ds and A; = /,t+(p*d];’+ft flrog (s—to)ds,

' ’ (3.19)
where f(rg)ds (with f(0) = 0) codes the infinitesimal impact of a buy order of
volume r¢ds. The f function corresponds to the instantaneous impact function
and g* and g~ are the impact kernel functions. As empirical found in [117] and
used by others authors before us ([60}[118]), we suppose the market impact can
be separated in a factorized form: one depending on volume (or volume per
time) and the other depending only on time.

The impulsive-HIM (I-HIM) model: a particular choice for the kernels. Fol-
lowing [18], it is reasonable to consider that the only "upward" impact of a sin-
gle buying order is instantaneous, i.e., either the corresponding order ate up the
whole first limit (in which case there is an instantaneous jump in the price) or
it did not (in which case a limit order fills up the missing volume). This case
corresponds to consider that g* is "purely" impulsive, i.e.,

g =gl (=6.01), (3.20)

where 6 () stands for the Dirac distribution. As for the "downward" impact, we
shall consider that the market reacts to the newly arrived order as if it triggered

2. The impact of selling meta-order can be modeled using the exact same principles
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an upward jump. Doing so leads to the choice

@(1)

: 3.21
()l o2

g (=g (n=C
where C > 0 is a very intuitive parameter that quantifies the ratio of mean-
reversion reaction (i.e., the downward impact) and of the "trend-following" re-
action (the upward impact). Indeed the L' norm of the upward reaction to an
impulsive buying order is f(r)l| gl.+|| = frolldllp = f(ry), whereas the down-
ward reaction to the same order is f(ro)llg; Il = f(ro)llgllp1 C/ll@llp = Cf(ro).
Thus, one can distinguish 3 cases of interests.

¢ C=0:no mean-reversion reaction,

¢ C =1:the mean-reversion reaction is as "strong" (in terms of the norm
[l.Ilz1) as the trend-following one. So we expect the two to compensate
asymptotically, i.e., we expect the permanent market impact to be 0 (see
Eq. of Proposition[3|for confirmation),

¢ C€(0,1): the mean-reversion reaction is not zero but strictly smaller than
the trend-following reaction.

Thus the model I-HIM corresponds to the equations

t
A =pu+@xdj; +f(r) and A; =pu+@xdJjf + cf flrae(s—to)ds, (3.22)
Io

where C is a positive constant that controls the "downward" reaction of the mar-
ket.

Market impact curve within HIM

According to our definition of market impact: the difference between the
observed price moves and what it would have been without this specific order,
within HIM, the market impact of a meta-order writes :

N =E[Py]. (3.23)

Let us point out that, for convenience purposes, we have used physical time
in this latest definition instead of renormalized time (which is convenient for
estimation purpose see (3.3)).

Then, one can prove (see Appendix[3.8) that :

Proposition 3. (Transient, decay curves and permanent impact)
In the framework of the model HIM (3.19), for all t = ty (ty is the starting time of
the meta-order), one has:

m=f f(rs)(G(t—S)—(K*G)(t—S))ds, (3.24)

Io

where

- GO = [y (" (W -g~ (w)du

— k= Z%ozl(—l)"_l<ﬂ(*"); where(p(*” =g andq)(*") — (p(*n_l) * .
In the case of the model I-HIM , this formula gives

t
nt:f fa)H(t—s)ds, t=1, (3.25)
)
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where H(t) =1— 1+ C/||gl|11) fOtK(S)dS. Moreover, under the assumption that f
is bounded, the permanent market impact writes:
1-C

,/ﬂhc(oo) =
ol

Nf (. (3.26)

Let us point out that several recent empirical results ([15] and [69]) seem to show
that the Hawkes kernel ¢ decays as a power-law. Both studies found the expo-
nent in the interval [-1.5,—1]. The following corollary shows that, in the frame-
work of the model I-HIM, and in the case of a constant rate strategy, then if ¢
is power-law then the market impact curve asymptotically decays (to the limit
permanent impact) as a power-law, with an exponent which is related to the ex-
ponent of ¢. More precisely:

Corollary 7. In the framework of the model I-HIM, let us consider a constant rate
strategy, i.e., rs =1, Yt € [ty, to + T and r; = 0 otherwise. Assume that ¢ is such
that

- ¢=¢™ and,

- 3K >0, lim—eo@®)P” = K, with P €] -2,-1[.
Then, the market impact curve decays asymptotically as a power-law with expo-
nent BY +1, in the sense that

o0
sup{li :fl mt’“dt<oo} =pP +1. (3.27)

The proof of this Corollary can be found in Appendix[3.8}

Back to real data

Let us consider the case of a meta-order of fixed size v and executed on a
period of time T. In the framework of the model I-HIM, for a constant trading
rate r; =g = V/T, Eq. (3.24) becomes:

Ne = F10) (Liso, 00+ * H) (D). (3.28)

Let us point out that the trading rate rp has no influence on the shape of the
transient market impact, it is just a multiplicative constant. In the following we
want to use the model I-HIM to reproduce the transient and the decay market

impact curves obtained in Sections[3.4Jand[3.5/and displayed in Fig Fig
Following [15] and [69], we choose to use a power-law kernel

(1) = aly+nP.

Thus, apart from the instantaneous impact function f (which is basically re-
sponsible for a rescaling of the whole market impact curve), there are 4 param-
eters left in the I-HIM model, namely, &, B, y and C. The parameters « and
are responsible for the endogenous mean-reverting activity of the market itself.
As pointed out previsouly, the parameter C encodes the proportion of mean-
reversion in the impact.

Estimation is performed simultaneously on the four market impact curves
{ﬁ(si)}lsis4 (for s € [0,2]) displayed on Fig. - Fig. The parameters are «
and S (these two parameters are shared by all the curves) and the parameters
{CD},-;<4. Estimation follows the three following principles
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— We constrain the estimation to fit the transitory market impact f)(slz) , for
each curve i€ {1,..,4}.

— Each curve 7? is as a function of the renormalized time s whereas the
model gives the market impact n; (Eq. (3.28)) as a function of the phys-
ical time, rescaling in time must be performed independently on each
curve. The corresponding rescaling parameter 7T; has been chosen to be
the largest duration in the corresponding time ranges, i.e., 7; = 15 min for
curve in Fig. T = 30 min for curve in Fig. T = 60 min for curve
in Fig.[3.22]Jand T = 90 min for curve in Fig.

— To account for the instantaneous impact function f(.), each curve is
rescaled independentl

Thus, the estimation procedure sums up in

N 4 p2 ﬁ(i) 2
(@,B,C;) = argmin(ayﬁ,ci)Zf (Lnsn _ﬁ(sz)) ds.
i 0 nSTi

The value we find for § is close to —1.5 and for @ we find a value such that
llpllr = 0.8456 which is rather close to the critical value 1. These results are in
good agreement with the works [I5] and [69]. For the parameters {C;}1<j<4, We
find C; =~ 0.5, C, =~ 0.70, C5 = 0.80 and C, = 0.85.

The so-obtained fits are shown in Fig. - Fig. One can see that the
model [-HIM is able to reproduce precisely the shapes of both transient and
decay market impact curves. Moreover, it also reproduces the dependence on
T of the curvature of the transient market impact, i.e., the smaller T, the more
linear the transient market impact.

THE IMPACT OF THE TYPE OF STRATEGY ON THE PERMANENT
IMPACT

Positioning

So far very few papers, even if the permanent effect has been extensively
studied, addressed this subject from the perspective of the daily scale. How-
ever one distinguishes two clear different points of view about the nature of the
phenomenon at the origin of permanent impact. A mechanical vision shared by
number of econophysists and an informational vision which is further favoured
by economists:
¢ In a purely mechanical vision price moves are described as the point of
equilibrium between two antagonist forces: a sell pressure driving prices
down and a buy pressure driving prices up. The effect of these forces on
price dynamic follows a law that the econophysist strive to describe. Even-
tually the price at time ¢ is the sum of all the effects since the beginning.
See [58] and [33].

¢ On the other side, the informational vision says stock prices move be-
cause new information is made available to market participants. Accord-
ing to this new information investors update their expectations changing
their offer and demand which leads to a new global equilibrium resulting
in new price levels. In a seminal paper, [88], Kyle shows how prices are
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driven to their new level through the execution of a meta-order by an in-
formed trader. The informed trader is constantly adjusting her trading to
her observation of the price in real time: she increases or reduces pressure
whether the price is too far or not from the targeted price.
An important contribution has been made in [66]to the question of the perma-
nent effect at the daily scale. In the paper the authors have at their disposal a
buy side database of meta-orders. The specificity of such a database is to give
the information about the nature of the decision at the root of the execution,
thus giving additional controls to separate purely impact moves from others.
They separated meta-orders into two groups:

» Those triggered by additional or cancelled subscriptions, thus triggered by
heterogeneous and relatively exogenous to the market information. Those
meta-orders are called “uninformed trades”.

» The rest, essentially meta-orders coming from portfolio rebalancing, is
designated the set of “informed trades”.

Waelbroeck and Gomes [66] show that only a daily basis (from execution until
60 days after) informed trades have permanent effect but uninformed trades do
not.

The purpose of the paper is not to settle for one or the other debaters. We be-
lieve that there is no rule; the mechanical - informational dual vision about the
nature of permanent effect renders a good picture of the phenomenon. As every
dual paradigm, this is a principle well known by physicists, taken separately the
two pure concepts fail to give a satisfying picture of the whole phenomenon.

Focus on permanent effect. In the problem of permanent effect the informa-
tional versus mechanical debate boils down to understand the price reversal ob-
served after the execution. Is the price reversal:

« the temporary effect of liquidity providers, counterparts of the meta-order,
who are taking profit thus applying a pressure on the price in the opposite
direction. Let us imagine a strung bow releasing all the tension accumu-
lated during the execution (Mechanical explanation);

 the convergence of the price to its new Walrasian equilibrium. If the price
does not revert until its initial position it means that the market integrated
new information establishing the equilibrium to a new level (informa-
tional explanation)?

To be really fair in the informational versus mechanical debate one should
recognize that the existence of permanent effect is still debated among mecha-
nistists. The two following pictures have emerged:

¢ In the picture of [53] and of [27] permanent market impact is important
and roughly equals to 2/3 of the temporary impact on an order by order
basis. This is the fair pricing hypothesis.

« In the picture of [33], there is no such thing as permanent impact. The au-
thor argues that what is called permanent market impact is a consequence
of the long memory of the sign of the meta-orders flow. This picture is in-
compatible with the permanent market impact hypothesis because long
memory of order flow would result in trending stock prices and thus con-
tradicting market efficiency.

In this paper we pretend to conciliate the two positions of [53] and [33] even if
at first sight they seem pretty much incompatible. In [53] the long memory of
the order flow is not taken in consideration and thus it is shown that the so-
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called total effect is non-negligible. On the other hand, in [33] it is taken into
consideration and the total effect is described as an effect of other correlated
meta-orders being executed on the same side. Eventually the relaxation taking
place at the end of the meta-order execution is an averaging effect. In this paper,
as previously stated, we consider that the permanent market impact is the ad-
ditional price movement after the execution of a meta-order over the price that
would be in the absence of the meta-order. This explains why we prefer the term
of permanent effect instead of permanent market impact.

Our methodology. To go one step further, we will try to remove as much in-
formational effect as possible from the price move. Since we use the database
of an executing broker, we do not know explicitly what triggered the creation of
the meta-orders.

In [66], the authors know some of their meta-orders are “cash trades” (i.e.
without any information on price moves; in their case E(e(w)W;) = 0, to come
back to equation (3.4)), and find these cash trades have no permanent impact.
They perform the same analysis of the subset of their meta-orders, and find they
have a permanent effect, obtaining curves similar to the red one of Figure[3.30]

In this paper, we intend to remove the informational part of the price move
by assuming the client of this marge broker, being almost all large institutional
investors, are trying to “capture some f”, in the sense of the CAPM. The reader
should keep in mind that in [37], authors succeeding in removing most of the
information content of their meta-orders, using their anticipation of the @ made
by Capital Fund Management at the initiation of the meta-order.

We have here a similar approach, adding the assumption the initiation of
meta-orders by institutional investors in our database has been caused by an
anticipation of the § of market moves.

Our results are compatible with Capital Fund Management meta-orders
cleaned from a and with the cash trades of [66]: we found no permanent effect
once the informational content associated to the meta-orders.

To conciliate results of [53] and cash trades of [66] or Capital Fund Man-
agement meta-orders of [37], it is enough to assume the mix of informed meta-
orders and non informed ones in the databases available by now to academics
is such that the remaining price move a dozen of days after a decision is around
2/3 of the temporary impact. This assumption can be supported by the natural
selection argument of [66] : portfolio managers learn to select trades which ex-
pected return at the time scale of investment committees are largest than their
trading costs.

Debiasing price moves of the temporary of meta-orders trading during
the post-execution period

When studying the average profile of the post-execution price moves partic-
ular attention should be paid to the presence of autocorrelations in the meta-
order flow. Indeed the temporary impact of correlated meta-orders executed
over the post-execution can be considered as the permanent effect of the meta-
orders executed on the execution day. In [52] the authors discuss the issue of
price efficiency and of order flow correlations. [66] recognizes the presence
of autocorrelations in the flow of meta-order and uses a simple market im-
pact model to withdraw the impact of the meta-orders traded over the post-
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execution period. Figure shows the autocorrelations of the market partici-
pation rate for the meta-orders of our database (bootstrapped quartiles and me-
dian). One clearly sees that the autocorrelation persists beyond 20 days after the
execution day. Removing the effect of the autocorrelations of the meta-order

0.42 T T T T

~ = = = Sup. and inf. boot. quartiles
Boostrapped median

0.4F

0.38

0.36

0.341

0.32

0.3 I I I I I I I I I

Figure 3.28 — Autocorrelations of the market participation of meta-orders with lags in
{1,...,20}. The dashed curves represent the first and the last bootstrapped quartiles, the
solid curve is the bootstrapped median.

flow in order to get an unbiased long term impact picture is not straight for-
ward. The temporary impact of meta-orders on the price moves turns out to be
far from linear. In the paper we followed the methodology introduced in [66],
namely we fitted a square root model on the temporary impact of aggregated
signed participation rates. In concrete terms, for each stock of our universe and
any date we defined the unbiased returns by subtracting the market impact re-
lated to the aggregated signed participation rate of all meta-orders that were
being executed.

To compute statistics, we need to use the day d(w) during which the meta-
order w has been traded. Notice that, in the rare cases we have multiple meta-
orders the same day on the same stock, we summarize them in one “synthetic”
meta-order, which volume is the sum of their signed volumes.

As previously stated figure shows the autocorrelations of the process
v(d), showing the occurrence of one meta-order on day d is positively correlated
with the issuance of another meta-order on the same stock the day after, etc.

Following [66] we decided to remove part of this effect by removing the ex-
pected market impact associated to d + n days thanks to a rough version of the
models obtained in the previous section:

« we fit a power law on the market impact observed in the daily database,

« we apply it to the price moves observed at d + n, using v(d + n) to deduce

the expected impact.
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The meaning of such a “cleaning” needs to be commented. Assume the fol-
lowing initial event: information affecting the value of a stock is accessible to
investors. They will not simultaneously take it into account in their portfolios.
Each of them has constraints and processes different enough so that their deci-
sion will span several days.

Each time an investor take a decision accordingly to this information, he im-
pacts the price, mechanically ; there should be an informational component to
the price move too, as a consequence to the initial event.

The rough market impact model built on the daily data meant to capture
most of the mechanical effect, and may be some part of the informational one.
Removing it from the data targets to observe the future of the price given the
meta-order traded on day d, as independently as possible to the subsequent
trades.

Systematic + idiosyncratic decomposition

For each meta-order we define a CAPM-like decomposition into a system-
atic and an idiosyncratic component centred on the execution day over a 41 days
period (20 days before and 20 days after),

Vse{d-20,...,d,...,d+20}, log(P;)—log(Ps_1) =

B(w)(og(Is) —log(Is—1)) + Aldio. Component, (3.29)

where d is the date of meta-order execution, P; is the stock’s close price on date
s, and fB(w) implicitly designates the beta of the traded stock on the period from
d—20to d+20.
We use the reference index for each stock, which price is noted I on day s.
* We define the idiosyncratic component as the cumulative sum of the
A(Idio. Component;) from (3.7):

N
Y~ A(dio. Component;) = Idio. Component, — Idio. Component;_;;
k=d

o Similarly we define log(I;) —log(I;-1) as the systematic component.

The systematic, the idiosyncratic components and the “total” are considered rel-
atively to the close prices one day before the execution, d — 1. This cumulative
version of is also called the post-execution profile and is a measure of the
permanent effect.

Remind here our main assumption is the investors initiating the meta-
orders target an exposure in § (i.e. to the systematic component in our sense).
The informational effect should then be capture by this component, and the dy-
namics of the mechanical part of his impact should be seen on its idiosyncratic
component.

Result analysis and figures

The two figures and present the idiosyncratic, the systematic and
the total post-execution profiles of price moves. Figure shows “not-yet-
debiased” post-execution profiles. The observed price jump between day 0 and
day 1 is the daily market impact. This jump is visible on the idiosyncratic and
the systematic components. Over the period extended from day 1 until day 20
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the prices are slowly trending in the same direction as the jump on the execution
day and no reversal is seen at all. This holds true for idiosyncratic and system-
atic components as well. Figure[3.30shows the debiased post-execution profile.
The market impact of the meta-orders executed the day after the execution day
has been removed. Over the post-execution period the price is converging back
to a level lower than the one reached on execution day. The idiosyncratic post-
execution profile is even reaching its level before the execution before day 20.
Thus the remaining permanent effect 20 days after the execution is entirely ex-
plained be the systematic component that is to say by the average lvele of the
market.
30 T
Systematic move

e—e Price move
25}| == Idiosynchratic move

10

6 8 10 12
Time (days)

Figure 3.29 — Post-execution profile relatively to close price on the day before execution
(units = basis points). Idiosyncratic component + Systematique component = Total com-
ponent.
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Idiosynchratic move

25
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ll) 2 4 6 8 10/ - 12
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Figure 3.30 — Post-execution profile without the impact of other meta-orders. Price moves
are considered relatively to close price the day before execution (units = basis points). Id-

iosyncratic component + Systematique component = Total component.
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APPENDIX

Proofs

Proof of Proposition 3]
This is a consequence of a more general result on Hawkes Processes:

Theorem 16. Let (Ny,...,Ny) be a d-multivariate Hawkes process defined by his
intensity A = (A1,...,A4):

At=,u(t)+f ®(r— s)d N, (3.30)
[0,
where u(t) = (U1(8),...,uq(t)) is a vector of functions from R, to R, and ®(t) =
(@ij(D)1<i,j<a is a matrix containing functions from R, toR,.
Under the assumptions:

o [{us)ds<oo Vt>0,

o the spectral radius of the matrix K = [;° ®(t)dt is inferior to 1, p(K) <1,
we have

t
E[N{] = h(s)+f W (t—s)h(s)ds, (3.31)
0

where ¥ = ¥ ,,2, ©*" and h(s) = [y u(s)ds, where ®*™ = ® % ... x ® (with n
terms on the right hand-side) and where the convolution product of two matrices
A(t) = {a;j (1)} and B(t) = {b;j(1)} is defined as the matrix C(t) = {c;;(1)}, such
that
cij(t) =) ajr* by;.
k

Proof. Let us first remark the elements of the matrix W are in L'. Indeed, by in-

duction we have, [;° " (1) dt = K™ and since p(K) < 1, the series 7 = ¥, K"
is finite component-wise, thus one gets:

f Y(ndt=K(Id-K)™. (3.32)
0
We will now show that:

t t
E[Ny] :f ,u(s)ds+[E[/ O(t—s)Nsds] VYt>0 (3.33)
0 0

Using that N;— fot Asdsisa (F;)-martingale (where (%) ;> is the o-algebra gen-
erated by the random variables Nsi; s<t;1<i=<d),wehave:

t t t s
E[N;] = [E[f Asds] = [E[f uis)dsl+ [E[f dsf D(s—u)dN,].
0 0 0 0

But, by Fubini’s theorem:

t S t t t t—s
fdsf cb(s—u)dNudu=f (f CD(t—u)dt)dNuzf (f CD(s)ds)dNu.
0 0 0 s 0 0

We denote F(t) = fot ®(s)ds and using an integration by parts we have:

t t
fF(t—s)dNS:[F(t—s)Ns]t+f ®(t— s)Nyds =
0 0 Jo
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t t
:F(O)Nt—F(t)N0+/ (D(t—s)Nsds:/ O(t— s)N,ds.
0 0

So we obtain: . .
ELN,] = [E[f w(s)ds] +[E[f O(t— )N,ds).
0 0

Using once again Fubini’s theorem:

t t
E[Ny] =f ,u(s)ds+f (¢ — s)E[N;] (3.34)
0 0

This is a classical renewal equation and the solution is given by (3.31). The
interested reader can find more on renewal theory on the book of David Cox
([41D).

O

Let us now prove the first part of Proposition[3] In order to ease further nota-
tion we take 7y = 0. We apply the previous theorem in the particular case of the

2-dimensional Hawkes process (J*,J7) with ® = (((; (g) and we successively
compute:
*n *n
- o= ((p(’)*" (’00 ) if nis even and ®*" = ((po (p(ln) if nis odd.

— h(t) = (h (1), ha () = (tu+ [y (FN) * gHwdu, tu+ [y (f(r) * g7 (wduw)
— e =EUF = J71 = (h(8) = ha (D) —x % (hy — ho) (D).
This proves Eq.[3.24]since h; — hy = f(r) x G.

In the case of I-HIM, we set H(t) = G(t) — Gx«(¢) and C; = C/||¢l|;. Let us com-
pute the derivative of H for t >0

H' (1) = G'(1) - G' *x (1) = —C1(1) — (6 — Crp) xx (1) = —C1 (1) =k (£) + C1p x K (1)
Using:
n=1 n=2

we obtain
H; = -1+ Cp)x(1).

This allows to find H(t) =1-(1+ Cy) fOtK(S)dS which proves (3.25). Eq. (3.26) is
a direct consequence of this equation when the rate r; is constant.

Proof of Corollary(7]
This Corollary is a direct consequence of the following Lemma (which links the
power-law exponent of ¢ with the one of x) and of the expression (3.25).

Lemma 5. Let p € (0,1]. Under the assumption ¢ = 92, [,  tPo(t)dt < oo if
and only lff[O,oo) tPx(t)dt < co.

Proof. We recall that x = C,’f:l(—l)"“(p(*"). Which in the Fourier domain be-
comes: A

P (w)
1+@p)’

k@)=Y (-1)"1¢p"w) =
n=1

By inverting the previous formula we get:

P(w) = K©) =Y & ().

I =]



3.8. Appendix

95

Returning in the time-domain we have:

o0
o=y k7. (3.35)

n=1

Let us remark the asumption ¢ = ¢*?

for the proof
o Letusassume that [;° tP@()dt < co.
Since k(1) = 0, it is easy to see that x*” > 0. So 0 < x(#) < ¢() and than
Joo tPx(n)dt < oo is evident.
« Letusassume that [;° tPx(t)dt < oo.
Let I, = [¢° tPx*™(0)dr,¥Yn=1,and [;°x(0)dt = c, c € R,. Using that the
function ¢ is concave for p € [0, 1], we get:

o0 t [oe) [ele}
I :f t”(f K(r—s)x(*’“(s)ds)dr:f (f (t+s)p1<(t)dt)1<(*n)(s)ds
0 0 0 0

ensures that x is positive. We are ready

Sf (f (t’”+s”)1<(t)dt)1<*(")(s)ds:/ (Il+cs’”)K(*”)(s)ds=c”Il+cIn.
o \Jo 0

Therefore for all integer N:

N N-1 N-1
Yhosh+( Y "|h+c Y In
i=1 n=1 n=1

And we easily obtain:

N-1 h

<
n=1 (1 - C)z
Thus, for N — oo:

I

tPondt=) I,=——<

Trading algorithms

All meta-orders of the database have been traded using different trading al-

gorithms. There are mainly three:

¢ aPoV (i.e. Percentage of Volume) is a trading algorithm for which the vol-
umes of the transactions stays in a narrow band (of width of the order of
a few percents) around a constant chosen as a fixed fraction of the es-
timated daily volume. Thus, "smart" limit orders are sent as long as the
integrated volume is in the band. When it is no longer the case, these limit
orders are canceled and market orders are sent instead.

e a VWAP (i.e. Volume Weighted Average Price) is a trading algorithm pa-
rameterized by a start time and an end time, which tries to make the in-
tegrated transaction volume to be as close as possible to the average in-
traday volume curve of the traded security (i.e. the U-shaped pattern on
the US stocks for instance, see [90] Chapter 2.1. for details about fixing
auctions and intraday volume curves around the world). It means that
the transaction volumes are higher (resp. lower) during the period of high
(resp. low) averaged activity.

¢ a IS (Implementation Shortfall) is the typical implementation of an
Almgren-Chriss like algorithm.

For more details about trading algorithms, see Chapter 3.3 of [90].
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The structural difference between the different trading algorithms

The relationship between r (w) (or r(w)) and T (w) are very different depend-

ing on the trading algorithm used for executing w. Tables and [3.6| give

some basic statistics on the main characteristics of the meta-orders correspond-

ing to each trading algorithm (see Section 3.2]for notations).

’ Characteristic \ Mean \ Std \ Q5% \ Q25% \ Q75% \ Q95% \ Kurtosys | Skewness
N(w) 74.5 108.9 11 20 84 247 6.2 79.9
r(w) 2.33% 3.75% 0.07% 0.31% 2.62% 9.65% 3.55 20.53
o(w) 32.86% | 73.18% | 11.59% | 18.89% | 38.58% | 69.12% 72.9 5918
v(w) 0.231 1.496 0.003 0.013 0.132 1.034 37.1 1797
T(w)(inmn) 62.6 92 0.95 6.61 74.38 277 2.42 9.07
r(w) 20.39% | 11.31% | 2.97% | 13.12% | 26.18% | 36.3% 1.24 8.15

Table 3.4 — Statistics on the main characteristics of the meta-orders for PoV algorithms

(see Section[3.2 for notation and|3.2 for algorithm description). Qp% stands for the p-

quantile of the distribution.

’ Characteristic ‘ Mean ‘ Std ‘ Q5% ‘ Q25% ‘ Q75% ‘ Q95% ‘ Kurtosys | Skewness
N(w) 78 131 11 19 83 276 7.18 108
r(w) 2% 3.16% | 0.07% | 0.292% | 2.184% | 7.74% 4.97 40.41
o(w) 27.30% | 44.45% | 10.95% | 16.99% | 32.23% | 54.61% 109 15120
¥ (w) 0.334 1.054 0.003 0.014 0.3 1.441 28.64 1485
T(w)(inmn) 250 131 24 129 330 450 -0.29 2.1
r(w) 5.36% | 8.05% 0.2% 0.82% | 6.24% | 22.03% 3.28 17.86

Table 3.5 — Statistics on the main characteristics of the meta-orders for VWAP algorithm

(see Section[3.2 for notation and|3.3 for algorithm description). Qp% stands for the p-

quantile of the distribution.

] Characteristic \ Mean \ Std \ Q5% \ Q25% \ Q75% \ Q95% \ Kurtosys | Skewness
N(w) 32 35 10 14 38 93 4.97 48.14
r(w) 1.04% 1.58% 0.07% | 0.216% | 1.25% 3.75% 5.69 64.73
o(w) 25.72% | 13.81% | 10.79% | 16.67% | 30.80% | 49.21% 2.85 21.92
v (w) 0.409 0.675 0.004 0.022 0.525 1.643 3.76 27.53
T(w)(inmn) 24 33 1.76 7 28.3 71.2 4.61 32.16
r(w) 11.76% 9% 4.26% 6.39% 13% 30.5% 2.71 13.24

Table 3.6 — Statistics on the main characteristics of the meta-orders for IS algorithm
(see Section[3.9 for notations and|3.2 for algorithm description). Qp% stands for the p-
quantile of the distribution.

Other statistics

Table 3.7] shows the distribution of meta-orders function of the stock ex-
change where the meta-orders are executed and Table gives some basic
statistics on the main characteristics of those meta-orders (see Section for
notations)
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Stock Exchange QUn Qe Qun Qlde)
Amsterdam 4.89% 5.43% 5.18% 5.65%
Frankfurt 13.34% | 13.27% | 13.37% | 14.54%
London 25.84% | 25.56% | 24.13% | 21.62%
Madrid 4.71% | 5.02% | 5.05% | 5.21%
Milan 6.08% | 598% | 5.34% | 5.120%
Paris 22.64% | 26.04% | 27.94% | 29.90%
Others 22.50% | 18.67% | 18.95% | 17.92%
Table 3.7 — Meta-orders distribution on different European Stock Exchanges for different
databases
Characteristic | Database | Mean Q5 Q25 Q50 Q75 Q95
Qlday) 73 11 19 50 80 249
N Qe 77 11 20 40 87 261
Qun 100 13 28 57 117 326
Qlde) 78 12 24 47 94 248
Qlday 130 1.6 13.4 52 262 415
T (min) Qe 122 1.1 11.1 49 239 410
Qin 85 4.5 12.8 33 102 339
Qlde) 40 4.1 9.8 23 56 140
Qlday) 2.12% | 0.07% | 0.30% | 0.73% | 2.33% | 8.69%
. Qe 1.78% | 0.06% | 0.25% | 0.68% | 1.89% | 7.19%
Qin 2.09% | 0.17% | 0.48% | 1.15% | 2.56% | 7.21%
Qe 1.20% | 0.14% | 0.32% | 0.70% | 1.51% 4%
Qlday) 14.25% | 0.43% | 3.35% | 12.11% | 22.57% | 34.12%
. Qe 13.82% | 0.38% | 3.12% | 11.48% | 21.93% 34%
Qin 16.01% | 3.85% | 7.98% | 15.23% | 22.76% | 32.41%
Qe 16.99% | 2.45% | 9.36% 17% | 24.13% | 32.97%
QW@ay13032% | 11.27% | 17.94% | 24.89% | 35.56% | 63.18%
o Qe 28.10% | 10.65% | 16.91% | 23.69% | 33.50% | 58.98%
Qun 27.89% | 10.68% | 16.89% | 23.62% | 33.388% | 58.35%
Qe 28.92% | 10.97% | 17.38% | 24.42% | 34.50% | 60.76%
Qlday 15.56 3.57 6.27 10.29 16.83 44.92
 (bp) Qe 12.08 3.41 5.57 9.01 13.58 31.97
Qun 11.98 3.57 6.16 9.73 14.17 28.85
Qe 1.075 3.40 5.47 8.64 12.705 | 25.75

Table 3.8 — Statistics on the main characteristics distribution of meta-orders for different

databases
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Chapter 4. Non-parametric estimation of Hawkes kernel decay

4.1

INTRODUCTION

Self-exciting processes were first introduced by Alan Hawkes [74}, [73] in or-
der to reproduce the ripple effects generated after the occurrence of an earth-
quake [I33]. They are intuitively similar to Poison processes, but unlike ordi-
nary Poisson processes, the intensity of Hawkes processes is stochastic and de-
pends upon their own historic events. Gradually, the model has been used by
scientists from different areas such as biology [68, (112} [115], genome analysis
[121], neurology [129} 119} 120], seismology [4} 132} 75} 87} 110], social behavior
(29}143,[123}[138] and epidemiology [135], to name but a few.

Nowadays, Hawkes processes are widely used in finance. Because cur-
rent transactions, which are discrete events, cause future trades [118], self-
exciting processes successfully engendered many applications. Without being
exhaustive, let us give some examples: microstructure dynamics [17], order
arrival [77, 25], market impact [18} [19], financial price modeling across scales
[16}86], volatility clustering [50], price co-jumps [30], limit order book modeling
(137,[127,[89,[126] among many other.

Every counting process (Ny)g, can be entirely defined by his intensity
(Ae) teR, -
P(N has ajumpin [t,t+dt]|.F;) = Asdt,

where P stands for probability and .%; is the sigma-field generated by N up to
present time . The most basic Hawkes model is a univariate counting process
such that its intensity A, satisfies:

t
/ltz,u+f @(t—s)dNjs, 4.1)

where p > 0 is the exogenous intensity and ¢ is a positive function with support
on R, called decay kernel. If ¢ = 0, we have a basic Poisson process. The uni-
variate Hawkes process can be shown to be well defined and to admit a version
with stationary increments under the stability condition:

Assumption1 ¢ =||pll :f pdt<1 4.2)
0

where ||-||; denote the usual £!(R)-norm. For a complete mathematical study
of Hawkes and more general point processes we refer the interested reader to
the Daley and Vera-Jones'book [45].

Since self-exciting processes are quite popular in different scientific areas,
they have long been studied in probability theory: see for example the books of
Daley-Vere-Jones [45], Brémaud-Massoulié [36,/34}35] or the recent research of
Zhu [141} 139, [140]. Recent studies (see [59, 47]) investigate the case of large d,
when the number of components may become increasingly big or possibly infi-
nite. With regard to the simulation of Hawkes processes, we refer the interesting
reader to (102} 103} (62} 46].

From a statistical inference point of view, one of the first studies belongs
to Ogata [111] and Ozaki [113], who investigated the maximum likelihood esti-
mator for some classes of functions, like exponential and power laws. For more
than two decades, these methods have been used for most of the applications.
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In 2010, Reynaud-Bouret and Schbath [121] employed a penalized projection
method to estimate ¢ in the univariate Hawkes model. The theoretical estimator
is adaptive for Hélderian functions with regularity (1/2, 1], under the hypothesis
that the decay kernel has compact support. In 2011, Lewis and Mohler [97]
used a maximum penalized likelihood estimation to simultaneously approx-
imate the background rate and the decay kernel of a multivariate model and
they numerically studied the convergence rate of the algorithm. Same year (i.e.
2011), Bacry et al. [15] proposed another non-parametric estimation method
for multivariate symmetric Hawkes processes, based on Fourier computations
and Bartlett specter theory and without investigating the convergence speed.
The aim of this chapter will be dedicated to this aspect. Recently, Bacry et al.
[20] propounded a non-parametric estimation method for general multivariate
Hawkes processes based on the explicit resolution of a Wiener-Hopf system
using Gaussian quadrature method.

This chapter is organized as follows. In the next section we introduce the
univariate version of a Hawkes processes and we set some notations. In sec-
tion 2, we present the framework of the article. We provide also the estima-
tion method and our main results. In section 3, we establish some properties of
the martingale representation of the Hawkes processes and the auto-covariance
function. Section 4 is dedicated to the proof of the main results.

Notation and definitions

Let us consider a univariate Hawkes process (N;);eg, with stationary incre-
ments described by (4.1). The conditional intensity (1) er, has itself stationary
increments with mean:

A =E[A;]. (4.3)
Or, using Hawkes notation:
A= E[dN¢]
- dr

Taking expectation of both sides of (4.1) allow us to compute A under the sta-
tionary hypothesis:
A=pu+/2A.

This equation has a meaningful solution only under the condition, ¢ < 1:

U

A=—.
1-¢

(4.4)
Inspired by Bartlett’s work ([24]), Hawkes point out the self-exciting point pro-
cess is uniquely defined by its first-order statistics (i.e. the expectation A of its
conditional intensity A(f) (4.4)) and the second-order statistic (or covariance

density):

EldN¢+rd Ny 2
= SlANr AN o 4.
o2 (4.5)

which does not depends on ¢ under the stationarity assumption. Indeed, he
proved (see [74}[73]]) that ¢ and v are related thanks to the equation:

v(T)

(@) =Ap(T)+(@*v)(T) VE>0 (4.6)



102

Chapter 4. Non-parametric estimation of Hawkes kernel decay

This is a Wiener-Hopf equation, which has unique solution on ¢ under some
hypothesis on v (see [107]). Knowing the ¢ kernel allows to recover u through
(4.4).
From a practical point of view, the covariance density v cannot be estimated
directly. Nevertheless, a similar quantity can be computed by discretization.
Definition. We define the (normalized) auto-covariance function of the
Hawkes process at scale & and lag ¢, by:

1
v () = 5 COVNu = Nu-py Nuvss = Nus 1)

:%[E[(foths—Ah)(ftthNs—Ah)]. (4.7)

The second identity does not depend on u because the increments of N; are
stationary. This quantity is central to our estimation method and can be easily
measured using empirical means. The estimation method proposed by Bacry et
al. in [15] is based on the following theorem:

Theorem 17. Let g (£) = (1 - |t|/h)*. Then v'™ can be expressed as a function
ofp and g:

v )= AgP () + AgP *w(t) + Ag™ x (1) + Ag x G x (D), 4.8)

where % stands for the convolution product, ¥(t) = w(—t) and v is defined as:
(o]
yn =) "7 (4.9)
n=1

where ™™ refers to the n-th auto-convolution of .
Corollary 8. In the Fourier domain and become:
FlvW = AZ (g1 + F ]2 (4.10)

and

Z ]
Flyl= ———.
(v] = Zlp]

where (1] is the Fourier transform of f:

(4.11)

9[f](w)=fe"'“’ff(t)dt, Vo eR (4.12)
R

The estimation procedure of ¢ proposed by Bacry et al. in [15] is based on
the empirical computation of v® and after that of & [v"]. Thus we are able
to compute |1 +.Z[y]]? since the ffunction g is known (see equation .
The central point of the estimation is the Paley-Wiener theorem which allows to
recover % [y]. But in the Fourier domain, & [y] corresponds to a unique & [¢]
(through equation[4.11I). Knowing % [¢] one can easily find our decay kernel ¢.

The Paley-Wiener theorem allows, under some hypotheses, to recover a filter
knowing the filter’s amplitude 1. Thus, we can retrieve 1 +.% [¥] knowing R =
|1+ Z[vy]| using the Hilbert transform:

1+ ZF[y] = Re” 7108k,

1. For more details regarding Paley-Wiener theorem see [114]. We do not argue why this the-
orem can be applied in our case, the interested reader is encouraged to see the original paper of
Bacry et al. [15].
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where the Hilbert transform, /-], is defined as:

1 t—u
— lim I )
T 0<e—0 u>|el u

A1) = du, Vfe SR,

where #(R) denotes the Schwartz space. The definition can be extended to
any space f € £P(R). Thanks to the Riesz theorem ([67]), we know the Hilbert
transform on #£? is a bounded linear operator for any p € (1,00). Moreover, the
Hilbert transform has a straight link with the Fourier transform via

F A f1l(w) = —isgn(w)F|[fl(w),

where sgn(-) is the € function. An immediate consequence of this link is that
F€|-] is an isometry on £?(R). Furthermore, the last formula can be used for
practical computations.

We would like to make some remarks about the quantity R. Using (4.9) we
can express R as a function of ¢:

(4.13)
1
R=———.
11-F gl
Furthermore, R does not depend on £, it is bounded:
1
=Rw) = ——,VweR, (4.14)

a+0) 1-9

and R? is equal (up to a constant, A/27) to the spectral density (or Bartlett spec-
trum) of the Hawkes process (IV¢) ;er. The interested reader shall find in [35}[34]
more information about the spectral density.

FRAMEWORK AND MAIN RESULTS

Framework

In non-parametric statistics, classes of functions are in general described by
some smoothness parameters. In this paper the smoothness parameters refer to
the decrease of the Fourier transform.

Sobolev spaces
We describe the smoothness of a function by the number of times it is differ-
entiable. In order to extend the notion of differentiability to non-integer values,
we use Sobolev spaces on R defined by:
W= {fe zz(m,f 1+ 0’1 Z[fl|*dw < oo},
R
equipped with the norm:

|If||§w=L(1+w2)slg[f](w)lzdw.

Proposition 4. Ifp € #* thany is alsoin W°.
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Proof. Obviously y € L1(R) because llwlly = €/(1—¢). We rewrite equation
as follows:

Y=@p+pxy. (4.15)

Using Young’s inequality we have || * || < |[yl1]|¢@ll2, so ¥ € £?(R). We find
w € #° thanks to the link between ¢ and v in the Fourier domain (4.11):

f(l +w2)3|,9>[w](w)|2dws[(1+w2)3|9[<p](w)|2/(1—2)2dw<oo.
R R

O

Remark 6. We want to emphasize that g/? € #* if and only if 0 < s < 3/2. This
is obvious after we use the definition of the Sobolev spaces and % [g"](w) =
4sin?(hw/2)/ (hw?). So, for s = 3/2, v ¢ WS, Bven if @ is “very” regular (its
Fourier transform decreases fast or very fast), v® is not. Nevertheless, since
g e, v — Ag™ e s*1 This is a natural consequence of the previous

proposition (4).
The &7 class
The &7 class is the collection of all continuous functions f such that:
11y = [ IR <o (4.16)

For all (y,r) € R2 the functions f € &7 are infinitely differentiable. Each
of those parameters affects the smoothness, so the accuracy of the best non-
parametric estimator, in its own way. One can verify that f(-) € &% if and only
if % f (7) € /7", We can refer of y as a scale parameter. When v is close to zero,

% f (?) is close to a Dirac distribution. From this point of view, the the biggest y
is, the smoother are the functions of the /7" class. The parameter r has a great
impact on the function type, since for r > 1, the functions in «/"" class admit
analytic continuation into the whole complex plane. If r = 1 the functions in
/7" admit bounded analytic continuation into the strip {z = x+iy, x>+ y* < y%}
of the complex plane (the scale parameter y affects once again the smoothness
of the class). If 0 < r < 1, the functions f € /7" do not have other interesting
properties except for the fact that they are infinitely differentiable. Nevertheless,
we can say their smoothness increases with r. Ibragimov and Has'miskii [82} [83]
were the first to be interested in this class of function. In the 90, Lepski and Levit
studied the adaptive estimation of the parameters y and r [92,93} 194} (14,95, 96].

Proposition 5. Ifp € V" thany is also in /7.
The proof is straightforward once we use the link between ¢ and v in the

Fourier domain (4.11).

Remark 7. Asin the case of Sobolev spaces (see Remark[6), v ¢ «#7", but v —
AgPegrr,

Framework

For technical reasons, we are not able to accurately control the behavior of
the estimator if u tends to 0 or infinity, but also if ¢ tends to 1 or ||¢]| tends to
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infinity. In such cases, the number of point in the process is either exploding or
vanishing. Since our estimator of v” will be computed only on a finite interval
I (from practical viewpoint), we need an assumption on ¢ ensuring the mass of
v™ on the interval I¢ is unimportant. This could be done by assuming ¢ has a
compact support. Let us define for all positive real numbers 0 < g < 1,0 < €y <
1, ¢ and A the following subsets of R x #S and R x &/ 7"

W i lospA = {(u, Y€ o, ) x #S < supp(f) < [0, 4] and

A
f f(dt<£,,0<f()<¢ Vte [O,A]}.
0

A o= {w, £) € o, pa) x 7 supp(f) < [0, Al and

A
f fdet<ty,0<sf(t)<¢ Vte [O,A]}.
0

Let us prove that the hypothesis that ¢ has a compact support guarantees
the concentration of the mass of v on a known compact interval:

g s Y,r .
Proposition 6. Ifp € WMO% Copyp OT P E ”duo,ul, Corb A then v has an exponential

decreasing. More precisely, there are two constants a > 0 and C > 0 depending on
A, ¢y and ¢ such that:

v (1) < Cexp(—at),Vt=0. 4.17)
Proof. We recall the y definition (4.9):

w(t) — Z (P(*n)(t)-

n=1

Since 0 < f(t) < ¢, V¢t € [0, A], we have for all £ = 0:

t t
NRIGE fo P(t—s)p(s)ds< (,bfo @(s)ds < ply.
By induction we obtain
p*M (1) = peyt

By another simple induction, it is easy to see that supp(@™*’) c [0, nA]. Putting
together the two last remarks, we have for all ¢ = 0:

vin= Y "= Y ooyt

n=|t/ Al n=|t/ Al
Thus @ o
Lt/A]-1 _ 3 3
po s = exp(~In(1/6o)(L£/A] - D) <
¢
<10y exp(—ln(l/zo)(t/A—z)).

Finally we obtain:
(1) = Cexp(-ail),

=% — In/6o)
where C = AT and a= —;". a
s vr (h) :
Corollary 9. If ¢ € 7//“0,“1, opa OT P E ‘Q{Moymy Cob A then v''"Y has an exponential

decreasing.

This is a direct consequence of previous Proposition and Definition (4.8)
since g has a compact support.
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Construction of the estimator

Assume that we have the access of the all jump times 11, fy,...,; of the
Hawkes process on the interval [0,2T]. Let us summarize the different steps for
the decay kernel estimation:

1. Estimate the average intensity A:

. Nr
Ap=—. 4.18
T= 7 ( )

and set [\’} = max(uo/ (1 —£g), A7).
2. Set h > 0 “small enough” and estimate the auto-covariation function
v (1) for 1 € [0, ar] (ar will be optimally chosed):

118

/h]
o (==Y (AN(Gh) -hA%)(ANGh+1) - hA%), (4.19)
i=1

|

where AN(ih) = N(ih) = N((i — Dh). For t € [~ar,0] put 7 (1) = 0P (- 1)
and for ¢ ¢ [-aT,ar] put ﬁ(Th)(t) = 0. We will need the mass of v to be
concentrated on [—ar,ar]. Since v'” has an exponential decrease, ar
will be a function of log T

3. Decompose the function ﬁgf’) - A*g(h) on a Fourier base (f;);=0 on the
interval [-ar,ar].

ar
(

o - L o (1) - K*rg (1) fu(D)dl, (4.20)

ZaT -ar

where f,,(t) = exp(—i2nnt/ar).

4. Approximate the Fourier transform of v by
)y _ A Y 2 S A
Z10\" = A5 7 (g™ +ZLén,T9[fn],

where L is a positive integer which will be optimally chose later on.

5. Set f?;(h) = max{ﬁ(Th), 1/(1+ fo)}, where:
Py =4 \ Fgow Tlel=) (4.21)
1 if |w| > 2
: p*(h)).
6. Compute the Hilbert transform of log (RT )
P = 7llog RY ™ (4.22)

7. Compute the Fourier transform of ¢ using the Paley-Wiener theorem:

€W
FIPP1 =1~ — (4.23)
Ry
8. Invert 9[(2)(;’)]:
~(h) -1 ol
Pr =7 [1_1?*(}1)]

T
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Obviously, our procedure depends on the scale parameter & and the asymp-
totic parameter T. As soon as the notation do not lead to confusion, we will not
“write” the dependence on % and T. For the rest of the paper, we will write A*
instead of f\}, D instead of ﬁ(]f”, g instead of g™ and so on.

Discussion on h

From a theoretical point of view, the estimation method works for any #.
But Z(gl(w) = (4/w?h)sin®(wh/2) cancels for all w = 2nn/h,n€ Z,n # 0 and it
is not straightforward how to invert (4.10). So, as long as h is “small enough”,
we compute R only on the [-7/h, 7/ h] interval (step 5 of our estimator con-
struction). Consequently, we need to have the mass of |1 + & [y]| concentrated
on the [-7/h, 7/ h] interval, so we need h “small enough”. In order to obtain }?;
in equation , we divide by 3?[g(h)], which is close to  on the [—-7n/h, 7/ h]
interval. So we need h “large enough”. The last two constraints on h forced us to
choose h in order to obtain our best convergence rate.

Remark on estimation method

As we stressed before, the function g is not “so smooth”,, i.e. g ¢ #° for s >
3/2 (orin «/7"). Thus, the step 3 is important since the function g is known and
v—Ag verified the same conditions of “smoothness” as ¢. We use the linearity of
Fourier transform and we integrate what we have remove in the step 3, i.e. Ag, in
the next step. The remaining of our estimation method coincides avec the one
of Bacry et al. [15].

Main results

Let us introduce some notation:
— For f € LY R) N L%[R) and a positive number a we denote by D,(f) =
F11 - 2, FAndt.
— For a function f € L2R), a positive integer N we denote by By ,(f) =
Y .=~ |cnl?, where ¢, are the Fourier coefficients of the function fli—aa-
With this notation we have:

N

Theorem 18. We work under the Assumption 1. If (u, ¢) belongs to 71/#0 11, Co,p, A"
our estimator (,b(ﬁ) of the decay kernel ¢ satisfies:
L v Bro(v—Ag) v Dg(v)

~(h)12 -1
Elllp - 151 < 771 v e -

VD2 (Flyl),

where < means inequality up to a constant that depends on A, to, 1,4y, ¢, and
M only.

Remark 8. The hypothesis of compact support of ¢ can be replaced by a hy-
pothesis of power law decrease: ¢(t) < t~%, for t = t; and k = 1. We find similar
bounds and the proof is nearly the same, it suffices to decompose v’ in a
wavelet basis of %2 which verifies that the £!-norm of the functions of the
basis is uniformly bounded by a constant M > 0. For computation’s simplicity,
we work under the compact support hypothesis.
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Corollary 10. Ifp e 7// fora = logT,h=L""! = T~ we have:

0,t1,00,$, A’ logl

_2s-1
Elllp - @131 < T™ 25,
where < means inequality up to a constant that depends on A, uo, 41,4y, ¢, and

M only.

Proof. Since y € #* (Proposition 2.1), D2 (F[y]) < h2S = T2,

We bound the term Da(v) usmg the exponential decrease of v
(Proposition 2.3). Taking a = 1 g 71og T 'we have

Da(v) S T2

Furthermore g€ #'!, so v— Ag € #**! and we have:

25+2

Bro(v—Ag) <L %% = 77a,

Let us remember that By ,4(f), is a sum of Fourier coefficients of the function
f1li=a,q. So, the last inequality must be detailed. Let us note d,(f),n € Z the
Fourier coefficients of function f.

Bro(v—Ag) =) ldn((v—AQli—ga)l* =

n=L
23 ldn((v=A)P+2 Y ldn((v— A8 (—oo-aju(a-on) I
n=L n=L

We can use that v — Ag € #°"! to bound the first term. Since v — Ag has an
exponential decrease (concequence of Proposition 2.1), the second term can
be bound by

2010 = A (oo -a1ua-o00)lls < T72.

The proof is now complet. O

fora— )I/T

Corollary 11. Ifp e o

1
i Lo A7 logT,h=L"'=y"!(logT
have:

log[
[E[||(P A(h)||2]<7/ (logT)Z/rTfl’

where < means inequality up to a constant that depends on A, po, 41, %o, P, and
M only.

Proof. As in the previous case, «a is chosen such as Dy (v) < T2, Since wedV"
(Proposition 2.12), D x (F[y]) < T2 We recall that g € #', so v~ Ag € 47,
which give us Bz o (v — Ag) < T™!. The proof ends by putting all those estimates
together. O

Comments At the end of 2000, B.Y. Levit was interested in the estimation

of “very” regular functions (for example the =/ class). In a series of papers
(see for example [12], [11]), he showed that under different statistical models,
the convergence rate of estimators is the best we can hope, T~! (where T is the
asymptotic parameter). From this point of view, our estimation method is good
enough.

In the case where the ¢ function belongs to a larger space, #°° in our case,
the convergence rate is not optimal. This is a shortcoming of the estimation
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method. The problem appears in step 5, when we divide by % [g]. As we stressed
before, since #[g] cancels for all w = 2nn/h,n € Z,n # 0, we compute quantity
R only on the interval [-7/2h, /2h]. This give us our worse bound L/ T h which
derived from the variance of the coefficients ¢,. We show in Proposition 4.3 that
E[|é, — cx]?] < h/T and this is the best we can hope. Indeed, take step 1 of our

estimator and rewrite:
T/h

1
p==) Z,
T i=1

where Z; = (AN(ih) - h[\}) (ANGh+1) - hA}) The variables Z; are positive
correlated and we show latter on that [E[Zl.z] has the order of h?. This is consis-
tent with the fact that Z; is the product of two martingale increments of length
h. We can easily see:
1 T/h
Ello() - v(0* = Zl E[Z]].
i=

Thus, E[|7(#) — v(2)|?] has, at least, an order of i/ T. In this condition, it is hard to
believe the inequality E[|¢;, — cnl?] < h/ T is suboptimal.

Numerical illustrations

Let us illustrate the estimation method as defined previously using simu-
lated Hawkes processes. All the simulations have performed with the thinning
algorithm described in [109]. We consider a power-law decay kernel:

o) =8t +1)P1 20,

with 8 < —1 in order to satisfy ¢ € £ (R). We choosed delta = 0.1,y = 0.16 and
B =—1.2. In this case we have ||@||; = %yﬁ“ =~ 0.72 < 1. The simulated pro-
cess contains around 35.000 jumps for T = 10000 seconds.

We estimate v from the realization of a Hawkes process (N;) ;=o. We then
strictly follow the method described in previous section in order to estimate the
decay kernel ¢. Let us point out the importance of the step 3 where, before de-
composing ¥ in a Fourier base we remove the quantity Ag. The reason is the g
function is not smooth enough. Figure shows the importance of this step.
Indeed, we observe that around ¢ =~ 0.5 the auto-covariance function v is not
“so-smooth”.

Let us show the ¢ estimation. One can see that, up to an additive noise, the
estimated kernel fits well the real one:

PREPARATION FOR THE PROOF

Martingale representation

Let (M) =0 be the (#;)-martingale compensated process (N;):>o defined
by:
t
Mt:N[—f Atdt (424)
0
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Figure 4.1 — The auto-covariance function v\ @7) and it’s estimation 0"
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Figure 4.2 — Non parametric estimation of one dimensional Hawlkes process using method
described in Section 4.2 from a unique realization with 35.000 jumps with power-law
kernel p(t) = 5(t+7)P1129,6 =0.1,y = 0.16 and = —1.2.

This identity can be rewritten in its differential form : d N; = dM; — A;dt. It can
be shown (see [16]) that
Ae=AN+y*dM; (4.25)

where y x dM; = [y (t— s)dM;. These two identities allow us to prove the next
lemma:
Lemma6. Lett) < tp < t3 < t4. Then we have:
1. Ifty # to, E[dMy, dM;,] = 0;
EldM7] = Adty;
Ifts < ty, E[dMy dM,dM,dM;,] = 0;
Ifty<ty=t3=ta, E[dMydM3 ] = Ay (1 — t))dtyd ty;
Ifty=ty=13=13, E[dM} ] = Adty;
Ifti <t <tz=1y,

S O A

Eld My, dM;,dM2) = Ay (13— )yt — h)dhd b d t3;
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7. Ifl'lzl'2<l'3=l'4,
E(dM? dM?) = (A2 + AWt — 1) + Ay *(f2 — tl))dtldtg.

Proof. 1. Itis only the consequence of the fact that (M) ;»¢ is a martingale.

2. Using we have: E[dM? | = E[dN?] - 2E[dy] A, d 1y + A2 dt?. Keeping
only first order terms in d #;:

EldM?]=E[dN;] =E[dN,] = Ad .

3. Similar to point 1.
4. Using the notation E,[-] = E[|.%,], we have:

EldM;, dM;) = E[dM;,E; [dM ]].
We keep only first order terms in d,:
Ei; [AM}) = A, diy.
This allows us to find:

EldM;, dez] =E[dMy A, dt] =EldM,wxdMldt, = [E[fw(tg—s)dMdeﬁdtz].
Using point 1, E[d M;d M;,] # 0 only for s = ;. So we finally obtain:
EldM;, dM;] = Ay (1, — h)dn di,.
5. Same computations as in point 2:
EldM}]=E[dN}] =EldN,] = Ad .
6. Like the previous case, we first have:
EldMy dM,dM3) = E[dMy, dMy, Ay, dts) = IE[qu/(tg—s)dtngtldM[ZdMs].

Since E[d M, d M, d M;] = 0 for s # 1, we deduce:
E[d My, dM;,dM;] =y (t3 - t)d 3E[d M, d M.

Using the same technics as before: E[dM;, dez] = Ay(t, — h)dtdt,
which allows us to complete the proof.

7. First we have: E[dM; dM7 | = AdtE[d M} ] +E[dM; w x dMy,1dt,. Using
point 2, E[de1 ] = Adt;. It remains to calculate:

EldM2y x dM,,) = [E[wa(tz — $)dM? dMj).

The only non-trivial case is for s < ;. If s = 11, [E[szl = Adt; (similar
point 1). When s < #;:
EldMdM; ] =E[dMA, dty] = Ay(n - s)dds.

Putting all together:

[E[dM?lU/*thz] =Ay(—th)dhdt + A Yty —S)y(ty —s)dhdr

s<ty

- (A2 + AWt — 1) + Ay * (£ — tl))dtldtz.
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Convergence speed of auto-covariance function

Let X; = Ny —E[N;]. We know (see [16]) that:
X = Mt+w*M(t) =M;+Y;,

where y*x M(t) = f[R W (t—s)M,ds. This decomposition is very interesting for us:
once we have found a property verified by the martingale M, we will prove that
Y; and X; satisfy the same property.

Let us look more closely at the auto-covariance estimator . Using
E[AN(ih)] =E[AN(ih + )] = Ah, we can rewrite (4.8):

1 |T/h) . .
JOEEDY (Ax(R) + (A= A%)R)(AXER+ 1)+ (A= A%
i=1

LT/h] ae XT4r— X . ¢ A
=7 Y AXGWAX(Gh+ t)+h(A—A*)%+h(A—A*)7T+h(A—A*)2.
i=1

We finally find:
2P () = v* (1) + vA(D) + cp, (4.26)
where:
LT /h)
v*(0) = 7 Y. AX(RAX(ih+1),
i=1
A (XTee— Xy X7
H=hA-AY =/ =420,
va(t) = h( ) T + T
ca = h(A— A2
Let
v () = v1(6) + v () + v3(8) + V4 (8)
and
v*(0) = 01(8) + D2(8) + D3(2) + 04 (2),
with:

i=|T/h]
n@®=Ag"@® and 01(H= Y AMGERWAM(ih+ D),
i=1
i=|T/h]
va(t) = Ag™ x () and D2()= Y, AMIRAY(ih+ D),
i=1
i=|T/h]
v3(t) = Ag™ * (1) and D3()= Y. AY(iWAM(ih+ 1),
i=1

i=|T/h]
va(®) = AgP xw () * (1) and 04(t)= Y AY(RAY(ih+ 0.
i=1

Bacry et al. [16] proved that for every ¢, D;(t) — v;(f) — 0 in L%P)as T — oo,
Vi € {1,2,3,4}. Our next result indicates the convergence rate of 7;(t). Similar
results can be proved for 9;(1), i € {2, 3,4}, but we don’t need them in this paper.

Proposition 7. LetO<h<1.

1. Forany t = h, we have:

E|10, () — v1(D)]? <h
1 1 NT-
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2. ForanyO0 < t < h, we have:

1

E{1D:(0) — v1(D)1?| < =.
|01 (1) — v1 ()| ST

Proof. 1. In this case, t = h, v1(t) = 0. Introduce Z; = AM(iR)AM(ih+t),i =
1...,LT/h], the Z; are centered and uncorrelated random variables. Indeed, the
increments AM(ih) and AM(ih+ t) do not “intersect” and the martingale prop-
erty allows to find E[Z; Z;] = 0 for i # j. Since M, has stationary increments:

1
[E[lﬁl(mz] = ELT/hJ[E[Zf‘].

Let us compute:

h ph pt+h pt+h
E[Z{] = f f f f E[dM;, dM;,d M, dM,,].
0 JO t t

The expectation is non-trivial only when #3 = #;. Since t > h, t3 > f; and t3 >
ty,we are within point 6 and 7 of the previous lemma:

h pt+h h ph pt+h
E[Z%] = f f E[dM; dM; ] + 2f f f EldM;, dM;,dM7] =
0 Jr 0 Jn Jr

h pt+h
f f (A2+A1//(t3—t1)+Aw*1/7(t3—t1))dt1dt3+
0o Jr

h ph pt+h
2](; f f Ay (ts — )y (t, — h)dhdhdts.
1 Jt

First term can be bounded directly by 72 (A% + Al|||oo + AllY % ¥loo). In order to
bound the second term we use ftHh Y(t3 — t)dts < ||yll;. It follows that:

E[Z2] < h* (A% + AllYlloo + 3AlW ool w1, (4.27)

which completes the first part of the proof.

2. Let us decompose 7, () = Sy + Sz + S3, with:

1 LT/h)
S1 =T Y (M(i—l)h+t_M(i—l)h)AM(ih+ 0,
i=1
1 LT/h)
32=? > (Mih_M(i—l)h+t)(Mih++t_Mi )
i=1

1 LT7h) )
53=? > (Mih_M(i—l)h+t) .
i=1

Since the increments in S; and S, are disjoint, E[S;] = E[S2] = 0. In the same

way as before we bound [E[S%] < hlT, [E[Sg] < h/T. Using the first 2 points of
2

the previous lemma, [E[(Mih —M(i_l)h”) 1=A(h-1),s0[E[S3] = v;(1). It remains

to bound E[(S3 — v; (£))?]. Let us compute [E[A‘}] and [E[A‘?A‘j‘.], where A; = M, —
Mi-1yn+e-
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« In order to simplify the expressions we write [ = h— t. Using the stationar-
ity of the increments of M, we have:

I pl pl opl
E[A}] = f f f f Eld M, dM;,dMdM,] =
0 JOo JO JO

l I pl I pl
fO[E[dM?I]+4/ f [E[thldM§2]+12f f E[dM? dM;, ]+

+24fff[E[thlth2dM[3]
5]

The first term is equal to Al.

The second term is equal to fol fol Ay (t, — t1)dt1dt2 and can be bounded
by IAllyll:.

The third and fourth term can be bounded by [? (A2 + AllYlloo +

Allwlhllwlloo), and Al |1y leo (similar (4.27)).
In conclusion:

E[Y;]1 < 1. (4.28)
o TermE[A7A7]. Leti < j:

E[A7A7] = f f f f EldM;, dM;,dM, dM,,).
(i-Dh+tJ(@-Dh+tJ(j-Dh+tJ(j-Dh+t

The expectation is non-trivial only when t3 = #4. We find ourselves in the
case of the previous lemma, point 6 and 7:

[E[AZAZ] = f AN+ Ay(ts— 1)+ Ay Ptz — t)dtd s+
(i-1h+t 1)h+t

ih
2/ f f Ay (i3 — )y (- t)dhdbhdiz =
(i-Dh+t (j-Dh+t

A2+ A(Sy g+ So.k + S3.0),

where k =|j—i| and:

I pkh+l
Sl,k:/ f w(ts—t)dhdts,
0 Jkh

I pkh+l
Sz,ka f wxyY(ts—t)dhdts,
0 Jkn

1 pl
S3,k=2fffhkh”w(tg—tz)wuz—tl)dtldtzdtg.
0 Jn Jk

Setting N = | T/ h], we have:

EL(S3 - v1(0)?] T2 Z E[A}] + Z E[AFAZ] - 7 (D)

Tzl#J
1 . 212
<7 L B4+ N(N DA =0 (0] + = Z(N k) (51,1 + S,k + S3,8)-



4.4

4.4. Proof of the Theorem

115

because [ < h). The second term is

ﬂ. It suffices to bound

First term is bounded by < =7
bound by AZZZI—NU}Z_” —-L= A%l

N
5 > (N=K)syk,
iS5

because the same technics can be used for the other two terms. Let us note
V(1) = [[Pw(s)ds and ay = fokh W (s)ds. Since v is a positive function, W is
a positive and decreasing function. We deduce

h p(k+1)h
Sl,ksf f Y(ts—t)dhdts =
0 Jkh

h
f (‘I’(kh— 1) —Y((k+1)h- tl))dtl — g 205+ Gy
0
But

N
Y (N-k)s1x=Nai—ay < Nay.
k=1

Using a; < h||w]|, we finally obtain:

! §N (N = k)5 1 < ~
— —k)s —.
T = bk~

The proof is now complete.

PROOF OF THE THEOREM

Proposition 8.

. 1
E[A-A21 < - (4.29)

Proof. Clearly E[|A — A]] = [E[N2/T?] — A®. The previous lemma helps us to
compute:

T pT
E[NZ] = [E[f0 fo A A, dtydy] =

T (T
[E[f f (A2 + Ay x dMy, + Ay x dMy, + 9 * d M,y * thz)dtldtg].
0o Jo
The first term gives A?T?, second and third term are trivial. The last term gives

ZAfOngU/*lfl(tg — f)dtdt,. We obtain:

o 2N (T T
E[|A—A| ]:_Zf W*W(tz—tl)dfldl'z.
T 0 51

Integrating with respect to #, leads to:

<o 2A (T _
EIA-AIl=— | llyxylhdn.
T4 Jo
Thus we obtain:

E[|A—-Al]?] <

)

2A|ly|?
T

which finishes the proof. O
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Proposition 9. Forany T =1 we have:
E[X7] < T2 (4.30)

Proof. Let 0 < t < T. We will begin by proving E[M}] < T?. The computation of
E[M?] is similar to (4.28), so we find the upper bound:

EIM}] < t+ 1 < T2

Let us prove that Y7 satisfies the same kind of inequality:

T 0T T pT
[E[Y;*]:fo fo fo fo W(T— 1)y (T— 1)y (T—13)9 (T— 1) E[My My, My, My )dtydtod tsd ty.

Using Cauchy inequality we have:

~

4 4 4 4 1/4 2
E[My, My, My, M;,] < ([E[Mtl][E[MIZ]IE[M%][E[MM]) < T2,

It follows that:
E[Y;] < iyl T2,

In order to finish the proof, we observe that: X7 <4M;} +4Y. O

Proposition 10. For all n € N, we have:

(4.31)

Nl s

Ellcn, — én|2] <
where

1
Cn:_
a

a
f() (v(r)— Ul(t))fn(t)dt.

Proof. Letc, = é()’n + i+ CA'zyn + égyn +Cqp+ (:‘5,71 + 66,11: where:

1 (e A
50,n=af0 (1 (1) - A*g) fa(n)dr,

L
co,n=—f v (1) fun)dt,
a o
oo_Lqe .
Cin= Efo vy (D fu(ndt,Viell,2,3,4},
1 a
é5,n:_jv VA(t)fn(t)dty
aJo

1 a
Con = —f cafu()dt.
a Jo
We plan to use the following inequality
A 12 A 2 A 2 A 2 A 2
lcn— Cnl” S Conl” + 11,0 — Crul” +1C2n — Conl” +1C3,n — C3 5"+
A 2 A 2 A 2
|C4,n_c4,n| + 1G5l +|06,n| ,

and bound each term separately, where:

1 re
Ciin= Eﬁ Vi,n(t)fn(t)dt-
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o Since v) = Ag, |&nl> = (A* = N)?/a? (fo g(t)fn(t)dt) Using Proposition

4.1 we obtain:
hZ
|C0 n| < ?

o Let us first remark
1 a
Cl,n_él,n:_f (v1(8) = 01(D) fu(=D)dt.
a Jo
By the triangle inequality:
1 ([ A 2
~ 2 ~ ~
le1n = el s;(fh 01(1) fu(0)dt) +$(f0 (W18 = 01 () fu(D)dt] .

We will bound the two terms separately. Using the Cauchy inequality and
Proposition 3.1.1, we successively have:

a
[E[(fh l/1(l‘)fn(t)dt ffVl(l‘1)l/1(l‘z)fn(l‘l)fn(tz)dhdfz]

th [h E[01(121) 01 ()11 fu (01) fr (R d 1A 2

Sjl; fh [E[ﬁ%(tl)]I/Z[E[ﬁ%(tznl/zlfn(tl)fn(t2)|d[1dl’2

2

h (¢ re ha
S—f f | fa(t) fu)ldtidt, = —.
TJn Jn T

We reproduce the steps use before and Proposition 3.1.2 to deduce:

h2
f (v1(1) - Ul(t))fn(l‘)dt f Ifn(t)ldt =T
Putting all together, we finally obtain
. h
Ellcy,n — Cl,n|2] < ?

e Set M; =0and y(¢) =0 for £ <0. We first have

Y: =f0 Y(s)M;—sds,

therefore o
AY(ih+ t):f Y(SAM(GEh+t—5),
0

hence oo
vy (1) =f0 Y(s) vy (r—s)ds.

Second, we now write

1 a o0
Cz,n_éz,nzgj; fn(t)dtfo dsy(s)(vni(t—s)— vy (t-9) =
1 o0 a
Efo dsf dtf(Oy(s)(n(t—s)—vi(t—9) =

1 [o° s+h
Efo ds[ dtfu(Ow(s)(vi(t—s)— vy (t—9))+
N
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1 (e a
+—f0 dsf hdtfn(t)t//(s)(vl(t—s)— vy (t-9))
s+

a
We reproduce the steps we use before for the previous term, except we
have double integral. Nevertheless, the path of demonstration remains
the same: Proposition 3.1 and Cauchy’s inequality. We will show only the
line of proof for bounding the first integral.

oo s+h 2

E (fo dsf dry(9) (i (t-9)- v} (t-9))
N

=

00 s+h
ffo ff El(v1(t1 = s1) — v) (71— s1)) (v1 (12 — $2) — v} (12 — 52))]

v (s fn(t) fu(B)ldsidsdtidt <

o s+h
ffo ff [E[(Ul(l‘l—sl)—Uf(tl—81))2]1/25[(111“2—82)—Uf(t2—52))2]1/2
N

Y(sDy(s2)dsidsdtdiy <
0 prsth py Rllyll? K
i = < —.
ffo ffs TW(Sl)llf(Sz)dSldszdl‘ldtz T ST
Similar technics are sufficient to bound the second integral and to obtain:

. h
[EHCZ,n - 02,n|2] < ?

Thus, this term has also the right order.
» We proceed likewise for the terms E[|c;,,, — éi,nlz], i€{3,4}.
e The arguments needed here are quite similar to those used before:

2

a?T?

El s, 0l*] = E

A @ 2
(A—A*)Z(fo (Xr+i= X+ X1 f(D)dt) ]

2

a’T?

2h?

<
a’T?

E

+

a 2
[E[(A—[\*)ZX%UO fn(t)dt) ]

For the second term we use |[A — A*| < |A—A| = |Xr|/T and Proposition

a 2
(A—A*)Z( fo (XTH—Xt)fn(t)dt)

4.2 in order to find:
2h2 f 202 a 2 h2
perois (A—A™) XTUO fn(t)dt) ]gﬁ

For the second term we successively use the Cauchy’s inequality:

21 [E[(A—f\*)z(fw(X - X)) (t)dt)z]

a2T2 o T+t t fl’l

i A 4172 g 4]
= LA - 1)) [E[(fo (Xm—Xt)fn(t)dt)]

1/2

h? R a 4

=— TZ[E[(A—A)‘H“Z( f f f i [TE s 0= X ) 1A fu () i (82) i (83) fa(20) At
i=1

We remind that (X;)=0) has stationary increments and we use same in-

equalities as for the first term before to conclude:

2

g h
EllCs,n"] < T2

Thus, this term has also the right order.
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+ Using Proposition 4.1 we have
Ellé6,nl”] < R*EL(A - A*)*(A - A*)?].

By the definition of A*,|A — A*| < g, and we deduce:
Ellé6,n1°1 < »
6,n ~T .

This last term have also the right order.

The conclusion follows. O

Proposition 11. If||R - R*||; <€ than||lp - §ll, Se.

Proof. Thanks to Plancherel’s theorem, it remains to show ||Z [p] = Z @]l S €.

Let us remind:

Flpllw)=1- LeiiﬂlogRuw) —1— cos¢(w) . sing(w)
Rw) ) R)

where ¢ (w) = A [log Rl (w).

’

|Z[P)(w) - Flpl ()] =

cosé(w) B (:osf(a)))2 N (siné(w) B siné(w) 2 3

R*(w) Ry R*(w) Ry
1 1 2cos¢@) —éw)
R%(w) R*2(w) RR*(w)
L 2 2 _ 2cos(@) —éw) _
R2 )  R*2w) RwR*@ RwR*w@  R@R*@w

A 2 £
(R@) - @) asin? (£e2ze)
= +
R2(0)R*2(w) RuR}

We use the boundless of R (4.14), the definition of R* (4.21) and the basic in-
equality sin|x| < | x|, to deduce:

R
R*

IF (@] - Flpllla < A+ L0)*[IR— R* |l + (1 + £0)* || #[log =112
Since [|Z[f1ll2 = lIfll2,Yf € L2(R) (see [67] for more technical precisions), it
remains to bound ||log%||2. Let M = max(R, R*) and m = min(R, R*):

R M(w) M(w) — m(w) M(w) — m(w)
|log —| =log =log( +)s ————
R* m(w) m(w) m(w)

< (1+£)(M(w) — m()) = (1 + £o)|R(w) — R* (w)|.
This allow us to find ||#[log }%] 2 <IIR- R*| |2, which finishes the proof. O

Proof of Theorem 2.1

Proof. We have:

v=Ag+ Y Cnfn+ Vi—co-alulaocols
nez

L
D=A*g+) enfn
-L
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The triangular inequality helps us to find:

L
N ~ ~ 2 N
NZWI-Z 0115 =1lv-015<4| (A-A*)NIgl5+ Y len—alP+ Y lenl* +1Vcoo-alutascolll3 | -

n=—L |n|>L

Concerning the first term, we have || g| |§ =2h/3 (direct computation) and using
Proposition 4.1 we obtain:

EI(A—A*)11gli3] <

Nl s

The bound for the second term is a direct consequence of the Proposition 4.3:
L Lh
EL Y. len—Eal’1 S —
n=-L T

With the notation introduces in section 2.3, we have:
. Lh
||9[V]—9[V]||2§TVBL,a(V—Ag)VDa(V)- (4.32)

According to Proposition 4.4 it remains to control E[||R— R*|2]. We recall R* = 1
ontheinterval J = R\[-n/2h,1/2h]. We use the fact that R = |1+ [v]] to obtain:

11 = RN 1 @)l5 < [1F @11 (@)ll; = D 2 (F ). (4.33)
On the interval J¢ = [-n/2h,/2h] we have:

VZllw)  IVZFIDl(w)]

IR(w) — R* ()| = | | < I(w) + I(w),

where
. VZFvl(w) VZ[V](w)
I{w) =| = |
\/Ag[g](w) \/A*g[g](w)
and A
Hw) =] F[v](w) F[0](w) ]

VA Zlglw) /A Figlw)

Let us bound the two terms separately:
— Theterm I

_VZ(Ww) A—A* - R@) A-A*
VZI810) VAR* (VA + VA VA*(VA+VA*)

Using Proposition 4.1 we obtain

I(w)

(A — A*)? 1
(1-20)? A*X(A+A*) ~ T

E[|1I5] < (4.34)

l

— ThetermII:
First, we have

|7 [v](w) - F[D](w)]

VA Z (gl (VI + VFIIW))

Il(w) =
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|7 [V](w) - F D)) |F[v](w)-F[D](w)]

< =
VA*Zgl(0)VF ) R@VA*AFI[gl(w)

Basic trigonometric inequalities show us that Z[gl(w) > h/4,Vw €
[-7/h,7/ h]. We remind R(w) = 1/(1 + ¢) (4.14). Using (4.32), we finally
obtain:

1 (Lh
ENITIZ) < W (T VBra(v—Ag)V Da(v)|. (4.35)

Putting together (4.33), (4.34) and (4.35) we obtain:

N _ L Bra(v—Ag) Dg(v)
2 1 .
[E[||R—R*||2]ST VT_hV 2 \ W2

v Dz (Fy].

Proposition 4.4 completes the proof of the theorem. O
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