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Présentée en vue d’obtenir le grade de Docteur,
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M. Hubert Konik Mâıtre de conférences, Laboratoire Hubert Curien Examinateur
M. William Puech Professeur, Université Montpellier 2 Président
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Abstract

Face analysis techniques commonly require a proper representation of im-

ages by means of dimensionality reduction leading to embedded manifolds,

which aims at capturing relevant characteristics of the signals.

In this thesis, we first provide a comprehensive survey on the state of the

art of embedded manifold models.

Then, we introduce a novel non-linear embedding method, the Kernel Sim-

ilarity Principal Component Analysis (KS-PCA), into Active Appearance

Models, in order to model face appearances under variable illumination.

The proposed algorithm successfully outperforms the traditional linear PCA

transform to capture the salient features generated by different illumina-

tions, and reconstruct the illuminated faces with high accuracy.

We also consider the problem of automatically classifying human face poses

from face views with varying illumination, as well as occlusion and noise.

Based on the sparse representation methods, we propose two dictionary-

learning frameworks for this pose classification problem.

The first framework is the Adaptive Sparse Representation pose Classifica-

tion (ASRC). It trains the dictionary via a linear model called Incremen-

tal Principal Component Analysis (Incremental PCA), tending to decrease

the intra-class redundancy which may affect the classification performance,

while keeping the extra-class redundancy which is critical for sparse repre-

sentation.

The other proposed work is the Dictionary-Learning Sparse Representation

model (DLSR) that learns the dictionary with the aim of coinciding with

the classification criterion. This training goal is achieved by the K-SVD

algorithm.
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In a series of experiments, we show the performance of the two dictionary-

learning methods which are respectively based on a linear transform and a

sparse representation model.

Besides, we propose a novel Dictionary Learning framework for Illumination

Normalization (DL-IN). DL-IN based on sparse representation in terms of

coupled dictionaries. The dictionary pairs are jointly optimized from nor-

mally illuminated and irregularly illuminated face image pairs. We further

utilize a Gaussian Mixture Model (GMM) to enhance the framework’s ca-

pability of modeling data under complex distribution. The GMM adapt

each model to a part of the samples and then fuse them together. Exper-

imental results demonstrate the effectiveness of the sparsity as a prior for

patch-based illumination normalization for face images.

Keywords: Face Analysis, Active Appearance Models (AAMs), Kernel

Similarity PCA (KS-PCA), Sparse Representation, Dictionary-learning,

Face Pose Classification, Illumination Normalization
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Résumé

Les techniques d’analyse du visage nécessitent généralement une

représentation pertinente des images, notamment en passant par des tech-

niques de réduction de la dimension, intégrées dans des schémas plus

globaux, et qui visent à capturer les caractéristiques discriminantes des

signaux.

Dans cette thèse, nous fournissons d’abord une vue générale sur l’état

de l’art de ces modèles, puis nous appliquons une nouvelle méthode

intégrant une approche non-linéaire, Kernel Similarity Principle Compo-

nent Analysis (KS-PCA), aux Modèles Actifs d’Apparence (AAMs), pour

modéliser l’apparence d’un visage dans des conditions d’illumination vari-

ables. L’algorithme proposé améliore notablement les résultats obtenus par

l’utilisation d’une transformation PCA linéaire traditionnelle, que ce soit

pour la capture des caractéristiques saillantes, produites par les variations

d’illumination, ou pour la reconstruction des visages.

Nous considérons aussi le problème de la classification automatiquement

des poses des visages pour différentes vues et différentes illumination,

avec occlusion et bruit. Basé sur les méthodes des représentations parci-

monieuses, nous proposons deux cadres d’apprentissage de dictionnaire pour

ce problème.

Une première méthode vise la classification de poses à l’aide d’une

représentation parcimonieuse active (Active Sparse Representation ASRC).

En fait, un dictionnaire est construit grâce à un modèle linéaire,

l’Incremental Principle Component Analysis (Incremental PCA), qui a ten-

dance à diminuer la redondance intra-classe qui peut affecter la performance

de la classification, tout en gardant la redondance inter-classes, qui elle, est

critique pour les représentations parcimonieuses.
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La seconde approche proposée est un modèle des représentations parci-

monieuses basé sur le Dictionary-Learning Sparse Representation (DLSR),

qui cherche à intégrer la prise en compte du critère de la classification dans

le processus d’apprentissage du dictionnaire. Nous faisons appel dans cette

partie à l’algorithme K-SVD.

Nos résultats expérimentaux montrent la performance de ces deux méthodes

d’apprentissage de dictionnaire.

Enfin, nous proposons un nouveau schéma pour l’apprentissage de diction-

naire adapté à la normalisation de l’illumination (Dictionary Learning for

Illumination Normalization: DLIN). L’approche ici consiste à construire

une paire de dictionnaires avec une représentation parcimonieuse. Ces dic-

tionnaires sont construits respectivement à partir de visages illuminées nor-

malement et irrégulièrement, puis optimisés de manière conjointe. Nous

utilisons un modèle de mixture de Gaussiennes (GMM) pour augmenter la

capacité à modéliser des données avec des distributions plus complexes. Les

résultats expérimentaux démontrent l’efficacité de notre approche pour la

normalisation d’illumination.

Mots-clés: Analyse du visage, Modèles Actifs d’Apparence (AAMs), Ker-

nel Similarity Principal Component Analysis (KS-PCA), Représentations

Parcimonieuses, Apprentissage de dictionnaire, classification des poses fa-

cials, normalisation d’illumination

Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2014ISAL0019/these.pdf 
© [Y. Zhang], [2014], INSA de Lyon, tous droits réservés



Acknowledgements

I would like the readers to keep all these people in mind while reading this

dissertation, without them this success would not be possible.

First of all, I would like to express my gratitude to my two thesis advisors for

their consistent encouragements and support during three and a half years.

I am very thankful to Pr. Christophe Garcia for his insightful suggestions

and comments all along this thesis work. He is always ready to answer my

questions that are expressed in my poor French; he is so quick and efficient

in correcting my papers so that I can do my work at my rhythm. It is

my honor to work with him. I am very grateful to Dr. Khalid Idrissi for

proposing to me a very interesting Ph.D. subject; and for his guidance,

understanding, patience, always believing in my capabilities. He has always

encouraged me to not only grow as an instructor but also as a developer

and an independent thinker.

I would like to thank Pr. Denis Pellerin, Pr. Thierry Chateau, for taking

their precious time to review my thesis manuscript. I am also grateful to

Dr. Hubert Konik, Pr Atilla Baskurt and Pr. William Puech for having

accepted to be examiners of my thesis defence.

I would also like to pay my sincere gratitude to all members of the Imagine

team at LIRIS. I can say LIRIS is a great place to do research work because

of its friendly work environment, open policies, and overall culture. I thank

all my colleagues, administration and for creating such a pleasant work

environment and for being there for me. In particular many thanks to Dr.

Christian Wolf for the discussion with him which helped to improve the

quality of my work. And I thank to Yi, Cagatay, Lilei, Oya, Viencent, Peng,

Jinjiang, Mingyuan and Raruca for the daily conversation as colleagues

shared same office time.

Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2014ISAL0019/these.pdf 
© [Y. Zhang], [2014], INSA de Lyon, tous droits réservés



I thank my friends and my family members (especially my grandparents,

my parents and my husband) for their unconditional support all the years.

Finally, I would like to dedicate this thesis to my grandmother Mam. Yiqing

Zhang, a great and respectable women, whom I lost during the writing of

this manuscript.

Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2014ISAL0019/these.pdf 
© [Y. Zhang], [2014], INSA de Lyon, tous droits réservés



Contents

List of Figures ix

List of Tables xiii

1 Introduction 1

1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Objectives and Contributions . . . . . . . . . . . . . . . . . . . . . . . . 2

1.3 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

2 State-of-the-arts 5

2.1 The objective of the Embedding Models . . . . . . . . . . . . . . . . . . 6

2.2 A History of Embedding Models . . . . . . . . . . . . . . . . . . . . . . 7

2.2.1 The Linear Embedding Models . . . . . . . . . . . . . . . . . . . 7

2.2.2 The Non-Linear Embedding Models . . . . . . . . . . . . . . . . 9

2.2.3 From Transform to Dictionaries . . . . . . . . . . . . . . . . . . . 15

2.2.4 Dictionary-learning . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.2.4.1 Analytic Dictionaries . . . . . . . . . . . . . . . . . . . 16

2.2.4.2 Dictionary Training Methods . . . . . . . . . . . . . . . 19

2.2.5 A summary of the state-of-the-arts for embedding models . . . . 24

2.3 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

3 Application of non-linear embedding models on Active Appearance
Models 29

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3.1.1 Active Contour Models . . . . . . . . . . . . . . . . . . . . . . . 30

3.1.2 Elastic Bunch Graphe Matching . . . . . . . . . . . . . . . . . . 31

iii
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2014ISAL0019/these.pdf 
© [Y. Zhang], [2014], INSA de Lyon, tous droits réservés



CONTENTS

3.1.3 3D Morphable Models . . . . . . . . . . . . . . . . . . . . . . . . 31

3.1.4 Active Shape models . . . . . . . . . . . . . . . . . . . . . . . . . 32

3.2 Active Appearance Models . . . . . . . . . . . . . . . . . . . . . . . . . 33

3.2.1 Classic Active Appearance Models . . . . . . . . . . . . . . . . . 33

3.2.2 Advancement of AAMs . . . . . . . . . . . . . . . . . . . . . . . 39

3.2.2.1 AAMs Variants . . . . . . . . . . . . . . . . . . . . . . 40

3.2.2.2 Compositional Approach and Direct Search Methods

for AAM Fitting . . . . . . . . . . . . . . . . . . . . . . 41

3.2.2.3 Model Extension . . . . . . . . . . . . . . . . . . . . . . 43

3.3 Our Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.3.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.3.1.1 Properties and limitations of PCA . . . . . . . . . . . . 45

3.3.1.2 Statistic Analysis on illuminated faces . . . . . . . . . . 46

3.3.2 Probabilistic PCA (PPCA) . . . . . . . . . . . . . . . . . . . . . 49

3.3.2.1 The probabilistic Model . . . . . . . . . . . . . . . . . . 49

3.3.2.2 Revisited Properties of the Maximum-Likelihood Esti-

mators . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

3.3.2.3 Dimensional Reduction . . . . . . . . . . . . . . . . . . 51

3.3.3 Kernel Similarity Principal Component Analysis . . . . . . . . . 52

3.3.3.1 PCA trick in Feature Space . . . . . . . . . . . . . . . . 52

3.3.3.2 Parameter Estimation . . . . . . . . . . . . . . . . . . . 55

3.3.4 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . 56

3.3.4.1 Evaluation criterion . . . . . . . . . . . . . . . . . . . . 56

3.3.4.2 Experiments on the IMM Face Database . . . . . . . . 57

3.3.4.3 Experiments on CMU PIE Database . . . . . . . . . . . 60

3.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

4 Sparse Representation embedding 73

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

4.2 State-of-the-arts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

4.2.1 Pursuit Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . 80

4.2.1.1 Convex Relaxation Techniques . . . . . . . . . . . . . . 80

4.2.1.2 Greedy Algorithms . . . . . . . . . . . . . . . . . . . . 82

iv
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2014ISAL0019/these.pdf 
© [Y. Zhang], [2014], INSA de Lyon, tous droits réservés



CONTENTS

4.2.2 Sparse Representation Applications for Computer Vision . . . . . 83

4.2.2.1 Sparse Modelling for Image Restoration . . . . . . . . . 84

4.2.2.2 Sparse Modelling for Image Classification . . . . . . . . 84

4.2.2.3 Learning to Sense . . . . . . . . . . . . . . . . . . . . . 85

4.3 Contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

4.3.1 Incremental Principal Component Analysis-based Sparse Repre-

sentation for Face Pose Classification . . . . . . . . . . . . . . . . 86

4.3.1.1 Incremental Principal Component Analysis . . . . . . . 87

4.3.1.2 Classification based on l1-norm sparsity measure . . . . 88

4.3.1.3 A framework of Incremental Principal Component

Analysis-based Sparse Representation Classification . . 90

4.3.2 A Dictionary-Learning Sparse Representation Model for Pose

Classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

4.3.2.1 Sparse Representation Model . . . . . . . . . . . . . . . 93

4.3.2.2 Analysis K-SVD Sparse Representation . . . . . . . . . 94

4.3.2.3 Classification based on the trained over-complete dic-

tionary . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

4.3.3 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . 97

4.3.3.1 Database . . . . . . . . . . . . . . . . . . . . . . . . . . 97

4.3.3.2 Parameter discussions . . . . . . . . . . . . . . . . . . . 99

4.3.3.3 Performance on face pose classification with illumina-

tion variations . . . . . . . . . . . . . . . . . . . . . . . 103

4.3.3.4 Performance on low-resolution, noisy face images . . . . 106

4.3.3.5 Comparison with other classification methods . . . . . . 108

4.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

5 Face Illumination Normalization via a jointly optimized Dictionary-
Learning and Gaussian Mixture Model Clustering 111

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

5.1.1 Illumination Variation Modelling . . . . . . . . . . . . . . . . . . 113

5.1.1.1 Lambertian Reflectance Model . . . . . . . . . . . . . . 113

5.1.1.2 Linear Subspace . . . . . . . . . . . . . . . . . . . . . . 114

5.1.1.3 3D Morphable Models . . . . . . . . . . . . . . . . . . . 115

v
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2014ISAL0019/these.pdf 
© [Y. Zhang], [2014], INSA de Lyon, tous droits réservés



CONTENTS

5.1.2 Illumination Invariant Features . . . . . . . . . . . . . . . . . . . 115

5.1.2.1 Illumination plane subtraction with histogram equaliza-

tion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

5.1.2.2 Self-Quotient Image . . . . . . . . . . . . . . . . . . . . 116

5.1.2.3 Local Binary Patterns (LBP) . . . . . . . . . . . . . . . 117

5.1.2.4 Gradient Based Methods . . . . . . . . . . . . . . . . . 118

5.2 Our Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

5.2.1 A Dictionary Learning framework for Illumination Normalization

(DL-IN) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

5.2.1.1 Clustering based on the coupled image patch of normal

faces and illuminated faces . . . . . . . . . . . . . . . . 121

5.2.1.2 Dictionary Learning . . . . . . . . . . . . . . . . . . . . 123

5.2.1.3 Summary Algorithm . . . . . . . . . . . . . . . . . . . . 124

5.2.2 Normalized face image synthesis . . . . . . . . . . . . . . . . . . 124

5.2.2.1 Model Selection and image initialization . . . . . . . . . 124

5.2.2.2 Illumination normalization based on the jointly learned

Dictionaries . . . . . . . . . . . . . . . . . . . . . . . . . 125

5.2.2.3 Summary Algorithm . . . . . . . . . . . . . . . . . . . . 126

5.3 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

5.3.1 Evaluation criterion . . . . . . . . . . . . . . . . . . . . . . . . . 127

5.3.2 Reconstruction of normalized images . . . . . . . . . . . . . . . . 129

5.3.3 Face recognition application . . . . . . . . . . . . . . . . . . . . . 133

5.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

6 Conclusion 135

6.1 Summary of the Contributions . . . . . . . . . . . . . . . . . . . . . . . 135

6.2 Perspective . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

6.3 Relevant Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
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7.4.1 Un schéma d’apprentissage de dictionnaire pour la Normalisation

de l’illumination (DLIN)) . . . . . . . . . . . . . . . . . . . . . . 160

7.4.2 Les Résultats expérimentaux . . . . . . . . . . . . . . . . . . . . 162

7.4.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163

7.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165

References 167

vii
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2014ISAL0019/these.pdf 
© [Y. Zhang], [2014], INSA de Lyon, tous droits réservés



CONTENTS

viii
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2014ISAL0019/these.pdf 
© [Y. Zhang], [2014], INSA de Lyon, tous droits réservés



List of Figures

2.1 Two-dimensional DCT basis functions . . . . . . . . . . . . . . . . . . . 8

2.2 Examples of Gabor atoms . . . . . . . . . . . . . . . . . . . . . . . . . . 12

3.1 Shape annotation image . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

3.2 Shape, Texture and Delaunay Triangulation . . . . . . . . . . . . . . . . 35

3.3 Frontal face Image examples from the CMU PIE database . . . . . . . . 47

3.4 Histogram . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

3.5 Histogram . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

3.6 Annotated face image . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

3.7 Comparison of the fitting results . . . . . . . . . . . . . . . . . . . . . . 59

3.8 Illustration of the experiments based on CMU PIE database . . . . . . . 60

3.9 Illustration of the experiments based on CMU PIE database . . . . . . . 61

3.10 Annotated face image . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

3.11 Variations controlled by the appearance parameter C, built by KS-PCA,

PPCA and PCA respectively . . . . . . . . . . . . . . . . . . . . . . . . 63

3.12 Comparison of the face fitting results . . . . . . . . . . . . . . . . . . . . 65

3.13 Comparison curves between the proposed methods and classical AAMs . 66

3.14 Comparison curves between the proposed methods and classical AAMs . 66

3.15 Comparison curves between the proposed methods and classical AAMs . 67

3.16 Comparison curves between the proposed methods and classical AAMs . 67

3.17 Comparison of the face fitting results . . . . . . . . . . . . . . . . . . . . 69

3.18 Comparison curves between the proposed methods and classical AAMs . 70

3.19 Comparison curves between the proposed methods and classical AAMs . 70

3.20 Comparison curves between the proposed methods and classical AAMs . 71

3.21 Comparison curves between the proposed methods and classical AAMs . 71

ix
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2014ISAL0019/these.pdf 
© [Y. Zhang], [2014], INSA de Lyon, tous droits réservés



LIST OF FIGURES

4.1 Proposed strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

4.2 CMU PIE database examples . . . . . . . . . . . . . . . . . . . . . . . . 98

4.3 LLP database examples . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

4.4 LLP database construction procedure . . . . . . . . . . . . . . . . . . . 99

4.5 Experiment result of parameter discussion . . . . . . . . . . . . . . . . . 100

4.6 Experiment result for parameter discussion . . . . . . . . . . . . . . . . 102

4.7 Experiment result for parameter discussion . . . . . . . . . . . . . . . . 103

4.8 Experiment result for parameter discussion . . . . . . . . . . . . . . . . 104

4.9 Comparative Results 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

4.10 Comparative Results 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

5.1 Proposed strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

5.2 Proposed strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

5.3 Examples of cluster distribution . . . . . . . . . . . . . . . . . . . . . . . 123

5.4 Synthesis process . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

5.5 Database examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

5.6 Database examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

5.7 Standard image . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129

5.8 Illumination normalization results . . . . . . . . . . . . . . . . . . . . . 130

5.9 Illumination normalization results . . . . . . . . . . . . . . . . . . . . . 131

5.10 Illumination normalization results . . . . . . . . . . . . . . . . . . . . . 132

7.1 Les exemples des Images du visage frontaux de la base de données de

CMU PIE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

7.2 Le Histogramme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

7.3 Le Histogramme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145

7.4 Comparaison des résultats . . . . . . . . . . . . . . . . . . . . . . . . . . 150

7.5 La stratégie proposée . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154

7.6 Les exemples de la base de données CMU PIE . . . . . . . . . . . . . . . 155

7.7 Les exemples de la base de données LLP . . . . . . . . . . . . . . . . . 156

7.8 La stratégie proposée . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160

7.9 La stratégie proposée . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161

7.10 Les exemples de la distribution des groupes . . . . . . . . . . . . . . . . 162
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1

Introduction

1.1 Motivation

The fast development of information and internet technology makes people possible to

get huge amounts of multimedia resources, including large number of images, videos,

texts and audios, etc. With the explosion of information, a common requirement is

to find more meaningful and significant representation which captures low-dimensional

structures hidden in raw high-dimensional data. A proper representation can reduce

data redundancy and discover the essential attribute of the observations, while simplify

the computational complexity of the subsequent operations and hence enhance the

accuracy and robustness of data analysis. This is a great challenge to researchers in

the areas of machine learning, pattern recognition and computer vision. Take the task of

face analysis for example. Nowadays, for each person, it is easy to collect multiple facial

images, which are captured in different scenes and times, covering different illumination

conditions and pose variations. With the big amount of images, one can establish

considerable large databases. To effectively get a further insight of the large databases

and design stable face analysis algorithms, there exist two basic problems:

• The first one is how to find compact features or proper representation for the face

images.

• The second one is how to develop reasonable and effective analysis algorithms

according to the data distribution in the database.
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1. INTRODUCTION

Consider the statistical distribution of the data sets, the traditional methods often

assume that the global distribution is linear, and make use of linear dimension reduc-

tion methods for data analysis. Therefore, if the distribution of data does not follow

the linear distribution, the classical linear methods can hardly discover the internal

structure of the observations. Therefore, a more general assumption is that the data in

the original observation space presents nonlinear distribution, which requires the use of

nonlinear dimensionality reduction methods and well developed dictionaries to analyze.

1.2 Objectives and Contributions

The research topic of this thesis work is the face analysis based on non-linear dimension

reduction and sparse representation. Our main objective is to construct several effective

algorithms which improve the face analysis works under the effect of different head poses

and varying lighting conditions.

In order to accomplish the objective, we first introduce a novel non-linear embedding

method, the Kernel Similarity Principal Component Analysis (KS-PCA), and combine

it with Active Appearance Models, in order to follow the non-linear data distribution

which is caused by the face appearances under varying illumination conditions. The

proposed algorithm successfully outperforms the traditional linear PCA transform to

capture the salient features generated by different illuminations, and reconstruct the

illuminated faces with high accuracy.

Although this non-linear orthogonal dictionary is powerful on capturing the varia-

tions caused by the change of light, there exists the limitation on representing variety

of face pose images. This lead to our study on newer over-complete dictionaries, which

having more atoms than the dimension of the signal, and which promises to represent

a wider range of signal phenomena.

Automatic and robust algorithms for head pose estimation can be beneficial to many

real life applications. Accurately localizing the head and its orientation is either the

explicit goal of systems like human-computer interfaces (e.g., reacting to the users head

movements), or a necessary preprocessing step for further analysis, such as identification

or facial expression recognition. Due to its relevance and to the challenges posed by

the problem, there has been considerable effort in the computer vision community to

develop fast and reliable algorithms for head pose estimation.

2
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1.3 Outline

So we continue to consider the problem of automatically classifying human face

poses from face views with varying illumination, as well as occlusion and noise. Based

on the sparse representation methods, we propose two dictionary-learning frameworks

for this pose classification problem.

The first framework is the Adaptive Sparse Representation pose Classification

(ASRC). It trains the dictionary via a linear model called Incremental Principal Com-

ponent Analysis (Incremental PCA), tending to decrease the intra-class redundancy

which may affect the classification performance, while keeping the extra-class redun-

dancy which is critical for sparse representation.

The other proposed work is the Dictionary-Learning Sparse Representation model

(DLSR) that learns the dictionary with the aim of coinciding with the classification

criterion. This training goal is achieved by the K-SVD algorithm. In a series of ex-

periments, we show the performance of the two dictionary-learning methods which are

respectively based on a linear transform and a sparse representation model.

Besides the work of automatically annotating face contours under variable illumina-

tion conditions, we would like to bring another contribution of normalizing the illumi-

nation influence on the frontal faces. The objective of this work is to eliminate the great

affect of illumination condition on 2D face image identification problem. We propose a

novel Dictionary Learning framework for Illumination Normalization (DL-IN). DL-IN

based on sparse representation in terms of coupled dictionaries jointly optimized from

normal illuminated and non-standard illuminated face image patch pairs. We further

utilize a GMM model to enhance the framework’s capability of modeling data under

complex distribution by adapting each model to a part of samples and fuse them to-

gether. Experimental results demonstrate the effectiveness of the sparsity as a prior for

patch-based illumination normalization for face images.

1.3 Outline

The remainder of this manuscript is organized as follows.

Chapter 2 provides a comprehensive survey on the research of embedding models

and dictionary learning.

Chapter 3 presents the non-linear embedded model based Active Appearance Mod-

els. The strong robustness of the proposed algorithm relies on the appropriate statistical

3
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1. INTRODUCTION

learning of the illuminated face images.

Chapter 4 describes two efficient pose classification frameworks. The first one is

based on a joint optimization of manifold learning and sparse representation. And the

second one is based on an analysis dictionary learning strategy.

Chapter 5 presents a multi-model illumination normalization framework. We train

the coupled dictionaries heading to search for the ’standard’ illuminated image. A pre-

clustering step well tracks the spatial distribution of the illuminated face images, which

ensures the succeed of the normalization method.

Chapter 6 summarizes the contributions of this manifold learning based face analysis

work, draws conclusion of the manuscript and propose several future working direction

concerning the research on embedding models.
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2

State-of-the-arts

Huge amounts of high-dimensional information are captured every second by diverse

natural sensors such as the eyes or ears, as well as artificial sensors like cameras or

microphones. This information is largely redundant in two main aspects: it often

contains multiple correlated versions of the same physical world and each version is

usually densely sampled by generic sensors. The relevant information about the under-

lying processes that cause the observations is generally of much reduced dimensionality

compared to such recorded data sets. In this chapter, we present methods for deter-

mining the proper representation of data sets by means of the reduced dimensionality

subspaces, which are adaptive to both the characteristics of the signals and the process-

ing task hand. These representations are based on the principle that our observations

can be described by a sparse subset of atoms taken from a redundant dictionary, which

represents the causes of our observations of the world. We describe methods for learn-

ing dictionaries that are appropriate for the representation of given classes of signals

and multi-sensor data. We further show that dimensionality reduction based on dic-

tionary representation can be extended to address specific tasks such as data analysis

or classification when the learning includes a class separability criteria in the objective

function. The benefits of dictionary learning clearly show that a proper understand-

ing of causes underlying the sensed world is the key to task-specific representation of

relevant information in high-dimensional data tasks.
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2. STATE-OF-THE-ARTS

2.1 The objective of the Embedding Models

Dimensionality reduction functioning as a feature extraction has two objectives. One

objective is to reduce the computational complexity of the subsequent classification

with the minimum loss of information needed for classification. The second objective

is to circumvent the generalization problem of the subsequent classification and hence

enhance its accuracy and robustness. To achieve the first objective, it is straightforward

that we should maximize the information carried by the data in the extracted low-

dimensional subspace. Although PCA does maximize the data structure information in

the principal space and hence is optimal for data reconstruction, it is the discriminative

information that plays roles in pattern recognition. Thus, most researchers prefer

discriminant analysis to the principal component analysis, as evidenced by the fact

that the vast majority of the published approaches are based on some kind of the

”most discriminative” criteria. There is no doubt that various discriminant analyses

can effectively achieve the first objective. The second objective of the dimensionality

reduction is, however, far from straightforward. The most discriminative subspace may

not be an effective criterion for it because any dimensionality reduction causes a loss

of information, including the discriminative information. Any subspace cannot contain

more discriminative information than any larger one that includes the former. Why

can the dimensionality reduction boost the classification accuracy if the discriminative

information is the most critical for classification? Although some general phenomena,

such as the curse of dimensionality, small sample size problem, noise removal effect

of dimensionality reduction, and better generalization in a lower dimensional space,

are well known in the pattern recognition community, they have not indicated what

dimensions should be extracted or what else should be removed for a more robust

classification. One cannot develop an effective dimensionality reduction technique to

minimize the classification accuracy just based on these general phenomena.

It is thus necessary to study the underlying principles and insights of why and how

the dimensionality reduction can enhance the generalization accuracy and robustness

of the subsequent classification. This is critical because the second objective of the

dimensionality reduction is more important than the first one in most applications

with the rapid growth of computation power. The study will also help us find the

commonalities and differences of various dimensionality reduction techniques. Without

6
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2.2 A History of Embedding Models

a thorough analysis and gaining an in-depth understanding of the underlying principles,

it is difficult to bring the research in this area to a significantly higher level.

2.2 A History of Embedding Models

2.2.1 The Linear Embedding Models

Signal transforms have been around for as long as signal processing has been conducted.

In the 1960’s, early signal processing researchers gave significant attention to linear time

invariant operators, which were simple and intuitive processes for manipulating analog

and digital signals. In this context, the Fourier transform naturally emerged as the

basis which diagonalizes these operators, and it immediately became a central tool for

analyzing and designing such operators. The transform gained tremendous popularity

with the introduction of the Fast Fourier Transform (FFT) in 1965 by Cooley and

Tukey [1], which provided its numerical efficiency.

The Fourier basis describes a signal in terms of its global frequency content, as a

combination of orthogonal waveforms

F =
{
φn(x) = einx

}
n∈Z (2.1)

A signal is approximated in this basis by projecting it onto the K lowest frequency

atoms, which has a strong smoothing and noise-reducing effect. The Fourier basis is

thus efficient at describing uniformly smooth signals. However, the lack of localization

makes it difficult to represent discontinuities, which generate large coefficients over all

frequencies. Therefore, the Fourier transform typically produces over-smooth results

in practical applications. For finite signals, the Fourier transform implicitly assumes a

periodic extension of the signal, which introduces a discontinuity at the boundary. The

Discrete Cosine Transform (DCT) is the result of assuming an anti-symmetric extension

of the signal, which results in continuous boundaries, and hence in a more efficient

approximation. Since the DCT has the added advantage of producing noncomplex

coefficients, it is typically preferred in applications, see Figure 2.1 for some 2-D DCT

atoms.

Signal approximation in the Fourier basis was soon categorized as a specific instance

of linear approximation: given a basis {φn}Nn=1 of RN , a signal x ∈ RN is linearly

approximated by projecting it onto a fixed subset of K < N basis elements

7
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Figure 2.1: Two-dimensional DCT basis functions - 64 patterns of 8× 8 block

x ≈
∑

n∈IK(x)

(ψTnx)φn (2.2)

where {ψn}Nn=1 is in general the bi-orthogonal basis (ψn = φn in the orthogonal

case), and IK(x) is an index set adapted to each signal individually. This process is an

under-complete linear transform of x, and, with the right choice of basis, can achieve

compaction - the ability to capture a significant part of the signal with only a few

coefficients. Indeed, this concept of compaction is later replaced with sparsity, though

the two are closely related [2].

Optimizing compaction was a major driving force for the continued development of

more efficient representations. During the 1970’s and 1980’s, a new and very appealing

source of compaction was brought to light: the data itself. The focus was on a set of

statistical tools developed during the first half of the century, known as the Karhunen-

Loeve Transform (KLT) [3, 4], or Principal Component Analysis (PCA) [5]. The KLT

is a linear transform which can be adapted to represent signals coming from a certain

known distribution. The adaptation process fits a low-dimensional subspace to the data

which minimizes the l2 approximation error. Specifically, given the data covariance

8
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2.2 A History of Embedding Models

matrix
∑

(either known or empirical), the KLT atoms are the first K eigenvectors of

the eigenvalue decomposition of
∑

,

∑
= UΛUT (2.3)

From a statistical point of view, this process models the data as coming from a

low-dimensional Gaussian distribution, and thus is most effective for Gaussian data.

The DCT basis is regarded as a good approximation of the KLT for natural image

patches when a non-adaptive transform is required. Compared to the Fourier transform,

the KLT is superior (by construction) in terms of representation efficiency. However,

this advantage comes at the cost of a non-structured and substantially more complex

transform. As we will see, this tradeoff between efficiency and suitability continues to

play a major role in modern dictionary design as well.

Other method such as Independent Component Analysis (ICA) [6] are required to

understand the different processes behind the observed data. ICA is able to separate

the different causes or sources by analyzing the statistical characteristics of the data

set and minimizing the mutual information between the observed samples. However,

ICA techniques respect some orthogonality conditions such that the maximal number

of causes is often limited to the signal dimension. ICA [6] differs from PCA because it

is able to separate source not only with respect to the second order correlations in a

data set, but also with respect to higher order statistics.

2.2.2 The Non-Linear Embedding Models

Increasing sparsity required departure from the linear model, towards a more flexible

non-linear formulation. In the nonlinear case, each signal is allowed to use a different

set of atoms from the dictionary in order to achieve the best approximation. Thus, the

approximation process becomes

x ≈
∑

n∈IK(x)

cnφn (2.4)

Where IK(x) is an index set adapted to each signal individually (we refer the reader

to [4, 7], for more information on this wide topic). The non-linear view paved the way to

the design of newer, more efficient transforms. In the process, many of the fundamental

concepts guiding modern dictionary design were formed. Following the historic time

9
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2014ISAL0019/these.pdf 
© [Y. Zhang], [2014], INSA de Lyon, tous droits réservés



2. STATE-OF-THE-ARTS

line, we trace the emergence of the most important modern dictionary design concepts,

which are mostly formed during the last two decades of the 20th century.

• Kernel-trick:

To provide a natural nonlinear extension of PCA, one can apply a nonlinear trans-

form to the data. Let φ(x) be the nonlinear transformation mapping data from the

input space X to some feature space H. Then, with the covariance matrix associated

to the transformed data, the resulting principal axes take the form

ψm =
N∑
n=1

〈φ(xm), ψm〉H φ(xm) (2.5)

where 〈x, y〉 denotes the inner product in the feature space H. In this space, each

feature ψmMm=1 lies in the span of the mapped input data, with the coefficients given

by the mth eigenvector of the eigenproblem

nλmαm = Kαm (2.6)

where K is the so-called Gram matrix with entries 〈φ(xm), φ(xn)〉H , for m,n =

1, 2, · · · , N . As illustrated here, the expansion coefficients require only the evaluation of

the inner products. Without the need to exhibit the mapping function, this information

can be easily exploited for a large class of nonlinearities by substituting the inner

product with a positive semi-definite kernel function. This argument is the kernel trick,

which provides a nonlinear counterpart of the classical PCA algorithm, the so-called

kernel PCA [8].

In the past 15 years or so, a novel breakthrough for artificial neural networks has

been achieved in the field of pattern recognition and classification within the frame-

work of kernel-based machine learning. They have gained wide popularity owing to

the theoretical guarantees regarding performance and low computational complexity

in nonlinear algorithms. Pioneered by Vapnik’s support vector machines (SVMs) for

classification and regression [9], kernel-based methods are nonlinear algorithms that

can be adapted to an extensive class of nonlinearities. As a consequence, they have

found numerous applications, including classification [10], regression [11], time-series

prediction [12], novelty detection [13], image denoising [14], and bioengineering [15],

etc.

10
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• Localization:

To achieve sparsity, transforms required better localization. Atoms with concen-

trated supports allow more flexible representations based on the local signal character-

istics, and limit the effects of irregularities, which are observed to be the main source of

large coefficients. In this spirit, one of the first structures to be used was the Short Time

Fourier Transform (STFT) [16], which emerges as a natural extension to the Fourier

transform. In the STFT, the Fourier transform is applied locally to (possibly overlap-

ping) portions of the signal, revealing a time-frequency (or space-frequency) description

of the signal. An example of the STFT is the JPEG image compression algorithm [17],

which is based on this concept. During the 1980’s and 1990’s, the STFT was extensively

researched and generalized, becoming more known as the Gabor transform, named in

homage of Dennis Gabor, who first suggested the time-frequency decomposition back

in 1946 [18]. Gabor’s work was independently rediscovered of

G =
{
φm,n(x) = ω(x− βm)ei2παnx

}
n,m∈Z (2.7)

where ω(x) is a low-pass window function localized at 0 (typically a Gaussian), and

α and β control the time and frequency resolution of the transform.

In higher dimensions, more complex Gabor structures were developed which add

directionality, by varying the orientation of the sinusoidal waves. This structure gained

substantial support from the work of Daugman [19, 20], who discovered oriented Gabor-

like patterns in simple-cell receptive fields in the visual cortex. These results motivated

the deployment of the transform to image processing tasks, led by works such as Daug-

man [21] and Porat and Zeevi [22]. Today, practical uses of the Gabor transform are

mainly in analysis and detection tasks, as a collection of directional filters. Figure 2.2

shows some examples of 2-D Gabor atoms of various orientations and sizes.

• Multi-Resolution:

One of the most significant conceptual advancements achieved in the 1980’s was the

rise of multiscale analysis. It was realized that natural signals, and images specifically,

exhibited meaningful structures over many scales, and could be analyzed and described

particularly efficiently by multi-scale constructions. One of the simplest and best known

of such structures is the Laplacian pyramid, introduced in 1984 by Burt and Adelson
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Figure 2.2: Examples of Gabor atoms - 12 × 12 blocks in different scales and
orientations

[23]. The Laplacian pyramid represents an image as a series of difference images, where

each one corresponds to a different scale and roughly a different frequency band.

In the second half of the 1980’s, though, the signal processing community was

particularly excited about the development of a new very powerful tool, known as

wavelet analysis [8, 24, 25]. In a pioneering work from 1984, Grossman and Morlet [26]

proposed a signal expansion over a series of translated and dilated versions of a single

elementary function, taking the form

W =
{
φm,n(x) = αn/2f(αnx− βm)

}
n,m∈Z

(2.8)

This simple idea captivated the signal processing and harmonic analysis communities,

and in a series of influential works by Meyer, Daubechies, Mallat and others [27, 28],

an extensive wavelet theory was formalized. The theory was formulated for both the

continuous and discrete domains, and a complete mathematical framework relating

the two was put forth. A significant breakthrough came from Meyer’s work in 1985

[27], who found that unlike the Gabor transform (and contrary to common belief) the

wavelet transform could be designed to be orthogonal while maintaining stability - an

extremely appealing property to which much of the initial success of the wavelets can

be attributed to.

Specifically of interest to the signal processing community was the work of Mallat

and his colleagues [28, 29], which established the wavelet decomposition as a multi-

resolution expansion and put forth efficient algorithms for computing it. In Mallat’s
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description, a multi-scale wavelet basis is constructed from a pair of localized functions

referred to as the scaling function and the mother wavelet. The scaling function is a low

frequency signal, and along with its translations, spans the coarse approximation of the

signal. The mother wavelet is a high frequency signal, and with its various scales and

translations spans the signal detail. In the orthogonal case, the wavelet basis functions

at each scale are critically sampled, spanning precisely the new detail introduced by

the finer level.

Non-linear approximation in the wavelet basis was shown to be optimal for

piecewise-smooth 1-D signals with a finite number of discontinuities, see e.g. [30].

This was a striking finding at the time, realizing that this is achieved without prior de-

tection of the discontinuity locations. Unfortunately, in higher dimensions the wavelet

transform loses its optimality; the multi-dimensional transform is a simple separable

extension of the 1-D transform, with atoms supported over rectangular regions of differ-

ent sizes. This separability makes the transform simple to apply, however the resulting

dictionary is only effective for signals with point singularities, while most natural sig-

nals exhibit elongated edge singularities. The JPEG2000 image compression standard,

based on the wavelet transform, is indeed known for its ringing (smoothing) artefacts

near edges.

• Adaptivity:

Going to the 1990’s, the desire to push sparsity even further, and describe increasingly

complex phenomena, was gradually revealing the limits of approximation in orthogonal

bases. The weakness was mostly associated with the small and fixed number of atoms in

the dictionary - dictated by the orthogonality - from which the optimal representation

could be constructed. Thus, one option to obtain further sparsity was to adapt the

transform atoms themselves to the signal content.

One of the first such structures to be proposed was the wavelet packet transform,

introduced by Coifman, Meyer and Wickerhauser in 1992 [31]. The transform is built

upon the success of the wavelet transform, adding adaptivity to allow finer tuning to the

specific signal properties. The main observation of Coifman et al. was that the wavelet

transform enforced a very specific time-frequency structure, with high frequency atoms

having small supports and low frequency atoms having large supports. Indeed, this

choice has deep connections to the behaviour of real natural signals. However, for
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specific signals, better partitionings may be possible. The wavelet packet dictionary

essentially unifies all dyadic time-frequency atoms which can be derived from a specific

pair of scaling function and mother wavelet, so atoms of different frequencies can come

in an array of time supports. Out of this large collection, the wavelet packet transform

allows to efficiently select an optimized orthogonal sub-dictionary for any given signal,

with the standard wavelet basis being just one of an exponential number of options.

The process was thus named by the authors a Best Basis search. The wavelet packet

transform is, by definition, at least as good as wavelets in terms of coding efficiency.

However, we note that the multidimensional wavelet packet transform remains a sep-

arable and non-oriented transform, and thus does not generally provide a substantial

improvement over wavelets for images.

• Geometric Invariance and Overcompleteness:

In 1992, Simoncelli et al. [32] published a thorough work advocating a dictionary

property they termed shiftability, which describes the invariance of the dictionary un-

der certain geometric deformations, e.g. translation, rotation or scaling. Indeed, the

main weakness of the wavelet transform is its strong translation sensitivity, as well as

rotation-sensitivity in higher dimensions. The authors concluded that achieving these

properties required abandoning orthogonality in favor of over-completeness, since the

critical number of atoms in an orthogonal transform was simply insufficient. In the

same work, the authors developed an over-complete oriented wavelet transform - the

steerable wavelet transform - which was based on their previous work on steerable fil-

ters and consisted of localized 2-D wavelet atoms in many orientations, translations

and scales.

For the basic 1-D wavelet transform, translation-invariance can be achieved by

increasing the sampling density of the atoms. The stationary wavelet transform, also

known as the undecimated or non-subsampled wavelet transform, is obtained from the

orthogonal transform by eliminating the sub-sampling and collecting all translations

of the atoms over the signal domain. The algorithmic foundation for this was laid

by Beylkin in 1992 [33], with the development of an efficient algorithm for computing

the undecimated transform. The stationary wavelet transform was indeed found to

substantially improve signal recovery compared to orthogonal wavelets, and its benefits
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were independently demonstrated in 1995 by Nason and Silverman [34] and Coifman

and Donoho [35].

2.2.3 From Transform to Dictionaries

By the second half of the 1990’s, most of the concepts for designing effective transforms

were laid out. At the same time, a conceptual change of a different sort was gradually

taking place. In a seminal work from 1993, Mallat and Zhang [36] proposed a novel

sparse signal expansion scheme based on the selection of a small subset of functions

from a general over-complete dictionary of functions. Shortly after, Chen, Donoho and

Saunders published their influential paper on the Basis Pursuit [37], and the two works

signalled the beginning of a fundamental move from transforms to dictionaries for sparse

signal representation. An array of works since has formed a wide mathematical and

algorithmic foundation of this new field, and established it as a central tool in modern

signal processing (see [38]). This seemingly minor terminological change from trans-

forms to dictionaries enclosed the idea that a signal was allowed to have more than one

description in the representation domain, and that selecting the best one depended on

the task. Moreover, it de-coupled the processes of designing the dictionary and coding

the signal: indeed, given the dictionary - the collection of elemental signals - different

cost functions could be proposed in Eq. 2.1, and different coding methods could be

applied. The first dictionaries to be used in this way were the existing transforms -

such as the Fourier, wavelet, STFT, and Gabor transforms, see e.g. [36, 37]. As an

immediate consequence, the move to a dictionary-based formalism provided the benefit

of constructing dictionary mergers, which are the unions of several simpler dictionaries;

these were proposed by Chen, Donoho and Saunders in [37], and provide a simple way

to increase the variety of features representable by the dictionary.

2.2.4 Dictionary-learning

For the embedding model problems, the permanent question is: given the observed

data, how to determine the subspace where the data lie? The choice of these subspaces

is crucial for efficient dimensional reduction, but it is not trivial. This question com-

manded the new and promising research field called dictionary learning. It forced on

the development of novel algorithms for building dictionaries of atoms or subspaces

that provide efficient representations of classes of signals. Sparsity constraints are key
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of most of the algorithms that solve the dictionary learning problems; they enforce the

identification of the most important cause of the observed data and favour the accurate

representation of the relevant information.

The dictionaries described so far all roughly fall under the umbrella of Harmonic

Analysis, which suggests modelling interesting signal data by a simpler class of math-

ematical functions, and designing an efficient representation around this model. For

example, the Fourier dictionary is designed around smooth functions, while the wavelet

dictionary is designed around piecewise-smooth functions with point singularities. The

dictionaries of this sort are characterized by an analytic formulation, and are usually

supported by a set of optimality proofs and error rate bounds. An important advan-

tage of this approach is that the resulting dictionary usually features a fast implicit

implementation which does not involve multiplication by the dictionary matrix. On the

other hand, the dictionary can only be as successful as its underlying model, and in-

deed, these models are typically over-simplistic compared to the complexity of natural

phenomena.

2.2.4.1 Analytic Dictionaries

Analytic dictionaries are typically formulated as tight frames, meaning that DDTx = x

for all x, and therefore the dictionary transpose can be used to obtain a representation

over the dictionary. The analytic approach then proceeds by analyzing the behaviour

of the filter-set DTx, and establishes decay rates and error bounds.

The tight frame approach has several advantages. Analyzing the behaviour of

DT as an analysis operator seems easier than deriving sparsity bounds in a synthe-

sis framework, and indeed, results obtained for the analysis formulation also induce

upper bounds for the synthesis formulation. Another benefit is that - when formulated

carefully - the algorithms for both analysis and synthesis operators become nearly re-

versals, simplifying algorithm design. Finally, the tight frame approach is beneficial in

that it simultaneously produces a useful structure for both the analysis and synthesis

frameworks, and has a meaningful interpretation in both.

• Curvelets:
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The curvelet transform was introduced by Candes and Donoho in 1999 [39], and was

later refined into its present form in 2003 [40]. When published, the transform aston-

ished the harmonic analysis community by achieving what was then believed to be only

possible with adaptive representations: it could represent 2-D piecewise-smooth func-

tions with smooth curve discontinuities at an (essentially) optimal rate. The curvelet

transform is formulated as a continuous transform, with discretized versions developed

for both formulations [40, 41]. Each curvelet atom is associated with a specific loca-

tion, orientation and scale. In the 2-D case, a curvelet atom is roughly supported over

an elongated elliptical region, and is oscillatory along its width and smooth along its

length. As it turns out, this property is useful for the efficient representation of smooth

curves [42], and indeed several subsequent transforms follow this path. In higher di-

mensions, the curvelet atoms become flattened ellipsoids, oscillatory along their short

direction and smooth along the other directions [40, 43].

• Contourlets:

The curvelet transform offers an impressively solid continuous construction and

exhibits several useful mathematical properties. However, its discretization turns out

to be challenging, and the resulting algorithms are relatively complicated. Also, current

discretizations have relatively high redundancies, which make them more costly to use

and less applicable for tasks like compression.

With this in mind, Do and Vetterli proposed the contourlet transform in 2002

[44, 45] as an alternative to the 2-D curvelet transform. The transform was later

refined in 2006 by Lu and Do [46], and a multi-dimensional version, named surfacelets,

was also recently introduced [47].

The contourlet transform implementation is based on a pyramidal band-pass de-

composition of the image followed by a directional filtering stage. The main appeal

of the transform is due to its simple discrete formulation, its low complexity and re-

duced redundancy. It should be noted, though, that while the transform is well suited

for tasks such as compression, its aggressive sub-sampling has been noted to lead to

artefacts in signal reconstruction, in which case a translation-invariant version of the

transform is preferred [48, 49], indeed, this option significantly increases redundancy

and complexity, though the simpler structure of the transform remains.
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• Bandlets:

The bandelet transform was proposed in 2005 by Le Pennec and Mallat [50], with a

second version introduced soon after by Peyre and Mallat [51]. The bandelet transform

represents one of the most recent contributions in the area of signal-adaptive transforms,

and as such it differs fundamentally from the non-adaptive curvelet and contourlet

transforms.

The idea behind the bandelet construction is to exploit geometric regularity in

the image - specifically edges and directional phenomena - in order to fit a specifically

optimized set of atoms for the image. The original bandelet construction operates in the

spatial domain, and is based on an adaptive subdivision of the image to dyadic regions

according to the local complexity; in each region, a set of skewed wavelets is matched

to the image flow, in such a way that the wavelet atoms essentially ”wrap-around” the

edges rather than cross them. This process significantly reduces the number of large

wavelet coefficients, as these typically emerge from the interaction of a wavelet atom

and a discontinuity.

The resulting set of atoms forms a (slightly) over-complete set, which is specifically

tailored for representing the given image. In the second bandelet construction, which

is formulated in the wavelet domain, the transform is further refined to produce an

orthogonal set. In terms of dictionaries, the bandelet transform selects a set of atoms

from a nearly infinite set, and in fact discretization is the main source for limiting the

size of this set. This is as opposed to the wavelet packet transform, for instance, where

the complete set of atoms is not much larger than the signal dimension.

• Other Analytic Dictionaries:

Many additional analytic transforms have been developed during the past decade,

some of which we mention briefly. The complex wavelet transform [52, 53], is an ori-

ented and near-translation-invariant high-dimensional extension of the wavelet trans-

form, achieved through the utilization of two mother wavelets satisfying a specific rela-

tionship between them. Similar to the original wavelet transform, the complex wavelet

transform is efficient and simple to implement, and the added phase information de-

livers orientation sensitivity and other favourable properties. The shearlet transform
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[54] is a recently proposed alternative to curvelets, which utilizes structured shear op-

erations rather than rotations to control orientation. Similar to curvelets, the shearlet

transform is based on a comprehensive continuous mathematical construction, and it

shares many of the properties of the curvelet transform while providing some attractive

new features.

Recent adaptive dictionaries include the directionlet transform [55], which is a dis-

crete transform which constructs oriented and anisotropic wavelets based on local image

directionality, utilizing a specialized directional grouping of the grid points for its nu-

merical implementation. Finally, the grouplet transform [56] is a multi-scale adaptive

transform which essentially generalizes Haar wavelets to arbitrary supports, based on

image content regularity; when applied in the wavelet domain, the transform bears

some resemblance to the second-generation bandelet transform, and thus is referred to

as grouped bandelets.

2.2.4.2 Dictionary Training Methods

The goal of sparse representation is to express a given signal y of dimension d as a linear

combination of a small number of signal taken from a ”resource” database, which is

called the dictionary. Elements of the dictionary are typically unit norm functions

called atoms. Let us denote the dictionary as D and the atoms as φn, n = 1, 2, · · · , N ,

where N is the size of the dictionary. The dictionary is over-complete (d << N) when

it spans the signal can be represented as a linear combination of atoms in the dictionary

y = Φa =
N∑
n=1

anφn (2.9)

Because the dictionary is over-complete, a is not unique. This is where the sparsity

constraint comes into play. To achieve efficient and sparse representations, we generally

relax the requirement for finding the exact representation. We look for a sparse linear

expansion with an approximation error of bounded energy ε. The objective is now to

find a sparse vector a that contains a small number of significant coefficients, while the

rest of the coefficients are closer or equal to zero. In other words, we want to minimize

the resources (atoms) that we use to accomplish the task of signal representation. The

optimization problem can be formulated as follows:
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min
a
‖a‖0 , subject to ‖y − Φa‖22 < ε (2.10)

where ‖x‖p denotes the lp norm. Unfortunately, this problem is NP-hard. However,

there exist polynomial time approximation algorithms that find a suboptimal solution

for the sparse vector a. These algorithms can be classified in two main groups. The

first group includes greedy algorithms such as the matching pursuit (MP) [36] and the

orthogonal MP (OMP) [57], which iteratively select locally optical basis vectors. In the

second group, we find algorithms based on convex relaxation methods such as the basis

pursuit denoising [37] or least absolute shrinkage and selection operator (LASSO) [58],

which solve the following problem:

min
a
‖y − Φa‖22 + λ ‖a‖1 (2.11)

The convex relaxation permits to replace the non-convex l0 norm in the original

problem by the convex l1 norm. The l0 norm of a vector is equal to the number of

nonzero elements in that vector. It is called a ”norm” because it is the limit of p-norm

as p approaches zero. However, note that it is not a true norm, unlike the l1 norm

that has all properties of a norm. Besides pursuit algorithms, there exist other sparse

approximation algorithms such as the focal underdetermined system solver (FOCUSS)

[59] and sparse Bayesian learning [60], for example. A recent review of the sparse

recovery algorithms can be found in [61]. The performance of these algorithms in

terms of the approximation quality and the sparsity of the coefficient vector a depends

not only on the signal itself, but also on the over-complete dictionary D. Once the

algorithms are used on a specific class of signals y, we easily understand that not

all dictionaries are able to lead to sparse solution. These are the dictionaries that

include atoms explaining best the causes of the target data set. It is exactly the goal

of dictionary training methods to find such optimized dictionaries.

The research in dictionary learning has followed three main directions that corre-

spond to three categories of algorithm: 1) the probabilistic learning methods; 2) the

learning methods based on clustering or vector quantization; 3) the methods for learn-

ing dictionaries with a particular construction. The construction is typically driven by

priors on the structure of the data or to the target usage of the learned dictionary. This
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section presents the main principles of representative algorithms in each of these three

dictionary learning categories.

• Probabilistic Methods:

Representation and coding of images have always been a great challenge for re-

searchers because of the high dimensionality and complex statistics of such signals.

Thus, it is not surprising that one of the earliest works addressing the problem of

learning over-complete dictionaries appears exactly for image representation. In 1997,

Olshausen and Field [62] developed a maximum likelihood (ML) dictionary learning

method for natural images under the sparse approximation assumption. Their method

is called sparse coding. Given the linear generative image model in Eq. 2.12, the ob-

jective of the ML learning method is to maximize the likelihood that natural images

have efficient, sparse representations in a redundant dictionary given by the matrix Φ.

Formally, the goal of learning is to find the over-complete dictionary Φ∗ such that

Φ∗ = argmax
Φ

[logP (y|Φ)] = argmax
Φ

[
log

∫
a
P (y|a,Φ)P (a)da

]
(2.12)

The probabilistic inference approach in over-complete dictionary learning has sub-

sequently been adopted by researchers. The two-step optimization structure has been

preserved in most of these works, and the modifications usually appeared in either the

sparse approximation step, or the dictionary update step, or in both. For example,

the method of optimal directions (MOD) algorithm [63] optimizes iteratively the same

objective ML function as in sparse coding. However, it uses the OPM algorithm to find

a sparse vector a and introduces a closed-form solution for the dictionary update step.

The two modifications render the MOD approach faster compared to the method of

Oshausen and Field, but still does not guarantee to find the globally optimal solution.

Moreover, it is not guarantee to converge, neither to decrease the objective function

at each iteration. The maximum a posterior (MAP) dictionary learning method [64]

belongs also to the family of two-step iterative algorithms based on probabilistic in-

ference. Instead of maximizing the likelihood P (y|Φ), the MAP method maximizes

the posterior probability P (Φ, a|y). This essentially reduces to the same two-step al-

gorithm, where dictionary update includes an additional constraint on the dictionary

that can be for example the unit Frobenius norm of Φ or the unit l2 norm of all atoms
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in the dictionary. The sparse approximation step is here performed with FOCUSS [65].

Finally, the majorization method can also be used to minimize the objective function in

both sparse approximation and dictionary update steps [66]. The sparse approximation

step then reduces to the use of an iterative threshold algorithm.

Naturally, the two assumptions introduced in the sparse coding method represent

constraints that can be modified or even removed to learn better dictionaries or to

extend the method to other signal models. Lewicki and Sejnowski have modified the

first assumption and proposed a new way to approximate the integral in eq.2.12 with

a Gaussian around the posterior estimate of the coefficient vector a. This changes the

update rule in the learning step [67]. They have shown that the ML dictionary learning

method with the new estimate for P (y|Φ) learns dictionaries that improve the efficiency

of sparse coding. The efficiency is measured here in terms of the entropy of data

given the over-complete dictionary. This method actually represents a generalization

of the independent component analysis (ICA) method to over-complete dictionaries.

In general, convergence is not guaranteed for the l1-constrained method, although it

can be proved in some conditions [68]. One should also introduce smoother sparsity

priors to obtain more stable solutions. For example, the l1 constraint is replaced by a

Kullback-Leibler (KL) divergence in [69], which shows that the sparsity is preserved,

while the KL-regularization leads to efficient convex inference and stable coefficient

vectors.

• Clustering-based Methods:

A slightly different family of dictionary learning techniques is based on vector quan-

tization (VQ) achieved by K-means clustering. The VQ approach for dictionary learning

has been first proposed by Schmid-Saugeon and Zakhor in MP-based video coding [70].

Their algorithm optimizes a dictionary given a set of image patches by first grouping

patterns such that their distance to a given atom is minimal, and then by updating the

atom such that overall distance in the group of patterns is minimal. The implicit as-

sumption here is that each patch can be represented by a single atom with a coefficient

equal to one, which reduces the learning procedure to a K-means clustering. Since each

patch is represented by only one atom, the sparse approximation step becomes trivial.

A generalization of the K-means algorithm for dictionary learning, called the K-SVD

algorithm, has been proposed by Aharon et al. [71]. After the sparse approximation
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step with OMP, the dictionary update is performed by sequentially updating each

column of Φ using a singular value decomposition (SVD) to minimize the approximation

error. The update step is hence a generalized K-means algorithm since each patch can

be represented by multiple atoms and with different weights. The algorithm is not

guaranteed to converge in general. However, in practice, dictionaries learned with

K-SVD have shown excellent performance in image denoising.

• Training Dictionaries with Specific Structures:

Many applications do not require general forms of dictionary atoms but can rather

benefit from a dictionary that is a set of parametric functions. In contrary to the

generic dictionaries above, the advantage of parametric dictionaries reside in the short

description of the atoms. The generation function and the atom parameters are suffi-

cient for building the dictionary functions. This is quite beneficial in terms of memory

requirements, communication costs or implementation complexity in practical applica-

tions.

Such generating functions can be built on prior knowledge about the form of signal

causes or the target task. For example, some perceptual criteria can drive the choice

of the generating functions in building the dictionary atoms, when the objective is

to reconstruct data that are eventually perceived by the human auditory or visual

system. Learning in such parametric dictionaries reduces to the problem of learning

the parameters for one or more generating functions. Equivalently, it consists in finding

a good discrete parametrization that leads to efficient sparse signal approximations.

Parametric dictionaries are usually structured, so one can enforce some desire dictionary

properties during learning such as minimal dictionary coherence; for example, one

can optimize a parametric dictionary such that it gets close to an equiangular tight

frame (ETF). In [72], a dictionary for audio signals is learned based on a Gammatone

generating function, which has been shown to have similarities with the human auditory

system. The method learns a dictionary with good coherence properties, which tiles

the time-frequency plane more uniformly than the original Gammatone filter bank.

Priors or models of the underlying signal causes can also lead to imposing proper-

ties such as shift-invariance [73] or multi-scale [74] characteristics of the atoms. Such

constraints typically limit the search space in the dictionary optimization problem,
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but lead to more accurate or task-friendly representations. Similarly, the target dic-

tionary might present specific characteristics in particular recovery problems, such as

a block-based structure [75], or orthogonality between subspace [76]. These require-

ments considerably affect the design of learning strategies as well as the approximation

performance.

2.2.5 A summary of the state-of-the-arts for embedding models

In this section, we summary the previous content of this chapter in the table 2.1, to

highlight the properties of the related works.

2.3 Conclusions

Embedding model has significantly evolved over the past decades, beginning with simple

orthogonal transforms and leading to the complex over-complete analytic and trained

dictionaries now defining the state-of-the-art. Substantial conceptual advancement has

been made in understanding the elements of an efficient dictionary design - most notably

adaptivity, multi-scale, geometric invariance, and over-completeness. However, with a

wealth of tools already developed, much work remains to be done; indeed, the various

components have yet to be neatly merged into a single efficient construct. Many future

research directions have been mentioned in the text, and demonstrate the viability and

vividness of the field as well as the large number of challenges that still awaiting.

In the following chapter of this manuscript, we present our studies which pursue

the development of the embedding models: from the linear transform to the non-linear

transform, from the orthogonal basis to sparse pre-learned dictionaries. We present

methods for determining the proper representation of data sets by means of the reduced

dimensionality subspaces, which are adaptive to both the characteristics of the signals

and the processing task hand. We describe methods for learning dictionaries that are

appropriate for the representation of given classes of signals and multi-sensor data.

We further show that dimensionality reduction based on dictionary representation can

be extended to address specific tasks such as data analysis or classification when the

learning includes a class criteria in the objective function. The benefits of non-linear

structures and dictionary learning clearly show that a proper understanding of the
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Linear
Signal

Transforms

FFT strength
Strong smoothing and noise-reducing
effect, efficient at describing uniformly

smooth signals.

weakness
Lack of localization makes it difficult

to represent discontinuities.

DCT strength
Realize continuous boundaries, more
efficient on approximation than FFT.

weakness Not robust for localization information.

PCA strength
Adaptive to represent signals coming

from a certain known distribution, free to
applied to any kind of data.

weakness
Process models the data as coming from
a low-dimensional Gaussian distribution,

and thus is most effective for Gaussian data.

ICA strength
Able to separate source not only with

respect to the second order correlations
in a data set.

weakness
Respect some orthogonality conditions

such that the maximal number of
causes is often limited to the signal dimension.

Non-linear
Transforms

Kernel
-trick

strength
Using a kernel, the originally linear

operations of PCA are done in a reproducing
kernel Hilbert space with a non-linear mapping.

weakness Hard to reconstruct from the feature space.

Gabor
Transform
/ STFT

strength

Atoms with concentrated supports allow more
flexible representations based on the

local signal characteristics, and
limit the effects of irregularities.

weakness High computation complexity.

Wavelet
Transform

strength
The wavelet basis was shown to be optimal
for piecewise-smooth 1-D signals without

prior detection of the discontinuity locations.

weakness
For higher dimension data the wavelet transform

loses itsoptimality, the dictionary is only
effective for signals with point singularities.
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Analytic
Dictionary

Contourlets strength
With simple discrete

formulation,low complexity
and reduced redundancy.

weakness
The aggressive sub-sampling of

contourlets has been noted to lead to
artifacts in signal reconstruction.

Bandlet strength

Bandlets significantly reduces the
number of large wavelet coefficients, as

these typically emerge from the
interaction of a wavelet atom

and a discontinuity.
weakness Challenging on discretizations.

Curvelets strength

The curvelet transform is formulated
as a continuous transform, with

discretized versionsdeveloped for both
formulations. Each curveletatom is

associated with a specific
location, orientationand scale.

weakness

In higher dimensions, the curvelet
atoms become flattened ellipsoids,

oscillatory along their short direction
and smooth along the other directions.

Dictionary
Training
Methods

Maximum
Likelihood

(ML)
dictionary
-learning

strength Common technology, intuitive solution.

weakness Less efficient.

Bandlet strength
Dictionaries learned with K-SVD have

shown excellent performance in
image denoising.

weakness
The algorithm is not guaranteed to

converge in general.

Table 2.1: A summary of the state-of-the-arts for embedding models
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sensed world is the key to task-specific representation of relevant information in high-

dimensional data tasks.
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3

Application of non-linear

embedding models on Active

Appearance Models

Illumination condition and facial pose have an explicit effect on the performance of

face recognition systems, caused by the complicated non-linear variations between fea-

ture points and views. Solution of such difficulty requires an appropriate non-linear

embedding model for building a powerful deformable model. The problem stated in

this thesis for the facial segmentation in the complex illumination condition and with

multiple face rotations, is dealt with in this chapter. It presents our contribution of

an efficient embedding technique for Active Appearance Models, to make a robust face

segmentation system. Based on the statistical analysis of the illuminated face data, we

propose two non-linear embedding models (Probabilistic PCA and Kernel Similarity

PCA) for building the appearance model.

Section 3.1 provides a brief introduction of deformable model based facial algo-

rithms. Section 3.2 describes in detail classical AAM, followed by improvements and

expansions made in this domain. Section 3.3 presents the solutions to the problem

stated in this chapter. Its subsection 3.3.1 enumerates the motivations of using the

non-linear embedding models, while subsection 3.3.2 and 3.3.3 concentrate on the the-

ory of Probabilistic PCA (PPCA) and Kernel Similarity PCA (KS-PCA) respectively.

Section 3.3.4 provides the experiments that performed to validate the proposed embed-

ding model performance on two typical databases (IMM Face Database and CMU PIE
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database) for evaluating the novel facial deformable models. The face segmentation

results from the proposed models are compared with the results from classical AAM,

to validate the efficiency, accuracy and robustness achieved.

3.1 Introduction

The deformable model gained a lot of interest in the last decade and researchers have

proposed its various versions. This section provides a brief introduction to the de-

formable model based methods and focuses on the AAM similar deformable methods.

3.1.1 Active Contour Models

Active contour model [77], also called snakes, is a framework for delineating an object

outline from a possibly noisy 2D image. This framework attempts to minimize an

energy associated to the current contour as a sum of an internal and external energy:

• The external energy is supposed to be minimal when the snake is at the object
boundary position. The most straightforward approach consists in giving low
values when the regularized gradient around the contour position reaches its peak
value.

• The internal energy is supposed to be minimal when the snake has a shape which
is supposed to be relevant considering the shape of the sought object. The most
straightforward approach grants high energy to elongated contours (elastic force)
and to bended/high curvature contours (rigid force), considering the shape should
be as regular and smooth as possible.

The snakes model is popular in computer vision, and led to several developments

in 2D and 3D. In two dimensions, the active shape model [78] represents a discrete

version of this approach, taking advantage of the point distribution model to restrict

the shape range to an explicit domain learned from a training set.

One may visualize the snake as a rubber band of arbitrary shape that is deforming

with time trying to get as close as possible to the object contour. Snakes do not

solve the entire problem of finding contours in images, but rather, they depend on

other mechanisms like interaction with a user, interaction with some higher level image

understanding process, or information from image data adjacent in time or space. In
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general, Snake is placed near the object contour. It will dynamically move towards

object contour by minimizing its energy iteratively.

3.1.2 Elastic Bunch Graphe Matching

In [79], Wiskott et al. proposed an algorithm called Elastic Bunch Graph Matching

for a task of recognizing persons from single images by reference to a gallery. The

problem was to address image variation due to differences in facial expression, head

pose, position, and size. As Wavelet embedding is robust to moderate lighting changes

and small shifts and deformations, while Model graphs can easily be translated, scaled,

oriented, or deformed during the matching process, thus compensating for a large part

of the variance of the images.

In this work, the basic object representation is the labelled image. In the deformable

grid, edges are labelled with distance information and nodes are labelled with wavelet

responses locally bundled in jets, where each component of a jet is a filter response of

a specific Gabor wavelet extracted at a given image point.

In segmentation a function is used to evaluate the graph similarity between an image

graph and the FBG. It depends on the jet similarities and the distortion of the image

grid relative to the FBG grid. The goal of this function is to find the fiducial points

and thus to extract from the image a graph which maximizes the similarity with the

FBG.

This Face Bunch Graphs model is effective for face tracking, but is not able to

synthesize the appearance of the face being tracked.Moreover it is not able to recover

from tracking errors caused by temporary occlusion of features.

3.1.3 3D Morphable Models

Blanz and Vetter [80] introduced a deformable model called 3D Morphable Model

(3DMM). Learning database of 3DMM was created by the laser scans of 200 heads of

young adults (100 male and 100 female). The laser scans provide head structure data in

a cylindrical representation, with radii of surface points sampled at 512 equally-spaced

angles, and at 512 equally spaced vertical steps. Additionally, the RGB-colour values,

were recorded in the same spatial resolution and were stored in a texture map with 8

bit per channel. The resultant faces were represented by approximately 70,000 vertices
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and the same number of colour values. The morphable model is based on a data set of

these 3D faces.

In segmentation phase they use gradient descent algorithm for the estimation of

the parameters for a given input image. The reconstructed 2D image of the model is

supposed to be closest to the input image in terms of Euclidean distance.

Robustness of these 3DMM is very high compared to other deformable model based

method, but its unavoidable drawback is its computational time. According to Blanz

and Vetter [81] each face requires more than 4 minutes in a 2GHz Pentium 4 processor.

No matter how fast the system is, it requires enormous amount of time to process 70,000

vertices. Therefore they can not be implemented in a real time scenario. Moreover the

method of obtaining 3D shapes and textures by laser scanners is cumbersome and

expensive due to the requirement of additional hardware.

3.1.4 Active Shape models

Cootes, Lanitis and Taylor et al. [78, 82] have shown that the 2D shape appearance

of objects can be modelled using Active Shape Models (ASM). An ASM consists of a

Point Distribution Model (PDM) aiming to learn the variations of valid shapes, and

a set of deformable models capturing the grey-levels around a set of landmark feature

points. It is closely related to the Active Appearance Model. It is also known as a

Smart Snakes method, since it is an analog to an active contour model which would

respect explicit shape constraints.

In ASM, a shape is described by n points, it can be represented by n landmark

points for a single example as the 2n element vector s as

s = (x1, y1, · · · , xn, yn)T (3.1)

All the shapes of the learning database faces are aligned and a mean shape is ob-

tained. A well-known data embedding technique PCA (Principal Component Analysis)

is applied on these shapes to obtain shape parameters b as

s = s̄+ φ ∗ b (3.2)

where φ are the eigenvectors and the vector b defines a set of parameters of a de-

formable model. By varying the elements of b we can vary the shape s. An active shape
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model is described by the shape parameters b combined with similarity transformation

(pose parameters) defining the rotation θ, translation Xt, Yt and scale s of the model.

s = TXt,Yt,s,θ(s̄+ φ ∗ b) (3.3)

During training phase sampling of the k pixels on either side of the model point is

done for every training image. Instead of gray level absolute values, the derivatives of

these values are sampled and normalized. During segmentation phase sampling of the

m(m > k) pixels on either side of the predicted model point is performed. Then the

quality of the fit is tested by comparing them with the gray level model obtained in

the training phase. Ultimately the one which gives the best match is chosen.

ASM are robust to illumination variations since they do not involve facial textures

at all. On the contrary this becomes one of their drawbacks because textures play an

important role in facial analysis. While this approach can be used to model and recover

some changes in the shape of an object, it can only cope with largely linear variations.

Nonlinear variations caused by changes in viewpoints and self-occlusions from different

hand gestures had to be captured through the use of five different models [83].

3.2 Active Appearance Models

The Active Appearance Models introduced by [84] and [85] in 1998, is the deformable

models composed of both shape and texture. This section will describe the classical

AAM for face analysis, followed by improvements and expansions made in this domain.

3.2.1 Classic Active Appearance Models

The classical Active Appearance Models works in three phases. In the first phase,

the model is generated from examples of faces on which points are marked manually

and their textures are extracted. All these points and textures are combined and their

variations are learned automatically from a principal component analysis. In the second

phase (also called as training or pre-computation phase) the model is trained to pre-

compute a matrix which helps to find the optimum values of variations with respect

to the query images in the segmentation phase. In the third phase it uses its training

data for the segmentation of the objects in the query images. Following sections will

present the three phases of the AAM algorithm applied on facial image.
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Shape In the first phase, AAM model is generated along with the deformation

parameters. On each facial image of this database, set of points are marked manually.

Different researchers have used different number of points on the face. Some of them

has included ear while others have surrounded features like nose, eyebrows and ears by

bunch of points. The work presented in this thesis use only 58 points in order to make

AAM model time and memory efficient. These 58 point are shown in the figure 3.1: 8

points for the mouth, 11 points for the nose, 16 points for both eyes, 10 points for both

eyebrows, and 13 points for the chin. A total of seven point paths were used; three

closed and four open. All annotations were formatted in ASF. Combination of these

58 points on each face is regarded as a shape. If there are N number of images in the

database then the vector representation of these shapes is:

si = [xi,1, yi,1, xi,2, yi,2, · · · , xi,58, yi,58] (1 ≤ i ≤ N) (3.4)

Figure 3.1: Shape annotation image - 58 landmarks

All the shapes obtained are rotated, resized and translated using Procrustes analysis

[86]. The mean of each point is calculated to create mean shape of 58 points. The mean
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shape obtained is used to extract and warp the frontal view textures of all the facial

images using the Delaunay triangulation as shown in the figure 3.2. These textures

undergo the procedure of photometric normalization to normalize their gray levels. Let

us suppose the texture image is the texture of the learning database, then the equation

for its normalization would be:

gimage−normalize =
gimage − β

α
(3.5)

α =

√√√√ m∑
i=1

(gimage(i)− gimage)2 (3.6)

β = gimage (3.7)

Figure 3.2: Shape, Texture and Delaunay Triangulation -

where α is the standard deviation and β is the mean of the pixels of the texture.

Principal Component Analysis (PCA) compression is applied on the shapes and tex-

tures, to obtain shape and texture parameters with 95% of the variation retained. Each

shape si and the texture gi of the learning database can be synthesized by these shape

and texture parameters with the help of the following equations.

si = s̄+ φs ∗ bs (3.8)

gi = ḡ + φg ∗ bg (3.9)
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where s̄ and ḡ are the mean shape and mean texture; φs and φg are the shape

and texture eigenvectors obtained during PCA; bs and bg are the shape and texture

parameters respectively.

Both of the above parameters are combined by concatenation of bs and bg. And a

final PCA is performed to obtain the appearance parameters C.

b = [bsbg]T , b = φC ∗ C (3.10)

where φC are the eigenvectors obtained by retaining 95% of the variation and C is

the matrix of the appearance parameters, which are used to obtain shape and texture

of each face of the database.

AAM model can be translated as well as rotated with the help of pose vector P .

P = [θ, tx, ty, Scale]T (3.11)

where θ corresponds to the face rotation and tx, ty are the offset values from the

supposed origin and Scale is the magnification of the model.

AAM training The AAM model obtained in the previous section can be used

directly for the face search or the search can be directed with the help of the matrix

pre-computed by training images. Although direct application has some advantages

over the trained AAM but for that an efficient optimization technique (e.g. gradient

descent, genetic algorithm, Nelder Mead simplex etc.) is required. In the classical

method of AAM, model is trained by applying it on the training images while intro-

ducing variations in all the parameters one by one. Residual images, which correspond

to the difference between the model and the training image, are obtained for each

parameter variation. As explained in previous, each image of the learning base can

be synthesized by a particular value of parameters C and P . Let Ci be the value of

appearance parameters of the image i of the learning database and Pi be the value of

pose parameters. By changing the parameters Ci and Pi respectively, with δC and δP

(C = Ci + δC and P = Pi + δP ), a new shape sm and a new texture gm (eq. 3.10)

are synthesized.

Let’s consider the texture gi as the texture of the original image i then pixel differ-

ence or the residual image is given as δg = gi − gm. By varying each parameter at a

time and generating its residual images one can create a linear relation between them.
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This relation is created through principal component regression technique by [85], in

order to keep its dimensionality to a feasible size. The relation RC between δc and δg

and relation RP between δc and δg are given as

δC = RC ∗ δg (3.12)

δP = RP ∗ δg (3.13)

where regression matrices RC and RP are of the size Number of C ×
Number of Pixels and Number of P ×Number of Pixels respectively.

In later publication by Cootes et al. [84] and Cootes and Taylor [87] this principal

component regression is superseded by a simpler approach. They calculated the partial

differential of residual images with respect to each parameter and taking arithmetic

mean of these partial differentials for all the training images and k variations in each

parameter. This learning approach is denoted as Jacobian and is given as

∂δg

∂Pj
=

1
M

M∑
r

∑
k

δgr(Pj + δPjk)− δgr(Pj + δPjk)
2δPjk

(3.14)

where M is the number of training images, k is the variation on the jth pose pa-

rameters P . Similarly Jacobian are calculated for each C parameters. Now RP and

RC are calculated as

Rp =
(
∂δg

∂P

)−1

(3.15)

RC =
(
∂δg

∂C

)−1

(3.16)

To obtain numerical stability, a singular value decomposition (SVD) of the Jacobian

matrices ( ∂δg∂ P and ∂δg
∂ C ) are preferred in order to obtain their respective pseudo-inverse

RP and RC . However due to the size this is not feasible, therefore a normal matrix

inversion is carried out.

This approach is no doubt efficient as far as training is concerned especially when

the number of training images and/or number of pixels of residual images becomes

large enough such that it become impossible to store them in order to apply principal

component regression method. Thus this method of training is easier to implement,
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faster to calculate and requires far less memory to execute. Stegmann [88] observed

that this training scheme do not differ significantly, from linear regression, in perfor-

mance during segmentation. In fact Jacobian matrices are lightly better due to smaller

computational and memory demands.

Segmentation In segmentation phase the deformed, rotated and translated shape

model obtained by varying C and P parameters, is placed on the query image I to

warp the face to mean frontal shape. After this shape normalization photometric

texture normalization is applied to overcome illumination variations. The objective is

to minimize pixel error

e =

√√√√ 1
N

N∑
i=1

[Ii(C,P )−Mi(C)]2 (3.17)

where I(C,P ) is the segmented image and M(C) is the model obtained by C param-

eters and N is the number of pixels of the model. C and P parameters are calculated

by using the relations of equations 3.15 and 3.16.

The searching algorithm is described below.

1. Generate gm and s from the values of parameters C and P (initially set to 0).

2. Compute gi, which is obtained by placing the shape s and warping the query

image segment to mean frontal shape followed by texture normalization.

3. Calculate the residual image δg0 = gi − gm, and the residual error E0 = |δg0|.
4. Predict δC0 = RC ∗ δg0 and δP0 = RP ∗ δg0.

5. Find new value of residual error Ej < Ej−1 with the variations predicted in

appearance Cj = C − k ∗ δC0 and pose Pj = P − k ∗ δP0 parameters. Where k

represents the discrete step sizes of 0.25, 0.5, 0.75 and 1.0.

6. Repeat steps from 1 to 5 while Ej−1 > Ej , where Ej−1 is the residual error of

the previous iteration.

When the convergence of the error Ej is reached, i.e. when Ej+1 ≥ Ej , parameters

Cj and Pj corresponds to the best parameters for the representations of the texture and

shape of the face in a query image. A brief research work on the methods presented

in this section was required to search for a method which would be more robust to

the deformations of a face, so that facial features and pose of an unknown face could

be extracted more efficiently. For this kind of application AAM methods are the most

suitable approaches. Although [85] reported that the results of ASM is better than
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AAM for marker detection, but we feel that significant information is embedded in the

texture of face e.g. skin wrinkles, identity etc. Therefore it is necessary to take into

account all the texture instead of specific patch around a facial feature in the case of

ASM. Moreover in our work, we address the problem of face recognition, face synthesis

and face compression for irregular illuminated conditions, which requires to include

texture information. As far as other methods are concerned, AAM is more rapid than

3DMM and can make the use of 2D images obtained from a camera instead of using

laser scanner. It has been widely used in various applications of lip-reading, cloning

and expression detection etc. This section focuses on the method of Active Appearance

Models (AAM) and next section presents the state of the art for AAM.

3.2.2 Advancement of AAMs

AAM algorithm has proved to be a successful method for matching the model to the

query images. Since the classical AAM was described there have been a number of

modifications and improvements proposed by several researchers, claiming to be supe-

rior than classical AAM. This section and its subsections give a detailed description of

these improvements.

In this section we present a number of proposed improvements and alternatives

to the original classical AAM, including different training methods, non-linear models

and different methods of updating the model during the search. The performances of

Shape-AAM, Nonlinear AAM, TB-AAM and compositional AAM are compared with

that of the classical AAM.

Subsequent sections will focus on the methods adapted in AAM, which may be used

for the solutions of the problems stated in this thesis i.e. pose estimation, features ex-

traction of an unknown oriented face. These approaches can be divided into the three

following subsections. Subsection 3.2.2.1 presents the work done, for the facial analysis

of the oriented face, by the extension of the AAM model and its appearance param-

eters. Subsequent subsection 3.2.2.2 describes the facial analysis by fitting AAM on

temporally synchronized multiple images acquired from two, three or multiple cameras.

Subsection 3.2.2.3 presents the first approach to estimate the facial pose and features

by the extensions of the AAM model and its appearance parameters.
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3.2.2.1 AAMs Variants

The classical optimization of AAM by linear regression presents some drawbacks. It

needs to store the matrices RC and RP in memory for the segmentation phase. More-

over the pre-computations from the training set is only an approximation for any given

target image, and may be a poor one if the target image is significantly different (un-

known or unseen faces) from the training images, as discussed and tackled by Cootes

and Taylor [89]. A number of improvements and alternatives to the original classical

AAM proposed by the research teams are discussed in this section.

Shape-AAM The Shape-AAM has been proposed by Cootes et al. [90]. It’s an

alternative approach to use residual image to compute the shape and pose parameters,

while the texture parameters are computed directly from the image with the help of the

shape model. The statistical model is created on the shape and texture, without the

concatenation of two parameters (3rd PCA). Instead of appearance regression matrix

of RC , shape regression matrix Rs is calculated along with pose regression matrix RP .

This method is more time-consuming [91] than the classical method of AAM, and may

be useful when there are few shape modes and many texture modes. DAM The direct

appearance model, introduced by Hou et al. [92], also removes the 3rd PCA in classical

AAM modelization, they do not combine shape and texture parameters of AAM. Unlike

the Shape-AAM of Cootes et al. [90], they use information of the texture instead of

the shape. They considered that the texture and shape are sufficiently correlated and

the shape can be obtained from the texture of the model through a relationship built

during the learning phase of DAM:

bx = Sbg (3.18)

Therefore texture regression matrix Rg and pose regression matrix RP are calculated

in the training phase. The segmentation procedure is similar to classical AAM except

they evaluate shape from the texture by the equation 3.18. Although it gives better

results than the classical AAM method of [91], but it requires prior information of the

correlation of texture and shape. Therefore this texture and shape linearity makes it

difficult to analyze unknown oriented faces.

TB-AAM Lee and Kim [93] gave a new concept of Tensor-Based AAM. This con-

cept is based on the tensor which is also known as n-way array or multidimensional ma-

trix or n-mode matrix. It is a higher order generalization of a vector (first order tensor)
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and a matrix (second order tensor). They incorporated a series of learning databases

images with different identities, expression, pose and illumination variations etc. To

include these variations by specific basis vectors they make the use of multi-linear alge-

bra of Alex et al. [94] for the multi-linear analysis of the images with variations defined

above. For the fitting phase they estimate the pose, expression and illumination con-

dition and construct the respective AAM model for fast fitting. Although their fitting

process is similar to conventional AAM but their model enables them to converge more

rapidly and efficiently.

Active Wavelet Networks Hu et al. [95] proposed a method for face alignment

called active wavelet networks (AWN), which replaces the AAM texture model by a

wavelet network representation. They proposed that since PCA-based texture model

of AAM causes the reconstruction error to be globally spread over the image and their

model considers spatially localized wavelets for modelling texture, therefore the align-

ment of the face by AWN is more robust to occlusions and variations in illumination.

This method is not suitable for classical AAM but can be adapted for the method of

Shape-AAM. In each iteration they need to calculate texture parameters by orthog-

onally projecting the normalized face image into the learned wavelet subspace of the

training phase. Texture reconstructed from these textures parameters is used to calcu-

late residual image. Thus the use of Gabor wavelet filters makes this algorithm very

complex.

The main drawback of this technique is the computations to select the model for

the current query image, therefore takes more time despite of the fact that it converges

more rapidly and efficiently.

3.2.2.2 Compositional Approach and Direct Search Methods for AAM Fit-
ting

The main difference between gradient based search and direct search is their capability

of error function exploration. Gradient based methods always tends towards the better

solutions while exploiting the current solution and converging towards the gradient

of the function. Whereas direct search methods, unlike gradient based methods, also

explore other solutions of the function. Genetic algorithm and simplex are some of the

known direct search methods.
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AAM Fitting by Compositional Approach Matthews and Baker [96] and then

Mercier et al. [97] used compositional approach for active appearance model. Their

fitting algorithm is based on gradient descent algorithm called Inverse Compositional

Lucas-Kanade algorithm (IC-LK) proposed by Baker and Matthews [98]. Their model

generation procedure is similar to AAM but without performing the concatenation of

the two parameter i.e. 3rd PCA. Equation for the AAM after performing the PCA is

obtained as:

si = smean +
NbS∑
k=1

Φsk ∗ bsk (3.19)

gi = gmean +
NbG∑
k=1

Φgk ∗ bgk (3.20)

In the segmentation phase, the texture of the query image I inside the shape of the

current models is extracted and warped. The residual image is calculated as δg = gi−gm
, where gm is the texture of the current Model. Followed by the calculation of the

steepest descent images SD = ∇gm δW
δbs

with respect to the variation of each shape

parameter bs . Then the Hessian Matrix H is calculated as: H =
∑
pixel

SDTSD.

In segmentation phase the parameters bs and bg are updated by the equations

[∆bs,∆bg]
T = −H−1

∑
SDT δg iteratively until the convergence is achieved.

The results obtained by this approach are equivalent to the classical method of

AAM by linear regression, however, it introduces the complex calculations of the gra-

dient descent and the Hessian. Cootes and Kittipanya-ngam [91] has shown that this

approach is more time consuming than the classical method.

Simplex Nelder and Mead have proposed the Nelder Mead Simplex algorithm

[99], which is an iterative direct search method and it is used to optimize both the

appearance and pose parameters at the same time. In [100, 101], Y. Aidarous et al. have

used Nelder Mead Simplex for the optimization in 2D AAM. Similarly Paterson and

Fitzgibbon [102] also used Simplex as an optimization for model-based head tracking

technique. Cristinacce and Cootes [103] also used simplex for the optimization of their

Template Selection Tracker (TST) to localize the facial features.

Genetic Algorithm Genetic Algorithm is a well-known direct search method pro-

posed by Goldberg [104]. In segmentation phase of AAM appearance C and pose

parameters P are considered as genes. All the genes of C and P are concatenated to
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form a chromosome. Population of these chromosomes is randomly created. Tourna-

ment selection is applied to select parent chromosomes from the population to undergo

reproduction. Two points crossover and Gaussian mutation is implemented to repro-

duce next generation of the chromosomes. Thus, a new generation of the same size of

population is created using genes of the fittest of the old chromosome. Elitism can also

be implemented to preserve the best possible solution at all time. After calculating

a number of generations the algorithm can be stopped according to a specified stop-

ping criteria. McIntosh and Hamarneh [105] and Ghosh and Mitchell [106] perform

segmentation of medical images using genetic algorithm.

These optimization methods are slower than the classical AAM, but they reduce

the required memory space because they do not need to save the regression matrix RC

and RP in memory. They also improve the efficiency of AAM since exploration of the

search space is not restricted as in the case of gradient descent and linear regression

methods. Since they do not need training or pre-computation phase, therefore one of

the major advantages achieved is the generality. Generality is the capability of the

model to analyze other than those faces from which it has been created.

3.2.2.3 Model Extension

This subsection presents the first approach to estimate the facial pose and features

by the extensions of the AAM model and its appearance parameters. One way is to

use multiple 2D AAM model each corresponding to different face orientation. Other

way is to use a single 3D AAM model which can be rotated with the help of the pose

parameters to compensate each facial orientation. Some researchers have also extended

appearance parameters for the pose variability.

Multiple 2DAAM Model

Cootes et al. [107] showed that by using five models it is sufficient to deal with faces

where the head pose vary by 180 degrees (from left profile to right profile). To adapt

to the pose of a face, five models are built from different learning databases. Thus

in segmentation, for each query image, five models are then used and only the model

providing the lowest error convergence is considered.

Similarly Shan et al. [108] performed pose prediction by using three AAM models,

one dedicated to the frontal view and two for the profile views. Sung and Kim [109]

43
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2014ISAL0019/these.pdf 
© [Y. Zhang], [2014], INSA de Lyon, tous droits réservés



3. APPLICATION OF NON-LINEAR EMBEDDING MODELS ON
ACTIVE APPEARANCE MODELS

detected pose-robust facial expression by using three 2D+3D AAM models, one ded-

icated to the frontal view and two for the side views. Li et al. [110] also used three

DAMs (Direct Appearance Models) for face alignment.

3D AAM

Von Duhn et al. [111] used three cameras to acquire three (frontal, profile and

angle) views of a face. Landmarks localized by 2D AAM on each image are correlated

to build a 3D model. They used this model for the recognition of an oriented face.

Paterson and Fitzgibbon [102], Ishiyama et al. [112], Malassiotis and Strintzis [113]

also developed 3D models of faces, made from faces acquired by laser scanners providing

cylindrical data of the face. In order to create the 3D deformable model, a morphing is

performed between all these examples of 3D faces. The deformations of the model are

controlled by parameters such as of AAM. This method requires learning a 3D faces of

good resolution.

2D+3D AAM

Xiao et al. [114], Hu et al. [115], Koterba et al. [116], Ramnath et al. [117]

used 2D+3D AAM along with a fitting algorithm, called inverse compositional image

alignment algorithm, which is an extension of a gradient descent method. Their AAM

model is obtained by the non-rigid structure-from-motion algorithm of Xiao et al. [118].

This algorithm requires 2D shapes by tracking the face in a video sequence by 2D AAM,

followed by the computation of 3D shape modes from this 2D AAM shape. Ultimately

they combined these 3D shape modes with 2D AAM to build 2D+3D AAM model.

Their fitting algorithm is similar to the one of Matthews and Baker [96] with additional

3D shape mode to optimize. Sung and Kim [109] also used 2D+3D AAM of Xiao et al.

[114] to detect pose-robust facial expression by using three 2D+3D AAM models, one

dedicated to the frontal view and two for the side views. Those techniques of building

the 3D model require structure-from-motion algorithms, by applying an efficient 2D

AAM on the sequence of oriented facial images. This procedure does not provide enough

accurate 3D model compared to manually labelling the landmarks on the frontal and

profile views of a facial image. Additionally, a number of shape parameters for a face

search optimization are increased, compared to a simple 3D AAM with increased pose

parameters.
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3.3 Our Contributions

The classical Active Appearance Model explains novel images by linear combination of

statistic models which are built by applying Principal Component Analysis on training

data. However, PCA is not designed to extract non-linear features from the shape

and texture of the non-frontal or non-uniformly illuminated faces. In general, both

illumination and pose variations remain difficult to handle in face recognition.

In this section, the non-linear component analysis methods are considered to be

more appropriate for handling the multiple variations which are caused by the changes

of the light source. In this respect, two non-linear embedding models are employed

instead of classical PCA to search more efficient parameters for generating new images

in complex illumination and pose conditions. The following subsections aim at present-

ing the proposed Probabilistic-PCA based and Kernel Similarity PCA based Active

Appearance Model method. The experiment results compared with classical AAM are

provided to validate the robustness and accuracy of the proposed works.

3.3.1 Motivation

3.3.1.1 Properties and limitations of PCA

Principal component analysis (PCA) [5] is a well-established technique for dimension

reduction, and a chapter on the subject may be found in practically every text on multi-

variate analysis. Examples of numerous applications of PCA include data compression,

image processing, visualization, exploratory data analysis, pattern recognition and time

series prediction. The most common derivation of PCA is in terms of a standardized

linear projection which maximizes the variance in the projected space [119].

Consider a set of observed D-dimensional data vectors tn, n ∈ 1, 2, · · · , N , the d

principal axes wj , j ∈ 1, 2, · · · , d, are those orthogonal axes onto which the retained

variance under projection is maximal. It can be shown that the vectors wj are given

by the d dominant eigenvectors (i.e. those with the largest associated eigenvalues λj)

of the sample covariance matrix S = E[(t − µ)(t − µ)T ] such that Swj = λjwj . The d

principal components of the observed vector tn are given by the vector xn = W T (tn−µ),

where W T = (w1, w2, · · · , wd)T . The variables xj are then decorrelated such that the

covariance matrix E[x · xT ] is diagonal with elements λj .
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A complementary property of PCA, and that most closely related to the original

discussions of Pearson (1901) is that, of all orthogonal linear projections:

xn = W T (tn − µ) (3.21)

the principal component projection minimizes the squared reconstruction error

Σ
n

∥∥tn − t̂n∥∥2, where the optimal linear reconstruction of tn is given by t̂n = Wxn + µ.

Principal component analysis (PCA) has widespread applications because it reveals

simple underlying structures in complex data sets using analytical solutions from linear

algebra [120]. A primary benefit of PCA arises from quantifying the importance of each

dimension for describing the variability of a data set. In particular, the measurement

of the variance along each principal component provides a means for comparing the

relative importance of each dimension. An implicit hope behind employing this method

is that the variance along a small number of principal components (i.e. less than the

number of measurement types) provides a reasonable characterization of the complete

data set. PCA is completely nonparametric: any data set can be plugged in and an

answer comes out, requiring no parameters to tweak and no regard for how the data

was recorded. A deeper appreciation of the limits of PCA requires some consideration

about the underlying assumptions and in tandem, a more rigorous description of the

source of data. Generally speaking, the primary motivation behind this method is to

decorrelate the data set, or said in other terms, the goal is to remove second-order

dependencies in the data. However, as presented in the following section 3.3.1.2, there

exists higher-order dependencies in the complex illumination data, therefore, removing

second-order dependencies is insufficient at revealing all structures in this problem.

3.3.1.2 Statistic Analysis on illuminated faces

To fully understand the difference between a set of normally illuminated faces and a

set of irregular illuminated faces, a statistic analysis is definitely meaningful. Consider

a set of face images, as shown in Fig. 3.3, where the pose of the faces are fixed as

frontal ones, and the illumination conditions vary dynamically. As defined in section

3.2.1,eq. 3.4,fig. 3.1, the contour of the faces are described in shape vectors si, by the

coordinates of the points, and the texture of the faces are represented by vectors gi
(equation 3.5), which contains all the pixel intensities in Delaunay Triangulation. To
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analyze the correlation between shape and texture of all faces, the Euclidean distances

d(a, b) between elements contained in each vector are computed both for shape and

texture matrix of the corresponding data set as:

d(si, sj) =

√√√√ Ds∑
i=1

(si − sj)2 (3.22)

d(gi, gj) =

√√√√ Dg∑
i=1

(gi − gj)2 (3.23)

Then, the histograms of the Euclidean distances are built as demonstrated in Fig.

3.4 and 3.5, for shape vectors and texture vectors from the illuminated face data.

One can notice from the histograms that there exists a strong correlation within the

illuminated face image data. And we can assume that the Euclidian distances between

each observed variable follows a Gaussian distribution.

Based on the statistic analysis, it is obvious that the basic assumption of PCA

that the independence between latent variables, and the remove of second-order de-

pendencies, is not suitable for this illuminated frontal face data set. The non-linear

component analysis methods are considered to be more appropriate for handling the

multiple variations which are caused by the changes of the light source. In the next sec-

tion, we demonstrate the application of Probabilistic PCA and Kernel Similarity PCA

embedding for building the AAMs model to overpass this complicated face illumination

problem.

Figure 3.3: Frontal face Image examples from the CMU PIE database - in 20
illumination conditions
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Figure 3.4: Histogram - Euclidean distances between each shape vector pairs

Figure 3.5: Histogram - Euclidean distances between each texture vector pairs
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3.3.2 Probabilistic PCA (PPCA)

Principal component analysis (PCA) is a ubiquitous technique for data analysis and

processing, but one which is not based upon a probabilistic model. In this section we

demonstrate how the principal axes of a set of observed data vectors may be determined

through maximum-likelihood estimation of parameters in a latent variable model closely

related to factor analysis, as introduced by Tipping and Bishop in [121]. We consider the

properties of the associated likelihood function, giving an EM algorithm for estimating

the principal subspace iteratively, and discuss the advantages of AAMs which is built

based on this probabilistic PCA in section 3.3.4.

3.3.2.1 The probabilistic Model

A latent variable model seeks to relate a d-dimensional observation vector t to a corre-

sponding N -dimensional vector of latent variables x. Perhaps the most common such

model is factor analysis where the relationship is linear:

t = Wx+ µ+ ε (3.24)

The N ×d matrix W relates the two sets of variables, while the parameter vector µ

permits the model to have non-zero mean. The motivation is that, with N << d, the

latent variables will offer a more parsimonious explanation of the dependencies between

the observations. Conventionally, the latent variables are defined to be independent

and Gaussian with unit variance. By additionally specifying error, noise, or model

to be likewise Gaussian ε∼N(0,Ψ), equation 3.24 induces a corresponding Gaussian

distribution for the observations t∼N(µ,WW T + Ψ). The model parameters may

thus be determined by maximum-likelihood, although because there is no closed-form

analytic solution for W and Ψ, their values must be obtained via an iterative procedure.

The motivation, and indeed the key assumption for the factor analysis model is

that, by constraining the error covariance Ψ to be a diagonal matrix whose elements

ψi are usually estimated from the data, the observed variables ti are conditionally

independent given the values of the latent variables x. These latent variables are thus

intended to explain the correlations between observation variables while εi represents

the variable unique to a particular ti. This is where factor analysis fundamentally

differs from standard PCA, which effectively treats covariance and variance identically.
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The use of the isotropic Gaussian noise model N(0, δ2I) for ε in conjunction with

equation 3.24 implies that the x-conditional probabilistic distribution over t-space is

given by:

P (t|x) ∼ N(Wx+ µ, δ2I) (3.25)

With the marginal distribution over the latent variables also Gaussian and conven-

tionally defined by x ∼ N(0, I), the marginal distribution for the observed data t is

readily obtained by integrating out the latent variables and is likewise Gaussian:

P (t) ∼ N(µ,C) (3.26)

where the observation covariance model is specified by C = WW T + δ2I. The

corresponding log-likelihood is then

L = −N
2
{
dln(2π) + ln |C|+ tr(C−1S)

}
(3.27)

where an exponential function of the distance is adopted as the local likelihood as:

S =
d∑

n=1

d∑
m=1

(tn − µtn)(tm − µtm)P (tn)P (tm) (3.28)

P (tn) =
1

2πδ
e−
|tn−t̄n|

2δ2 (3.29)

The maximum-likelihood estimator for t̄n is given by the mean of the data, in which

case S is the sample covariance matrix of the observations tn. Estimates for W and δ2

may be obtained by iterative maximization of L, for example using the EM algorithm,

which is based on the algorithm for standard factor analysis [122]. However, in contrast

to factor analysis, for W and δ2 may be obtained explicitly. Later, we will make use of

the conditional distribution of the latent variables x given the observed t, which may

be calculated using Bayes’ rule and is again Gaussian:

P (x|t) ∼ N(M−1W T , δ2M−1) (3.30)

where we have defined M = W TW + δ2I. Note that M is of size d × d while C is

N ×N .
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3.3.2.2 Revisited Properties of the Maximum-Likelihood Estimators

In [121] it is shown that, with C given by WW T + σ2I, the likelihood eq. 3.27 is

maximized when:

WML = Ud(Λd − σ2I)1/2R (3.31)

where the d column vectors in the N ×d matrix Ud are the principal eigenvectors of

S, with corresponding eigenvalues λ1, λ2, · · · , λd in the d× d diagonal matrix Λd , and

R is an arbitrary d×d orthogonal rotation matrix. Other combinations of eigenvectors

(i.e. non-principal ones) correspond to saddle-points of the likelihood function. Thus,

from equation 3.31, the latent variable model defined by equation 3.24 effects a mapping

from the latent space into the principal subspace of the observed data. It may also be

shown that for W = WML, the maximum-likelihood estimator for σ2 is given by

σ2
ML =

1
N − d

N∑
j=d+1

λj (3.32)

which has a clear interpretation as the variance ’lost’ in the projection, averaged

over the lost dimensions. In practice, to find the most likely model given S, we would

first estimate σ2
ML from 3.32, and then WML from 3.31, where for simplicity we would

effectively ignore R (i.e. choose R = I). Alternatively, we might employ the EM

algorithm, where R at convergence can be considered arbitrary.

3.3.2.3 Dimensional Reduction

The general motivation for PCA is to transform the data into some reduce-

dimensionality representation, and with some minor algebraic manipulation of WML,

we may indeed obtain the standard projection onto the principal axes if desired. How-

ever, it is more natural from a probabilistic perspective to consider the dimensionality-

reduction process in terms of the distribution of the latent variables, conditioned on

the observation. From 3.30, this distribution may be conveniently summarized by its

mean:

〈xn|tn〉 = M−1W T
ML(tn − t̄n) (3.33)
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(Note, also from 3.30, that the corresponding conditional covariance is given by

σ2
MLM

−1 and is thus independent of n.) It can be seen that when σ2 → 0,M−1 →
(W T

MLWML)−1 and 3.33 then represents an orthogonal projection into latent space

and so standard PCA is recovered. However, the density model then becomes singu-

lar, and thus undefined. In practice, with σ2 > 0 as determined by 3.32, the latent

projection becomes skewed towards the origin as a result of the Gaussian marginal

distribution for x. Because of this, the reconstruction WML 〈xn|tn〉 + t̄n is not an or-

thogonal projection of tn, and is therefore not optimal (in the squared reconstruction-

error sense). Nevertheless, optimal reconstruction of the observed data from the con-

ditional latent mean may still be obtained, in the case of σ2 > 0, and is given by

WML(W T
MLWML)−1M 〈xn|tn〉+ t̄n.

3.3.3 Kernel Similarity Principal Component Analysis

In most existing dimensionality reduction algorithms, the main objective is to preserve

relational structure among objects of the input space in a low dimensional embed-

ding space. This is achieved by minimizing the inconsistency between two similar-

ity/dissimilarity measures, one for the input data and the other for the embedded

data, via a separate matching objective function. Based on this idea, we propose a new

dimensionality reduction method called Kernel Similarity PCA (KS-PCA).

KS-PCA addresses this problem of non-standard illuminated face data that is dif-

ficult for linear methods in practice due to the correlations between shape and texture

vectors (as described in section 3.3.1.2). In the implementation, by optimizing a non-

linear objective function using the gradient descent algorithm, a local minimum can be

reached. The results obtained include both the optimal similarity preserving embedding

and the appropriate values for the hyper-parameters of the kernel. Experimental eval-

uation on KS-PCA based AAMs confirmed the effectiveness of this embedding method.

The results for face recognition in complex illumination conditions are shown in section

3.3.4.

3.3.3.1 PCA trick in Feature Space

Principal Component Analysis (PCA) [5] is an orthogonal basis transformation. The

new basis is found by diagonalizing the centered covariance matrix of a data set
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{
xi ∈ RD, i = 1, 2, · · · , N

}
, defined by Cov =

〈
(xi − x̄) · (xj − x̄)T

〉
. The coordinates

in the Eigenvector basis are called principal components.

Clearly, one cannot assert that linear PCA will detect complex structure in a given

data set. By the use of suitable nonlinear features, one can extract more information.

The Kernel PCA first maps the data into some feature space Ψ via a (usually nonlinear)

function Φ and then performs linear PCA on the mapped data. As the feature space

Ψ might be very high dimensional (e.g. when mapping into the space of all possible

D − th order monomials of input space), kernel PCA employs Mercer kernels instead

of carrying out the mapping Φ explicitly.

Clearly, all algorithms that can be formulated in terms of dot products, e.g. Support

Vector machines [123], can be carried out in some feature space Ψ without mapping

the data explicitly. All these algorithms construct their solutions as expansions in the

potentially infinite-dimensional feature space

Consider a D ×N observation matrix A, where each column is an observation and

each row is the dimension of the observation. In our work, each column is an image

and each row is the image pixels. One observation is denoted as xk, k = 1, 2, . . . . . . , N ,

xk ∈ RD, and
N∑
k=1

xk = 0, which means that the data is centered. Normally, PCA

diagonalizes the covariance matrix as shown in Eqn.3.34.

Cov =
1

(D − 1)

D∑
i,j=1

xix
T
j (3.34)

Via Singular Value Decomposition (SVD), the covariance matrix Cov ∈ RD×D as

show in eq. 3.34 can be decomposed as:

Cov = UΛU∗ (3.35)

where U is a D × D unitary matrix, Λ is an D × D square diagonal matrix with

nonnegative real numbers on the diagonal, and U∗ is the conjugate transpose of U , or

simply the transpose of U if U is real. The diagonal entries λd,d of Λ are known as the

eigenvalues of Cov. The columns u of matrix U are called the eigenvectors.

In some special case we have much more dimensions than faces, that D >> N , so

finding the eigenvectors of the large D ×D matrix is computationally difficult. So we

apply a PCA trick: instead of 3.34, Equation 3.36 is more computationally tractable.

53
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2014ISAL0019/these.pdf 
© [Y. Zhang], [2014], INSA de Lyon, tous droits réservés



3. APPLICATION OF NON-LINEAR EMBEDDING MODELS ON
ACTIVE APPEARANCE MODELS

˜Cov =
1

(N − 1)

N∑
i,j=1

yiy
T
j (3.36)

where yi is the vector of each element of the observation xj , D is the dimension of

observation xj .

To diagonalize it, one has to solve the following eigenvalue equation:

λ̃ · v = ˜Cov · v. (3.37)

where λ̃ = λ represent to the eigenvalues of the matrix ˜Cov; the eigenvectors

v = ATu =
N∑
i=1

yiui.

The previous part of this section is devoted to a straightforward translation to a

non-linear scenario. We shall now describe this computation in a Hilbert space H,

which is introduced via a mapping Φ.

Φ : RN → H,x→ X. (3.38)

In the feature space H, we assume that Φ(x) has an arbitrarily large, possibly

infinite dimensionality. Again, in feature space, the data should be centered. Applying

the PCA trick in feature space H,

¯Cov =
1

(N − 1)

N∑
i=1

Φ(yi)Φ(yi)T (3.39)

Now one has to extract eigenvalues satisfying:

λ̄ · V = ¯Cov · V (3.40)

The solutions V lies in the span of Φ(y1),Φ(y2), · · · ,Φ(yN ) . This has two useful

consequences: first, we can consider the equivalent equation

λ̄(Φ(yk)TV ) = (Φ(yk)T · ¯Cov · V ) (3.41)

for all k = 1, 2, · · · , N , there exist coefficients αi (i = 1, · · · , N) such that

V =
N∑
i=1

αiΦ(yi) (3.42)
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Combining eq. 3.41 and eq. 3.42, we get

λ̄
N∑
i=1

αi(ΦT (yk) · Φ(yi)) =
1
M

N∑
i=1

αi(ΦT (yk) ·
N∑
j=1

Φ(yj))(ΦT (yj) · Φ(yi)) (3.43)

where M = N − 1.

Defining a N ×N matrix K by

Ki,j = (ΦT (yi) · Φ(yj)) (3.44)

which lead eq. 3.42 to:

Mλ̄Kα = K2α (3.45)

where α denotes the column vector with entries α1, · · · , αN . As K is symmetric,

Mλ̄α = Kα (3.46)

Note that K is semi-positive and sym definite, which can be seen by noticing that

it equals to

Ki,j = k(yi, yj) = e−
‖yi−yj‖2

2δ2 (3.47)

Then, for the extraction of eigenvalues in feature space, we therefore only need to

diagonalize the kernel similarity matrix Ki,j . Let λ̄1 ≥ λ̄2 ≥ · · · ≥ λ̄N denote the

eigenvalues, and α1, α2, · · · , αN the corresponding complete set of eigenvectors.

3.3.3.2 Parameter Estimation

As described previously, the Kernel Similarity method component analysis deals with

nonlinear transformation via nonlinear kernel functions. There are several commonly

used kernel functions, which are proven useful include: Gaussian kernel k(x, y) =

e−
‖x−y‖2

2δ2 , Polynomial kernel k(x, y) = (x · y)n, Sigmoid kernel k(x, y) = tan(αxT y + c)

etc.

As assumed in section 3.3.1.2, the variables of the illuminated frontal face problem

follow the Gaussian distribution. Therefore, the Gaussian kernel is the most appro-

priate kernel to choose. In the Gaussian kernel, there is a parameter σ that must be
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predetermined, knowing that it has a significant impact on image representation in fea-

ture space. As the kernel function is defined with k(x, y) = e−
d(x,y)2

2δ2 , in which d(x, y)

represent the Euclidean distances between elements contained in each vector; k(x, y)

can be considered as a zero mean Gaussian distribution of d(x, y)2. So since d(x, y)2

follows Gaussian distribution, then σ represented the variance of d(x, y)2. With respect

to this assumption, as illustrated in Fig.3.4 and 3.5, for shape vectors and texture vec-

tors from the illumination database, the parameters σ is estimated as the variance of

d(x, y)2.

3.3.4 Experimental Results

This section describes the experiments performed to validate the effectiveness of the

two proposed embedding models based AAMs. Performance of the proposed face seg-

mentation techniques were compared against the classical AAMs approach presented

in 3.2. The experimental databases are the IMM Face Database and the CMU PIE

database. For training the appearance models, 58 landmarks were placed on each face

image: 8 points for the mouth, 11 points for the nose, 16 points for both eyes, 10

points for both eyebrows, and 13 points for the chin. A total of seven point paths were

used; three closed and four open. All annotations were formatted in ASF. The warped

images have approximately 7325 pixels inside the facial mask. Parameter C (defined

in section 3.2.1, eq. 3.10) is constrained by 3λ, where λ are the eigenvalues obtained

by applying PCA and retaining 95% of the variation in equation 3.10.

3.3.4.1 Evaluation criterion

For illustrating the experiment performance more clearly, we define the evaluation

criterion in this section.

In the evaluation, the manually annotated landmarks are considered as the ground

truth shape information. For each image the landmarks relabeled by the models are

compared with the ground truth landmarks. A distance measure, D(sgt, s), gives a

interpretation of the fit between two shapes, the ground truth, sgt and the actual

shape s. Point-to-point error Ept−pt (shown in equation 3.48,) is defined as the average

Euclidean distance between each corresponding landmarks from a single face.
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Ept−pt =
1
n

∑√
(xi − xgt,i)2 + (yi − ygt,i)2 (3.48)

where (xi, yi) are the coordinates of the relabeled landmarks.

To interpret a novel image, an optimization is performed in which the method

minimizes the error between the pixels contained in a new image and the pixels syn-

thesized by the appearance model. The pixel-to-pixel error Epix−pix can be defined as

in Equation 3.49.

Epix−pix = |δI|2 = |Ii − Im|2 (3.49)

where Ii is the vector of grey-level values in the image and Im is the vector of

grey-level values for the current model parameters.

To demonstrate the superiority of the proposed methods, Eqn.3.50 and 3.51 are

used to compute the gain in terms of shape and texture precision of face fitting results,

compared with the fitting result of classical AAMs.

Ept−ptgain% =
Ept−pt(AAMs)− Ept−pt(kernel)

Ept−pt(AAMs)
% (3.50)

Epix−pixgain% =
Epix−pix(AAMs)− Epix−pix(kernel)

Epix−pix(AAMs)
% (3.51)

3.3.4.2 Experiments on the IMM Face Database

We first evaluated the proposed method on the IMM Face Database [124], a commonly

used database for testing deformable models. IMM Face Database comprises 240 still

images of 40 different human faces, all without glasses. The gender distribution is 7

females and 33 males. The following facial structures were manually annotated using

58 landmarks. Refer to Figure 3.6 for an example of the face annotation.

The subset for training is built by the images of the first 15 individuals (number 01

to 15). Each person has 6 face images with different poses and expressions. Images of

the rest 35 individuals are used for test procedure.

The face fitting results synthesized by the two proposed embedding model based

AAM and classical AAM is shown in figure 3.7, for demonstrating the face segmen-

tation performance. In the first column, faces are synthesized by the KS-PCA based
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Figure 3.6: Annotated face image - 58 landmarks

AAMs, images in the second column represent the face segmentation result of the Prob-

abilistic PCA based AAMs, and compared with fitting results of classical AAMs in the

third column. An increased precision has been obtained due to the extraction of non-

linear features. The gain in precision on point-to-point errors is reported in table 3.1,

computed by eq. 3.48, eq. 3.49 and eq.3.50 respectively.

Ept−pt gain% Epix−pix gain%

Training Database KS-PCA 25.64% 17.07 %
PPCA 12.38% 9.46%

Test Database KS-PCA 15.51% 10.42 %
PPCA 11.86% 7.73%

Table 3.1: Gain in terms of fitting precision- on IMM database (computed by equation
3.50 and 3.51).

We can notice that with the proposed method, the segmentation performance and

the fitting error (both for pixels and points) of the two proposed models are both

reduced than classical AAMs. For this IMM database, the improvement of KS-PCA

model is more than the PPCA model.
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Figure 3.7: Comparison of the fitting results - Fitting results for KS-PCA based
AAMs in the first column from left; fitting results for PPCA based AAMs in the second
column; fitting results for classical AAMs in the third column; in the last column are
the reference original faces.
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3.3.4.3 Experiments on CMU PIE Database

In this section, the evaluation of the proposed method on the CMU Pose, Illumination,

and Expression (PIE) database of human faces [125] is performed. The dataset contains

41,368 facial images of size 640× 486 for 68 people across 13 poses, under 43 different

illumination conditions, and with 4 different expressions For the experiments on the

variation of both illumination and pose problems, the training database is built from

a subset of the CMU database as illustrated in Figure 3.8. The test set is built from

the images of the persons shown in Fig. 3.9. We manually labelled 1200 images of size

640 × 486 pixels. To train the models, 58 landmarks were placed on each face image.

Refer to Figure 3.10 for an example annotation.

Figure 3.8: Illustration of the experiments based on CMU PIE database -
Individuals in training databases

Appearance Model and Parameters

For building the statistic appearance models, we seek a parameter (the parameter

C, defined in section 3.2.1, eq. 3.10) used to control variations for both shape and

texture, which is extracted by the embedding models.
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Figure 3.9: Illustration of the experiments based on CMU PIE database -
Individuals in test databases

Figure 3.10: Annotated face image - 58 landmarks
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As discussed in section 3.3.2.1 and section 3.3.3.1, in our work, the probabilistic

covariance matrix S =
D∑
n=1

D∑
m=1

(xi−µxi)(tm−µxj )P (xj)P (tm), and the kernel similarity

matrix Ki,j = k(xi, yj) = e−
‖xi−yj‖2

2δ2 are employed to replace the covariance matrix for

computing the standard PCA. In this section, we highlight the advantage brought by

the two non-linear embedding models by analyzing the essential parameters of AAMs.

Both of the shape and texture parameters are combined by concatenation of bs and

bg. A final embedding analysis is performed to have the appearance parameters.

b = [bsbg]
T , b = φC ∗ C (3.52)

where φC are the eigenvectors obtained by retaining 95% of the variation, and C

is the matrix, whose columns represent the appearance parameters of the faces in the

training set. By disturbing the elements in one column of C, one can modify the

shape and texture of the corresponding face simultaneously. The face models which

synthesized by incorporating the first three appearance parameters are shown in figure

3.11. Since the appearance model C is a combination of a shape model and a texture

model. Each column shows the models synthesized by varying appearance parameter

from−3
√
λi (left), mean shape (center) to +3

√
λi (right) for the proposed PPCA model,

KS-PCA model and the classical AAMs respectively. Here the parameters λ are the

eigenvalues corresponding to each appearance parameter (obtained during PCA) and

i is the index of the appearance parameter. One can observe that the model built by

kernel similarity matrix, as shown in the second row of Figure 3.11, is able to take into

account more efficiently the variations of illumination. While for the features in the first

row, which belong to PPCA model, the ability to control the variation of illumination

is quite limit, not as strong as the KS-PCA model. This can also be recovered in the

face segmentation results which are shown in the next section.

Sensitivity to variations of Illumination

In Figure 3.12, images in the first column are synthesized by the KS-PCA based

AAMs, images in the second column are synthesized by the Probabilistic-PCA based

AAMs. They are compared with the fitting results of Classical AAMs in the third

column. In this figure, the images in the first three rows belong to the same individual.

This individual is contained by the training set. While the last three rows are the

images of the same individual from the test set. These fitting results highly certify the
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Figure 3.11: Variations controlled by the appearance parameter C, built by
KS-PCA, PPCA and PCA respectively - The first row presents the first three
modes learnt by Probabilistic-AAMs; the second row presents the first three modes
learnt by KS-AAMs; the third row presents the first three modes learnt by standard
AAMs)
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ability of the proposed methods to synthesize unknown face appearance under variable

illumination conditions. It is obvious that an increased fitting precision has been ob-

tained due to the extraction of non-linear features. The gain in terms of accuracy on

point-to-point errors and pixel-to-pixel error are reported in table 3.2.

Ept−pt gain% Epix−pix gain%

Training Database KS-PCA 87.25% 61.36 %
PPCA 34.58% 25.47%

Test Database KS-PCA 76.16% 28.06 %
PPCA 27.28% 15.06%

Table 3.2: Gain in terms of fitting precision- on CMU PIE database for poor illumima-
tion problem (computed by equation 3.50 and 3.51).

Figures 3.13 and 3.15 show the point-to-point errors under each same illumination

condition, obtained in the ”classical AAMs experiment”, ”Probabilistic AAMs” and

”Kernel Similarity AAMs experiment” on both training and test databases. The Point-

to Point errors are normalized by the Euclidian distance between the eyes (Ept−pt/Deye,

where Ept−pt represents point-to-point error, and Deye represents the distance between

the centre of the eyes of each person). This normalization is done to eliminate the effect

of varying size of faces on the point-to-point error. Each curve point in Figures 3.14 and

3.16 show the mean pixel errors made by the model in the database under each same

illumination condition. The number of illuminations from 1 to 20 is the 20 different

illuminations contained in database. Illuminations from numbers 1 to 4 correspond to

a light source from the left side of the face, illuminations from 12 to 17 correspond to a

light source from the right side of the face. The other illuminations (from number 5 to

11 and number 18 to 20) correspond to different light sources in front of the face. The

error curves depict the robustness of the proposed methods since it makes it possible

to find non-linear facial features.

We can see that with the proposed methods, some errors are still made, but not

as strong as with the classical method with a powerfully increased robustness to side

illuminations. For this illuminated frontal face problem, the improvement of KS-PCA

based AAMs is obviously stronger than the PPCA based AAMs. The better perfor-

mance is illustrated in the parameter extraction procedure and face fitting results.
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Figure 3.12: Comparison of the face fitting results - Fitting results for KS-PCA
based AAMs are in the first column from left; fitting results for PPCA based AAMs
are in the second column; fitting results for classical AAMs are in the third column; in
the last column are the reference original faces.
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Figure 3.13: Comparison curves between the proposed methods and classical
AAMs - Average Point-to-Point Error on the training dataset

Figure 3.14: Comparison curves between the proposed methods and classical
AAMs - Average Pixel-to-pixel Error on the training dataset
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Figure 3.15: Comparison curves between the proposed methods and classical
AAMs - Average Point-to-Point Error on the test dataset

Figure 3.16: Comparison curves between the proposed methods and classical
AAMs - Average Pixel-to-pixel Error on the test dataset
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We can infer from these experiments that the KS-PCA embedding model follow more

closely the non-linear variation caused by different illuminations.

Sensitivity to variations of pose

In this experiment for multiple face poses, the training set is built with the same 16

people, each person having 11 different poses captured by different cameras, the test

set contains images from 10 people.

As presented in Figure 3.17, images in the first column are synthesized by the

proposed KS-PCA based AAMs, while the PPCA based AAMs fitting results in the

second column, compared with fitting results of classical AAMs in the third column.

An increasing fitting accuracy is performed. The gain in terms of precision on point-

to-point and pixel-to-pixel errors are reported in table 3.3.

Ept−pt gain% Epix−pix gain%

Training Database KS-PCA 16.63% 14.05 %
PPCA 10.35% 6.23%

Test Database KS-PCA 22.44% 18.67 %
PPCA 8.77% 11.60%

Table 3.3: Gain in terms of fitting precision - on CMU PIE database for multiple face
pose problem (computed by equation 3.50 and 3.51).

Poses numbers 1, 6, 7, 10 are profile faces which are hard to synthesize, while the

other poses are less complicated. The curves in Figure 3.18 to Figure 3.21 present

the point-to-point errors and the pixel-to-pixel errors for each pose respectively give a

consistent result. As illustrated by the curves, for the test on the training database, the

proposed method is more efficient except for poses number 1, 7 and 10. On the test set,

the results of poses number 1, 7 and 10 are missing, because the fitting procedures have

problem to converge for both proposed methods and classical AAMs. As a consequence,

the proposed non-linear methods give better fitting results in the conditions that the

out-of-plane rotations of face are in a the range of ±60◦. The problem of the complete

profile faces is still waiting to be solved.
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Figure 3.17: Comparison of the face fitting results - Fitting results for KS-PCA
based AAMs are in the first column from left; fitting results for PPCA based AAMs
are in the second column; fitting results for classical AAMs are in the third column; in
the last column are the reference original faces.
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Figure 3.18: Comparison curves between the proposed methods and classical
AAMs - Average Point-to-Point Error on the training dataset

Figure 3.19: Comparison curves between the proposed methods and classical
AAMs - Average Pixel-to-pixel Error on the training dataset
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Figure 3.20: Comparison curves between the proposed methods and classical
AAMs - Average Point-to-Point Error on the test dataset

Figure 3.21: Comparison curves between the proposed methods and classical
AAMs - Average Pixel-to-pixel Error on the test dataset
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3.4 Conclusion

In this chapter, we proposed two solutions to extract the facial features by non-linear

embedding model, in order to build an appearance parameter which has ability to

synthesize the non-linear variations caused by complex illumination and face rotation.

In this purpose, we have proposed a Kernel Similarity PCA and a Probabilistic PCA

based AAMs. These two embedding model turn the classical AAMs to the non-linear

deformable model.

Our algorithms have been tested on facial images from IMM database and CMU

PIE database to extract the appearance parameters making non-linear illuminated

variations. Results of the comparison of our proposed methods have shown that the

model build by the proposed non-linear embedding methods are less sensitive to the

illumination variations. The fitting performances indicate a powerful improvement on

the illumination case especially on KS-PCA based AAMs. Probabilistic PCA model

also brought better performance than classical AAMs but not as obvious as KS-PCA

model. With these novel methods, the fitting procedure can accurately synthesize

faces semi-bright-semi-dark affected by the illumination. Meanwhile, conditions with a

variety of poses also benefit from the proposed algorithms; the ability of synthesizing

faces with shape variations from a wide range of face poses has been improved. The

problem of the synthesis of the complete profile faces is still waiting to be solved.
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Sparse Representation

embedding

Sparse and redundant representation model, as referred in chapter 2 is a novel com-

ponent of the Embedding models. It assumes an ability to describe signals as linear

combinations of a few atoms from a pre-specified dictionary. As such, the choice of the

dictionary that sparsifies the signals is crucial for the success of this model. This chap-

ter presents our research of two Dictionary-Learning Sparse Representation Models for

dealing with a face pose estimation problem. Section 4.1 provides a brief introduction

of the human face pose estimation problems. Section 4.2 describes the state-of-the-

arts of the sparse representation approaches, and the applications of this embedding

model in computer vision field. Our contribution is reflected in section 4.3 by two

dictionary-learning algorithms for the face pose classification problem. In subsection

4.3.1, we propose to learn the dictionary via Incremental Principal Component Anal-

ysis (Incremental-PCA). By combining this linear embedding model and an updated

learning strategy, we successfully eliminate the intra-class redundancy for each pose,

while remain the inter-class redundancy for applying sparse representation based clas-

sification. In subsection 4.3.2 we propose a method which can unify the classification

criterion and the optimism goal for learning the sparse representation dictionary. In

this way, the classification can be done based on the pre-learned dictionary which in-

sures the success of the classification. In this algorithm, the sparse representation is

searched by Orthogonal Matching Pursuit (OMP) [126] and the dictionary is learned

by Analysis K-SVD algorithm [127]. The OMP and Analysis K-SVD algorithms are
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novel developments in embedding model domain. Experimental results in section 4.3.3

demonstrate the effectiveness of the proposed Dictionary-Learning Sparse Representa-

tion Models for treating the pose classification in dynamic illumination condition and

low-resolution images, and showing a meaningful recovery of the analysis dictionary.

4.1 Introduction

Human face pose estimation from 2D images is a hot research topic, with lots of ap-

plications in expression and face recognition [128], driver monitoring [129] or human-

computer interaction [130]. In a computer vision context, head pose estimation is the

process of inferring the orientation of a human head from digital imagery. It requires

a series of processing steps to transform a pixel-based representation of a head into a

high-level concept of direction. Like other facial vision processing steps, an ideal head

pose estimator must demonstrate invariance to a variety of image-changing factors.

These factors include physical phenomena like camera distortion, projective geometry,

multi-source non-Lambertian lighting, as well as biological appearance, facial expres-

sion, and the presence of accessories like glasses and hats. In spite of the tremendous

achievements, there are still many challenges due to the large face appearance variations

of expressions, illuminations, noise, occlusions etc.

Although it might seem like an explicit specification of a vision task, head pose

estimation has a variety of interpretations. At the coarsest level, head pose estimation

applies to algorithms that identify a head in one of a few discrete orientations, e.g., a

frontal versus left/right profile view. At the fine level, a head pose estimate might be a

continuous angular measurement across multiple Degrees of Freedom (DOF). A system

that estimates only a single DOF, perhaps the left to right movement is still a head

pose estimator, as is the more complex approach that estimates a full 3D orientation

and position of a head, while incorporating additional degrees of freedom including

movement of the facial muscles and jaw.

A review of related works can be found in [131]. According to the underlying im-

plementation, the pose estimation approaches are organized in the following categories

that describe the conceptual approaches.

Appearance Template Methods compare a new image of a head to a set of

exemplars (each labelled with a discrete pose) in order to find the most similar view. In
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the simplest implementation, the queried image is given the same pose that is assigned

to the most similar of these templates. Some characteristic examples include the use

of normalized cross-correlation at multiple image resolutions [132] and mean squared

error (MSE) over a sliding window [133].

Appearance templates have some advantages over more complicated methods. The

templates can be expanded to a larger set at any time, allowing systems to adapt

to changing conditions. Furthermore, appearance templates do not require negative

training examples or facial feature points. Creating a corpus of training data requires

only cropping head images and providing head pose annotations. Appearance templates

are also well suited for both high and low-resolution imagery.

There are many disadvantages with appearance templates. Without the use of some

interpolation method, they are only capable of estimating discrete pose locations. They

typically assume that the head region has already been detected and localized, whereas

localization error can degrade the accuracy of the head pose estimate. They can also

suffer from efficiency concerns, since as more templates are added to the exemplar

set, more computationally expensive image comparisons will need to be computed.

One proposed solution to these last two problems is to train a set of Support Vector

Machines (SVMs) to detect and localize the face, and subsequently use the support

vectors as appearance templates to estimate head pose [134, 135].

Regression based methods estimate the pose by learning a non-linear functional

mapping from the image space to one or more pose directions. The motivation of these

approaches is that with a set of labelled training data, a model can be built that will

provide a discrete or continuous pose estimate for any new data sample. The caveat

with these approaches is that it is not clear how well a specific regression tool will be

able to learn the proper mapping.

The high-dimensionality of an image presents a challenge for some regression tools.

Success has been demonstrated using Support Vector Regressions (SVRs) if the di-

mensionality of the data can be reduced, as for example with Principal Component

Analysis (PCA) [136, 137], or with localized gradient orientation histograms [129] the

latter giving better accuracy for head pose estimation. Alternatively, if the location

of facial features are known in advance, regression tools can be used on relatively low-

dimensional feature data extracted at these points [138, 139].
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Among the nonlinear regression tools used for head pose estimation, neural net-

works have been the most widely used in the literature. An example is the multi-layer

perceptron (MLP), consisting of many feed-forward cells defined in multiple layers (e.g.

the output of the cells in one layer comprise the input for the subsequent layer) [140].

An MLP can also be trained for fine head pose estimation over a continuous pose range.

In this configuration, the network has one output for each DOF, and the activation of

the output is proportional to its corresponding orientation [141, 142].

A locally-linear map (LLM) is another popular neural network consisting of many

linear maps [143]. To build the network, the input data is compared to a centroid

sample for each map and used to learn a weight matrix. Head pose estimation requires

a nearest-neighbor search for the closest centroid, followed by linear regression with

the corresponding map. This approach can be extended with difference vectors and

dimensionality reduction [144] as well as decomposition with Gabor-wavelets [145].

The advantages of neural network approaches are numerous. These systems are

very fast, only require cropped labelled faces for training, work well in near-field and

far-field imagery, and give some of the most accurate head pose estimates in practice.

The main disadvantage to these methods is that they are to prone to error from

poor head localization. As a suggested solution, a convolutional network [146] that

extends the MLP by explicitly modelling some shift, scale, and distortion invariance

can be used to reduce this source of error [147].

Manifold Embedding Methods. Although an image of a head can be considered

a data sample in a high-dimensional space, there are inherently many fewer dimensions

in which pose can vary. With a rigid model of the head, this can be as few as three

dimensions for orientation and three for position. Therefore, it is possible to consider

that each high-dimensional image sample lies on a low-dimensional continuous manifold

constrained by the allowable pose variations. For head pose estimation, the manifold

must be modelled, and an embedding technique is required to project a new sample

into the manifold. This low-dimensional embedding can then be used for head pose

estimation with techniques such as regression in the embedded space or embedded

template matching. Any dimensionality reduction algorithm can be considered an

attempt at manifold embedding, but the challenge lies in creating an algorithm that

successfully recovers head pose while ignoring other sources of image variation.
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Two of the most popular dimensionality reduction techniques, principal component

analysis (PCA) and its nonlinear kernelized version KPCA, discover the primary modes

of variation from a set of data samples. Head pose can be estimated with PCA, by pro-

jecting an image into a PCA subspace and comparing the results to a set of embedded

templates [148]. It has been shown that similarity in this low-dimensional space is more

likely to correlate with pose similarity than appearance template matching with Gabor-

wavelet preprocessing [149, 150]. Nevertheless, PCA and KPCA are not very efficient

techniques for head pose estimation [151]. Besides the linear limitations of standard

PCA that cannot adequately represent the nonlinear image variations caused by pose

change, these approaches are unsupervised techniques that do not incorporate the pose

labels that are usually available during training. As a result, there is no guarantee

that the primary components will relate to pose variation rather than to appearance

variation. Probably, they will be corresponding to both.

To alleviate these problems, the appearance information can be decoupled from the

pose by splitting the training data into groups that each share the same discrete head

pose. Then, PCA and KPCA can be applied to generate a separate projection matrix

for each group. These pose-specific eigenspaces, or pose-eigenspaces, each represent the

primary modes of appearance variation and provide a decomposition that is indepen-

dent of the pose variation. Head pose can be estimated by normalizing the image and

projecting it into each of the pose-eigenspaces, thus finding the pose with the highest

projection energy [152]. Alternatively, the embedded samples can be used as the input

to a set of classifiers, such as multi-class SVMs [153]. It has been shown that by skip-

ping the KPCA projection altogether and using local Gabor binary patterns, one can

greatly improve pose estimation with a set of multi-class SVMs [154]. Pose-eigenspaces

have an unfortunate side-effect. The ability to estimate fine head pose is lost since, like

detector arrays, the estimate is derived from a discrete set of measurements. If only

coarse head pose estimation is desired, it is better to use multi-class linear discriminant

analysis (LDA) or its kernelized version, KLDA, since these techniques can be used to

find the modes of variation in the data that best account for the differences between

discrete pose classes [151, 155].

Other manifold embedding approaches have shown good efficiency for head pose

estimation. These include Isometric feature mapping (Isomap) [156, 157], Locally Lin-

ear Embedding (LLE) [158], and Laplacian Eigenmaps (LE) [159]. To estimate head
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pose with any of these techniques, there must be a procedure to embed a new data

sample into an existing manifold. Raytchev et al. [156] described such a procedure

for an Isomap manifold, but for out-of-sample embedding in an LLE and LE mani-

fold there has been no explicit solution. For these approaches, a new sample must be

embedded with an approximate technique, such as a Generalized Regression Neural

Network [160]. Alternatively, LLE and LE can be replaced by their linear approxima-

tions, locally embedded analysis (LEA) [161] and locality preserving projections (LPP)

[162].

There are still some remaining weaknesses in the manifold embedding approaches

mentioned thus far. With the exception of LDA and KLDA, each of these techniques

operates in an unsupervised fashion, ignoring the pose labels that might be available

during training. As a result, they have the tendency to build manifolds for identity

as well as pose [160]. As one solution to this problem, identity can be separated from

pose by creating a separate manifold for each subject that can be aligned together. For

example, a high-dimensional ellipse can be fit to the data in a set of Isomap manifolds

and then used to normalize the manifolds [163]. To map from the feature space to the

embedded space, nonlinear interpolation can be performed with radial basis functions.

Nevertheless, even this approach has its weaknesses, because appearance variation can

be due to factors other than identity and pose, such as lighting. For a more general

solution, instead of making separate manifolds for each variation, a single manifold

can be created that uses a distance metric that is biased towards samples with smaller

pose differences [160]. This change was shown to improve the head pose estimation

performance of Isomap, LLE, and LE.

Another difficulty to consider is the heterogeneity of the training data that is com-

mon in many real-world training scenarios. To model identity, multiple people are

needed to train a manifold, but it is often impossible to obtain a regular sampling

of poses from each individual. Instead, the training images comprise a disjoint set of

poses for each person sampled from some continuous measurement device. A proposed

remedy to this problem is to create individual submanifolds for each subject, and use

them to render virtual reconstructions of the discrete poses that are missing between

subjects [164]. This work introduced Synchronized Submanifold Embedding (SSE), a

linear embedding that creates a projection matrix that minimizes the distances between
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each sample and its nearest reconstructed neighbours (based on the pose label), while

maximizing the distances between samples from the same subject.

All of the manifold embedding techniques described in this section are linear or

nonlinear approaches. The linear techniques have the advantage that embedding can

be performed by matrix multiplication, but they lack the representational ability of the

nonlinear techniques. As a middle ground between these approaches, the global head

pose manifold can be approximated by a set of localized linear manifolds. This has

been demonstrated for head pose estimation with PCA, LDA, and LPP [165].

Active Appearance Models (AAMs) learns the primary modes of variation in

facial shape and texture from a 2D perspective.

AAMs have come a long way since their original inception. Fitting methods based on

the inverse compositional image alignment algorithm overcome the linear assumption of

how appearance error relates to the gradient descent search and allows more accurate,

real-time convergence [96]. A tracked AAM over a video sequence can also be used

to estimate the 3D shape modes, which can subsequently be reintroduced to constrain

the 2D AAM fitting process [114]. Once the 3D constraint is learned, the AAM can

be used to directly estimate the 3D orientation of the head. Alternatively, since the

AAM shape points have a one-to-one correspondence, Structure From Motion (SFM)

algorithms can be used to estimate the 3D shape of the face, as well as the relative pose

difference between two video frames [166]. Further work with AAMs have introduced

modifications that expand their utility to driver head pose estimation [167] and multiple

cameras [115].

AAMs have good invariance to head localization error, since they adapt to the image

and find the exact location of the facial features. This allows for precise and accurate

head pose estimation. The main limitation of AAMs is that all of the facial features are

required to be located in each image frame. In practice, these approaches are limited to

head pose orientations from which the outer corners of both eyes are visible. It is also

not evident that AAM fitting algorithms could successfully operate for far-field head

pose estimation with low-resolution facial images.

Head pose estimation is a natural step for bridging the information between peo-

ple and computers. This fundamental human ability provides rich information about

the intent, motivation, and attention of people in the word. By simulating this skill,

systems can be created that can better interact with people. The majority of head
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pose estimation approaches assume the perspective of a rigid model, which has inher-

ent limitations. The difficulty in creating head pose estimation systems stems from

the immense variability in individual appearance coupled with differences in lighting,

background, and camera geometry. In section 4.3, we present the proposed frameworks

for overpass the difficulty of variable lighting conditions, as well as deal with more noisy

issues.

4.2 State-of-the-arts

Techniques from sparse signal representation are beginning to see significant impact

in computer vision, often on non-traditional applications where the goal is not just

to obtain a compact high-fidelity representation of the observed signal, but also to

extract semantic information. Sparse signal representation has been proven to be an

extremely powerful tool for acquiring, representing, and compressing high-dimensional

signals, and this is typically done by a pursuit algorithm that finds an approximate

solution. In this section, we briefly discuss several such algorithms and their prospects

for success.

4.2.1 Pursuit Algorithms

Sparse Representation relies on using an over-complete dictionary which contains pro-

totype signal-atoms: signals are described by sparse linear combinations of these atoms.

Recent activity in this field has concentrated mainly on two different ways to decompose

signals with respect to a fixed or pre-learned dictionary: Convex Relaxation Techniques

and Greedy Algorithms.

4.2.1.1 Convex Relaxation Techniques

Underdetermined systems of linear equations appear naturally in many important prob-

lems in science and technology, ranging from array signal processing to image process-

ing to genomic data analysis. Such systems, with fewer equations than unknowns, may

have many solutions, but often the solution of interest is the sparsest solution - the one

having the fewest possible non-zeros. In ”most” applications in science and technology,

of course, the underlying model will not be perfectly correct and measurements will

not be perfectly accurate. It is essential to use procedures which are robust against
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the effects of measurement noise and modelling error. It is show in [168] that ”most”

matrices underlying underdetermined systems have the following property: when there

exists any sufficiently sparse near-solution, the near-solution with minimal ’l1-norm’ is

a good approximation to it. Here by sufficient sparsity, we mean that the number of

non-zeros in the solution is only a certain fraction of the number of equations.

The use of the l1-norm as a sparsity-promoting functional traces back several

decades. A leading early application was reflection seismology, in which a sparse re-

flection function (indicating meaningful changes between subsurface layers) was sought

from band-limited data. In 1979, Taylor, Banks and McCoy [169] proposed the use of l1
to deconvolve seismic traces by improving on earlier ideas of Claerbout and Muir [170].

Over the next decade this idea was refined to better handle observation noise [171], and

the sparsity-promoting nature of l1-minimization was empirically confirmed. Rigorous

results began to appear in the late-1980’s, with Donoho and Stark [172] and Donoho

and Logan [173] quantifying the ability to recover sparse reflectivity functions. The ap-

plication areas for l1-minimization began to broaden in the mid-1990’s, as the LASSO

algorithm [58] was proposed as a method in statistics for sparse model selection, Basis

Pursuit [37] was proposed in computational harmonic analysis for extracting a sparse

signal representation from highly over-complete dictionaries, and a related technique

known as total variation minimization was proposed in image processing [174, 175].

Some examples of l1-type methods for sparse design in engineering include Vanden-

berghe et al. [176, 177] for designing sparse interconnect wiring, and Hassibi et al. [178]

for designing sparse control system feedback gains. In [179], Dahleh and DiazBobillo

solve controller synthesis problems with an l1-criterion, and observe that the optimal

closed-loop responses are sparse. Lobo et al. used l1-techniques to find sparse trades in

portfolio optimization with fixed transaction costs in [180]. In [181], Ghosh and Boyd

used l1-methods to design well connected sparse graphs, in [182], Sun et al. observe

that optimizing the rates of a Markov process on a graph leads to sparsity. In [183]

[Section 6.5.4 and 11.4.1], Boyd and Vandenberghe describe several problems involving

l1-methods for sparse solutions, including finding small subsets of mutually infeasible

inequalities, and points that violate few constraints. In a recent paper, Koh et al. used

these ideas to carry out piecewise-linear trend analysis [184].

Over the last decade, the applications and understanding of l1-minimization have

continued to increase. Donoho and Huo [185] provided a more rigorous analysis of Basis
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Pursuit, and this work was extended and refined in subsequent years, see [186, 187].

Much of the recent focus on l1-minimization, however, has come in the emerging field of

Compressive Sensing [188, 189]. This is a setting where one wishes to recover a signal

x0 from a small number of compressive measurements y = Φx0. It has been shown that

l1-minimization allows recovery of sparse signals from remarkably few measurements

[190, 191]: supposing Φ is chosen randomly from a suitable distribution, then with

very high probability, all sparse signals x0 can be perfectly recovered by using (P1).

Moreover, it has been established [191] that Compressive Sensing is robust in the sense

that l1-minimization can deal very effectively (a) with only approximately sparse signals

and (b) with measurement noise. The implications of these facts are quite far-reaching,

with potential applications in data compression [188, 192], digital photography [193],

medical imaging [194, 195], error correction [196, 197], sensor networks [198, 199].

4.2.1.2 Greedy Algorithms

A greedy strategy abandons exhaustive search in favor of a series of locally optimal

single-term updates. It iteratively constructs a sparse approximant by maintaining a

set of active vectors, initially empty, and at each stage, expanding that set by one

additional vector. The active vector is chosen at each stage maximally reduces the

residual l2-error in approximating the signal from the currently active vectors. After

constructing an approximant including the new vector, the residual l2 error is evaluated;

if it now falls below a specified threshold, the algorithm terminates.

In the past decade or so several efficient greedy pursuit algorithms have been pro-

posed. The simplest ones are the matching pursuit (MP) [36] and the orthogonal

matching pursuit (OMP) algorithms [200, 201]. These are greedy algorithms that se-

lect the dictionary atoms sequentially. These methods are very simple, involving the

computation of inner products between the signal and dictionary atoms, and possi-

bly deploying some least squares solvers. The underdetermined equations are easily

addressed by changing the stopping rule of the algorithm.

Many variants on the above algorithm are available, offering improvements either

in accuracy and/or in complexity. This family of greedy algorithms is well known and

extensively used, and in fact, these algorithms have been re-invented in various fields.

In the setting of statistical modelling, greedy stepwise Least-Squares is called forward

stepwise regression. When used in the signal processing setting this goes by the name
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of Matching-Pursuit (MP) or Orthogonal-Matching-Pursuit (OMP). Approximation

theorists refer to these algorithms as Greedy Algorithms (GA), and consider several

variants of them - the Orthogonal (OGA) [202], the Relaxed (RGA) [203], and the

Weak Greedy Algorithm (WGA) [204]. The MP algorithm is similar to the OMP, but

with an important difference that makes it simpler, and thus less accurate. In the main

iteration, after the sweep and the update support stages, rather than solving a Least-

Squares for re-evaluating all the coefficients in x, the coefficients of the Sk−1 original

entries remain unchanged, and the new coefficient that refers to the new member j0 ∈ Sk

is chosen.

The Weak-MP is a further simplification of the MP algorithm, allowing for a sub-

optimal choice of the next element to be added to the support. Embarking from the

MP algorithm, the update support is relaxed by choosing any index that is the factor

away from the optimal choice.

Both the Convex Relaxation Techniques and the Greedy Algorithms can be moti-

vated based on maximum a posteriori (MAP) estimation, and indeed several works used

this reasoning directly [205, 206]. The MAP can be used to estimate the coefficients as

random variables by maximizing the posterior P (x|y,D) ∝ P (y|x,D)P (x). The prior

distribution on the coefficient vector is assumed to be a super-Gaussian distribution

that favors sparsity. For the Laplace distribution, this approach is equivalent to BP

[205].

Extensive study of these algorithms in recent years has established that if the sought

solution x is sparse enough, these techniques recover it well in the exact case [207, 208].

Further work considered the approximated versions and has shown stability in recovery

of x [209, 210]. The recent front of activity revisits those questions within a probabilistic

setting, obtaining more realistic assessments on pursuit algorithm performance and

success [168]. The properties of the dictionary D set the limits on the sparsity of the

coefficient vector that consequently leads to its successful evaluation.

4.2.2 Sparse Representation Applications for Computer Vision

For Computer Vision and Pattern Recognition, the efficient representations of data

plays a critical role, and it has been shown again and again that learned and data adap-

tive dictionaries significantly outperform off-the-shelf ones such as wavelets. Current

techniques for obtaining such dictionaries mostly involve their optimization in terms
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of the task to be performed, denoising [71, 211], and classification [212]. Theoretical

results addressing the stability and consistency of the sparse solutions (active set of se-

lected atoms), as well as the efficiency of the coding algorithms, are related to intrinsic

properties of the dictionary such as the mutual coherence, the cumulative coherence,

and the Gram matrix norm of the dictionary [76, 207, 213, 214, 215]. Dictionaries can

be learned by locally optimizing these and related objectives [62, 216].

4.2.2.1 Sparse Modelling for Image Restoration

Many problems in image processing and computer vision are in a dire need for prior

models of the images they handle. This is especially true whenever information is

missing, damaged, or modified. Armed with a good generic image prior, restoration

algorithms become very effective. Numerous examples, comparisons, and applications

in image demosaicing, image inpainting, and image denoising are presented in [211, 217].

It is important to note that for image denoising, over-complete dictionaries are used.

Paper [211] extends the non-local means approach developed in [218, 219]. Interestingly,

the two frameworks are quite related, since they both use patches as building blocks

(in [211], the sparse coding is applied to all overlapping image patches), and while

a dictionary is learned in [211] from a large dataset, the patches of the processed

image itself are the ”dictionary” in non-local means. The sparsity constraint in [211]

is replaced by a proximity constraint and other processing steps in [219, 220]. The

exact relationship and the combination of non-local-means with sparsity modelling has

been recently exploited by the authors of [221] to further improve on these results. The

authors also developed a very fast on-line dictionary learning approach.

4.2.2.2 Sparse Modelling for Image Classification

While image representation and reconstruction has been the most popular goal of sparse

modelling and dictionary learning, other important image science applications are start-

ing to be addressed by this framework, in particular, classification and detection. The

work in [222] reported striking empirical results: the l1-minimizer, has a strong ten-

dency to separate the identity of the face from the error due to corruption or occlusion.

In [223] and [224] the authors use the reconstruction/generative formulation, exploiting

the quality of the representation and the coefficients for the classification tasks. This

generative only formulation can be augmented by discriminative terms [221, 225, 226]
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where an additional term is added to encourage the learning of dictionaries that are most

relevant to the task at hand. The dictionary learning then becomes task-dependent and

semi-supervised. In the case of [226] for example, a Fisher-discriminant type term is

added in order to encourage signals (images) from different classes to pick different

atoms from the learned dictionary. In [221], multiple dictionaries are learned, one per

class, so that each class’s dictionary provides a good reconstruction for its corresponding

class and a poor one for the other classes (simultaneous positive and negative learning).

This idea was then applied in [225] for learning to detect edges as part of an image

classification system. These frameworks have been extended in [212], where a graphical

model interpretation and connections with kernel methods are presented as well for

the novel sparse model introduced there. Of course, adding such new terms makes the

actual optimization even more challenging, and the reader is referred to those papers

for details.

4.2.2.3 Learning to Sense

As we have seen, learning over-complete dictionaries that facilitate a sparse represen-

tation of the data as a linear combination of a few atoms from such dictionary leads to

state-of-the-art results in image and video restoration and classification. The emerging

area of compressed sensing (CS), [189, 227], and references therein, has shown that

sparse signals can be recovered from far fewer samples than required by the classical

Shannon-Nyquist Theorem. The samples used in CS correspond to linear projections

obtained by a sensing projection matrix. It has been shown that, for example, a non-

adaptive random sampling matrix satisfies the fundamental theoretical requirements of

CS, enjoying the additional benefit of universality. A projection sensing matrix that

is optimally designed for a certain class of signals can further improve the reconstruc-

tion accuracy or further reduce the necessary number of samples. In [216], the authors

designed a framework for the joint design and optimization, from a set of training

images.

4.3 Contribution

The pose estimation and classification is one of the classical problems in computer vi-

sion. Given a natural image that may contain a human face, it has been known that the
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appearance of the face image can be easily affected by many image nuisances, including

background illumination, pose, and facial corruption/disguise such as makeup, beard,

and glasses. We contend that the problem can be solved quite effectively by a simple

algorithm. The key observation is that a pre-learned, meaningful and orthogonal dic-

tionary, combining with sparse representation algorithm is a promising classification

strategy. Dictionary training is a much more recent approach to dictionary design,

and as such, has been strongly influenced by the last advances in sparse representation

theory and algorithms. The main advantage of trained dictionaries is that they lead to

state-of-arts results in many practical signal processing applications. In this section, we

propose two dictionary-learning frameworks for pose classification in variable illumina-

tions and occluded images. In the first one, as presented in section 4.3.1, we combined

a traditional transform embedding model - Incremental Principal Component Analysis

and the l1-norm sparsity measure to train a over-complete dictionary which contains

only necessary variations for classification. Following this work, the second dictionary-

learning idea is described in section 4.3.2. In this work, we unify the classification

criterion and the optimisation goal for learning the sparse representation dictionary.

Such that the classification can be done based on the pre-learned dictionary which

insures the success of the classification. The experiments are shown in section 4.3.3.

The classification results based on database CMU PIE [125] and LLP demonstrate the

effectiveness of the proposed Dictionary-Learning Sparse Representation framework for

treating the pose classification in dynamic illumination condition and low-resolution

images.

4.3.1 Incremental Principal Component Analysis-based Sparse Rep-

resentation for Face Pose Classification

In this section, we propose an Adaptive Sparse Representation pose Classification

(ASRC) dictionary-learning algorithm which combines a traditional transform embed-

ding model, Incremental Principal Component Analysis (referred to as Incremental-

PCA) and the l1-norm sparsity measure to train a over-complete dictionary. The key

idea is a judicious choice of dictionary: representing the test signal as a sparse linear

combination of the pre-learned dictionary. According to reference [222], Sparse rep-

resentation is a reliable classification algorithm, since the l1-norm sparsity measure is

robust to noise and occlusions. But the way to construct the dictionary still need to be
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discussed. Firstly, the sparse representation does need redundancy in the dictionary,

and this kind of inter-class redundancy is provided by the pose images from different

pose classes (since the dictionary is built on the combination of several pose classes).

However, in each single pose class, there still exists intra-class redundancy between the

samples if the dictionary is built on the dataset without selection. This kind of intra-

class redundancy will affect the performance and efficiency of the representation of the

target image. So we propose a conditional update learning strategy via Incremental-

PCA. By applying Incremental-PCA to add only misclassified samples in the dictionary

to reduce the intra-class redundancy in each pose class. A dictionary with less redun-

dancy will improve both the classification performance and speed up the classification

procedure. The final label for the test image is decided based on the over-complete dic-

tionary built by the combination of the eigenspaces of all pose classes. Experimental

results show that the proposed method is very robust when the illumination condition

changes very dynamically and image resolutions are quite poor.

4.3.1.1 Incremental Principal Component Analysis

The incremental subspace learning algorithm is proposed in [228]. Let us consider a

set of d-dimensional vectorized training images I = {I1, I2, · · · , In} , where d is the

dimension of each vectorized image. Classically, the initial eigenspace of the training

images can be obtained by solving the singular value decomposition (SVD) of the

covariance matrix:

C =
1
n

n∑
i=1

(Ii − I)(Ii − I)T (4.1)

Where I = 1
n

n∑
i=1

Ii is the mean image of image set I. The initial K eigenvalues

{λ1, λ2, · · · , λK} lie on the diagonal of matrix Λ ∈ RK×K , and the corresponding eigen-

vectors are represented in matrix U = {u1, u2, · · · , uK} ∈ Rd×K . This initial eigenspace

defines an orthogonal linear transformation that projects the training images into a new

coordinate system. The Incremental-PCA learning is then built based on the initial

eigenspace. When a new training image In+1 is considered, the incremental procedure

updates the mean image and the eigenvectors as described in [228]. The mean image

is updated as:

Ī ′ =
1

n+ 1
(nĪ + In+1) (4.2)
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4. SPARSE REPRESENTATION EMBEDDING

Using the current eigenvectors U as the basis set, the new image In+1 can be recon-

structed, but with a loss represented by the residual vector v, computed as:

v = (Uαn+1 + Ī)− In+1 (4.3)

where αn+1 = UT (In+1 − Ī). The vector v is then normalized:

v̂ =
v

‖v‖2
(4.4)

The updated eigenspace U
′

is acquired by a rotation, R, of the current eigenspace plus

the residual vector:

U
′

=
[
U v̂

]
R (4.5)

The rotation matrix R and updated eigenvalues Λ
′

can be obtained by solving the SVD

of D matrix:

DR = RΛ
′

(4.6)

where we compose D ∈ R(K+1)×(K+1) as:

D =
n

n+ 1

[
Λ 0
0T 0

]
+

n

(n+ 1)2

[
αn+1α

T
n+1 βαn+1

βαTn+1 β2

]
(4.7)

where β = v̂Tn+1(In+1 − I).

The solution to Equation 4.5 yields the new eigenvalues directly, and the new eigen-

vectors are then computed from Equation 4.4. The details of the whole procedure can

be found in [228]. With this Incremental-PCA algorithm, the new training image In+1

is taken into account by the basis eigenspace as a new type of variation.

4.3.1.2 Classification based on l1-norm sparsity measure

In this section, we make use of the Sparse Representation Classification (referred to

as SRC) method presented in [222] to generate a robust pose classification algorithm.

Let us consider a classification problem with M distinct categories, then we build M

eigenspaces Am =
[
Īm Um

]
,m = 1, 2, · · · ,M , on each category by Incremental-

PCA learning mentioned in section 4.3.1.1, where Īm is the normalized mean image

and Um are the eigenvectors of the mth pose class in the training samples. We suppose

that the target can be classified with the arranged vector matrix A, where A is a

combined eigenspace of M pose categories:

A = [A1, A2, · · · , AM ] (4.8)
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With dictionary A, any new test image y ∈ Rd×1 can be approximately represented

by a linear span of the training eigenspace associated with its class m:

y = Amam (4.9)

where am = [1, a1
m, a

2
m, · · · , akm] is the reconstruction coefficient vector in the mth sub-

eigenspace.

Practically, the test image y could be partially corrupted or occluded. In this case,

the above model in equation 4.9 should be rewritten as:

y =
[
A E

] [ a
b

]
= Aa+ Eb (4.10)

where a = [0, · · · , 0, am, 0, · · · , 0] is the sparse coefficient vector whose elements are zero

except those contained in am, and E = [Ω,−Ω] ∈ Rd×2d represents the additive trivial

basis set for occluded or corrupted targets, where Ω ∈ Rd×d is the identity matrix, and

b is the coefficient vector on E. The optimal coefficients
[
a
b

]
are obtained by solving

the following objective function:

l0 = Argmin
a,b

‖a‖0 + ‖b‖0 , subject to y = Aa+ Eb (4.11)

where ‖x‖0 counts the number of nonzero elements in x. In the case of our pose

estimation, the size of the over-complete basis being larger than the dimention of im-

ages, Equation 4.11 is typically underdetermined, so that the solution is not unique.

Recent development in the emerging theory of sparse representation and compressive

sensing [168] reveals that if the solution
[
a0

b0

]
is sparse enough, the solution of the

l0-minimization problem 4.11 is equal to the solution to the following l1-minimization

problem:

l1 = Argmin
a,b

‖a‖1 + ‖b‖1 , subject to y = Aa+ Eb (4.12)

This problem can be solved in polynomial time by standard linear programming

method. A test sample y from one of the classes in the training set is represented with

the solution
[
a1

b1

]
and the over-complete basis set

[
A E

]
. Ideally, the nonzero

elements will all be associated with the columns of A from a single pose class m, and

we can easily assign the test sample y to that class. But because of the noise in the

data, there could be small nonzero elements associated with multiple object classes.
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4. SPARSE REPRESENTATION EMBEDDING

In this case, we compute a reconstruction residual REm for each single pose class and

then classify y to the class corresponding to the minimal reconstruction error.

Label(m) = Argmin
m

REm = ‖y − (Aam1 + Eb1)‖2 (4.13)

where am1 represents the elements from coefficient vector a1 which is associated with

the mth class.

4.3.1.3 A framework of Incremental Principal Component Analysis-based
Sparse Representation Classification

The framework of the Adaptive Sparse Representation pose Classification (ASRC) is

explained in details in this section. The essential idea of this framework is to build

an online face pose dictionary via Incremental Principal Component Analysis. How-

ever, the amount of the training images is large, and there exists a lot of intra-class

redundancy variations and noise which may affect the final classification results. To

overcome this situation, we devise a conditional update method that updates the train-

ing appearance basis eigenspace only with the misclassified face images. Algorithm 1

summarizes the complete classification scheme.

In order to provide a suitable training set for Incremental-PCA, for each class m, the

training samples are divided into two subsets. The first one contains a small number of,

nm, randomly selected face images, and it is modelled via PCA as an initial eigenspace,

and the second one is used for Incremental-PCA learning. The combination of the

eigenspaces of all pose classes are used for Sparse Representation Classification as an

over-complete dictionary. Afterwards, new training samples are added into the basis

eigenspace by applying Incremental Principal Component Analysis in case of the Sparse

Representation Classifier made a mistake. Therefore the dictionary of SR is updated

with every misclassification. The incorporation of incorrectly classified pose images

makes our classifier more adaptive.

The proposed conditional update of the training basis dictionary stabilizes classifi-

cation accuracy and improves the classification performance especially when the image

resolution is very low or the illumination condition changes dynamically.
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Algorithm 1: Framework of the Adaptive Sparse Representation
pose Classification (ASRC)

1:Input: a matrix of training images I =
{
I1, I2, · · · , IM

}
from M classes, where

Im ∈ Rd×nm represents the image set of the class m where d is the dimension
of each image (in vector form), while nm is the number of images in the class m.
2:Apply standard PCA on each image set to obtain the initial eigenspaces

Am =
[
Īm Um

]
(m = 1, 2, · · · ,M).

3:Solve the l1-minimization problem in Equation 4.12 for the sparse representation[
a1

b1

]
of a new image from the second training subset.

4:Label the new training image with the class m for which the reconstruction
residual of the new training image is minimal in Equation 4.13.
5:Check if the new image is labelled with the correct class?
Yes → return to step 3;
No → continue to step 6.
6:Update the online eigenspace of the class to which the new training image belongs
to via Incremental-PCA as in subsection 4.3.1.1.
7:Return to step 3.

4.3.2 A Dictionary-Learning Sparse Representation Model for Pose

Classification

In this section, we present the other dictionary-learning research for dealing with the

same pose classification issue as mentioned in the previous section. The key point of

this novel algorithm is to search for adapting dictionaries so as to unify the classification

criterion and the optimization goal for learning the sparse representation dictionary.

The proposed Dictionary-Learning Sparse Representation framework is referred to as

the DLSR Model in the following text. In this study, for the pose classification problem,

firstly, we need to train a specific dictionary for each pose category. Then, considering a

pose image to be classified, it can be represented by a linear combination of a few atoms

from the pre-specified dictionaries. The class label is finally determined by comparing

the reconstruction errors made by different pose classes. As such, the choice of the

dictionary that sparsifies the signals is crucial for the success of this pose estimation

problem. The proposed approach models the appearance of face images from the same
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pose via a sparse model which learns the dictionary D from a set of image patches

with the objective to minimize the reconstruction error of the target image, in order

to coincide with the pose classification criterion. In this way, the classification can be

done based on the pre-learned dictionary which insures the success of the classification.

Then, the combination of the trained dictionaries of all pose classes are used as an

over-complete dictionary for sparse representation and classification. From the experi-

mental results in section 4.3.3, the performance of this dictionary-learning classification

strategy is compared with the framework in the previous section and two state-of-arts

classification results.

In Figure 4.1, we present our approach for the face pose estimation problem by using

the DLSR algorithm based framework. Figure 4.1 shows both the dictionary learning

and pose classification procedure, where the blocks on grey background represent the

pose classification steps while the other blocks represent the dictionary learning steps.

Figure 4.1: Proposed strategy - The Dictionary-Learning Sparse Representation
framework for Pose Classification

For further explanation of the proposed work, let us consider a classification problem

with M distinct categories. For each category, an initial redundant dictionary Dm
0 ,m =

1, 2, · · · ,M is built by collecting all possible n×n image patches from the training data

set. In the dictionary learning step, the Analysis K-SVD algorithm [36] is applied, for
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searching the dictionary which can minimize the residual reconstruction error of the

sparse representation and meanwhile keeps the representation coefficients sparse. As a

result, M trained dictionariesD1, D2, · · · , DM for all theM categories are gained. Then

the last part of the training procedure is to combine all these M trained dictionaries,

for an over-complete dictionary D, which has the ability to approach the test images

from all possible categories with a minimal reconstruction error.

When we refer to the classification process, a target image is first projected into

the over-complete dictionary by the Orthogonal Matching Pursuits (OMP) algorithm

[126] to extract the sparse representation on dictionary D. The final decision of the

classification label is made according to the minimal reconstruction error.

4.3.2.1 Sparse Representation Model

Signal processing techniques commonly require more meaningful representations which

capture the useful characteristics of the signal for classification. Representing a signal

involves the choice of a dictionary, which is the set of elementary signals - or atoms

- used to decompose the signal. When the dictionary forms a basis, every signal is

uniquely represented as the linear combination of the dictionary atoms.
For years, orthogonal and bi-orthogonal dictionaries were dominant due to their

mathematical simplicity. However, the weakness of these dictionaries - namely their
limited expressiveness - eventually outweighed their simplicity. This led to the develop-
ment of newer over-complete dictionaries, having more atoms than the dimension of the
signal, and which promised to represent a wider range of signal phenomena. Such dic-
tionaries introduce an intriguing ambiguity in the definition of a signal representation.
We consider the dictionary D = [d1d2 · · · dN ] ∈ Rd×N , where the columns constitute
the dictionary atoms, and N ≥ d. Representing a signal x ∈ Rd using this dictionary
can take one of two paths: either the analysis path , where the signal x is represented
via its inner products with the atoms,

γA = DTx (4.14)

or the synthesis path , where it is represented as a linear combination of the dictionary
atoms,

x = DγS (4.15)

The two definitions coincide in the complete case (d = N), when the analysis and
synthesis dictionaries are bi-orthogonal. In the general case, however, the two may
dramatically differ.
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4.3.2.2 Analysis K-SVD Sparse Representation

We now describe the major idea of the dictionary learning algorithm introduced by
R. Rubinstein et al. in [127] that we adapt to the pose classification criterion of this
work. Consider a training set X = {x1, x2, · · · , xN} ∈ Rd×N . For simplicity it is
assumed that all example signals have the same sparsity level of s with respect to the
dictionary D. In this work, the initial estimation D0 is built from a patch set of the
training data (described in detail in section 4.3.3.2). The followed optimization scheme
is based on a two-phase block-coordinate-relaxation approach. In the first phase, X is
optimized according to Equation 4.16 while keeping D fixed, and in the second phase,
D is updated using the estimated signals Y . The process is repeated until the target
sparsity level or a fixed number of iterations is achieved.

In this model, an emphasis is put on the zeros of D · x, and define the co-support
Λ of x as the set of index that indicates which entries in dictionary D are orthogonal
to signal x. In other words, DΛ · x = 0, where DΛ is a sub-matrix of D that contains
only the rows indexed in Λ.

The K-SVD analysis is an iterative scheme that has a simple intuitive interpretation.
Each iteration consists of two stages. In the first stage, we search for the set of rows
in D that are ”most orthogonal” to x. The second stage consists in updating each row
in D to be the vector that is most orthogonal to all signals associated to it in the first
stage. A detailed description is provided in Algorithm 2.

Given the dictionary D0, optimizing Equation 4.16 for X can be done individually
for each column of X by defining an ordinary sparse analysis approximation for each
signal yi,

{
yi, Λ̂i

}
= Argmin

xi,Λi

‖xi − yi‖ , Subject to DΛi · xi = 0,

Rank (DΛi) = s

(4.16)

which may be solved by using the OMP algorithm as described in [126].

Once Y is computed, we turn to update D in the second step. For the jth iteration
in this step (as in step 6, Algorithm 2), the optimization is carried out sequentially
for each row dj in D. The update of dj should be affected only by those columns
of Y that are orthogonal to it, while the remaining signal examples should have no
influence. Thus, letting YΦj denote the sub-matrix of Y containing the columns found
to be orthogonal to dj , the update step for dj can be written as
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Algorithm 2: Analysis K-SVD

1:Input: Training signals X ∈ Rd×N , initial dictionary
D0 ∈ Rp×d, target sparsity level s and number
of iterations k

2:Output:Dictionary D and signal set Y minimizing Eq. 4.16
3:Initialization: Set D := D0

4:for n = 1 · · · k do
5: Analysis Pursuit:

∀i : {yi,Λi} = Argmin
x,Λ

‖x− yi‖2 , Subject to

DΛx = 0
Rank(DΛ) = s

6: for j = 1 · · · p do
7: Extract Relevant Examples: Φj := indices of

the columns of Y orthogonal to dj
8: Compute Row:

d̂j := Argmin
d

∥∥dT ·XΦj

∥∥
2

, Subject to ‖d‖2 = 1

9: Update Row: D {j-th row}:= dTj
10: end for
11: end for

{
d̂j , YΦj

}
= Argmin

dj ,XΦj

∥∥XΦj − Yj
∥∥2

2
, Subject to DΛi · xi = 0,∀i ∈ Φj ,

Rank (DΛi) = s, ‖dj‖2 = 1.
(4.17)

This suggests that the ”dictionary-update” stage uses only the co-supports (rather
than the processed signals Y ) that were found in the ”sparse-coding” stage. Unfor-
tunately, in general, solving the problem posed in Equation 4.17 is a difficult task.
However, as an alternative, the following approximation is used to the above optimiza-
tion goal [127]:

d̂j = Argmin
dj

∥∥dTj ·XΦj

∥∥2

2
Subject to ‖dj‖2 = 1. (4.18)

For this problem, the solution is the singular vector corresponding to the smallest
singular value of XΦj , which can be efficiently computed from the SVD of XΦj , or
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using some inverse power method. As we show in section 4.3.3, this simple approach
turns out to be very reliable in recovering analysis dictionaries from sparse example
sets.

4.3.2.3 Classification based on the trained over-complete dictionary

In this section, we explain in details the framework of the DLSR pose Classification.
The essential idea of this framework is to build an over-complete dictionary, which
assemble typical features from all the M categories (as we defined at the beginning of
this section). Known from the previous subsection 4.3.2.1, by applying the Analysis K-
SVD algorithm with the aim of minimizing reconstruction error and keeping a certain
sparse level, we build M dictionaries Dm,m = 1, 2, · · · ,M , one for each category. Then,
the over-complete dictionary D is composed as:

D =
{
DT

1 DT
2 · · ·DT

M

}T
(4.19)

with dictionary D, any new test image In ∈ Rd×1 can be approximately repre-
sented by its analysis representation În, by solving the following pursuit with the OMP
algorithm [126]:

{
În,Λ

}
= Argmin

In,Λ

∥∥∥In − În∥∥∥
2

, Subject to DΛ · In = 0,

Rank(DΛ) = s+ 1.
(4.20)

This analysis pursuit is the same one as shown in Algorithm 2 step 5, except that
the sparse level is s + 1 instead of s, which is a relaxation of the searching constraint
for ensuring that the reconstruction error can be minimized.

Ideally, for classification problem, the atoms with nonzero coefficients will all be
associated with the columns of D from a single pose class m, and we can easily assign
the test sample In to that class. But because of the noise in the data, there could
be small nonzero elements associated with multiple object classes. In this case, we
compute a reconstruction residual REm for each single pose class and then classify In
to the class corresponding to the minimal reconstruction error, as in Equation 4.21:

Label(m) = Argmin
m

REm, REm =
∥∥∥In − Îmn ∥∥∥

2
(4.21)

where Îmn represents the estimated image which is composed by the dictionary atoms
associated to the mth pose class.
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Given that the learning goal of dictionary Dm is to reconstruct the signals from
the mth initial dictionary Dm

0 with minimal error, for a signal In ∈ Rd×1 from class m,
the approximate representation by a linear span of the dictionary Dm is more reliable
than the other m − 1 dictionaries. Taking profit from the unity of the classification
criterion and the dictionary learning goal, the proposed classification algorithm gains
high accuracy.

4.3.3 Experimental Results

With the aim of evaluating the classification performance of the two proposed al-
gorithms, we present the experimental results obtained from two different image
databases. We first evaluate the robustness of the new methods versus illumination
variations on the CMU PIE [125] database. Second, we evaluate the methods on the
LIRIS Low-resolution Pose (LLP) database to demonstrate the effectiveness of the al-
gorithms for noisy and low resolution images.

4.3.3.1 Database

• CMU PIE database

In 2000 Sim et al. collected a database, consisting of over 40,000 images of 68
subjects. (The total size of the database is about 40GB.) The database is called the
CMU Pose, Illumination, and Expression (PIE) database [125]. To obtain a wide
variation across pose, 13 cameras are employed in the CMU 3D Room. To obtain
significant illumination variation, the 3D Room is augmented with a ”flash system”
similar to the one constructed by Athinodoros Georghiades, Peter Belhumeur, and
David Kriegman at Yale University. Since the images are captured with, and without,
background lighting, there are totally 21× 2 + 1 = 43 different illumination conditions.
Finally, the subjects are asked to pose with several different ”expressions.” In particular,
the ”expressions” contains a neutral expression, a smile, a blink (i.e. shut their eyes),
and a talk. These are probably the four most frequently occurring ”expressions” in
everyday life.

In our work, we build our dictionary-learning strategies for the pose classification
problem in variable illumination conditions. We select the images which are captured
without background lighting, since the illumination conditions in this case are the most
complex for the classification issue. As illustrated in Figure 4.2, the chosen subset
consists of 12,240 images of 68 people (9 different poses as shown in the top row of
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Figure 4.2: CMU PIE database examples - Top row: 9 different face pose images
under the same illumination condition. Bottom two rows: 20 different illumination
conditions.

Figure 4.2, and 20 variable illumination conditions (without background lighting) of
each pose (in the bottom rows of Figure 4.2).

• LLP database

We built a large database of 248,025 face images sorted in five categories (as shown
in Figure 4.3): 64770 frontal faces; 30469 left profile; 39993 right profile; 56396 quarter
left; 56397 quarter right.

Figure 4.3: LLP database examples - Some examples of the face images from the
LIRIS Low-resolution Pose database.

We collect images containing faces from the net and some other face databases.
To help extracting the face images, we use the commercial face detector face.com
(http://face.com). Using a script, we processed thousands of images containing faces
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Figure 4.4: LLP database construction procedure - Manually face training
database construction.

and retrieve their localizations and out-of-plane angle deviations. With manual selec-
tions/corrections, face images were cropped and classified into the five pose categories.
Finally, several transformations were applied to the existing images to increase their
number and their variability: in-plane rotations, translations, horizontal flipping and
blurring. They were all resized to 36× 36 images (as shown in Figure 4.4).

4.3.3.2 Parameter discussions

For the proposed ASRC and DLSR algorithms, there exist several parameters to be
discussed.

• For Adaptive Sparse Representation pose Classification (ASRC)

9× 9 18× 18 24× 24 30× 30 36× 36

Class Rate 81.88% 91.03% 91.78% 88.46% 82.41%

Table 4.1: Classification rates for different image resolutions for ASRC algorithm

For Algorithm ASRC, we need to choose the best face image size for classification in the
following experiments. In this experiment, we randomly select 1000 images from each
pose class of LLP database, and downsampled the original image from 36×36 pixels to
30× 30, 24× 24, 18× 18 and 9× 9 pixels. The initial eigenspace for Incremental-PCA
learning is built on 50 images, then we run the dictionary-learning process (as described
in section 4.3.1.3, Algorithm 1) on the other 950 images. We tested the method on 5
poses from −90◦ to +90◦ with a step of 45◦. In each pose class, there are 1000 test
images. For every resolution, the learning and test procedures are repeated 10 times
to achieve a reliable result. The average classification rates for the different face image
resolutions are shown in Table 4.1, where the two best classification rates of 91.03%
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and 91.78% are obtained respectively for the resolution of 18 × 18 and 24 × 24. This
result show that the proposed framework is very efficient on a very challenging database
and therefore, in the following experiments, we subsample the original images to the
resolution 24× 24.

Initial 100 500 1000 3000 6000

AVG Rate 75.40% 80.60% 87.87% 92.89% 91.13% 91.67%

Variance 6.17% 6.04% 1.47% 1.42% 1.32% 0.26%

Table 4.2: Variance and average classification rate on variable sizes of the training set
(experiments are repeated 10 times) for ASRC algorithm

Figure 4.5: Experiment result of parameter discussion - Average classification
performance for varying numbers of training samples for 5 pose categories, on the LLP
database for ASRC algorithm.

In the second experiment, we tested the sensitivity of the face pose estimation versus
the number of samples in the training set. The initial eigenspace for incremental-PCA
is built on 50 randomly selected images from each pose class of LLP database. Then we
add varying numbers of training samples to update the eigenspace, until the number of
training samples reach 100, 500, 1000, 1500, 2000, 3000, 6000 (per class) respectively.
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To achieve a reliable result, we repeat the training procedure 10 times, then apply the
framework on the same test set which included 8000 test samples for each single pose
class. All the training sets are constructed from a random selection of the entire LLP
database. Both training and test sets are based on face images of resolution 24×24. The
results of the experiments are illustrated in Figure 4.5 and Table 4.2. Figure 4.5 shows
the average classification rate for each pose class. The average global classification rate
for all classes is also presented. One can notice that the highest classification rate is
obtained for 1000 training samples per class. Table 2 shows the mean accuracy and
variance on various sizes of training set for 10 experiments. The highest classification
rate of 91.03%±1.42% is obtained for 1000 training samples per class. After this peak,
with the number of training samples increasing, the classification rate remains stable.

• For Dictionary-Learning Sparse Representation framework (DLSR)

For the DLSR algorithm, the orthogonal dictionary is learned initially from a set of
image patches which are collected form the same pose category. So the first influential
parameter to discuss is the size of the patches for the initial dictionary. In this experi-
ment, we use the CMU PIE database to discuss this patch size. For each pose class, we
extract all possible n×n image patches for building the initial dictionary Dm

0 , then, we
apply the Analysis K-SVD algorithm on Dm

0 for training a dictionary as explained in
section 4.3.2.1. Some examples of patches extracted from the right profile pose (pose 1
in Figure 4.2) are shown in Figure 4.6, with the patch size 10× 10 pixels. We apply 50
iterations of the Analysis K-SVD algorithm on this training set, learning an analysis
dictionary. The initialization of the dictionary is the same as in Algorithm 2, and an
example of the trained dictionary of the Analysis K-SVD algorithm is in Figure 4.7.
The test images are represented in two-stage. First, the test images are segmented
into distinct n × n patches, then each patch is represented as a linear combination of
a few atoms from the pre-specified dictionary. In the second stage, the reconstructed
distinct patches are recomposed for obtaining the final estimated image. We sum the
reconstruction error of each patch for calculating the reconstruction error (REm) of
the whole test image. The learned analysis dictionary is then utilized to represent
each distinct patch decomposed from the target image. For representing the image,
we apply the Orthogonal Matching Pursuit (OMP). The patch representation stage
is followed by composing the distinct patches recovered by the learned dictionary to
obtain the final estimated image. This approach is referred to as analysis patch-based
image representation.
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Figure 4.6: Experiment result for parameter discussion - Patch examples used
for training the DLSR algorithm
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Figure 4.7: Experiment result for parameter discussion - Examples of the atoms
from the trained DLSR Dictionaries

To choose the best patch size for classification, in the following experiments, we
tested the algorithm by extracting different size of patch from differently subsampled
images. The patch sizes are chosen as: 4 × 4, 6 × 6, 8 × 8, 10 × 10, 12 × 12, 14 × 14
and 16 × 16 pixels. The pose images are subsampled to size: 230 × 280, 115 × 140,
58 × 70, 29 × 35 and 15 × 18 pixels respectively. The average classification rates for
different resolutions and different patch sizes are shown in Figure 4.8, where the best
classification rate of 98.2% is obtained for the image resolution of 15× 18, with patch
size 6 × 6. This result shows that for this pose classification problem, the dictionary
built from low resolution images, which presents more global pose information, performs
better than those built from high-resolution images.

4.3.3.3 Performance on face pose classification with illumination variations

To evaluate the robustness of the two proposed methods to illumination variations, we
apply the algorithms to the CMU PIE database. The database contains face images
of size 640 × 486 pixels for 68 people across 13 poses, under 43 different illumination
conditions, and with 4 different expressions. The chosen subset consists of 12,240
images of 68 people (9 different poses as shown in the top row of Figure 4.2, and 20
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Figure 4.8: Experiment result for parameter discussion - Average classification
rates for different resolutions and different patch sizes for DLSR algorithm.

variable illumination conditions without background lighting of each pose illustrated in
the second and third rows of Figure 4.2).

• Performance of ASRC algorithm

For Algorithm ASRC, in the training procedure, we use images from 30 people
(180 samples per person) of varying illuminated pose views. The faces are first located
by the Viola-Jones face detector [229]. The face region is then down sampled to a
24 × 24 patch. The initial eigenspace for Incremental-PCA is built from 360 images
(including 9 pose and 20 illumination conditions) of 2 people, and the images of the
other 28 people in the training set are then added into the basis eigenspace by applying
Incremental-PCA. The confusion matrix of the classification results for the 9 different
poses is shown in Table 4.3.

Table 4.3 shows the confusion matrix, where the classification rate is obtained for
each pose category by applying algorithm ASRC. One can notice that the classification
confusions are low and generally between close categories.

• Performance of DLSR algorithm
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Class 1 2 3 4 5 6 7 8 9

1 93.7% 5.7% 0.6%

2 97.2% 2.8%

3 0.8% 97.5% 1.7%

4 94.9% 5.1%

5 0.9% 98.2% 0.9%

6 95.0% 4.2% 0.8%

7 0.6% 95.8% 3.6%

8 0.08% 4.2% 93.2% 2.5%

9 1.9% 5.9% 92.2%

Table 4.3: Confusion matrix of face pose classification for ASRC algorithm on the
CMU PIE database (in percentage) for the 9 different poses

Class 1 2 3 4 5 6 7 8 9

1 100%

2 97.4% 2.6%

3 1.7% 97.2% 1.1%

4 1.6% 97.8% 0.6%

5 0.2% 98.8% 1.0%

6 0.08% 0.8% 97.9% 1.2%

7 0.13% 1.5% 97.5% 0.9%

8 0.3% 98.0% 1.7%

9 0.3% 0.7% 99.0%

Table 4.4: Confusion matrix of face pose classification for DLSR algorithm on the
CMU PIE database (in percentage) for the 9 different poses

For the DLSR algorithm, the selected subset of CMU is also divided into two parts,
the first part with images of 30 people as the training set, while the second part with
images of the other 38 people as the test set. The faces are first located by the Viola-
Jones face detector [229]. Then, the face region is down-sampled to a 15×18 sub-image.
For each pose class, we extract all possible 6×6 (according to the parameter discussion
results in section 4.3.3.2, figure 4.8) image patches for building the initial dictionary
Dm

0 . Then, we apply the Analysis K-SVD algorithm on Dm
0 for training a dictionary as

explained in section 4.3.2.1. We apply 50 iterations for learning an analysis dictionary.

The confusion matrix of the classification results based on algorithm DLSR for the 9
different poses is shown in Table 4.4. Judging from this result, the proposed framework
appears very efficient on a challenging database.
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4.3.3.4 Performance on low-resolution, noisy face images

For testing the proposed algorithms with noisy and low-resolution images, we test the
proposed methods on LLP database (as described in section 4.3.3.1, Figure 4.3).

• Performance of ASRC algorithm

For Algorithm ASRC, in training procedure, the initial eigenspace for incremental-
PCA is built on 50 randomly selected images from each pose class of LLP database,
sub-sampled to size 24 × 24. Then we add additional training samples to update the
eigenspace, until the number of training samples reach 1000 (per class), to achieve
the highest classification rate. The confusion matrix of the classification results for
five different poses is shown in Table 4.5. It is clearly shown that the classification
confusions are low.

Class L QL F QR R

L 92.66% 6.68 % 0.66%

QL 3.86% 91.55% 4.59%

F 0.81% 1.2% 95.65% 1.9% 0.36%

QR 4.03 % 89.74% 6.24%

R 0.16% 8.83% 91.00%

Table 4.5: Confusion matrix of face pose classification for ASRC algorithm on the LLP
database

Then we compare the ASRC framework with the standard PCA based eigenspace
SRC. For standard PCA, the eigenspace dictionary is built when the number of training
samples (the same training samples that we used for Incremental-PCA eigenspace)
equals to 100, 500, 1000, 1500, 2000, 3000, 6000 (per class) respectively. The average
classification rates for different size of the training set is shown in Figure 4.9. We can
notice that when the number of training samples is below 500, the results of the two
classifier are close, because when the training sets are small, the intra-class redundancy
is low. And it is clear that, Incremental-PCA outperforms PCA when the number of
training samples is over 500. Thanks to the online eigenspace, the effect of intra-class
redundancy is eliminated by the conditional updated learning strategy.

In the last experiment of this section, we compare the ASRC framework with three
classical algorithms, which are K-Nearest Neighbour (KNN), and Support Vector Ma-
chine (SVM), with linear and non-linear kernels. The Polynomial Kernel SVM learns
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Figure 4.9: Comparative Results 1 - Classification rate of the ASRC algorithm
compared with PCA based SR classification algorithm

the hyperplanes using a polynomial kernel K(x, y) = (xT y + c)d (d = 2). And for the
kNN based approach, an object is classified by a majority vote among its 10 neighbours
in Euclidian space. For fair comparison, we use the same training and test sets as well
as the same feature space for each experiment. As shown in Figure 4.10, the proposed
algorithm outperformed the KNN (K=1, K=100) and SVM classifiers (with linear and
polynomial kernels) in these low-resolution and high-noise conditions, for all sizes of
the training set.

• Performance of DLSR algorithm

Table 4.6 shows the confusion matrix, where the classification rate is obtained by
DLSR for each pose category. According to the result of the patch size experiment
in Figure 4.8, a patch size of 8 × 8 is chosen for this 36 × 36 resolution classification
problem. The classification confusions are low and generally between close categories
(i.e. L and QL, R and QR). The proposed DLSR method appears to be particularly
robust to deal with noisy and low-resolution images.
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Figure 4.10: Comparative Results 2 - Classification rate of the ASRC algorithm
compared with SVM and K-Nearest Neighbours classification

Class L QL F QR R

L 96.30% 2.68 % 1.02%

QL 2.86% 95.72% 1.42%

F 0.36% 1.20% 97.25% 1.19%

QR 1.06 % 96.91% 2.03%

R 1.44% 98.56%

Table 4.6: Confusion matrix of face pose classification for DLSR algorithm on the LLP
database

4.3.3.5 Comparison with other classification methods

In this section, we compare the proposed methods on database CMU PIE with two
classical approaches, the first one based on Polynomial Kernel SVM [230] and the
second one based on k-Nearest Neighbours [231] (k=10). For SVM and kNN, the
feature space is built directly with the subsampled training images of resolution 24×24
(same size as for ASRC training). The Polynomial Kernel SVM learns the hyperplanes
using a polynomial kernel K(x, y) = (xT y + c)d (d = 2). For the kNN based approach,
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Class 1 2 3 4 5 6 7 8 9 AVG

DLSR 100% 97.4% 97.2% 98.0% 97.8% 98.8% 97.9% 97.5% 99.0% 98.12%

ASRC 97.2% 96.0% 97.1% 94.6% 98.3% 96.2% 97.0% 95.7% 96.8% 96.5%

SRC 91.0% 93.3% 96.1% 91.8% 93.1% 88.2% 94.3% 92.2% 86.4% 91.82%

PSFS 96.8% 78.4% 65.0% 79.5% 96.8% 93.8% 53.4% 90.0% 92.5% 84.91%

Polynomial Kernel SVM 84.4% 83.5% 87.8% 84.6% 91.5% 85.7% 86.3% 88.0% 86.2% 86.44%

kNN(k=10) 82.8% 80.9% 83.7% 79.7% 84.8% 87.1% 81.3% 85.1% 86.2% 83.51%

Table 4.7: Comparison of the classification rates between Kernel SVM, k-Nearest
Neighbors, PSFS algorithm, SRC algorithm and the proposed ASRC, DLSR algorithms
on the CMU PIE database (in percentage) for the 9 different poses

an object is classified by a majority vote among its 10 neighbors in Euclidian space.

The proposed ASRC and DLSR algorithms are also compared with two state-of-the-
art classification methods [232] and [222]. The classification method in [232] is based
on a Pose Similarity Feature Space (referred as PSFS). The authors classify different
poses via an AdaBoost classifier combined with statistical procedure. The evaluation is
also performed on the CMU PIE database. For fair comparison, the training and test
data sets in all the approaches are unified. There are 15 people included in the training
set, 4 illumination variations corresponding to flashes 01, 04, 13 and 14, and expression
variations are neutral, smiling and blinking. The other images from 53 people are used
for test. The approach proposed in [222] is a well-known face recognition method based
on l1-norm sparse representation minimization (referred to as SRC). In this work, the
authors used downsampled images directly for feature extraction, since the classification
procedure by the theory of sparse representation is robust. This framework is proved
to be able to handle errors due to occlusion and corruption uniformly by exploiting
the fact that these errors are often sparse with respect to the standard (pixel) basis.
The theory of sparse representation helps predict how much occlusion the recognition
algorithm can handle and how to choose the training images to maximize robustness
to occlusion.

Table 4.7 compares the classification rates of the six approaches. The outperform of
the two proposed frameworks is clear. Among ASRC and DLSR, the classification rates
of the forward one are higher. This result is logical, since for ASRC, the dictionary
training procedure based on Incremental-PCA can reduce the intra-class redundancy
and build an orthogonal dictionary with necessary variations from each pose category.
This strategy makes the classification progress avoid from the effect of intra-class re-
dundancy. But it can not optimize the fundamental classification rule (to classify the
test image according to the minimization reconstruct error) of the sparse representa-
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tion. For DLSR, the optimization goal for training the pre-learned dictionary and the
classification criterion are unified. The representative atoms are trained to obtain the
minimal reconstruction error for each pose image. This idea eliminates the intra-class
redundancy and coincides with the pose classification rule at the same time. Such that,
the DLSR algorithm is more reasonable for the classification works, and provide higher
classification rates.

4.4 Conclusion

In this chapter, we have presented two robust face pose estimator via dictionary-learning
Sparse Representation frameworks. The first method trained the dictionary by an
Incremental-PCA based updating framework, to reduce the intra-class redundancy of
each pose class. The other one searched the over-complete dictionary with the opti-
mization goal for coinciding with the pose classification rule.

In the two proposed strategies, both objectives of representing a test image are
to find the sparse coefficients and to ensure that the representation error between the
estimated image and original image is minimized. In the classification procedure, the
test image is associated to the category which made the minimal reconstruction error.

In the experiments, some influential parameters are firstly discussed in section
4.3.3.2. The following evaluations are based on the optimal parameters. In the evalua-
tion part, the two proposed algorithms are compared with two traditional classification
methods and two state-of-the-art methods.

Comparing the two proposed frameworks, the DLSR provided better performance.
This is because the optimization goal of DLSR for training the pre-learned dictionary
and the classification criterion are unified. This idea eliminated the intra-class re-
dundancy and coincided with the pose classification rule at the same time. So it is
reasonable to get higher classification rates.

The ASRC and DLSR Classifiers are robust to appearance changes such as those
caused by varying illumination, noise and resolutions. Experimental results show that
the method improves the performance in terms of classification accuracy. In view of
the classification results obtained on the CMU PIE database, the proposed algorithms
exhibit a large tolerance to variations in illumination, and the experiments on the
LLP database appears particularly robust for dealing with noisy and low-resolution
images. The experiments have demonstrated a successful and meaningful recovery of
the dictionary for the face representation.
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5

Face Illumination Normalization

via a jointly optimized

Dictionary-Learning and

Gaussian Mixture Model

Clustering

For many applications, the performance of face recognition system in controlled envi-
ronment has now reached a satisfactory level; however, there are still many challenges
posed by uncontrolled environments. Some of these challenges are posed by the prob-
lems caused by variations in illumination, face pose, expression etc. The effect of
variation in the illumination conditions in particular, which causes dramatic changes in
the face appearance, is one of those challenge problems that a practical face recognition
system needs to face. To be more specific, the varying direction and energy distribution
of the ambient illumination, together with the 3D structure of the human face, can lead
to major differences in the shading and shadows on the face. Such variations in the face
appearance can be much larger than the variation caused by personal identity. The
variations of both global face appearance and local facial features also cause problems
for automatic face detection system.

In this chapter, we proposed a novel Dictionary Learning framework for Illumination
Normalization (DL-IN). DL-IN based on sparse representation in terms of coupled
dictionaries jointly optimized from normal illuminated and non-standard illuminated
face image patch pairs. We further utilize a GMM model to enhance the framework’s
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capability of modeling data under complex distribution by adapting each model to a
part of samples and fuse them together. This chapter is organized as follows, section
5.1 provides a brief introduction of the passive methods for eliminating illumination
effect on face images. Our contribution is reflected in section 5.2. The effectiveness
of the proposed algorithm in proved in section 5.3, and the conclusion in presented in
section 5.4.

5.1 Introduction

Illumination variation is one of the most important factors which reduce significantly
the performance of face recognition system. It has been proved that the variations
between images of the same face due to illumination are almost larger than image
variation in face identity [233]. So eliminating the effect due to illumination variations
related directly to the performance and practical of face recognition system.

To handle face image variations due to changes in lighting conditions, many methods
have been proposed thus far. Existing methods addressing the illumination variation
problem, falls into two main classes: (1) Active methods and (2) Passive methods.
Passive methods attempt to overcome this problem by studying the visible spectrum
images in which face appearance has been changed by illumination variations, while
active methods overcome the illumination variation by employing active imaging tech-
niques to obtain face images captured in consistent illumination condition, or images of
illumination invariant modalities. This section focuses only on passive methods, since
our contribution is also a passive method.

Generally, the passive approaches can be divided into two main categories:

• Methods based on the illumination variation modeling technique. For instance,
Lambertian Reflectance Model [234, 235], the 3D Morphable Model [81] and Sub-
space based Statistic Models [236, 237] are all well-known model based methods.

• Methods based on extracting illumination invariant features. For instance, Self-
Quotient Image (SQI) model [238], Gradient method [239], Local binary patterns
(LBP) [240, 241] ect. are proposed to deal with the illumination problem. In SQI
model, the illumination invariant is obtained by division over a smoothed version
of the image itself.

This section is organized as follows, section 5.1.1 presents the illumination variation
based models. Section 5.1.2 is regarding illumination invariant feature based methods.
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5.1.1 Illumination Variation Modelling

5.1.1.1 Lambertian Reflectance Model

The Lambertian model is based on Lambert’s law [242]. According to Lambertâs law,
if a light ray of intensity l coming from the direction ul reaches a surface point with
albedo ρ and normal direction vr, the intensity i reflected by the point due to this light
is given by

i = l(ul) · ρ ·max(ul · vr, 0) (5.1)

A 2-D face image based approach, which combines Eigen light field and Lambertian
reflectance model, is presented by Zhou and Chellappa [242]. The generalized photo-
metric stereo algorithm presented, combines the identity subspace with the illumination
model and provides an illumination-invariant description. But assumes a fixed pose and
cannot easily handle pose variations, i.e., its illumination-invariant identity description
is not invariant to variations in pose. An important advantage of the approach is that
it can generalize to novel illuminations. To make the recognition more robust under
any situation, they assumed that the lighting conditions for the training, gallery and
probe sets are completely unknown when recovering the identity signatures.

Basri and Jacobs [243] has proved that the set of all Lambertian reflectance func-
tions obtained with arbitrary distant light sources lies close to a 9D linear subspace. In
general, the set of images of a convex Lambertian object obtained under a wide vari-
ety of lighting conditions can be approximated accurately by a low-dimensional linear
subspace. They also provide a simple analytic characterization of this linear space.
They obtain these results by representing lighting using spherical harmonics and de-
scribing the effects of Lambertian materials as the analog of a convolution. Both the
lighting function, l, and the Lambertian Kernel, k, can be written as sum of spherical
harmonics. The harmonic expansion of l is defined by

l =
∞∑
n=0

n∑
m=−n

lnmYnm (5.2)

where lnm is amplitude of light at order n and Ynm is an nth order harmonic. Kernel
k is defined by

k(u) =
∞∑
n=0

knYn0 (5.3)
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An image of an object under certain illumination conditions can be constructed from
the respective reflectance function in a simple way: each point of the object inherits
its intensity from the point on the sphere whose normal is the same. This intensity is
further scaled by its albedo.

Georghiades et. al. [244] present a generative appearance based method for recog-
nizing human faces under variation in lighting and viewpoint. The method exploits the
fact that the set of images of an object in fixed pose, but under all possible illumination
conditions, is a convex cone in the space of images. Using a small number of training
images of each face taken with different lighting directions, the shape and albedo of the
face can be reconstructed. In turn, this reconstruction serves as a generative model that
can be used to render or synthesize images of the face under novel poses and illumina-
tion conditions. The pose space is then sampled and, for each pose, the corresponding
illumination cone is approximated by a low-dimensional linear subspace whose basis
vectors are estimated using the generative model. They tested the method on 4,050
images from the Yale B Face Database; these images contain 405 viewing conditions
(9 poses and 45 illumination conditions) for 10 individuals. The method performs al-
most without error, except on the most extreme lighting directions, and significantly
outperforms popular recognition methods that do not use a generative model.

5.1.1.2 Linear Subspace

Existing methods dealing with just one of these variations are often unable to cope
with the other variations. The problem is even more difficult in applications where
only one gallery image per person is available. Chen, Lovell and Shan [245] describe
a recognition method, Adapted Principal Component Analysis (APCA), which can
simultaneously deal with large variations in both illumination and facial expressions
using only a single gallery image per person. Experimental results show that APCA
performs much better than other recognition methods including PCA and LDA. Gudur
and Asari [236] presented Gabor Wavelet based Modular PCA (GW-MPCA) to deal
with illumination and facial expression. The method divides face image into sub-images
and then applies Gabor wavelet on each sub-image with different scale and orientation.
Every image in the database is divided into N smaller sub-images. They found that
performance of GW-MPCA is better than PCA and Modular PCA. Chen et. al. [237]
addresses nonlinear feature extraction and Small Sample Size (S3) problems in face
recognition. In sample feature space, the distribution of face images is nonlinear because
of complex variations in illumination. The performance of classical linear method,
such as Fisher Discriminant Analysis (FDA), will degrade. To overcome pose and
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illumination problems, Shannon wavelet kernel is constructed and utilized for nonlinear
feature extraction. Based on a modified Fisher criterion, simultaneous diagonalization
method is exploited to deal with S3 problem, which often occurs in FDA based methods.
Shannon Wavelet Kernel based Subspace Fisher Discriminant (SWK-SFD) method has
been developed. The proposed method not only overcomes some drawbacks of existing
FDA based algorithms, but is also computationally efficient. The proposed method
gives superior results compared to existing FDA based methods.

5.1.1.3 3D Morphable Models

Face recognition across variations in a wide range of illuminations, including cast shad-
ows and specular reflections is presented by Blanz and Vetter [81]. To account for these
variations, the algorithm simulates the process of image formation in 3D space and it
estimates 3D shape and texture of faces from single images. The estimate is achieved by
fitting a statistical, Morphable Model of 3D faces to images. The model is learned from
a set of textured 3D scans of heads. They describe the construction of the morphable
model, an algorithm to fit the model to images, and a framework for face identification.
In this framework, faces are represented by model parameters for 3D shape and texture.
The morphable face model is based on a vector space representation of faces that is
constructed such that any convex combination of shape and texture vectors Si and Ti

of a set of examples describes a realistic human face:

S =
m∑
i=1

aiSi and T =
m∑
i=1

biTi (5.4)

Continuous changes in the model parameters ai generate a smooth transition such
that each point of the initial surface moves toward a point on the final surface. Just
as in morphing, artifacts in intermediate states of the morph are avoided only if the
initial and final points are corresponding structures in the face, such as the tip of the
nose. They tested performance of their algorithm using publicly available CMU-PIE
database.

5.1.2 Illumination Invariant Features

This section presents methods for finding illumination invariant representation for il-
lumination invariant face recognition. These methods are divided in main three sub
categories named Retinex theory based methods, Gradient based method, and Local
binary pattern based method.
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5.1.2.1 Illumination plane subtraction with histogram equalization

The illumination plane IP (x, y) of an image I(x, y) corresponds to the best-fit plane
from the image intensities. IP (x, y) is a linear approximation of I(x, y), given by

IP (x, y) = a · x+ b · y + c (5.5)

The plane parameters a, b and c can be estimated by the linear regression formula:

p = (NTN)−1NTx (5.6)

where p ∈ R3 is a vector containing the plane parameters (a, b and c) and x ∈ Rn

is I(x, y) in vector form (n is the number of pixels). N ∈ Rn×3 is a matrix containing
the pixel coordinates: the first column contains the horizontal coordinates, the second
column the vertical coordinates, and the third column has all its values set to 1.

After estimating IP (x, y), this plane is subtracted from I(x, y). This allows reduc-
ing shadows caused by extreme lighting angles. Afterward, histogram equalization is
applied for compensating changes in illumination brightness, and differences in camera
response curves. Plane subtraction together with histogram equalization was applied in
[246] for face detection purposes, and in [247] for obtaining illumination compensation
in face recognition. In this last case, histogram equalization is followed by intensity
normalization of the face vectors (zero-mean and unit variance).

5.1.2.2 Self-Quotient Image

The self-quotient image (SQI) method is based on the reflectance illumination model
of the human vision (Retinex theory model) [248, 249], which assumes: (1) human
vision is mostly sensitive to scene reflectance and mostly insensitive to the illumination
conditions, and (2) human vision responds to local changes in contrast, rather than to
global brightness levels. These two assumptions are related because local contrast is a
function of the reflectance. Thus, the reflectance is given by

I(x, y)
1

L(x, y)
= R(x, y) (5.7)

with I(x, y) the input stimulus (in this case the input image), and L(x, y) the
illumination or perception gain at each point. Illumination can be considered as the
low-frequency component of the input stimulus, as has been proved by the spherical
harmonics analysis [250]. Then, illumination can be estimated as
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L(x, y) ≈ F (x, y) ∗ I(x, y) (5.8)

with F (x, y) a low-pass filter.
From eq.5.7 to eq.5.8 the self-quotient image Q(x, y) is defined as

Q(x, y) =
I(x, y)

F (x, y) ∗ I(x, y)
≈ R(x, y) (5.9)

It should be noted that the properties of Q(x, y) are dependant on the kernel size of
F (x, y). If too small, then Q(x, y) will approximate one, and the Albedo information
will be lost; if too large, there will appear halo effects near edges. In (Wang et al.,
2004) this problem is solved by using a multi-scale technique that employs kernels of
variable size. Another important improvement is the use of weighting kernels that
divide the convolution windows in two different regions, depending on the observed
pixel intensities. This technique is supposed to avoid halo effects near the edges. Thus,
the final SQI computation procedure is given by (see [251] for details):

(1) Select several smoothing Gaussian kernels G1, · · · , Gn, calculate the correspond-
ing weighting kernels W1, · · · ,Wn, and the resulting multi-scale self-quotient images as

Qk(x, y) =
I(x, y)

I(x, y) ∗ 1
NWkGk

, k = 1, · · · , n (5.10)

N is a normalization factor for obtaining normalized kernels WkGk.
(2) Summarize the multi-scale self-quotient images, after applying to each one a

non-linear function T (Arctangent or Sigmoid)

Q(x, y) =
n∑
k=1

mkT (Qk(x, y)) (5.11)

mk are weighting factors (usually set to one).

5.1.2.3 Local Binary Patterns (LBP)

The local binary pattern (LBP), introduced originally for texture description in [240],
has been used in the last years to compensate and normalize illumination in face detec-
tion and recognition contexts. LBP, also known as census transform [241], is defined
as an ordered set of pixel intensity comparisons, in a local neighborhood N(xc, yc),
which represents those pixels having a lower intensity than the center pixel I(xc, yc).
In other words, LBP generates a string of bits representing which pixels in N(xc, yc)
have a lower intensity than I(xc, yc). I(xc, yc) is not included in N(xc, yc). Formally
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speaking let a comparison function h(I(xc, yc), I(x, y)) be 1 if I(xc, yc) < I(x, y) and 0
otherwise. Then, the LBP is defined as

LBP (x, y) =
⋃

(x′,y′)∈N(x,y)

h(I(x, y), I(x′, y′)) (5.12)

with
⋃

represents the concatenation operator. Normally, a neighborhood of 3 × 3
pixels is used, although larger neighborhood can be defined [252]. In the case of a 3×3
neighborhood, LBP (x, y) corresponds to the concatenation of 8 bits. LBP transforms
images in illumination invariant feature representations, because all its computations
are local, and they depend on the relative values between neighbor pixels (local con-
trast).

It should be emphasized that in this work the LBP transform is applied just as a pre-
processing step, which do not alter the face recognition methods to be employed (e.g.,
all images are LBP transformed and then processed). In other works (e.g., [252]) spatial
histograms of LBP features are computed, and then the recognition is carried out by
measuring the histograms similarity using Chi square statistics, histogram intersection
or Log-likelihood statistics.

5.1.2.4 Gradient Based Methods

The gradient domain is very important to image processing. The pixel points are not
completely independent of each other, there is some relationship between neighbor-
ing pixel points. The gradient domain explicitly considers such relationships between
neighboring pixel points such that it is able to reveal underlying inherent structure of
image data.

Zhang et. al. [239] proposed a novel method to extract illumination insensitive fea-
tures for face recognition under varying lighting called the Gradientfaces. Theoretical
analysis shows Gradientface is an illumination insensitive measure, and robust to differ-
ent illumination, including uncontrolled, natural lighting. In addition, Gradientface is
derived from the image gradient domain such that it can discover underlying inherent
structure of face images since the gradient domain explicitly considers the relationships
between neighboring pixel points. Therefore, Gradientface has more discriminating
power than the illumination insensitive measure extracted from the pixel domain. The
author has evaluated the performance of the method using recognition rate performance
parameter. Evaluation of the method on CMU PIE and Yale B database shows that
Gradientface method is an effective method for face recognition under varying illumina-
tion. The proposed method is compared with other three methods named multi-scale
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retinex method, self quotient image method and local total variance method. The pro-
posed method performs better than other methods. Though performance of method is
evaluated on different dataset, evaluation of methods using other parameters like false
acceptance rate, false rejection rate, equal error rate etc. is lacking.

5.2 Our Contributions

Different from most of the existing illumination normalization methods, we consider
the normalization procedure as an image style transformation problem. We study
different transform task in a unified perspective and develop a new learning framework
to enhance the transform performance.

Based on a clustering learning, we found a spatial distribution of human face. There-
fore, we build more than one transform models to guarantee the robustness of illumi-
nation normalization and the universality for different illumination conditions. The
transform model is trained via the sparse representation algorithms.

Specifically, we learn a dictionary pair simultaneously. The pair of dictionaries
aims to characterize the two structural domains of the two illuminated case: DNorm

for normally illuminated image patches, while DIllum for non-standard illuminated im-
age patches. The sparse representation of a non-standard illuminated patch in terms
of DIllum will be directly used to recover the corresponding normal image patch from
DNorm. In this work, we try to learn the two over-complete dictionaries by a two-step
strategy similar to [71]. To enforce that the image patch pairs have the same sparse
representations with respect to DIllum and DNorm, we learn the two dictionaries simul-
taneously by concatenating them with proper normalization as illustrated in Figure 5.2.
The learned compact dictionaries will be applied to CMU PIE database to demonstrate
their effectiveness.

5.2.1 A Dictionary Learning framework for Illumination Normaliza-

tion (DL-IN)

In our work, the illumination normalization problem can be formulated as follows:
given an image x which represents non-standard illuminated images, how to recover the
associated normally illuminated image y of the same scene? As a patch-based method,
our algorithm tries to infer the normalized image patch for non-standard illuminated
image patch from the input. For this local model, we have two dictionaries DNorm

and DIllum, which are trained to have the same sparse representations for each normal
and illuminated image patch pair. We subtract the mean pixel value for each patch, so
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that the dictionary represents image textures rather than absolute intensities. In the
recovery process, the mean value for each normal image patch is then predicted by its
illuminated version.

Figure 5.1: Proposed strategy - The Coupled Dictionary-Learning

As shown in Figure 5.1, for each input illuminated patch x, we find a sparse rep-
resentation with respect to DIllum. The corresponding normal patch bases DNorm will
be combined according to these coefficients to generate the output normalized patch y.
Denote by X and Y the training datasets formed by the image patch pairs of illumi-
nated face image and normal face image. We propose to minimize the energy function
below to find the desired coupled dictionaries:

min
D,Λ

Edata(DIllum, X) + Edata(DNorm, Y )

+λEreg(Λ, DIllum, DNorm)
(5.13)

where Edata(a, b) is the data fidelity term to represent data description error, Ereg
is the regularization term to regularize the coding coefficients. In the proposed model,
the two dictionaries (DIllum and DNorm) will be jointly optimized. Then eq.5.13 can
be turned in to the following dictionary learning and ridge regression problem:

min
D,Λ
‖X −DIllumΛ‖22 + ‖Y −DNormΛ‖22 + λ ‖Λ‖1

s.t. ‖dx,i‖l2 ≤ 1, ‖dy,i‖l2 ≤ 1, ∀i
(5.14)

where λ is the regularization parameter to balance the terms in the objective func-
tion, and dx,i, dy,i are the atoms of DIllum and DNorm, respectively. The objective
function in Eq. 5.14 is not jointly convex to DIllum, DNorm. However, it is convex
with regard to each of them if others are fixed. Therefore, we can design an iterative
algorithm to alternatively optimize the variables.
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Figure 5.2: Proposed strategy - Dictionary Learning framework for Illumination
Normalization (DL-IN)

5.2.1.1 Clustering based on the coupled image patch of normal faces and
illuminated faces

Consider the complex structures in images of non-standard illumination, learning only
one pair of dictionaries is not enough to cover all variations of illumination normaliza-
tion. For example, in the normalized face synthesis the appearance difference between
illuminated face and normalized face may vary significantly in different facial regions.
Therefore multi-model should be learned to enhance the robustness. Intuitively, pre-
clustering could be conducted to separate training data into several groups so that the
linear mapping in each group can be more stably learned. And therefore, to normalize
an illuminated face image, choosing the appropriate transform model is critical.

As illustrated in Figure 5.2, the multi-model based dictionary learning is initial-
ized by pre-clustering the face image patch pairs. Motivated by the successful ap-
plication of Gaussian Mixture Model (GMM) [253] in many practical problems, we
apply it for the pre-clustering procedure. Consider that we have K models, denoted as
M1,M2, · · · ,MK then the probability of a patch-pair (xi, yi) conditioning on the k− th
model is

p(xi, yi|Mk) = p(xi|mxk,Σxk)p(yi|myk,Σyk) (5.15)

Here mxk,Σxk and myk,Σyk are the mean vectors and covariance matrices of the
patches belonging to Mk in respectively.

Optimization by EM Algorithm: With the definition of coupled conditional
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probability, the GMM can be learned by Expectation-Maximization algorithm similar
to that in GMM [253]. The procedure is described as follows:

Algorithm 1: Training process of GMM

1: Initialize GMM by Randomly Clustering
(a): Randomly select K pairs of patches as cluster centers, denoted as

m
(0)
x1 , · · · ,m

(0)
xK , and m

(0)
y1 , · · · ,m

(0)
yK which are also the initial estimation of mean

vectors for GMM.
(b): For each pair of samples (xi, yi), categorize it to the cluster where the

cluster center is closest. The distance is simply defined as

dik =
∥∥∥xi −m(0)

xk

∥∥∥2
+
∥∥∥yi −m(0)

yk

∥∥∥2
.

(c): Compute the covariance matrices in clusters Σ(0)
x1 , · · · ,Σ

(0)
xK and

Σ(0)
y1 , · · · ,Σ

(0)
yK as initial estimation of covariance matrices.

(d): Initialize the prior probability for all models to be the same:
P (0)(M1) = · · · = P (0)(MK) = 1

K .
2: Update the GMM by iterating the following steps:

(a): Compute the probability of every training sample-pair belonging to
the k − th model as

ωik = p(t−1)(Mk)p(xi,yi|Mk)
K
Σ
j=1

p(t−1)(Mj)p(xi,yi|Mj)

The calculation of conditional probability follows Eq.5.15 using the mean
vectors and covariance matrices computed in the (t− 1)th step.

(b): Update the priori of models as

p(Mk) = 1
n

n
Σ
i=1

ωik

(c): Update the mean vectors and covariance matrices as follows:

m
(t)
xK = 1

np(Mk)

n
Σ
i=1

ωikxi

m
(t)
yK = 1

np(Mk)

n
Σ
i=1

ωikyi

Σ(t)
xK = 1

np(Mk)

n
Σ
i=1

ωik(xi −mxk)(xi −mxk)T

Σ(t)
yK = 1

np(Mk)

n
Σ
i=1

ωik(yi −myk)(yi −myk)T

After the GMM is trained, the dictionaries for illumination normalization are
learned for every model, denoted as D1

Illum, · · · , DK
Illum and D1

Norm, · · · , DK
Norm. So

for a new patch x, then y can be computed as
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y =
K
Σ
k=1

P (Mk|x)(Dk
NormΛk) (5.16)

Figure 5.3: Examples of cluster distribution - Each sub-figure shows the distribu-
tion of a cluster

As illustrated in Figure 5.2, according to the GMM based pre-clustering, we learn
the distribution of the patches consisted in each cluster, the structure of the face images
shows a distinctive spatial distribution as demonstrated in Figure 5.3. One can notice
that the patches in different clusters concentrate at different spatial locations.

5.2.1.2 Dictionary Learning

To solve the dictionary learning problem in Eq. 5.14, we separate the objective function
into 2 sub-problems: sparse coding for training samples, and dictionary updating. Each
training procedure of the multi-models are based on the coupled patch clustering results.

Given the sampled training image patch pairs P = X,Y , where X =
{x1, x2, · · · , xn} are the set of sampled non-standard illuminated image patches and
Y = {y1, y2, · · · , yn} are the corresponding standard illuminated image patches, our
goal is to learn dictionaries for illuminated and normal image patches, so that the
sparse representations of the two different case are the same. This is a difficult prob-
lem, the individual sparse coding problems in the illuminated and normal face patch
spaces are:

min
DIllum,Λ

‖X −DIllumΛ‖22 + λ ‖Λ‖1 (5.17)

123
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2014ISAL0019/these.pdf 
© [Y. Zhang], [2014], INSA de Lyon, tous droits réservés



5. FACE ILLUMINATION NORMALIZATION VIA A JOINTLY
OPTIMIZED DICTIONARY-LEARNING AND GAUSSIAN MIXTURE
MODEL CLUSTERING

min
DNorm,Λ

‖Y −DNormΛ‖22 + λ ‖Λ‖1 (5.18)

respectively. We combine these objectives, forcing the illuminated and normal face
patch to share the same sparse codes, instead writing

min
Dc,Λ

+ ‖Xc −DcΛ‖22 + λ ‖Λ‖1 (5.19)

where

Xc =
[
XT Y T

]T
, Dc =

[
DT
Illum DT

Norm

]T
(5.20)

Eq. 5.19 can be optimized by a two-step strategy. When dictionary pair Dc is fixed.
5.19 is a Lasso problem. Many L1-optimization algorithms can solve it effectively, such
as FISTA [254], LARS [255], etc. In this paper, we choose LARS [255] as the L1-
optimization method for its efficiency and stability.

Then, with Λ fixed, dictionary pair Dc can be updated as:

min
Dc

+ ‖Xc −DcΛ‖22 + λ ‖Λ‖1 (5.21)

Thus we can use the same learning strategy in the single dictionary case for training
the two dictionaries for our illumination normalization purpose.

With DL-IN, we can learn the dictionary pair DIllum and DNorm on which the
sparse coding coefficients of two illumination conditions have stable bidirectional linear
transformations. The stability is further enhanced by the pre-clustering procedure in
section 5.2.1.1 and by exploiting the image nonlocal redundancy of patches as presented
in section 5.2.2.1.

5.2.1.3 Summary Algorithm

In this section, we resume the joint dictionary learning procedure for the illumination
normalization problem. The training algorithm is summarized in Algorithm 2:

5.2.2 Normalized face image synthesis

5.2.2.1 Model Selection and image initialization

With the spatial distribution observation as shown in section 5.2.1.1, we can have an
empirical estimation of the spatial distribution of each cluster. For a new illuminated
image patch xi, the initial model selection can then be competed as:
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Algorithm 2: Joint dictionary learning for illumination normalization

Input: Training datasets X and Y of illuminated face image patches and normal
face image patches. Each corresponding pair indicates the same individual.
1: Cluster the training dataset by the GMM EM optimization as presented
in section 5.2.1.1.
2: For each cluster k, initial dictionary pair Dk

Illum and Dk
Norm.

3: For each iteration until convergence:
(a) Fix dictionaries Dk

Illum and Dk
Norm, update sparse code Λk by optimize

eq. 5.19 using LARS algorithm.
(b) Fix sparse code Λk, update Dk

Illum and Dk
Norm in eq. 5.21.

Output: Dk
Illum, Dk

Normand Λk.

P (Mk|Loci, xi) =
P (Loci, xi|Mk)

K
Σ
j=1

P (Loci, xi|Mj)P (Mj)
(5.22)

where Loci = (rowi, coli)T are coordinates of patches xi in spatial domain and dis-
tribution P (Loci, xi|Mk) is the prior probability from empirical observation on training
data, which is culculated by: P (Loci, xi|Mk) = P (Loci|Mk)N(xi|mxk,Σuk). Where
P (Loci|Mk) can be easily computed according to the clustering results in section 5.2.1.1.

5.2.2.2 Illumination normalization based on the jointly learned Dictionar-
ies

According to the learning the dictionaries DIllum and DNorm, and the model selection
method presented in the previous section 5.2.2.1, for a given illuminated image x, we
can find a sparse representation with respect to DIllum. The corresponding normal face
image patch basis DNorm will be combined according to these coefficients to generate
the output normalized image patch y. This synthesis problem is solved by optimize:

min
αk,yki

∥∥∥xki −Dk
Illumα

k
i

∥∥∥2

2
+
∥∥∥yki −Dk

Normα
k
i

∥∥∥2

2
+ λ

∥∥∥αki ∥∥∥
1

(5.23)

where xki is a patch of x and yki is the corresponding patch in the intermediate
estimate of y to be synthesized. Dk

Illum, Dk
Norm and αki are the learned dictionaries and

sparse code of the current chosen cluster k. Eq. 5.23 can be solved by alternatively
updating αki and yki . Finally, each patch of y can be reconstructed as:

125
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2014ISAL0019/these.pdf 
© [Y. Zhang], [2014], INSA de Lyon, tous droits réservés



5. FACE ILLUMINATION NORMALIZATION VIA A JOINTLY
OPTIMIZED DICTIONARY-LEARNING AND GAUSSIAN MIXTURE
MODEL CLUSTERING

ŷki = Dk
Normα̂

k
i (5.24)

After all the patches are estimated, the estimation of the desired image y can then
be obtained.

In our synthesis method, an initial estimation of yki is needed. We can first code xki
on Dk

Illum for coding vector αki , and then initialize yki as:

yki = Dk
Normα

k
i (5.25)

Figure 5.4: Synthesis process - Illustration of the GMM inference process

Then normalized image patch yi can be computed by eq. 5.26, as illustrated in
Figure 5.4:

yi =
K
Σ
k=1

P (Mk|Loci, xi)yki (5.26)

5.2.2.3 Summary Algorithm

In this section, we resume the normalized face image synthesis procedure. The synthesis
algorithm is summarized in Algorithm 3:
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Algorithm 3: Normalized face image synthesis

Input: The illuminated image x, trained dictionaries DIllum and DNorm.
1: Compute the posteriori probability by eq. 5.22 for each cluster.
2: Initialize yk as eq. 5.25.
3: For each cluster, each iteration until convergence: Optimize eq. 5.24 by
alternatively updating αki and yki .
4: Combine the synthesized yki of each cluster according to Figure 5.4:

yi =
K
Σ
k=1

P (Mk|Loci, xi)yki
Output: Normalized image y.

5.3 Experimental Results

In this section, experiments are conducted to justify the proposed illumination nor-
malization framework. The performances of algorithms are evaluated in the aspects of
visual results of illuminated normalized images and the appearance difference between
the ground truth image and the normalized image.

CMU PIE databases [125] are selected for evaluation. The CMU PIE consists of 68
individuals. For training and testing the proposed algorithm, the frontal face images
under 20 different illumination conditions with background lighting off are selected. In
our experiments, all images are simply aligned and each image is cropped and resized
to 115× 140.

5.3.1 Evaluation criterion

To assess the performance of DL-IN algorithm for normalizing both the known and
unknown illumination conditions, we separate the 20 illumination conditions into two
groups as illustrated in Figure 5.5 and Figure 5.6, which represent the illuminated
images for dictionary learning and the illuminated images for performance evaluation.

In our experiments, 500 thousand training patch pairs are extracted from a subset
of CMU database which is built by 15 individuals and 10 illumination conditions. The
patch size is 5×5. Pre-clustering is conducted and cluster number for each illumination
condition is set to be 32. In Eq. 5.18, the choice of λ is empirically set by experience.
We always set λ = 0.1 in our experiments, which generally yields satisfactory results.
The number of atoms in the learned dictionary for each cluster is set as 512.

In addition, we propose to employ an objective measurement for the visual quality
of a normalized image as follows:
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Figure 5.5: Database examples - Illumination conditions used for training Dictio-
naries (Illumination number 05,08,10,12,14,15,17,18,19,20)

Figure 5.6: Database examples - Illumination conditions used for evaluating the
proposed framework (Illumination number 02,03,04,06,07,09,13,16,21)

128
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2014ISAL0019/these.pdf 
© [Y. Zhang], [2014], INSA de Lyon, tous droits réservés



5.3 Experimental Results

Diff =
‖Istandard − Inormalized‖2

d
(5.27)

where Istandard and Inormalized denote the corresponding image under normal illu-
mination condition and the normalized image of the same subject respectively. And d

is the number of pixels in an image. The images of illumination number 11 are treated
as the standard illumination Istandard. The measurement results are reported in Table
5.1-5.3. The smaller the value Diff is, the better the algorithm performs.

5.3.2 Reconstruction of normalized images

Figure 5.7: Standard image - Illumination number 11

In the reconstruction stage, we define 3 different conditions. Test 1: The indi-
viduals and illumination conditions are both contained by the training set; Test 2:
The individuals are unknown, but illumination condition is contained in the dictionary
learning procedure; Test 3: Neither the individual, nor the illumination is included by
the trained dictionaries. The illumination normalization results for the 3 different cases
are show in Figure 5.8, 5.9, 5.10 respectively.

Illumination
number

05 08 10 12 14 15 17 18 19 20 AVG

Diff 0.179 0.163 0.175 0.195 0.230 0.256 0.190 0.1620 0.166 0.176 0.189

Table 5.1: Average Diff for each illumination condition of Test 1

In the first row of Figure 5.8, one can notice that although the illumination images
are well normalized, there exists a obvious block phenomenon. This is caused by the
local patch combination and also the clustering step in the reconstruction procedure. To
eliminate the influence of the blocks, we apply the local pixel grouping denoising method
[256], which is a robust denoising and smoothen method. The denoising normalization
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Figure 5.8: Illumination normalization results - Evaluation on Test 1. (a): Original
normalized face images. (b): Denoising normalized face images. (c): Target normal
illuminated face images. (d): Original non-standard illuminated face images.
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results are shown in row (b) of Figure 5.8. For the following figures, we present only
the denoising normalization results.

Figure 5.9: Illumination normalization results - Evaluation on Test 2. (a): Denois-
ing normalized face images. (b): Target normal illuminated face images. (c): Original
non-standard illuminated face images.

Illumination
number

05 08 10 12 14 15 17 18 19 20 AVG

Diff 0.194 0.181 0.195 0.218 0.256 0.272 0.217 0.188 0.192 0.195 0.211

Table 5.2: Average Diff for each illumination condition of Test 2

Figure 5.9 shows the illumination compensating results for the unknown individ-
uals, but the illumination case is contained by the dictionary training process. The
performance is as good as the ones shown in Figure 5.8, owning to the use of the clus-
tering based local information. But the average Diff value is larger than the average
Diff value of Test 1, which denotes that the normalization results are actually effected
by the unknown individuals.

Figure 5.10 shows the normalization results for the images which are totally excluded
by the dictionary learning. In this experiment, the shadows of the input illuminated face
images are not completely eliminated. Because a new sort of illuminated images lead to
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Figure 5.10: Illumination normalization results - Evaluation on Test 3. (a): De-
noising normalized face images. (b): Target normal illuminated face images. (c):
Original non-standard illuminated face images.
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Illumination
number

02 03 04 06 07 09 13 16 21 AVG

Diff 0.312 0.310 0.306 0.260 0.259 0.270 0.288 0.344 0.266 0.291

Table 5.3: Average Diff for each illumination condition of Test 3

novel patch appearances. The patches are clustered and transformed according to the
learned dictionaries which are built by the patches with the most similar appearances.
So it is possible to synthesize a generally normalized face, but with the residual shadow
trail.

5.3.3 Face recognition application

In this section, the face recognition results based on the proposed normalization algo-
rithm and several well-known illumination invariant features are reported. For each
individual in the CMU-PIE database, the 20 illuminated frontal face samples are ran-
domly separated into two parts, 10 images as reference (gallery) faces and 10 images
as query (probe) images.

All reference and query images were pre-processed by the same illumination-
normalization algorithm and then used for recognition. Since our experiments focus
on the effects of illumination normalization, the original pixel values of the normalized
images were used as facial features for recognition, without further feature extraction
or dimension reduction. For classification, the Sparse Representation Classifier (SRC)
[222] was selected.

We compared the proposed algorithm, namely DL-NI, with Discrete Cosine Trans-
form (DCT) [257] and Discrete Wavelet Transform (DWT) [258]. Also, with the state-
of-the-art illumination invariant feature extraction algorithms, Self Quotient Image
(SQI) [238], and Local Binary pattern (LBP) [259] were included for comparative pur-
poses.

The recognition rates of face identification by different methods are tabulated in
Table 5.4. As shown, the algorithm based on our method, DL-NI, produced higher
recognition rates than the related algorithms.

Illumination invariant features LBP SQI DCT DWT DL-NI

Face recognition rates 75.4% 94.0% 88.9% 87.3% 98.6%

Table 5.4: Comparisons between different methods for face recognition on CMU PIE
database
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5.4 Conclusion

In this chapter, we proposed a novel Dictionary Learning framework for Illumination
Normalization (DL-IN). DL-IN based on sparse representation in terms of coupled dic-
tionaries jointly optimized from normal illuminated and non-standard illuminated face
image patch pairs. We further utilize a GMM model to enhance the framework’s capa-
bility of modeling data under complex distribution by adapting each model to a part of
samples and fuse them together. Experimental results demonstrate the effectiveness of
the sparsity as a prior for patch-based illumination normalization for face images. In
the future work, we will adapt the clustering and patch based jointly dictionary learn-
ing algorithm for more types of image synthesis tasks and extend it to face recognition
tasks.
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6

Conclusion

6.1 Summary of the Contributions

In this dissertation, we have presented our research study on face analysis. Our main
objective was to construct several effective algorithms which improve the face analysis
works under the effect of different head pose and varying lighting conditions. Indeed,
the three diverse kinds of frameworks have respectively promising applications (ro-
bust face deformable model, face pose estimation, face illumination normalization).
This main objective was accomplished through the non-linear dimension reduction and
sparse representation frameworks. The experimental results have demonstrated the
effectiveness of the proposed algorithms.

The contributions of this manuscript can be summarized as follows.

• Introducing Kernel-Similarity Principal Component Analysis to Active
Appearance Models

In order to construct a robust deformable model, which is able to adapt multiple
face appearance variations caused by the variable lighting conditions and head
rotations, we introduce two non-linear embedding models to Active Appearance
Models (AAMs). One is the Probabilistic PCA, the other is the Kernel-Similarity
PCA. Both of the proposed embedding models are more adaptive to the statistic
distribution of the observed data than the standard PCA model.

Experimental Results have shown that the model build by the proposed non-
linear embedding methods are less sensitive to the illumination variations. The
fitting performances indicate a powerful improvement on the illumination case
especially on KS-PCA based AAMs. Probabilistic PCA model also brought better
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performance than classical AAMs but not as obvious as KS-PCA model. With the
novel methods, the fitting procedure can accurately synthesize faces semi-bright-
semi-dark affected by the Illumination. Meanwhile, conditions with a variety of
poses also benefit from the proposed algorithms; the ability of synthesizing faces
with shape variations from a wide range of face poses has been improved. The
problem of the synthesis of the complete profile faces is still waiting to be solved.

• Robust face pose classification framework based on a joint optimization
of manifold learning and sparse representation

Incremental PCA is an adaptive embedded model which is able to generate new
manifold space without recalculating on all the observations. In this thesis, we
have jointed the Incremental PCA and the sparse representation classification to
train an over-complete dictionary. With the purpose of avoiding the intra-class
redundancy and meanwhile keeping enough variables for the over-complete dictio-
nary. The joint optimization strategy shows robustness on complex illumination
conditions and noisy images in terms of the classification accuracy.

• Robust face pose classification framework based on an unified criterion
of dictionary learning and classification

We have also proposed a reasonable dictionary learning framework that employed
the recently proposed K-SVD over-complete dictionary designing method. In
this study, the over-complete dictionary is searched with the optimization goal
of coinciding with the classification criterion. And due to this unification of the
dictionary learning process and the classifying rule, the proposed framework is
quite robust against various low-quality face images and over-performed than the
state-of-arts methods.

• A Dictionary Learning framework for Illumination Normalization

We proposed a novel Dictionary Learning framework for Illumination Normaliza-
tion (DLIN). DLIN based on sparse representation in terms of coupled dictionaries
jointly optimized from normal illuminated and non-standard illuminated face im-
age patch pairs. We further utilize a GMM model to enhance the framework’s
capability of modeling data under complex distribution by adapting each model to
a part of samples and fuse them together. Experimental results demonstrate the
effectiveness of the sparsity as a prior for patch-based illumination normalization
for face images. In the future work, we will adapt the clustering and patch based
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jointly dictionary learning algorithm for more types of image synthesis tasks and
extend it to face recognition tasks.

In all, an important characteristic of this dissertation work is that we have de-
vised effective face analysis studies by analyzing the data distribution and combining
useful ingredients from several different research domains. The ingredients include
KS-PCA embedding model and Incremental PCA model from manifold learning, L1

norm Minimization sparse solution and K-SVD over-complete dictionary design from
sparse representation research, Gaussian Mixture Model of statistical analysis. This
interdisciplinary research method may also be considered as a contribution.

6.2 Perspective

Some research perspectives appear at the end of this thesis.

• Improvement of the KS-PCA based Active Appearance Models

For construct a more robust 2D AAMs, which works for both variety of illumi-
nation conditions and head poses, there exist two possible solutions. One is to
combine the existed KS-PCA based AAMs and the proposed pose classification
algorithms for building multi-model deformable system. Using multi-models is
not a novel idea, Cootes et al. showed that by using five models it is sufficient to
deal with faces where the head pose vary by 180 degrees (from left profile to right
profile) [107]. But this kind of combination can be a practical solution for such
realistic problems. The other improvement is to extend this KS-PCA method to
the 3D AAMs, since the appearance of different face poses highly depends on 3D
head structure.

• Improvement of the face pose classification frameworks

In this study, an intriguing question for future work is whether this framework can
be useful for object recognition. The usefulness of sparsity in detection has been
noticed in the work in [260] and more recently explored in [261]. We believe that
the full potential of sparsity in robust object detection and recognition together
is yet to be uncovered. From a practical standpoint, it would also be useful to
extend the algorithm to less constrained conditions.
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• Improvement of the Dictionary learning for Illumination Normaliza-
tion

In the future work, we will adapt the clustering and patch based jointly dictio-
nary learning algorithm for more types of image synthesis tasks and extend it
to face recognition tasks. Of special interest, we highlight the need for a multi-
scale structured dictionary learning paradigm, as well as methods to use such
dictionaries in variety applications.

Many challenges are still open in embedding model and dictionary learning. Un-
derstanding the underlying causes of signals or the relevant information in observation
becomes more challenging when the training samples are imperfect. In many appli-
cations, the training samples are noisy, distorted by the sensing process, or simply
incomplete like in the case of occlusions in multi-view imaging. In all these situations,
dictionary learning still faces critical research questions. Similarity, signal analysis may
require more complex models for efficient classification. One can build dictionaries
to be used in the definition of manifold models or graph based representations that
could potentially handle transformation invariant classification problems. In general,
dictionaries offer a very flexible and powerful way to represent relevant information
in high-dimensional signals. However, the proper modeling of the complex underlying
causes of observations poses many exciting questions about the proper construction of
these dictionaries.
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7

Résumé en Français

7.1 Introduction

Les techniques d’analyse du visage nécessitent généralement une représentation per-
tinente des images, notamment en passant par des techniques de réduction de la di-
mension, intégrées dans des schémas plus globaux, et qui visent à capturer les car-
actéristiques discriminantes des signaux.

Dans cette thèse, nous fournissons d’abord une vue générale sur l’état de l’art
de ces modèles, puis nous appliquons une nouvelle méthode intégrant une approche
non-linéaire, Kernel Similarity Principle Component Analysis (KS-PCA), aux Modèles
Actifs d’Apparence (AAMs), pour modéliser l’apparence d’un visage dans des con-
ditions d’illumination variables. L’algorithme proposé améliore notablement les
résultats obtenus par l’utilisation d’une transformation PCA linéaire traditionnelle,
que ce soit pour la capture des caractéristiques saillantes, produites par les variations
d’illumination, ou pour la reconstruction des visages.

Nous considérons aussi le problème de la classification automatiquement des poses
des visages pour différentes vues et différentes illumination, avec occlusion et bruit.
Basé sur les méthodes des représentations parcimonieuses, nous proposons deux cadres
d’apprentissage de dictionnaire pour ce problème.

Une première méthode vise la classification de poses à l’aide d’une représentation
parcimonieuse active (Active Sparse Representation ASRC). En fait, un dictionnaire
est construit grâce à un modèle linéaire, l’Incremental Principle Component Analysis
(Incremental PCA), qui a tendance à diminuer la redondance intra-classe qui peut
affecter la performance de la classification, tout en gardant la redondance inter-classes,
qui elle, est critique pour les représentations parcimonieuses.
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7. RÉSUMÉ EN FRANÇAIS

La seconde approche proposée est un modèle des représentations parcimonieuses
basé sur le Dictionary-Learning Sparse Representation (DLSR), qui cherche à intégrer
la prise en compte du critère de la classification dans le processus d’apprentissage du
dictionnaire. Nous faisons appel dans cette partie à l’algorithme K-SVD.

Nos résultats expérimentaux montrent la performance de ces deux méthodes
d’apprentissage de dictionnaire.

Enfin, nous proposons un nouveau schéma pour l’apprentissage de dictionnaire
adapté à la normalisation de l’illumination (Dictionary Learning for Illumination Nor-
malization: DLIN). L’approche ici consiste à construire une paire de dictionnaires avec
une représentation parcimonieuse. Ces dictionnaires sont construits respectivement à
partir de visages illuminées normalement et irrégulièrement, puis optimisés de manière
conjointe. Nous utilisons un modèle de mixture de Gaussiennes (GMM) pour aug-
menter la capacité à modéliser des données avec des distributions plus complexes. Les
résultats expérimentaux démontrent l’efficacité de notre approche pour la normalisation
d’illumination.

7.2 Intégration de modèles non-linéaire aux Modèles Ac-

tifs d’Apparence

L’analyse faciale consiste en un schéma global incluant l’alignement du visage,
l’estimation de la pose et enfin l’extraction des caractéristiques et de l’expression de
ce visage, généralement inconnu. Pour la détermination de la pose dans des condi-
tions d’illumination variables, l’un des paramètres les plus problématiques est la non
linéarité causée par les changements irréguliers de l’apparence pour les différentes con-
ditions d’illumination. La détection s’avère encore plus difficile à réaliser si le visage
est inconnu du système. Notre travail de thèse s’est intéressé à cette problématique
et a consisté à proposer une solution pour la détection de visages inconnus lorsque les
conditions d’illumination varient.

De part leur nature, les visages humains sont des objets non-rigides. Le problème
de cette flexibilité est pris en compte dans les Modèles Actifs d’Apparence (AAMs)
[84] qui sont remarquablement efficaces lorsqu’il s’agit d’extraire des caractéristiques
faciales et plus généralement lorsqu’il faut aligner un visage (opération qui consiste
à localiser plusieurs dizaines de points autour des yeux, du nez, de la bouche et des
sourcils). Notre système d’analyse de visage est basé sur l’intégration de la non-linéarité
dans les modèles actifs d’apparence.
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7.2.1 Propriétés et limitations de la PCA

L’Analyse en Composantes Principales (PCA) [5] trouve des applications dans de très
nombreux domaines parce qu’elle révèle des structures sous-jacentes simples dans des
ensembles des données complexes, par l’utilisation de solutions analytiques de l’algèbre
linéaire [120]. Généralement, la motivation primaire derrière cette méthode est de
décorréler l’ensemble des données, ou en d’autres termes, d’enlever des dépendances
de deuxième l’ordre dans les données. Cependant, comme il sera présenté dans la
section 7.2.2 suivante, il existe des dépendances d’ordre plus élevé dans les données
d’illumination. Par conséquent, enlever des dépendances du deuxième ordre sera in-
suffisant pour détecter toutes les structures des données.

7.2.2 Analyse statistique en fonction de l’illumination

Pour bien comprendre la différence entre un ensemble de visages éclairés uniformément
ou non, une analyse statistique s’avère significative. Considérons un ensemble d’images
de visages, comme indiqué dans la figure 3.3, où la pose des visages est fixe (frontale)
et où les conditions d’illumination varient dynamiquement.

Au niveau des descripteurs, les contours des visages sont décrits par des vecteurs
si contenant les coordonnées des points des contours, et les textures sont représentées
par des vecteurs gi, qui contiennent les intensités des pixels contenus dans les triangles
de Delaunay.

Pour analyser la corrélation entre la forme et la texture de tous les visages, les
distances Euclidiennes d(a, b) entre des éléments contenus dans chaque vecteur sont
calculées tant pour la forme que pour la texture :

d(si, sj) =

√√√√ Ds∑
i=1

(si − sj)2 (7.1)

d(gi, gj) =

√√√√ Dg∑
i=1

(gi − gj)2 (7.2)

Les histogrammes de ces distances sont ensuite construits comme cela est illustré
dans la figure 7.2 et 3.5, puis les paramètres caractérisant ces distributions, supposées
Gaussiennes, sont calculés.
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Figure 7.1: Les exemples des Images du visage frontaux de la base de données
de CMU PIE - dans 20 conditions d’illumination

Figure 7.2: Le Histogramme - Histogramme des distances euclidiennes entre les
vecteur de la forme
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Figure 7.3: Le Histogramme - Histogramme des distances euclidiennes entre les
vecteur de la texture

7.2.3 Analyse en Composantes Principales Probabiliste (PPCA)

L’objectif général est de chercher à relier un vecteur d’observation t de dimension d à
un vecteur de variables latentes x de dimension N , avec N << d. Le modèle le plus
commun est l’analyse factorielle où la relation reliant les deux espaces est linéaire et de
la forme:

t = Wx+ µ+ ε (7.3)

En supposant que les variables latentes sont aussi gaussiennes et conventionnelle-
ment définies par x ∼ N(0, I), l’utilisation d’un modèle du bruit gaussien pour ε nous
permet d’écrire:

P (t|x) ∼ N(Wx+ µ, δ2I) (7.4)

la distribution marginale pour les données observées t est elle-même gaussienne, et
est alors aisément obtenue en intégrant les variables latentes:

P (t) ∼ N(µ,C) (7.5)
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où la covariance du modèle d’observation est donné par C = WW T + δ2I. Le
log-likelyhood correspondant est alors exprimé par :

L = −N
2
{
dln(2π) + ln |C|+ tr(C−1S)

}
(7.6)

où une fonction exponentielle de la distance est adoptée en tant que probabilité
locale, ce qui nous donne:

S =
d∑

n=1

d∑
m=1

(tn − µtn)(tm − µtm)P (tn)P (tm) (7.7)

P (tn) =
1

2πδ
e−
|tn−t̄n|

2δ2 (7.8)

On donne pour l’estimateur de probabilité maximale de t̄n comme le moyen des
données, auquel cas S est la matrice de la covariance des observations tn.

7.2.4 Analyse en Composante Principale à Noyau

Dans la majorité des algorithmes de réduction de la dimension, l’objectif principal est
de préserver dans l’espace de dimension réduite, la structure qui existe entre les objets
dans l’espace d’origine. Ceci peut être réalisé en minimisant une fonction de coût, qui
estime l’incohérence entre des paires de mesures (similitude/dissimilitude), effectuées
dans l’espace d’origine et dans l’espace de projection. Nous proposons une nouvelle
méthode de réduction de la dimension basé sur cette idée, appelée Kernel Similarity
Principle Component Analysis (KS-PCA).

Clairement, on ne peut pas affirmer que la PCA linéaire est capable de détecter des
structures complexes dans un ensemble de données, en revanche, l’utilisation de car-
actéristiques non-linéaires appropriées devrait permettre d’extraire plus d’informations.
La méthode KS-PCA commence par projeter les données dans un certain espace de car-
actéristiques Ψ via une fonction (usuellement non-linéaire) Φ, puis exécute une PCA
linéaire sur les données projetées. Comme l’espace de caractéristique Ψ pourrait être
de dimension très élevée, le KS-PCA emploie le noyau de Mercer au lieu d’effectuer le
calcul explicite des fonctions Φ.

Φ : RN → H,x→ X. (7.9)

Dans l’espace de projection H, nous supposons que la dimension des Φ(x) est arbi-
trairement grande, probablement infinie. Les données doivent être centrées également
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dans cet espace, donc
D∑
k=1

Φ(xk) = 0. L’application du PCA trick dans l’espace de

caractéristique H nous donne:

¯Cov =
1

(N − 1)

N∑
i=1

Φ(yi)Φ(yi)T (7.10)

dont on extrait les valeurs propres satisfaisant:

λ̄ · V = ¯Cov · V (7.11)

Les solutions V se trouvent dans l’écartement de Φ(y1),Φ(y2), · · · ,Φ(yN ). Ceci a
deux conséquences utiles : d’abord, nous pouvons considérer l’équation équivalente:

λ̄(Φ(yk)TV ) = (Φ(yk)T · ¯Cov · V ) (7.12)

pour tout k = 1, 2, · · · , N . Il existe des coefficients αi (i = 1, · · · , N) tel que:

V =
N∑
i=1

αiΦ(yi) (7.13)

En considérant les 2 équations eq. 7.12 et eq. 7.13, nous avons:

λ̄
N∑
i=1

αi(ΦT (yk) · Φ(yi)) =
1
M

N∑
i=1

αi(ΦT (yk) ·
N∑
j=1

Φ(yj))(ΦT (yj) · Φ(yi)) (7.14)

où M = N − 1.

Nous définissons alors la matrice K de dimension N ×N par:

Ki,j = (ΦT (yi) · Φ(yj)) (7.15)

ce qui permet d’écrire l’équation eq. 7.13 sous la forme : :

Mλ̄Kα = K2α (7.16)

où α est le vecteur colonne composé des coefficients α1, · · · , αN . Etant donné que
K est symétrique, nous avons:

Mλ̄α = Kα (7.17)
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7. RÉSUMÉ EN FRANÇAIS

Notez que K est une matrice définie semi-positif et symétrique. Nous avons alors
plusieurs options pour le choix de la fonction K. En considérant l’étude statistique
précédente sur les visages illuminés, le noyau gaussien semble être un choix raisonnable.

Ki,j = k(yi, yj) = e−
‖yi−yj‖2

2δ2 (7.18)

L’extraction de valeurs propres dans l’espace de caractéristiques se fait par la diag-
onalisation de la matrice de similitude Ki,j .

7.2.5 Les Résultats expérimentaux

• Critère d’évaluation:

Pour estimer la performance de cette approche, nous définissons des critères
d’évaluation dans cette section.

Nous comparons les erreurs point à point et pixel à pixel introduites d’une part
par les méthodes proposées, et d’autre par l’approche AAMs standard. On utilise les
formules suivantes:

Ept−pt =
1
n

∑√
(xi − xgt,i)2 + (yi − ygt,i)2 (7.19)

où (xi, yi) sont les coordonnées des points d’intérêts relabélisés par l’AAMs, et
(xgt, ygt) représente les coordonnées correspondantes à la vérité terrain.

et:

Epix−pix = |δI|2 = |Ii − Im|2 (7.20)

où Ii est le valeur des vecteurs de niveau gris dans l’image, et Im est la valeur des
vecteurs de niveau gris pour le modèle courant.

Ept−ptgain% =
Ept−pt(AAMs)− Ept−pt(kernel)

Ept−pt(AAMs)
% (7.21)

et

Epix−pixgain% =
Epix−pix(AAMs)− Epix−pix(kernel)

Epix−pix(AAMs)
% (7.22)

Pour démontrer la supériorité des méthodes proposées, les équations eq.7.21 et 7.22
sont utilisées pour calculer le gain en termes de précision des résultats pour la forme
et pour la texture. Les résultats sont présentés en valeur relatives par rapport à ceux
des AAMs classiques.
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7.2 Intégration de modèles non-linéaire aux Modèles Actifs d’Apparence

Pour démontrer la supériorité des méthodes proposées, les équations eq.7.21 et 7.22
sont utilisées pour calculer le gain en termes de précision des résultats pour la forme
et pour la texture. Les résultats sont présentés en valeur relatives par rapport à ceux
des AAMs classiques dans le tableau 7.1.

Dans la figure 7.4, les images de la première et deuxième colonne sont synthétisées
par les AAMs basés respectivement sur la KS-PCA, et sur la PCA probabiliste. Ils
sont comparés avec les résultats des AAMs classique donnés par la troisième colonne,
le visage original de référence étant donné par la quatrième colonne. Les images des
trois premières lignes font partie de la base d’apprentissage, tandis que dans les trois
dernières lignes, nous avons des images faisant partie uniquement de la base de test. Ces
résultats montrent la capacité des méthodes proposées de synthétiser l’apparence d’un
visage inconnu sous des conditions d’illumination variables. Une nette amélioration de
la précision a ainsi été obtenue grâce à l’extraction des caractéristiques non-linéaires.
Le gain quatitatif en termes précision sur les erreurs point-à-point et pixel-à-pixel est
présenté dans la table 7.1.

Ept−pt gain% Epix−pix gain%

L’ensemble de training KS-PCA 87.25% 61.36 %
PPCA 34.58% 25.47%

L’ensemble de test KS-PCA 76.16% 28.06 %
PPCA 27.28% 15.06%

Table 7.1: Gain en termes de la précision - sur base de données de CMU PIE pour le
problème de la illumination irrégulière.

7.2.6 Conclusion

Dans ce chapitre, nous avons proposé deux solutions pour extraire les caractéristiques
faciales à base d’un modèle non linéaire, en travaillant dans un espace de projection qui
a la capacité de capter les variations non-linéaires causées par l’illumination du visage.
Dans ce but, nous avons proposé d’utiliser les AAMs en exploitant d’une part la PCA à
noyaux (KS-PCA) et d’autre part une PCA probabiliste (PPCA). Ces deux approches
ont consisté à introduire de la non linéarité dans les AAMs classique pour mieux gérer
les modèles déformable non-linéaires.

Nos algorithmes ont été testés sur des images faciales de la base de données CMU
PIE, pour extraire les paramètres d’apparence liés à des variations non-linéaires de
l’illumination. Les résultats des méthodes proposées ont montré que les modèles,
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7. RÉSUMÉ EN FRANÇAIS

Figure 7.4: Comparaison des résultats - Les résultats pour l’AAMs basé sur le KS-
PCA sont dans la première colonne de gauche; les résultats pour l’AAMs basé sur le
PPCA sont dans la deuxième colonne; les résultats pour l’AAMs classique sont dans la
troisième colonne; dans la dernière colonne sont les visages d’original de référence.
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7.3 Modèle à base des représentations parcimonieuses

ainsi construits, sont plus robustes aux variations d’illumination. Nous obtenons une
amélioration significative des résultats par les 2 méthodes et plus particulièrement avec
les AAMs basés sur le KS-PCA. Avec ces nouvelles approches, les AAMs sont capables
de synthétiser des visages ”semi brillant semi sombre” affecté par l’illumination, de
manière plus précise.

7.3 Modèle à base des représentations parcimonieuses

Le modèle de représentation parcimonieuse est un nouveau composant des modèles
intégrés. Il suppose la capacité de décrire des signaux comme des combinaisons linéaires
de quelques atomes, pris dans un dictionnaire pré-défini, d’où l’importance du choix
du dictionnaire. Dans ce chapitre, nous présentons nos travaux de recherche sur deux
modèles d’apprentissage de dictionnaire en vue d’être utilisés pour des représentations
parcimonieuses appliquées au problème de l’estimation des poses du visage.

Dans la section 7.3.1, nous proposons d’apprendre le dictionnaire en faisant appel
à une Analyse en Composante Principale Incrémentale (Incremental-PCA). En com-
binant ce modèle avec une stratégie d’apprentissage à réactualisation, la redondance
intra-classe pour chaque pose est éliminée, gardant ainsi uniquement la redondance
inter-classe, utile pour la classification.

Dans la section 7.3.2 nous proposons une méthode qui réunie, dans un seul formal-
isme, le critère de la classification et l’optimisation de l’apprentissage du dictionnaire.
Dans l’algorithme proposé, la représentation parcimonieuse est donnée par l’Orthogonal
Matching Pursuit (OMP) [126] et l’apprentissage du dictionnaire est effectué par K-
SVD [127].

Les résultats expérimentaux présentés dans la section 7.3.3 démontrent l’efficacité
des approches proposés, notamment pour les deux applications de classification des
poses qui ont été traitées, à savoir, soit dans des conditions d’illuminations dynamiques,
soit sur des images de basse résolution. Ces résultats montrent également le grand
pouvoir de représentativité des données en utilisant des dictionnaires construits par
apprentisage.

7.3.1 Active Sparse Representation pose Classification (ASRC)

L’idée essentielle de ce schéma est de construire un dictionnaire réactualisable des
poses du visage à travers l’Incremental PCA. Cependant, de nombreux paramètres
peuvent fausser les résultats de la classification : nombre d’images d’apprentissage très
important, grande variation de la redondance intra-classe, beaucoup de bruit, etc. Pour

151
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2014ISAL0019/these.pdf 
© [Y. Zhang], [2014], INSA de Lyon, tous droits réservés



7. RÉSUMÉ EN FRANÇAIS

contourner ces difficultés, une méthode basée sur une réactualisation conditionnelle est
proposée, qui met à jour la base des vecteurs propres du visage seulement avec les
images mal classées. L’algorithme 1 résume le déroulement complet de la classification.

Algorithm 1: Framework of the Adaptive Sparse Representation
pose Classification (ASRC)

1:Input: a matrix of training images I =
{
I1, I2, · · · , IM

}
from M classes, where

Im ∈ Rd×nm represents the image set of the class m where d is the dimension
of each image (in vector form), while nm is the number of images in the class m.
2:Apply standard PCA on each image set to obtain the initial eigenspaces

Am =
[
Īm Um

]
(m = 1, 2, · · · ,M).

3:Solve the l1-minimization problem for the sparse representation[
a1

b1

]
of a new image from the second training subset.

4:Label the new training image with the class m for which the reconstruction
residual of the new training image is minimal.
5:Check if the new image is labelled with the correct class?
Yes → return to step 3;
No → continue to step 6.
6:Update the online eigenspace of the class to which the new training image belongs
to via Incremental-PCA.
7:Return to step 3.

Les résultats obtenus montrent que la méthode proposée rend les résultats la classifi-
cation plus stables, et améliore sa performance particulièrement lorsque les images sont
de très basse résolution ou que les conditions d’illumination changent dynamiquement.

7.3.2 Schéma d’apprentissage de dictionnaire pour une

représentation parcimonieuse

Dans cette section, nous cherchons à répondre, dans un formalisme unique, aux
deux objectifs visés, à savoir, une bonne classification et un dictionnaire adapté à la
représentation parcimonieuse. Le schéma proposé est nommé DLSR dans la suite du
texte, pour Dictionnary Learning Sparse Representation.

Pour le problème de la classification des poses, nous commençons par construire un
dictionnaire spécifique pour chaque catégorie de pose. Puis, considérant une image de
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7.3 Modèle à base des représentations parcimonieuses

test à classer, celle-ci est représentée par une combinaison linéaire de quelques atomes
issus des dictionnaires appris, relatifs aux différentes poses. Le label correspondant est
finalement déterminé en comparant les erreurs de reconstruction obtenues en n’utilisant
que les coefficients liés à un seul dictionnaire, et donc à une seule pose. On voit bien
que le choix d’un dictionnaire qui permet une représentation parcimonieuse des signaux
est crucial pour le succès de l’estimation de la pose.

L’approche proposée modélise l’apparence des images de visages issues de la même
pose, par apprentissage d’un dictionnaire D, à partir d’un ensemble de patches des
images. Le dictionnaire est adapté à une représentation parcimonieuse, avec pour ob-
jectif, la minimisation de l’erreur de reconstruction de l’image cible pour cöıncider
avec le critère de classification de pose. Enfin, la combinaison des dictionnaires con-
struits de toutes les classes de pose est utilisée comme un dictionnaire global pour la
représentation parcimonieuse et la classification.

Les résultats expérimentaux de la section 7.3.3, présentent la performance de cette
approche de classification par apprentissage de dictionnaire, comparativement à la
méthode ASRC ainsi qu’à deux méthodes différentes issues de l’état de l’art.

Dans la figure 7.5, nous présentons notre approche pour le problème d’estimation
de pose du visage en utilisant l’algorithme DLSR. Celle-ci montre l’apprentissage de
dictionnaire et la procédure de classification de pose, où les blocs en grisé représentent
les étapes de la classification des poses, tandis que les autres blocs représentent les
étapes d’apprentissage des dictionnaires.

7.3.3 Les Résultats expérimentaux

Dans le but d’évaluer la performance de classification des deux algorithmes proposés,
nous présentons les résultats expérimentaux obtenus pour deux bases de données
d’image différentes. Nous évaluons d’abord la robustesse des nouvelles méthodes vis
à vis des variations d’illumination sur la base de données CMU PIE [125]. Ensuite
nous évaluons les méthodes sur la base de données LLP (le LIRIS Low-resolution Pose
database) pour démontrer l’efficacité des algorithmes sur des images de basse résolution
bruitées.

7.3.3.1 Variations de l’illumination:

Nous appliquons nos algorithmes sur la base de données CMU PIE. Le sous-ensemble
choisi contient 12,240 images de 68 personnes, avec 9 différentes poses et 20 différentes
conditions d’illumination chacune. La Figure 7.6 donne un exemple de cette base.

153
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2014ISAL0019/these.pdf 
© [Y. Zhang], [2014], INSA de Lyon, tous droits réservés



7. RÉSUMÉ EN FRANÇAIS

Figure 7.5: La stratégie proposée - Le schéma d’apprentissage de dictionnaire et la
Représentation Parcimonieuse pour la classification de pose du visage

• La performance de l’algorithme ASRC

Pour l’Algorithme ASRC, nous utilisons pour l’apprentissage les images de 30 per-
sonnes (180 échantillons par personne) de différentes poses et avec des illuminations
variables. Les visages sont d’abord localisés par le détecteur de visage de Viola-Jones
[229], puis la région du visage est sous échantillonnée à la taille 24 × 24. L’espace des
vecteurs propres initial pour l’Incremental-PCA est construit avec 360 images (incluant
les 9 poses dans les 20 conditions d’illumination, de 2 personnes). Ensuite, les images
des 28 autres personnes de l’ensemble d’apprentissage sont rajoutées dans la base des
vecteurs propres en appliquant l’Incremental-PCA. La table 7.2 montre, à travers la
matrice de confusion, les résultats de la classification pour les 9 différents poses. On
peut remarquer que les confusions de classification sont faibles et généralement entre
des catégories proches.

• Performance de l’algorithme DLSR

Pour l’algorithme DLSR, le sous-ensemble choisi de CMU est aussi divisé en
deux parties, la première partie inclut les images de 30 personnes comme ensemble
d’apprentissage, tandis que la deuxième partie inclut les images de 38 autres personnes
comme ensemble de test. Comme précédemment, les visages sont d’abord localisés par
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7.3 Modèle à base des représentations parcimonieuses

Figure 7.6: Les exemples de la base de données CMU PIE - Le rangée
supérieure: 9 poses différents du visage dans la même condition d’illumination. Les
deux rangées en bas: 20 conditions d’illumination différentes.

Class 1 2 3 4 5 6 7 8 9

1 93.7% 5.7% 0.6%

2 97.2% 2.8%

3 0.8% 97.5% 1.7%

4 94.9% 5.1%

5 0.9% 98.2% 0.9%

6 95.0% 4.2% 0.8%

7 0.6% 95.8% 3.6%

8 0.08% 4.2% 93.2% 2.5%

9 1.9% 5.9% 92.2%

Table 7.2: La matrice de confusion de la classification de pose facial pour l’algorithme
ASRC sur la base de données CMU PIE (dans le pourcentage) pour les 9 poses
différents.

le détecteur du visage, puis sous échantillonnée à la taille 15×18. Pour chaque classe de
pose, nous extrayons tous les patchs de taille 6×6 pour construire le dictionnaire initial
Dm

0 . Enfin, nous appliquons l’algorithme K-SVD sur Dm
0 pour former un dictionnaire

comme cela a été expliqué dans la section 7.3.2. Nous appliquons 50 itérations pour
apprendre un dictionnaire d’analyse.

La table 7.3 montre les résultats de la classification obtenus par DLSR pour les 9
poses. Le schéma proposé apparâıt effectivement très efficace.

7.3.3.2 Variations de la résolution et du bruit

Nous avons construit une grande base de données qui inclut 248,025 images de visage
triées dans cinq catégories : 64770 visages frontaux; 30469 profil gauche; 39993 profil
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Class 1 2 3 4 5 6 7 8 9

1 100%

2 97.4% 2.6%

3 1.7% 97.2% 1.1%

4 1.6% 97.8% 0.6%

5 0.2% 98.8% 1.0%

6 0.08% 0.8% 97.9% 1.2%

7 0.13% 1.5% 97.5% 0.9%

8 0.3% 98.0% 1.7%

9 0.3% 0.7% 99.0%

Table 7.3: La matrice de confusion de la classification de pose facial pour l’algorithme
DLSR sur la base de données de CMU PIE (dans le pourcentage) pour les 9 poses
différents

droit; 56396 quart gauche; 56397 quart droit. (Quelques exemples sont donnés dans la
figure 7.7):

Nous avons collecté des images de visages depuis le net et depuis d’autres bases de
données faciales. Le détecteur de visage commercial face.com (http: // face.com) a été
utilisé pour aider à l’extraction des images de visage. Avec des sélections/corrections
manuelles, les images facials ont été coupées et classées dans les cinq catégories de
pose. Finalement, plusieurs transformations ont été appliquées aux images existantes
pour augmenter leur nombre et leur variabilité: rotations planes, translations, flips
horizontaux et brouillage. Elles ont été toutes redimensionnées à la taille 36 × 36. La
base de données est appelée LIRIS Low-resolution Pose (LLP) database.

Figure 7.7: Les exemples de la base de données LLP - Quelques exemples de
la base de données LIRIS Low-resolution Pose.

• Performance de l’algorithme ASRC

156
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2014ISAL0019/these.pdf 
© [Y. Zhang], [2014], INSA de Lyon, tous droits réservés



7.3 Modèle à base des représentations parcimonieuses

Pour l’Algorithme ASRC, et pour la phase d’apprentissage, l’espace des vecteurs
propres initial pour l’Incremental-PCA est construit à partir de 50 images choisies
aléatoirement dans chaque classe de la base de données LLP, sous-échantillonnées à
la taille 24 × 24. Puis, des échantillons supplémentaires sont rajoutés, mettant à jour
l’espace propre, jusqu’à ce que le nombre d’échantillons atteigne 1000 (par classe), afin
d’obtenir un bon taux de classification. Des résultats de la classification pour cinq
poses différentes sont présentés dans la table 7.4. où nous pouvons constater que les
confusions de classification sont faibles.

Class L QL F QR R

L 92.66% 6.68 % 0.66%

QL 3.86% 91.55% 4.59%

F 0.81% 1.2% 95.65% 1.9% 0.36%

QR 4.03 % 89.74% 6.24%

R 0.16% 8.83% 91.00%

Table 7.4: La matrice de confusion de la classification de pose facial pour l’algorithme
ASRC sur la base de données LLP

• Performance de l’algorithme DLSR

La table 7.5 montre la matrice de confusion pour la classification à base de DLSR.
On voit des résultats meilleurs que précédemment et les confusions de la classification
sont généralement entre des catégories proches (i.e. L et QL, R et QR). La méthode
DLSR proposée semble être particulièrement robuste pour traiter des images de basse
résolution et bruitées.

Class L QL F QR R

L 96.30% 2.68 % 1.02%

QL 2.86% 95.72% 1.42%

F 0.36% 1.20% 97.25% 1.19%

QR 1.06 % 96.91% 2.03%

R 1.44% 98.56%

Table 7.5: La matrice de confusion de la classification de pose facial pour l’algorithme
DLSR sur la base de données LLP

157
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2014ISAL0019/these.pdf 
© [Y. Zhang], [2014], INSA de Lyon, tous droits réservés
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Class 1 2 3 4 5 6 7 8 9 AVG

DLSR 100% 97.4% 97.2% 98.0% 97.8% 98.8% 97.9% 97.5% 99.0% 98.12%

ASRC 97.2% 96.0% 97.1% 94.6% 98.3% 96.2% 97.0% 95.7% 96.8% 96.5%

SRC 91.0% 93.3% 96.1% 91.8% 93.1% 88.2% 94.3% 92.2% 86.4% 91.82%

PSFS 96.8% 78.4% 65.0% 79.5% 96.8% 93.8% 53.4% 90.0% 92.5% 84.91%

Polynomial Kernel SVM 84.4% 83.5% 87.8% 84.6% 91.5% 85.7% 86.3% 88.0% 86.2% 86.44%

kNN(k=10) 82.8% 80.9% 83.7% 79.7% 84.8% 87.1% 81.3% 85.1% 86.2% 83.51%

Table 7.6: Comparaison des taux de la classification entre Kernel-SVM, k-Nearest
Neighbors, PSFS algorithme, SRC algorithme, l’algorithme ASRC et l’algorithme
DLSR sur la base de données de CMU PIE (dans pourcentage) pour les 9 poses
différents.

7.3.3.3 Comparaison avec d’autres méthodes de classification

Dans cette section, nous comparons les méthodes proposées avec quatre approches,
dont deux approches classiques, et deux issues de l’état de l’art récent. Les deux
premières sont le Polynomial Kernel SVM [230] et le k-Nearest Neighbors [231] (k=10).
Pour PK-SVM et kNN, l’espace de projection est construit directement avec les images
d’apprentissage sous-échantillonnées à la résolution 24×24 (identique à l’apprentissage
de ASRC). PK- SVM apprend les hyperplans en utilisant un noyau polynomial
K(x, y) = (xT y + c)d (d = 2), tandis que pour le kNN, un objet est classifié par
un vote majoritaire parmi ses 10 voisins dans l’espace Euclidien.

Les deux autres approches auxquelles on se compare sont [232] et [222]. Dans
la méthode PSFS proposé par [232], les auteurs classifient les différentes poses via
Adaboost combiné à une procédure statistique, tandis que dans SRC [222] les auteurs
utilisent la l1−norm pour classifier les visages. Tous ces tests sont effectués sur la base
de données CMU PIE pour pouvoir être comparés.

La table 7.6 donne les taux de classification obtenus avec les six méthodes et où l’on
voit nettement le gain réalisé avec ASRC et DLSR. Pour ASRC, ce résultat s’explique
par le fait que l’apprentissage du dictionnaire par l’Incremental-PCA réduit la redon-
dance intra-classe et permet de construire un dictionnaire de composantes orthogonales
avec les variations nécessaires pour chaque catégorie de pose, sans toute fois chercher
à minimiser l’erreur de reconstruction. Avec DLSR, cette dernière contrainte est prise
en compte dans l’algorithme et on peut voir l’amélioration ainsi engendrée.

7.3.4 Conclusion

Nous avons présenté dans ce chapitre deux systèmes robustes pour l’estimation de poses
faciales basés sur des représentations parcimonieuses et apprentissage de dictionnaires
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7.4 Normalisation de l’illumination par combinaison de GMM et de
l’apprentissage de dictionnaires conjointement optimisés

La première méthode propose l’apprentissage d’un dictionnaire réactualisable par une
Incremental-PCA afin de réduire la redondance intra-classe de chaque classe de pose, et
la seconde génère un dictionnaire sur-complet permettant d’intégrer dans l’algorithme
la prise en compte de l’erreur de reconstruction.

Après avoir discuté de l’influence de certains paramètres, nous avons évalué nos
méthodes en utilisant les paramètres optimaux. Les deux algorithmes proposés sont
comparés avec deux méthodes de classification classiques et deux méthodes de l’état de
l’art.

Les classifieurs ASRC et DLSR sont robustes aux changements d’apparence dus
notamment à l’illumination, le bruit ou la résolution. Les résultats des tests menés
sur les bases CMU PIE, LLP ont bien montré le gain réalisé par rapport à d’autres
approches.

7.4 Normalisation de l’illumination par combinaison de

GMM et de l’apprentissage de dictionnaires conjoin-

tement optimisés

Dans de nombreuses situations, les variations d’illumination posent de sérieux
problèmes tout au long du processus d’analyse faciale. Un moyen de contourner ces
difficultés est de chercher à normaliser l’illumination afin de limiter son impact sur les
traitements.

Dans cette section, nous proposons un nouveau schéma d’apprentissage du dictio-
nnaire pour la normalisation de l’illumination (DLIN pour Dictionnary Learning for
Illumination Normalization). Celui-ci est basé sur l’optimisation conjointe de 2 dictio-
nnaires traitant respectivement des visages à illumination normale et irrégulière. Nous
utilisons par la suite un modèle de mixture de Gaussiennes (GMM) pour améliorer
les capacités de modélisation de l’ensemble de données étant donnée leur distribution
complexe.

Concrètement, nous apprenons une paire de dictionnaires simultanément. La
paire de dictionnaires vise à caractériser les deux domaines structurels de deux cas
d’illumination: DNorm pour les patches d’images normalement illuminées et DIllum

pour les patches d’images illuminées irrégulièrement. La représentation parcimonieuse
d’un patch illuminé irrégulièrement sur le dictionnaire DIllum sera directement utilisée
pour récupérer le patch correspondant dans l’image normale de DNorm. Dans cette
étude, nous essayons d’apprendre les deux dictionnaires sur-complets selon une stratégie
à deux étapes. Pour imposer aux paires des patches d’image d’avoir les mêmes
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représentations parcimonieuse aussi bien sur DIllum que sur DNorm, nous apprenons les
deux dictionnaires simultanément en les combinant, avec une normalisation appropriée,
comme cela est illustré dans le figure 7.9.

7.4.1 Un schéma d’apprentissage de dictionnaire pour la Normalisa-

tion de l’illumination (DLIN))

Figure 7.8: La stratégie proposée - Un schéma d’apprentissage de dictionnaire paire

Comme indiqué dans le figure 7.8, à chaque patch en entrée x, nous associons une
représentation parcimonieuse sur le dictionnaire DIllum. Ces mêmes coefficients de la
base DIllum seront utilisés avec la base Dnorm pour donner les patchs normalisés.

Notons X et Y les ensembles d’apprentissage constitués par les patches des vis-
ages avec une illumination respectivement normale et particulière. Nous proposons de
minimiser la fonction d’énergie ci-dessous pour trouver les dictionnaires souhaités:

min
D,Λ
‖X −DIllumΛ‖22 + ‖Y −DNormΛ‖22 + λ ‖Λ‖1 s.t. ‖dx,i‖l2 ≤ 1, ‖dy,i‖l2 ≤ 1, ∀i

(7.23)

où λ est le paramètre de régularisation pour équilibrer les termes dans la fonction
d’énergie, dx,i, dy,i sont respectivement les atomes de DIllum et de DNorm. La fonc-
tion objectif dans l’équation Eq. 7.23 n’est pas conjointement convexe par rapport à
DIllum, DNorm, mais elle l’est par rapport à l’un des deux si l’autre est fixe. Donc, nous
pouvons concevoir un algorithme itératif pour optimiser ces variables alternativement.

Etant donné les structures complexes dans les images d’illumination irrégulière, ap-
prendre seulement une paire de dictionnaires ne suffira pas pour couvrir toutes les varia-
tions lors de la normalisation de l’illumination. Par exemple, dans la synthèse de visage
normalisé, la différence d’apparence entre le visage illuminé et le visage normalisé peut
varier significativement dans les différentes régions du visage. Donc un multi-modèle
devrait être appris pour augmenter la robustesse. Intuitivement, une pré-classification
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pourrait séparer les données d’apprentissage en plusieurs groupes permettant ainsi une
description plus stable et linéaire dans chaque groupe.

Comme illustré dans la figure 7.9, L’apprentissage du dictionnaire basé sur un multi-
modèle est initialisé par la pré-classification des paires de patches pris dans les images de
visages normalement et irrégulièrement illuminés, et correspondant à la même position
dans l’image. Nous avons choisi un Modèle de Mixture de Gaussiennes (GMM) [253]
que nous appliquons pour la procédure de pré-classification

Figure 7.9: La stratégie proposée - Un schéma d’apprentissage de dictionnaire four
la normalisation d’illumination (DLIN)

A partir de la pré-classification, nous apprenons la distribution des patches associée
à chaque classe. La structure des images du visage montre bien une distribution spa-
tiale distincte pour chaque classe comme on peut le voir sur la figure 7.10. On peut
remarquer que les patches des différents groupes se concentrent en des emplacements
spatiaux différents. Et nous pouvons conclure de cette étude que les résultats de la
pré-classification sont fortement corrélés avec la structure des visages.

Grâce à l’apprentissage des dictionnaires DIllum et DNorm, nous pouvons trouver
pour une image donnée x, une représentation parcimonieuse sur le dictionnaire DIllum.
La base correspondant aux patches à illumination normale DNorm sera combinée aux
coefficients pour produire le patch d’image normalisée y. Ce problème de synthèse est
résolu par l’optimisation de la fonction suivante:

min
αk

∥∥∥xi −Dk
Illumα

k
i

∥∥∥2

2
+
∥∥∥yi −Dk

Normα
k
i

∥∥∥2

2
+ λ

∥∥∥αki ∥∥∥
1

(7.24)

où xi est un patch de x et yi est le patch correspondante dans l’estimation in-
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Figure 7.10: Les exemples de la distribution des groupes - Chaque sous-figure
montrent la distribution d’un groupe

termédiaire de y qui a été synthétisé. Dk
Illum, Dk

Norm et αki étant respectivement les 2
dictionnaires appris et le code parcimonieux décrivant la classe k.

L’image normalisée yi peut être calculée par l’équation eq. 7.25, comme cela est
illustré dans figure 7.11:

yi =
K
Σ
k=1

P (Mk|Loci, xi)yki (7.25)

Où Mk représente la paire de dictionnaire dans chaque groupe K, Loci représentent
la localisation du patch xi dans une image faciale. Puisqu’il existe une relation entre
la pré-classification et la structure des visages humaine comme démontré dans la figure
7.10. L’utilisation de la probabilité commune de la localisation du patch et la sélection
modèle améliore l’exactitude pour classifier le patch illuminée.

7.4.2 Les Résultats expérimentaux

La base de données CMU PIE [125] est choisie pour l’évaluation. Le CMU PIE consiste
en 68 individus. Des images de visages frontaux dans 20 conditions d’illumination
différentes sont choisies pour l’apprentissage et le test. Dans nos expérimentations,
toutes les images sont simplement alignées et chaque image est coupée et redimensionnée
à la taille 115× 140.

Dans la première ligne de la figure 7.12, on peut remarquer que les images
d’illumination sont bien normalisées mais il existe toute fois un phénomène de bloc
évident. Ceci est causé par la combinaison des patches locaux et aussi par l’étape de
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Figure 7.11: Processus de synthèse - Illustration du processus d’inférence GMM

classification lors de la procédure de la reconstruction. Pour éliminer l’influence des
blocs, nous appliquons une méthode de débruitage [256]. Les résultats de la normali-
sation débruitée sont donnés dans deuxième rangée (b) du figure 7.12.

7.4.3 Conclusion

Dans cette section, Nous avons proposé un nouveau cadre d’apprentissage de diction-
naire pour la Normalisation d’Illumination (DLIN). DLIN est basé sur la représentation
parcimonieuse en termes de dictionnaires couplés conjointement optimisés du visage
illuminé et du visage normal. Nous utilisons plus loin un modèle de GMM pour aug-
menter la capacité de modélisation de l’ensemble des données de poses, vu leur distri-
bution complexe. Les résultats expérimentaux démontrent l’efficacité de la parcimonie.
Dans le cadre d’un travail futur, nous étendrons cette méthode à la synthèse d’image
et à la reconnaissance faciale.
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Figure 7.12: Les résultats de la normalisation d’Illumination - (a): Les
images originals du visage normalisées. (b): Les images du visage normalisées
débruitantes. (c): Les images du visage normales. (d): Les images du visage illu-
minées irrégulièrement originales.
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7.5 Conclusion

7.5 Conclusion

Dans ce manuscrit nous avons présenté nos travaux de recherche sur l’analyse du visage.
Notre objectif principal était de construire plusieurs algorithmes efficaces qui améliorent
les fonctions d’analyse faciale sous différentes poses et conditions d’illumination.
Cet objectif principal a été atteint par une réduction non linéaire de la dimension
et l’utilisation de représentations parcimonieuses. Les résultats expérimentaux ont
démontré l’efficacité des algorithmes proposés.

Globalement, une caractéristique importante de ce travail est que nous avons conçu
des approches efficaces pour l’analyse des visages, tenant compte de la distribution de
données et combinant des méthodes issues de différents domaines de recherche, incluant
le modèle intégrant KS-PCA et le modèle de Incremental PCA, la Minimisation de
L1norme et le K-SVD méthode pour apprentissage de dictionnaire sur-complet, etc.
Nous pouvons ainsi, considérer l’interdisciplinarité comme une contribution également
importante de notre travail de recherche
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