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For a long time, till early 19th century, the only magnetism known to the man was that of iron magnets and of “lodestones”, natural magnets of iron-rich ore. It was believed that the inside of the Earth was magnetized in the same fashion, and scientists were greatly puzzled when they found that the direction of the compass needle at any place slowly shifted, decade by decade, suggesting a slow variation of the Earth’s magnetic field [1].

The question still lingered, how can an iron magnet produce such changes? It was proposed by Edmond Halley (of comet fame) that the Earth contained a number of spherical shells, one inside the other, each magnetized differently, each slowly rotating in relation to the others.

It was Hans Christian Oersted Fig. 1.1, a professor of science at Copenhagen University at that time, who demonstrated an experiment in his home to his friends and students. He planned to demonstrate two experiments, the heating of a wire by an electric current, and also to carry out demonstrations of magnetism, for which he provided a compass needle mounted on a wooden stand. While performing his electric demonstration, Hans Christian Oersted noted to his surprise that every time the electric current was switched on, the compass needle moved. He kept quiet and finished the demonstrations, but in the months that followed, he worked hard trying to make sense out of the new phenomenon. He still could not come to any certain explain. The needle was neither attracted to the wire nor
repelled from it. Instead, it tended to stand at right angles. In the end he published his findings without any explanation.

During the same time, André Marie Ampère in France felt that if a current in a wire exerted a magnetic force on a compass needle, two such wires also should interact magnetically. In a series of ingenious experiments, André Marie Ampère showed that this interaction was simple and fundamental - “The parallel (straight) currents attract, anti-parallel currents repel”. The force between two long straight parallel currents was inversely proportional to the distance between them and proportional to the intensity of the current flowing in each. There thus existed two kinds of forces associated with electricity – electric and magnetic.

In 1864, James Clerk Maxwell demonstrated a subtle connection between the two types of force, unexpectedly involving the velocity of light. The equations of Maxwell’s relate the electric and magnetic fields, $E$ and $B$ at a point in free space to the distributions of electric charge and current densities in surrounding space. From this connection sprang the idea that light was an electric phenomenon, the discovery of radio waves, the theory of relativity and a great deal of present-day physics\cite{2}.

However the problem of explaining ferromagnetism in solids remained unresolved for a long time, until 20th century after the development of quantum mechanics. Today’s knowledge about magnetism has enriched manifolds since then. Yet the fundamental behavior and the origins of the magnetism still needs to be explored.

With the availability and advancement in techniques and technology, the scientists are continuously trying to study the fundamentals. People are trying to process new and energy efficient materials\cite{3} for improving the efficiency of power consumption, transmission, utilization and in the progressive replacement of oil-based fuels, in transportation by electric motors etc. Magnetic materials, such as advanced hard and soft magnets play significant role in improving technologies such as magnetic refrigerants, magnetic MEMS (microelectromechanical systems), magnetic shape memory alloys etc\cite{4}.
Currently, from the application point of view, the magnetic materials can be divided into two main categories: the magnetically soft (easy to magnetize and demagnetize) and the magnetically hard (hard to magnetize and demagnetize) as shown in fig. 1.2. The distinguishing characteristic of the first group is high permeability, and it is chiefly this flux-multiplying power of the magnetically soft materials that fits them for their job in machines and devices. Magnetically hard materials, on the other hand, are made into permanent magnets; here a high coercivity is a primary requirement because a permanent magnet, once magnetized, must be able to resist the demagnetizing action of stray fields including its own [5]. For example, the soft materials are, Iron, cobalt, Nickel etc. and the hard magnetic materials are Alnico, Barium Ferrite, Remalloy etc.

The earliest, and for a long time the only, application of the permanent magnet was the compass needle. Today magnetic materials provide high efficiency and reliability and compact, low cost, and low maintenance solutions for renewable energy technologies, including wind turbines, hydroelectric power generators, and wave PowerBuoy etc. Our main focus in this work is to overcome one of the major challenge to improve the characteristics of Permanent magnet. Permanent magnetic materials used in electric machines require a high saturation magnetization as well as high coercivity. Before going any further let us first explore the key characteristics of magnetic materials.

1.1 Figures of merit

In this section, we shall explore the key features used to represent a magnet. Magnetic properties of magnetic materials are characterized by variation of magnetization $M$ with applied field $H$. The curves between $M$ and $H$ is called magnetization curve.

1.1.1 Saturation magnetization

At large enough value of $H$, the highest possible magnetization achieved by the magnet on after which it is not possible to increase the magnetization no matter how much ever the external magnetic field increases. This constant value of $M$ denoted by $M_s$ is called Saturation magnetization. The highest value of saturation in bulk material is $M_s = 1.95 \times 10^6 \text{ Am}^{-1} \ (J_s = 2.45 \ T)$ by Iron-cobalt alloy with 35% of cobalt[6].
1.1.2 Hysteresis

After the magnetic material achieves saturation, and then a decrease in applied field $H$ to zero does not reduce $M$ to zero. Thus one can say that the magnetization lags behind the applied field and this phenomenon is called hysteresis.

1.1.3 Permeability

Permeability is one of the important parameters of a magnetic material which indicates how much magnetic induction $B$ is generated by the material in a given magnetic field strength $H$ \cite{6}. The ratio of $B$ to $H$ is called permeability, denoted by $\mu = B/H$. This term was coined by Oliver Heaviside in 1885. It is measured in $\text{N/A}^2$ in S.I. units. The permeability constant $\mu_0$, also called permeability of free space, is the measure of magnetic field generated by a moving electric charge in a vacuum. This constant has a definite value $\mu_0 = 4\pi \times 10^{-7} \approx 1.25 \times 10^{-6} \text{mkg/s}^2\text{A}^2$.

1.1.4 Remanence

When the applied field on a magnetic material is reduced to zero, the magnetization $M$ does not reduce to zero immediately, there is a residual magnetization at $H = 0$. This residual magnetization is called Remanence, $M_r$.

1.1.5 Coercivity

Further reduction of the applied field $H$ to negative values, after the magnetization of the material is driven to saturation, at a certain value of $H = H_c$, the magnetization becomes zero. This value of the applied field given by $H_c$, is known as Coercivity. Thus coercivity measures the resistance of the magnetic material to become demagnetized.

It is an important parameter to distinguish between a hard and a soft magnetic material. More the $H_c$, the more magnetically hard a magnetic material is. Such materials are used to make permanent magnets.

1.1.6 Coercivity mechanisms: Nucleation and Pinning

There are two basic coercivity mechanisms: Nucleation and Pinning. In order to understand the hysteresis and the magnetization processes of a ferromagnet, it is first necessary to understand the magnetization reversal processes in the system. The magnetization processes are related to the modification, and eventual elimination of the domain structure with increasing applied magnetic field.

Let a ferromagnetic system be first subjected to external magnetic field, which is large enough to saturate the system in the field’s direction. The field is then reduced slowly, to avoid dynamic effects. If necessary, the field is decreased to zero, then increased slowly in the opposite direction. During this process, the state of saturation along the original direction of the applied field starts to become unstable, and some changes start to take place. The field at which the original saturated state becomes unstable and any sort of a change in the magnetization configuration starts, is called the nucleation field. The definition contains history of the applied field.

The saturated state in any system is the state of minimum energy. When the field goes to zero, the saturated state in the opposite direction, is the lower minimum. But it is difficult to reach the lower minimum due to energy barrier. Showing that, other energy
is lower than magnetization state does not prove that the magnetization will chose that state. It must be proven that the lowest energy state is accessible to the system. Since the state is the function of space therefore there are many paths to reach the minima.

The nucleation process, at the start of the reversal process, is studied by linearizing the Brown’s equation. Linearization is the an indication of requirement of continuity. Nucleation means that a magnetization state becomes unstable at the nucleation field \( H_N \). In nearly perfect magnets, \( H_N \) is a good estimate for the coercivity, \( H_c \approx H_N \).

Figure 1.3: Origin of Hysteresis: Coercivity mechanism in ferromagnetic particle. Here, the fully magnetized state is unstable (top right) so coercivity is due to domain wall pinning.

The nucleation instability is obtained by eigenmode analysis and the stability is determined by the lowest curvature or eigenvalue. The eigenfunction \( \mathbf{m}(\mathbf{r}) \) that corresponds to the nucleation field is known as the nucleation mode.

We get an expression of the nucleation field, \( H_N = 2K/\mu_0 M_s \). Where \( K \) is the anisotropy constant.

If localized nucleation leads to complete magnetization reversal, then the coercivity \( H_c \) is equal to the nucleation field \( H_N \). However, this process requires the growth of the reverse domain, and the corresponding domain-wall motion may be hindered by real-structure imperfections [7], [8]. This mechanism is known as domain-wall pinning. It is the main source of hysteresis and coercivity in strongly inhomogeneous magnets and yields coercivities \( H_c > H_N \). Since the domain wall energy is proportional to the square root of \( K \), domain-wall pinning often occurs in regions where \( K \) is small due to chemical disorder (for eg. substituted transition metals and RE magnets). The domain wall is trapped in a region with low domain-wall energy, and the coercivity is given by the pinning or depinning field \( H_P \) necessary to push the wall over the pinning-energy barrier.
A very simple pinning model considers the energy \( E(x) \) of a planar domain wall as a function of the wall position \( x \). In practice, \( E = 4\sqrt{AK} \), where \( A \) is exchange constant, is often determined by the local chemistry, which determines \( K(x) \). Fig.1.4 shows an example where the wall energy of the defect is higher than that of the main phase. This regime is known as repulsive pinning and means the penetration of the wall into the defect costs energy. By contrast, attractive pinning amounts to the capturing of a wall in a region of low wall energy. In both regimes, the coercivity is given by analyzing the magnetic energy \( E(x) \) as a function of the wall position \( x \).

### 1.1.7 Maximum magnetic energy product

The maximum energy product \( (BH)_{max} \) of a magnetic material is a measurement for the maximum amount of magnetic energy stored in a magnet. It concerns the product, maximally attainable with a magnetic material, made out of flux density \( B \) and field strength \( H \). High energy product can be described as the maximum area swept by a rectangle in the second quadrant of a hysteresis loop (B-H curve), as shown in fig.1.5. It is given by \( (BH)_{max} = \mu_0 M_r^2/4 \). It is simply the measure of the maximum amount of useful work, that a permanent magnet is capable of doing, outside the magnet [9].

![Figure 1.4: Pinning mechanism in the ferromagnetic materials.](Image)

![Figure 1.5: Initial magnetization and demagnetization curve of a permanent magnet. Br is the residual induction; point P is the operating point, courtesy: Cullity](Image)
load line and the operating point $P$ in the second quadrant of the hysteresis loop (also called the demagnetization curve) could possibly be anywhere on this line $OC$. The best operating point $P$ is chosen in the following way.

According to the Ampere’s law,

$$\int H \, dl = 0 \quad (1.1)$$

Let $H_g$ be the constant field strength provided by the magnet, $B_m$ is the induction and $H_m$ is the field. Let $l_m$ be the length of the magnet and $l_g$ length of the gap between the poles. Then from (1.1),

$$H_g l_g - H_m l_m = 0 \quad (1.2)$$

The magnetic flux ($\phi$) is given as:

$$\phi = B_g A_g = \mu_0 H_g A_g = B_m A_m \quad (1.3)$$

Where, $A_g$ and $A_m$ are the cross section areas of the gap and magnet. Multiplying eq.(1.2) and (1.3) and using the fact that $B_g = \mu_0 H_g$,

$$(B_m H_m)V_m = B_g^2 V_g / \mu_0, \quad (1.4)$$

where $V_m$, $V_g$ represent the volume of the magnet and the airgap, respectively. The flux density in the gap is, therefore maximized when the product $B_m H_m$ is maximum; hence there is the emphasis on energy product as a figure of merit for permanent magnets. For most efficient use of material, the magnet should be so shaped that the load line passes through the point at which $BH$ has its maximum value $(BH)_{\text{max}}$.

Although $(BH)_{\text{max}}$ is an index of material quality, it is not the only index or even the most suitable one for all applications.

The theoretical maximum product is calculated to be $(BH)_{\text{max}} = \mu_0 M_s^2 / 4$ estimated to be $1 \text{MJm}^{-3}$ [10]. The energy product, which is a key figure of merit of permanent magnets, has been enhanced, starting from $\approx 7.96 \text{KJ/m}^3$ for steels discovered during the early part of the century, increasing to $\approx 23.88 \text{KJ/m}^3$ for hexagonal ferrites, and finally peaking at $\approx 445.76 \text{KJ/m}^3$ for neodymium-ironboron magnets during the past ten years. With this, almost 90% of the limit for the energy density, $(BH)_{\text{max}}$, (based on the $Nd_2Fe_{14}B$ phase) can be achieved in commercially produced sintered Nd-Fe-B grades [4].

The historical evolution of energy product, spanning nearly 100 years, for the permanent magnets is shown in fig.1.6. For most of the twentieth century, the strength of magnets jumped up every decade or so, with the introduction of new materials. The improvement has now slowed, but researchers hope to make the next leap soon [11].

In this respect, currently, the most actively pursued approach for improvement in the maximum energy product, is synthesis of nanocomposites. This is carried out with particular emphasis on attempt to have the hard magnetic phase textured, as well as exchange-coupled with a soft magnetic phase, called the Exchange Spring Magnets (ESM). The latter phase has an intrinsic upper limit of $\mu_0 M_s = 2.43T$ for an $Fe_{65}Co_{35}$ alloy, where $M_s$ is the saturation magnetization. Recently, there is a much revived interest in various types of high-performance permanent magnets, based on rare-earth (RE) intermetallic compounds.
1.2. EXCHANGE SPRING MAGNET

The term “Exchange Spring” was first used in 1991 by Kneller and Hawig [12]. Exchange spring magnet (ESM) (although has nothing to do with the actual spring in between!), like composite magnets consisting of a hard magnetic phase and a soft magnetic phase having an inter-phase exchange interaction. A representation of ESM is shown in fig.1.7. The hard and soft phases are combined together to bring about enhancement in the magnetic properties of a magnet. ESM has the higher magnetization from the soft phase and high coercivity from the hard phase, which makes them suitable for the applications of permanent magnets.
Skomsi and Coey showed that, it is possible to increase the energy product by exploiting the exchange coupling between the hard and soft phases [14]. The additional benefit of having a soft magnetic phase, is reduction of RE materials in magnets [15]. The hard-soft nanocomposites are often obtained in form of thin films, as granular materials or continuous multilayers [16], [17], [18].

An important phenomena, that occurs in ESM is that, the soft grains are pinned to the hard-magnet grains at the interfaces by the exchange interaction, while the center of the soft magnet grains can rotate in a reversed magnetic fields, fig.1.9. Such magnets are characterized by enhanced remanent magnetization and reversible demagnetization curves, since the soft grains will rotate back into alignment with the hard grains on removal of applied field.

Although some application of two-phase magnets are based on randomly dispersed nanocomposite geometries, coupled bilayer films provide convenient model systems. Coupled bilayer
films are useful for studying the exchange spring properties because, the relative length scales i.e. thicknesses of the hard- and soft-magnet layers, can be controlled during the deposition process [19]. The heterostructures of hard/soft ferromagnetic layers, such as exchange-coupled bilayers, are widely studied as a model system in order to get a better physical understanding of the exchange-spring magnet.

The bulk processing of exchange spring is essential for practical applications of permanent magnets. Energy product, in case of exchange spring magnets, is the key figure of merit for permanent magnetic application. It is formulated as shown by Skomski et al. [10] in the following way. The total remanence is given by

\[ M_r = \frac{V_h M_h + V_s M_s}{V_h + V_s}, \]

where \( V_h \) and \( V_s \) are the volume fraction of hard and soft magnetic phase respectively. \( M_h \) and \( M_s \) are the remanence of hard and soft magnets respectively. Similarly the effective crystalline anisotropy is given as

\[ K_{eff} = \frac{V_h K_h + V_s K_s}{V_h + V_s}, \]

with \( K_h \) being the anisotropy constant of the hard phase and \( K_s \), of the soft phase. In this case the maximum achievable theoretical coercivity is given by

\[ \mu_0 H_c = 2 \frac{V_h K_h + V_s K_s}{V_h M_h + V_s M_s} \]  

The optimal value of the energy product is given by \( \mu_0 M_r^2 / 4 \) for \( H_c > M_r / 2 \) and \( \mu_0 M_r H_c / 2 \) for \( H_c < M_r / 2 \). Using eq.(1.5) for \( H_c = M_r / 2 \), under the assumptions that \( K_s = 0 \) J/m\(^3\), the \((BH)_{max}\) is given as:

\[ (BH)_{max} = \frac{\mu_0 M^2_{s,soft}}{4} \left( 1 - \frac{\mu_0 (M_{s,soft} - M_{s,hard}) M_{s,soft}}{2K_h} \right) \]  

Most of the studies on ESM, have been focused on the investigation of the dependence on thickness and most of them are focused on the properties at high temperatures, where it is technically important. However, it is also interesting to explore the magnetization reversal behavior, since ESM can provide a very unique magnetic environment, and it can be made as a hybrid system [20]. Magnetization reversal process is one of the important concept for assessing the applications of ESM.

Yan et al.[21], [22] have explained magnetization reversal processes of the \( Ni_{80}Fe_{20} /Sm_{40}Fe_{60} /Ni_{80}Fe_{20} \) trilayers and \( Ni_{80}Fe_{20} /Sm_{40}Fe_{60} \) bilayers by a theory using a simple model, where the controlling parameter is the thickness of the soft and hard layers. In the paper by Guo et al. [23], [24], they claimed that when the anisotropy energy of the soft layer is not small, it also plays an important role in the determination of the switching field. Zambano et al. [25] explored diverse material systems such as \( CoPt/Fe_xCo_{1-x} \) (0 < x < 1), \( CoPt/Fe \), and \( Sm_{2}Co_{7} /Fe, Co, or Ni \). They investigated the effect of the thickness and the composition of the soft layer with a fixed hard layer and concluded that the anisotropy energy of the hard layer, and the saturation magnetization of the soft layer, are the main factors that determine the nucleation field and coupling length.

1.2.1 Micromagnetic scale parameters

In micromagnetic, which is discussed in chapter 4, we define the energy of the system (magnetic material ). This energy is a contribution of several energy terms, anisotropy energy, exchange energy etc. During the definitions, we find that there are characteristics constants of the magnetic system which when put together, they make important length parameters.
The exchange stiffness constant $A$, with the dimension of $(J/m^3)$, the uniaxial anisotropy constant $K$ $(J/m)$ and magnetostatic self energy $\mu_0 M_s^2$, gives us two fundamental constants of the dimension of length.

$$l_{ex} = \sqrt{\frac{2A}{\mu_0 M_s^2}}$$  \hspace{1cm} (1.7)

$l_{ex}$ is called the exchange length, is of prime importance as it governs the width of the transition between magnetic domains [26].

For a hard magnetic material, having strong crystalline anisotropy, the domain wall is of Bloch type, named after physicist Felix Bloch. A Bloch wall is a narrow transition region between magnetic domains, over which the magnetization changes its value in one domain to that in the next. Bloch walls appears when the size of the particle is larger than the domain wall width. The shape of Bloch wall is result of the competition between the anisotropy energy and exchange energy.

$$l_w = \sqrt{\frac{A}{K}}$$  \hspace{1cm} (1.8)

Eq.(1.8) determines the width of the domain wall differentiating magnetic domains with different magnetization. Domain wall formation is energetically favorable but it costs domain-wall energy. The wall energy in a spherical two domain particle of radius $R$, is given by $4\sqrt{AK}\pi R^2$ and the gain in the magnetostatic energy is half the single domain energy i.e. given by $\mu_0 M_s^2 V/12$ [27]. Domain formation in spheres is favorable for particles whose radius exceeds a critical single domain radius, $R_{sd}$

$$R_{sd} \approx \frac{36\sqrt{AK}}{\mu_0 M_s^2}$$  \hspace{1cm} (1.9)

This value varies between a few nm in soft magnets and about 1 $\mu$m in very hard magnets. When the radius of the soft magnetic particle is smaller than the $l_w$, then the wall covers the whole particle.

1.2.2 Architecture of exchange spring media

The challenge in producing high performance ESM, is the difficulty to control the spacing of the particles and the coupling between them. The synthesis requires careful creation of both hard and soft materials on nanometric scale ($<10$ nm), and control over the separation between hard and soft particle [28]. This separation between the particles should be smaller than the Bloch wall length, which is the distance over which the alignment of moments can flip. [US 2013/0257572 A1].

In order to achieve a better properties of the exchange spring media, it is very important to understand the different possible architecture from the hard and soft magnetic phase. There are many types of magnets, two phase nanostructures, having a variety of application in the field of permanent magnets, sensors, spin electronics, and, more recently, magnetic recording. The nanostructures occur in many variations and geometries, including but not limited to multilayers and granular composites. Here we focus on hard-soft two phase nanostructures, characterized by a local anisotropy $K$ in combination with a common easy axis ($e_z$).
An important thing to note is that the particle size plays an important role in deciding the properties of a magnetic material. The addition of the soft phase must be realized carefully, because coercivities $H_c < M_s/2$ are harmful to the energy product. The total magnetization is equal to the volume average of the magnetizations of the two phases, but this is not necessarily true for other quantities, such as the exchange stiffness and the coercivity $[27]$.

For the system with large particles, the magnetostatic energy overcompensates the increase in exchange energy. Big particles are more likely to contain imperfections harmful to coercivity, so coercivity tends to decrease with increasing particle radii $R >> l_{ex}$, $R$ being the radius of the particle. Very small particles have a low coercivity due to superparamagnetic excitations.

Among the possible structures, we currently focus on three main architectures as shown in fig.1.10. In the figure, (a) represents the architecture of a layered structure, (b) represents Ceramic-matrix composite or soft inclusion in hard system and (c) represents the Metal-matrix composite or hard inclusion in soft system.

1. Layered structure:
   In layered structure, the soft phase and the hard phase is exchange coupled only at the interface. The coercivity, predicted from the micromagnetic energy equations, varies as $1/L^2$ as a function of the soft layer thickness $L$. For large values of $L$, the soft phase switches easily and this coercivity reduces. This initiates the magnetization reversal of magnet and gives rise to unfavorable “wasp-like” hysteresis-loop shape. The corresponding switching of the soft regions is also known as exchange-spring magnetism $[12]$. 

Figure 1.10: Schematic for exchange spring hard-soft nano-structures and its corresponding magnetic behavior. Figure (a) Layered structure, (b) Soft inclusion in Hard matrix and (c) Hard inclusion in Soft matrix.
2. Soft inclusion in Hard:
In the case of single grain structure, we assume an ideal soft inclusion (diameter \( D \) and anisotropy of soft phase \( K_s = 0 \)) in hard matrix. The magnetization of both the phases is initially assumed to be aligned. On application of external field the state of the magnetization of the soft inclusion changes but come to a step below \( D \approx l_{w-h} \), where \( l_{w-h} \) is the domain wall width of the hard phase. For example, for a system \( Sm_2Fe_{17}N_3 \) with inclusion of diameter \( D \approx 3 \) nm will have coercivity equal to anisotropy field of matrix (\( \approx 20 \) T). For \( D = 7 \) nm, the coercivity remains as high as 7 T. With larger inclusions, the coercivity falls of as \( 1/D^2 \) [10]. In order to obtain higher remanence, a large number of inclusions per unit volume is needed.

If the space between the neighboring regions gets too small, the soft region interacts and the coercivity gets destroyed as described in fig.1.11. When the distance between the soft inclusion is small, the magnetization mode tunnel through the hard region. The exchange interaction reduces the coercivity if the width of the hard phase is less than \( l_w \).

The challenge from the point of view of synthesis or realization of these magnets is to have smaller size of the soft regions in order to avoid nucleation at smaller field.

3. Hard inclusion in Soft:
From the random anisotropy model, which assumes an assembly of randomly oriented and ferromagnetically coupled grains, one can determine the mean anisotropy of the system with a volume \( V \). The volume is assumed to be equal to cube of exchange length \( l_{ex} = (A/ < K >)^{1/2} [29] \). The mean anisotropy for \( D << l_{ex} \) is given as:

\[
< K > = K_1^4 \cdot D^6/A^3
\]  

If the grain size exceeds exchange length, magnetocrystalline anisotropy is deter-
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mined by the full magneto-crystalline anisotropy $K_1$. The coercivity is maximum when $D \approx l_{ex}$. If the grain exceeds domain wall width, $l_w = \pi l_{ex}$, the coercivity decreases proportional to $1/D$, which is case here.

1.2.3 Magnetization reversal in ESM

Chakka et al. [30], published their study about the effect of coupling strength of ESM on magnetic properties. They studied magnetization reversal in a ferromagnetically coupled hard-soft bilayer. With the main focus on the coupling constant $J$, it is shown that there are 2 distinct type of magnetization reversal mechanisms: Type I and Type II.

Let the magnetization, $M$, anisotropy constant, $K$ and the thickness of the hard and soft layer $t$; are denoted with the subscript $s, h$ for soft and hard phases. The energy of the soft phase is given by $E_s$, and $E_h$ is the energy of the hard phase and $E_{exchange}$ is the coupling energy between them. There are three main barriers controlling the magnetization reversal: $E_{B-s}$, the energy barrier that needs to overcome for reversal of $M_s$, $E_{B-h}$, the energy barrier that needs to overcome for reversal of $M_h$ after the reversal of $M_s$, and $E_{B-sh}$, the energy barrier that needs to overcome for reversal of both $M_s$ and $M_h$.

**Type I** reversal: When applied field $H$ increases, the energy of the system increases. At the coercivity of the soft phase, $E_{B-s}$ vanishes and $M_s$ reverses. With further increase of $H$, at the coercivity of hard phase, $E_{B-h}$ vanishes and $M_h$ reversal occurs. This is a two step reversal process, and the hysteresis shows a kink, fig.1.12. It means that the soft phase magnetization is not tightly coupled to hard phase. Therefore $M_s$ and $M_h$ reverse in two steps. When $J$ is increased to a critical value $J_c(I)$, both the energy barriers $E_{B-s}$ and $E_{B-h}$ vanish simultaneously at a particular reverse field $H_c(I)$. At this field simultaneous reversal of both the phases occur in one step, and the hysteresis does not show a kink.

**Type II** reversal: When $H$ is increased in reverse direction, depending on the parameters, $M$, $K$ and $t$ and $J$; the energy barrier $E_{B-sh}$ can vanish before $E_{B-s}$. In this case, both the phases can reverse in one step process. The coupling is denoted by $J_c(II)$, and corresponding applied field $H_c(II)$.

The expression for the critical coupling constant is derived analytically in [30]. Type II reversal is the typical kind of reversal seen in ESM.

![Figure 1.12: Schematic of hysteresis loop for a ferromagnetic exchange coupled bilayer, with and without kink. No kind condition is obtained by increasing the coupling strength $J$.](image)

Type II reversal: When $H$ is increased in reverse direction, depending on the parameters, $M$, $K$ and $t$ and $J$; the energy barrier $E_{B-sh}$ can vanish before $E_{B-s}$. In this case, both the phases can reverse in one step process. The coupling is denoted by $J_c(II)$, and corresponding applied field $H_c(II)$.

The expression for the critical coupling constant is derived analytically in [30]. Type II reversal is the typical kind of reversal seen in ESM.
1.3 Exchange spring media in magnetic recording

Exchange spring magnets play a significant role in the energy applications of magnets. Being a prospective candidate for enhancing the energy product, ESM has applications in the domain of magnetic recording and storage technologies (Magnetic Random Access Memories (MRAMs)). ESM also offers a solution for the overcome the “recording trilemma”, a major challenges that is faced today in the recording technology.

Garcia-sanchez et al. explains, by micromagnetic modelling, that ESM is the most probable way to reduce the switching field in the magnetic memories. ESM could not only make it easier to write the data on the storage devices but also maintain the thermal stability.

Magnetic recording technology

Magnetic recording is very important application in field of nanotechnology. The challenges in the magnetic recording technologies viz. the signal-to-noise ratio (SNR), thermal stability and the write-ability are being referred to as “Recording Trilemma” fig. 1.13.

The demand for smaller (in physical dimensions) storage devices with higher storage capacity grows day by day. Due to increase in the density and reduction in grain size, thermal stability of the device becomes very important. The bits are made smaller and the media is made thinner. In order to increase the performance of the media, it is necessary to increase the grain density, this can be explained in terms of signal to noise ratio (SNR). The SNR can be related to the number of grains \( N \) in a bit, of the media by the equation \( \text{SNR}=10 \log(N) \). More the number of grains, higher is the SNR and the output is more reliable. But if one wants to decrease the bit size and keep high number of grains, the solution is to reduce the grain size, i.e. reduction in the volume \( V \) of the grain size. However this leads to difficulty in thermal stability and write-ability.

\[
\text{SNR}=10 \log(N)
\]

\[ H_s = \frac{2K}{M_s} - N \sigma \cdot M_s \]

\[ H_s < \text{Head Field} \]

Information in the grains is stored by switching the state of magnetization. The two magnetic states are separated by an energy barrier and the reduction of grain size reduces the energy barrier \( KV \), between the two states \[34\]. \( K \) is the magnetocrystalline anisotropy constant. The head field in the storage/recording device provides the necessary energy to overcome the barrier for magnetization reversal. If the energy barrier is comparable to the thermal energy, magnetization becomes unstable and magnetic fluctuations occurs and this is called superparamagnetic effect. The energy barrier, given by

![Diagram](image-url)
\[ E_v = \frac{KV}{K_B T} = KV \left( 1 - \frac{H}{H_0} \right)^{3/2} \] (1.11)

where \( H \) is the external magnetic field which assists the magnetization reversal and \( H_0 \) is the switching field. Therefore, in order to increase the energy barrier without compromising the grain volume \( V \), the system should have higher anisotropy. Increase in the anisotropy leads to difficulty in writing the data since the writing field available in the recording devices is limited. The write field should be higher than the switching field whose maximum limit is given by coercivity \( H_0 \),

\[ H_0 = \frac{2K}{\mu_0 M_s} - N_{eff} \cdot M_s \] (1.12)

For writing the data, the head field should be higher than the coercivity of the grains given by eq.(1.12). The maximum head field that can be achieved is reported to be 2.4T [35]. To overcome this challenges, new materials and methods are proposed for magnetic recording media:

1. Heat/thermally assisted magnetic recording (HAMR) [36], [37],
2. patterned media,
3. tilted media,
4. microwave assisted magnetic recording technology (MAMR)[38].

In the current work we focus on the MAMR solutions applied to the Exchange Spring systems.

**Microwave assisted magnetic recording**

To overcome the “recording trimlemma”, we focus on the method of microwave assisted switching. In microwave assisted switching technique, the media/system is subjected to an externally applied additional microwave magnetic field. The microwave field exerts an additional torque on the magnetization of the grains, together with the head field.

![Figure 1.14: Potential energy of the magnetic nanoparticle versus magnetization angle. The potential energy has two wells corresponding to two stable orientation of the magnetization. For small applied fields, one of the two wells is metastable. An additional applied microwave field induces oscillations of the magnetization in the energy wells. When the microwave frequency matches the precession frequency of the magnetization, energy can be pumped into the system. This can lead to magnetization reversal from the metastable to the stable state when the precessional damping is not too high.](image)

The initial state of the magnetization is in metastable minimum. On application of the microwave magnetic field, the grain starts spinning. The applied microwave field frequency matches the frequency of precession, the magnetization spirals up to the saddle point and reverses i.e. switches its state as shown in fig.1.14. Thus we can achieve the recording on
the disk media. This idea was proposed and experimented by Thirion et al. for a single nano particle [39].

In the magnetic recording techniques it is found that the perpendicular recording media provides additional advantage over longitudinal recording media [35].

**Advantage of perpendicular media**

The history of perpendicular recording started many decades ago, almost simultaneously with longitudinal recording. Many attempts have been made to develop a perpendicular recording system; however the industry was successful introducing new generations of longitudinal components, achieving high areal density [40]. The development of high density systems required complicated optimization of recording heads and media, consuming efforts of large groups of scientists and engineers. The few parts, which were produced never demonstrated any advantages over longitudinal recording components. The research in perpendicular recording was left to several university group and was not considered to be worth much of attention.

The situation around 2000, when it became clear that the potential of longitudinal media was about to be exhausted due to the superparamagnetic limit.

The longitudinal medium grains are oriented in the plane of the magnetic thin film and their diameter determines the recording layer thickness and the grain volume. However, the perpendicular magnetic medium grains are grown in a vertical direction. Therefore, they may have small in-plane diameter D and large volume, forming cylinder-like columns. The ratio of the in-plane diameter D to the grain height t can be about 5:1, supposedly resulting in low media noise and high thermal stability. This simple argument immediately results in an optimistic prediction approximately 5x density grain perpendicular recording medium over longitudinal. So main advantages of perpendicular over longitudinal is:

- High thermal stability- can be achieved by small in-plane grain diameter with cylindrical grain structure [41].
- The vertical pole head in a recording media with a soft underlayer can generate twice the field of longitudinal recording head. This allows writing higher coercivity medium, further decreasing grain size and maintaining media thermal stability.
- The read back signal amplitude from perpendicular medium with soft underlayer is larger compared with equivalent longitudinal medium improving signal-to-noise ratio.
- Perpendicular media grains are strongly oriented. This results in smaller medium noise and a sharper recorded transition. The high orientation of the perpendicular medium also improves the side-track writing and edge noise.
- The demagnetization field in the perpendicular medium is smaller at the transition region. This allows writing narrower magnetic transitions and improves thermal stability of high density data (this is opp. To longitudinal medium). Also, the non-linear transition shifts in the perpendicular medium are less critical, compared with longitudinal recording.
- The track edges in perpendicular medium are less noisy and better defined due to the vertical pole head configuration. Sharp track edges allow higher track density and a smaller bit aspect ratio.
1.4 Summary

In chapter 1, a general introduction about the history of magnetism is presented. A brief explanation of ESM is given in which we discussed the important characteristics used to describe ESM and its figure of merits such as *Energy Product*. We presented the literature review about the experimental work for the synthesis of ESM. The main challenge in the synthesis of ESM, is also discussed in details. The difficulty in controlling the size of the soft and hard phase inclusions in the matrix is one of the challenges in the architecture of the ESM. We discuss three important architectures, (i) Layered structure (ii) Soft phase inclusion in hard matrix and (iii) Hard phase inclusion in soft matrix. Their corresponding magnetization behavior is also discussed and we find that the most suitable architecture from the permanent magnet application point of view is the *soft phase inclusion in hard matrix*. This architecture is suitable for ESM because one can achieve highest energy product of the resultant magnet, and the magnetization behavior remains hard magnetic as the coercivity is not destroyed when the size of the soft inclusions is greater than domain wall width of hard phase. We also concluded that in order to obtain higher remanence, the density of soft inclusion should be large.

Application of ESM in magnetic recording technology is studied next and we discussed the problem of *recording trilemma*. The incongruity between the decreasing size of the recording material and thermal stability and the writability of the media was discussed in details. We focus on one of the solutions offered for this problem which is *microwave assisted magnetic recording* (MAMR), as one of our area of interest which we studied in details in the theoretical work of this research.

This chapter hence gives the basic introduction about why we are interested in the synthesis of ESM and its major challenges and what experimental work has been done in this respect. On the other hand, we also form the basis as to why are we interested in studying the MAMR which is done in the theoretical part of the work by studying the dynamics of magnetization of the system.

1.5 Plan of Thesis

Chapter 2 and 3, we discuss the experimental part of the work. In chapter 2, we discuss the synthesis of precursors, i.e. hard magnetic material and soft magnetic materials. The advantages and choice for the particular system of Hexaferrite and Permalloy and nano Iron is presented. We also explained the process of mixing of the hard and soft phases. The mixing of the 2 precursors is carried out using mechanical milling and ultrasonic mixing. We compare them on the basis of their structural characterization as a function of (i) mixing method, (ii) volume fraction of the phases.

Chapter 3 describes the next process in the formation of nanocomposite, i.e. sintering and compaction. First we discussed, the systems of mechanically milled mixtures, by studying their structural and magnetic properties. Similar discussions are carried out for the different systems of composites obtained by ultrasonic mixing. We compare the bulk magnets obtained form mechanical milling and ultrasonic mixing. We also study the magnetic properties of permalloy system as a function of the measuring temperature.

In the theoretical part, we started with modeling the bilayer nanocomposite system using micromagnetics. In Chapter 4, we briefly introduce the fundamentals of micromagnetics. A general history about the origins of micromagnetics is given and the evolution of
the work from energy minimization to study the magnetization dynamics to the current state is discussed. A general concept of thermodynamics potential for magnetic body is presented and the important concept of Landau free energy $G_L(M; H_a, T)$ is introduced. Further we look into each energy contributing term, Exchange energy, Anisotropy energy, Magnetostatic energy and Zeeman energy terms. Equilibrium condition of the system is discussed using the Brown’s equation and we arrive at two significant equations forming a significant advancement in the micromagnetics.

In chapter 5, we studied results of the numerical modeling. From the application point of view, a solution to the “recording trilemma”, MAMR is also studied in chapter 5. The fundamental nature of magnetization dynamics was studied through magnetization reversal techniques. We discussed the numerical results obtained by solving the LLG equation. The LLG equation was solved by a new Fortran code using finite difference technique. This code was first tested on the systems with uniform magnetization for which the analytical solution had been worked out by Bertotti et al. By comparing the results of the analytical and the numerical solutions, we tested the code and the numerical solutions were found to be in agreement with the analytical solutions. By studying the dynamics in the uniform case we introduced the concept of stable rotating mode solution called the periodic mode solutions or the $P$-mode and the Quasi-periodic solution or the $Q$-modes.

We further framed a model for bilayer exchange coupled system similar to the one proposed by Asti et al. (which is the basis of our study) and we introduced the non-uniformity in the system due to the geometrical structure. We studied these system under an additional in-plane circularly polarized field. We showed that under the condition we used, LLG equation became highly non-linear and very complex in nature. The analytical solution have not been found until now. But we solved the LLG equation numerically using the code and studied the result for the a perfectly coupled hard and soft magnetic material.
CHAPTER 2
SYNTHESIS OF MIXTURE
This chapter discusses the first step of synthesis process of permanent magnets of composite materials, i.e. proper mixing of the precursors. Composite material consisting of two suitably dispersed ferromagnetic and mutually exchange-coupled phases, one of which is a high anisotropy magnetic phase in order to provide a high coercive field, while the other is a soft magnetic phase just providing a high saturation $M_s$, and should envelop the hard phase regions in order to prevent their corrosion. A general theoretical treatment of such systems shows that one may expect apart from a high energy product $(BH)_{\text{max}}$, two uniquely characteristic features, a reversible demagnetization curve (exchange-spring) and, in certain cases, an unusually high isotropic remanence ratio $B_r/M_s$ [12].

There are many types of magnetic two phase nanostructures, with a variety of applications in permanent magnetism, soft magnetism, sensors, spin electronics, and, more recently, magnetic recording. They occur in many variations and geometries, including but not limited to multilayers and granular composites. Here we focus on hard-soft two phase nanostructures, characterized by a local anisotropy in combination with a common easy axis.

The impact of microstructure on the magnetic properties of nanocrystalline materials is reported by Herzer [42], [29]. Theoretically the critical dimensions of the phases for composite permanent magnets are estimated and discussed using corresponding models of microstructures. On that basis, the typical magnetic properties of such composites
are derived by kneller and Hawig, [12]. Fig.1.10 shows schematic realization of hard-soft nanostructures.
In this synthesis, the hard magnetic phase used is Barium hexaferrite \((BaFe_{12}O_{19})\) and for the soft magnetic phase, iron and some metallic alloys of iron, namely iron-nickel, iron-cobalt are used.

### 2.1 Experimental techniques and equipment

#### 2.1.1 Sample selection

All the precursors involved are weighted carefully and mixed by volume in order to make the necessary composite.

For the hard magnetic phase, Barium hexaferrite \((BaFe_{12}O_{19})\) is used. It constitutes major fraction of world tonnage of permanent magnets. They are used where “Energy per unit weight and “cost are important considerations. Hexagonal ferrites have high uniaxial anisotropy, \(K = 3 \times 10^5 \, J/m^3\), easy axis along hexagonal c axis. Since the saturation is small, the anisotropy is sufficient to overcome the magnetostatic energy and give perpendicular magnetization in either flat hexagonal plateletes that can be grown from solution or in (0001) textured thin films. They have:

- Smooth surface
- Nonmetallic electrical properties
- Superior corrosion resistance
- High volume density of magnetic materials achievable in thin films (advantage for high-density recording)

The metallic alloy that we chose for the synthesis of composite : \(Fe\) as it has higher magnetization and the permalloy, \(Fe_{25}Ni_{75}\), is found to be chemically more resistant to oxido-reduction reaction therefore more possibility of forming composites with better magnetic properties [43].
\(Fe_{50}Co_{50}\) is particular interesting because of its magnetic properties. It has high curie temperature, a very high saturation magnetization, high permeability [44],[45].

#### 2.1.2 Mechanical milling

The comminution of the samples is performed by high-energy impacts from grinding balls and friction between balls and the grinding bowl wall. The main aim of milling is to reduction of the particle size, mixing or amalgamation of the powders.

All mixing is performed on FRITSCH Planetary micro mill PULVERISSETTE 7 classic line, at 400rpm. Powder to balls ratio is always kept constant and is 10 : 1 and few drops of ethanol are used to aid the milling process. Milling time is the variable parameter.
2.1.3 Ultrasonic mixer

For mixing, Sonoplus ultrasonic mixer is used. The powders were taken in a beaker with ethanol. The power of the mixer is always kept between 55% – 58% (max. power 200 W) and mixing time is kept constant for 10 minutes.

2.1.4 X-Ray diffraction

X-ray diffractograms have been obtained using PANalytical X’Pert Pro equipped with linear detector. It used cobalt $\kappa \alpha$ radiation (1.76 Å).

2.2 Precursors

Hard magnetic phase

Ba (M-type) hexaferrite (BaM) has magnetoplumbite structure and a stoichiometry of $BaFe_{12}O_{19}$ [46]. The magnetoplumbite structure has 32 atoms per formula unit and 64
atoms in a single unit cell, fig. 2.3. BaM is a ferrimagnetic material. A ferrimagnetic material is one which in general is composed of two sublattices A and B separated by oxygens. In a ferrimagnet, the magnetic moment of lattices A and B are not equal but are anti parallel to each other, therefore resulting in a net magnetic moment.

One property of BaM compound that is of particular value in microwave device design is the strong uniaxial anisotropy field with the magnetic easy direction being along the c-axis ($H_A \sim 17,000 Oe \sim 1.7 T$) [47]. The high magnetic anisotropy field can be adjusted by using an appropriate substitute for the Fe ion, which allows for the tuning of resonance frequencies from 1-100 GHz [48]. This degree of freedom makes BaM a choice material for many monolithic microwave integrated circuit (MMIC) applications. BaM media also provides mass producible perpendicular media, high recording density and also have good oxidation resistance [49].

The structure consists of seven ferric ions distributed onto five inequivalent interstitial sites (one trigonal bipyramidal, two octahedral and two tetrahedral). The magnetism arises from the super-exchange interaction between ferric cations mediated by the oxygen anion. This is a negative exchange interaction (i.e., antiferromagnetism), with an amplitude from each Fe-O-Fe pairing dependent on the angle made between the ferric cations and oxygen (i.e., a larger exchange occurs with larger angles). The saturation magnetization is reported to be $317.7 kA/m \sim 0.4 T$ with a Curie temperature of 450°C. This compound is stable in air. Magnetic moment is $20 \mu_B$ [50]. Its melting point is 1300°C, and has specific gravity (the ratio of the density of a substance to the density of a reference substance) of 5300 kg/m$^3$ at 20°C.

Figure 2.3: Shows magnetoplumbite structure ($BaFe_{12}O_{19}$), Fe-Blue, Ba- Green, O-Red, courtesy: CrystalMaker Software Ltd.
The symmetry is $P6_3/mmc$; the unit cell whose dimensions are $a = 0.5893$ nm and $c = 2.3194$ nm, contains two formula units. The structure is built up of ten close-packed (both cubic and hexagonal) layers of barium and oxygen atoms. The sequence of the layering in the $c$ axial direction is $BAB'ABCAC'AC$. The primed letters denote layers consisting of one barium to three oxygen atoms. The details of the structure can be found in [51].

BaM bulk compacts are produced by sol-gel method as described in reference [52] and [53]. Barium hydroxide, iron nitrate and citric acid are used as precursors. All materials are taken in required quantities. Iron nitrate is dissolved in deionized water and iron-hydroxide precipitate is formed using ammonia solution.

$$Fe(NO_3)_3 + 3NH_4OH \rightarrow Fe(OH)_3 + 3NH_4NO_3$$

In fact the $NH_4$ group make the compound neutral. The precipitate is filtered and washed with water. Citric acid is added in appropriate quantity and the solution in water is continuously stirred at $60^\circ C$. Barium hydroxide is added and the solution is stirred to let the water evaporate at $80^\circ C$. The residue obtained is the gel which is then dried at $150^\circ C$ for 2 hours for removal of organic matter and further calcinated at $900^\circ C$. The obtained brown powder is the M-ferrite. Temperature dependent properties are reported by Shirk et al [54].

![Flow-chart representation of the sol-gel process for Barium hexa-Ferrite.](image)
Soft magnetic phase

The 3 metallic alloys used for the synthesis of the composite are discussed in details here.

1. Iron

By far, iron constitutes one of the major elements in the earth’s crust. Iron has BCC crystal structure, fig.2.5. The nanopowder of iron was used here for the synthesis of the bulk composite. Some physical and magnetic properties of iron at room temperature [55]:

- density: $7870\, kg/m^3$.
- curie temperature: $T_c = 770^\circ C$
- saturation magnetization $M_s = 1.72\, A/m$ ($= 2.16\, T$).

![Figure 2.5: Fe has body centred cubic lattice structure, Fe atoms at the corners and in the center (in Blue)](image)

2. Iron-Nickel

Use of iron-nickel alloy is known since very long time. Permalloy (with composition of 20% Iron and 80% Nickel) was first invented by physicist Gustav Elmen at Bell Telephone Laboratories. Addition of nickel to iron increases the strength and corrosion resistance of the metallic phase. It has a face-centered (FCC) structure. In this case we use a particular composition of iron-nickel, $Fe_{25}Ni_{75}$ for which the lattice parameter $a$, calculated from the x-ray diffraction is $0.288\, nm$ with density of $8550\, kg/m^3$ at room temperature. [56].

![Figure 2.6: FCC structure as of FeNi.](image)
evaporation of metal at high temperatures and rapid condensation by passing through a cryogenic liquid [58].

2.2.1 Structural characterization of precursors

The structural analysis of the precursors i.e. Barium hexaferrite and the soft magnetic materials, $Fe_{25}Ni_{75}, Fe$ is discussed here.

XRD Analysis

Barium hexaferrite diffraction pattern is characterized by its two main peaks at $2\theta \sim 38^\circ, 40^\circ$. The patterns are indicative of the crystalline nature of the samples. The XRD pattern of the commercial ferrite is shown in black in fig.2.7. From the analysis we determined that the crystallite size is $176.2nm$ and cell parameters are: $a = 0.589 \text{ nm}$ and $c = 2.323 \text{ nm}$.

![XRD diffractogram for BaM powder form synthesized by sol-gel (in red) and for commercial ferrite (in black).](image)

Figure 2.7: X-Ray diffraction pattern for BaM powder form synthesized by sol-gel (in red) and for commercial ferrite (in black).

The barium hexaferrite nano powder prepared by sol-gel method shown in red in fig.2.7 are also analyzed. The peaks are slightly broader than the peaks obtained from the commercial ferrite. This is because of the reduction in the crystallite size in the powder prepared by sol-gel, which is determined to be $143.7nm$. The lattice parameters are found to be $a = 0.589 \text{ nm}$ and $c = 2.322 \text{ nm}$ and space group $P\bar{6}3/mmc$. The sol-gel prepared powders have the same lattice parameters as commercial ferrite and the crystallite size is smaller, which is very desirable in the synthesis of nanocomposites.

The diffractogram for $Fe_{25}Ni_{75}$ is shown in fig.2.8. The crystallite diameter is calculated to be $30 \text{ nm}$ with the lattice parameter $a = 0.3546 \text{ nm}$. The lattice structure is $FCC$. There is a formation of oxide layer around the nanopowder [59].
2.2. PRECURSORS

Figure 2.8: Diffraction pattern for the nanopowder of Fe\textsubscript{25}Ni\textsubscript{75}.

Figure 2.9: X-Ray diffraction for Iron nano powder.

Fe nanopowder’s diffraction pattern is shown in fig.2.9. Crystalline size from the analysis is calculated to be 65.7\text{nm} with the cell parameter $a = 0.286$ \text{nm}. A presence of another phase maghemite ($Fe_2O_3$) is also observed which occupies 16\% of the total volume with the lattice parameters $a = 0.84$ \text{nm} and $c = 0.82$ \text{nm}.

2.2.2 Magnetic characterization

A solid sample of commercial barium hexaferrite is characterized in the laboratory using VSM system. The characteristics of the commercial ferrite are compared with the laboratory prepared barium hexaferrite (BaM) samples, fig.2.10. The bulk ferrite from the nanopowder is prepared using spark plasma sintering method, under the pressure of 50\text{MPa} in Ar atmosphere in graphite die. The sintering is done for 10 min at a constant temperature of 800\textdegree C with a heating rate and cooling rate of 160\textdegree C/min. The sintered
BaM is obtained in a compact form of the dimension of $8 \text{ mm} \times 1 \text{ mm}$.

Comparison of coercivity, saturation magnetization and remanence of the Barium hexaferrite powder, sintered and commercial is presented in table 2.1 respectively.

<table>
<thead>
<tr>
<th>Name</th>
<th>Sintering Temperature ($^\circ$C)</th>
<th>$\mu_0H_c$ (T)</th>
<th>$\sigma_s$ ($\text{Am}^2/\text{kg}$)</th>
<th>$\sigma_r$ ($\text{Am}^2/\text{kg}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>powder</td>
<td>-</td>
<td>0.546</td>
<td>64.138</td>
<td>33.460</td>
</tr>
<tr>
<td>SPS550</td>
<td>550</td>
<td>0.517</td>
<td>58.429</td>
<td>34.438</td>
</tr>
<tr>
<td>SPS800</td>
<td>800</td>
<td>0.452</td>
<td>61.726</td>
<td>30.840</td>
</tr>
<tr>
<td>commercial</td>
<td>&gt; 1000</td>
<td>0.2879</td>
<td>56.30</td>
<td>27.04</td>
</tr>
</tbody>
</table>

Table 2.1: Comparison of parameters in the various samples of Barium hexaferrite.

It is observed from the figure and the table that the nanopowder prepared by the sol-gel method have better characteristics than the commercial ferrite. We also find that the coercivity reduces with the increase in the sintering temperature. The remanance also reduces for the bulk samples. The magnetic saturation is slightly reduced after sintering, the hexa ferrite powder have highest saturation magnetization which is equal to 64.14 $\text{Am}^2/\text{kg}$. The table also shows the parameters for the ferrite sintered at 550$^\circ$C which we will be using later in the synthesis. Here we just show that when sintered at lower temperature the bulk ferrite shows improved coercivity than the one sintered at 800$^\circ$C.

One of the prime soft magnetic phase we used is $\text{Fe}_{25}\text{Ni}_{75}$, which has the following hysteresis loop, fig.2.11. We observe that the curve is very well saturated and the measured magnetic parameters are, saturation magnetization $\sigma_s = 95.193 \text{ Am}^2/\text{kg}$, coercivity $\mu_0H_c = 0.0346 T$ and the retentivity $\sigma_r = 22.757 \text{ Am}^2/\text{kg}$. Similar properties are found in literature for ultrafine particles of Fe-Ni alloys [60].
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Figure 2.11: Hysteresis loop for the nanopowder of $Fe_{25}Ni_{75}$.

The permalloy powder were sintered at 500°C and 550°C and the magnetic properties are reported in the table 2.2.

<table>
<thead>
<tr>
<th>Name</th>
<th>Sintering Temperature (°C)</th>
<th>$\mu_0 H_c (T)$</th>
<th>$\sigma_s (Am^2/kg)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>powder</td>
<td>-</td>
<td>0.0346</td>
<td>95.193</td>
</tr>
<tr>
<td>SPS550</td>
<td>550</td>
<td>0.01</td>
<td>90.582</td>
</tr>
<tr>
<td>SPS500</td>
<td>500</td>
<td>0.01</td>
<td>84.352</td>
</tr>
</tbody>
</table>

Table 2.2: Comparison of parameters in the various samples of $Fe_{25}Ni_{75}$.

The hysteresis for nano powder of iron is shown in fig. 2.12. The loop is soft magnetic and as can be seen the iron nanopowder has high saturation magnetization of 170$Am^2/kg$ which is very close to the value found in literature [61].
2.2.3 Conclusion

We presented the properties of the precursor phases used in the synthesis of the mixtures, i.e. barium hexaferrite, permalloy and iron. The following properties are experimentally observed.

- Hard magnetic phase, barium ferrite powder was synthesized by sol-gel method. The as prepared powder have an advantage of crystallite size 146 nm smaller than the commercial ferrite. Also saturation magnetization of the prepared powders, $M_s$ is found to be $64 \text{ Am}^2/\text{kg}$ with a coercivity of $H_c = 0.54 \text{ T}$ higher than the commercial ferrite.
- Soft magnetic phase, iron nanopowder was found to have no significant presence of impurity upon structural characterization. The crystallite size was calculated to be $64 \text{ nm}$ and saturation magnetization $170 \text{ Am}^2/\text{kg}$.
- Iron-Nickel alloy composition used as precursor is $Fe_{25}Ni_{75}$ which has $M_s = 95 \text{ Am}^2/\text{kg}$ and $H_c = 0.035 \text{ T}$.

2.3 Mixing

The very first step for synthesis of exchange spring is mixing of the precursors. This section details the method of mixing and characterization of the mixed samples. Table 2.3 show the naming scheme used to indicate the prepared mixtures. Since in all the mixtures we always use the same magnetic hard phase of barium hexaferrite, it is not mentioned in the naming scheme. The first letter of the sample name indicates soft magnetic phase used. The second is a number, indicating the volume percent content of the soft phase mixed in the other phase. The third letter is an indication of the method of mixing, $H$ stands for Hard milling and $U$ for ultrasonic mixing (the two methods used for mixing). The remaining prefixes will be added according to the variation in the parameters of milling.
time and others, which will be indicated as and when they appear in the following sections and chapters.

<table>
<thead>
<tr>
<th>Metal-Name prefix</th>
<th>Mixing method</th>
<th>variation parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fe</td>
<td>F</td>
<td>H</td>
</tr>
<tr>
<td>Fe\textsubscript{25}Ni\textsubscript{75}</td>
<td>N</td>
<td>H and U</td>
</tr>
</tbody>
</table>

Table 2.3: Naming of the series of the samples

The nano powder of Barium hexaferrite and various metals (soft magnetic phase), are mixed together according to the volume fraction. The physical characteristics of these phases that are relevant here are given in table 2.4.

<table>
<thead>
<tr>
<th>Name</th>
<th>Mass(g/mol)</th>
<th>Density(kg/m\textsuperscript{3})</th>
<th>Volume(10\textsuperscript{-6} m\textsuperscript{3})</th>
</tr>
</thead>
<tbody>
<tr>
<td>BaFe\textsubscript{12}O\textsubscript{19}</td>
<td>1111.46</td>
<td>5290</td>
<td>210.1</td>
</tr>
<tr>
<td>Fe\textsubscript{25}Ni\textsubscript{75}</td>
<td>57.839</td>
<td>8480</td>
<td>6.8</td>
</tr>
<tr>
<td>Fe</td>
<td>55.84</td>
<td>7870</td>
<td>7.09</td>
</tr>
</tbody>
</table>

Table 2.4: Specific characteristics of precursors.

### 2.3.1 Structural characterization of the mixtures

**Mechanical milled samples**

First the mixture of barium hexaferrite and Fe\textsubscript{25}Ni\textsubscript{75} are studied. The mixture is prepared by milling the two powders with the soft magnetic phase mixed in 2, 5 and 10 percent by volume. The milled powders were analyzed by X-ray diffraction. Diffractogram for sample N2H is given in fig.2.13. The 2 major peaks of BaM are very prominent in the diffraction pattern and hence confirm its existence. The volume of each phase in the mixed powder is determined from the analysis, 96.7% for BaM and 3.3% for iron-nickel alloy.

![Figure 2.13: XRD pattern of N2H – 25 minutes, the mixed precursors milled for 25 minutes.](image)

Figure 2.13: XRD pattern of N2H – 25 minutes, the mixed precursors milled for 25 minutes.
Figure 2.14: Diffraction pattern for \(N2H\) – samples milled for 25, 35 and 45 minutes. Blue squares in the figure indicates the \(Fe_{25}Ni_{75}\) phase.

For sample \(N2H\) milled for 35 and 40 minutes, the diffraction pattern is compared in fig.2.14. The blue squares indicate the peaks for permalloy. The BaM phase and permalloy phase both are conserved during the mixing process. The intensity of the peaks increases with the milling time but the width almost remains constant.

The details of variation of the structural parameters obtained from the analysis are given in the table 2.5. From the table, it is found that the crystallite size does not vary much. The volume of each phase is conserved. Microscopic image of the surface is obtained from scanning electron microscopy. Mix of large and small grains (in grey) can be seen in the image, these are BaM grains and the ones in white are the grains of permalloy \(Fe_{25}Ni_{75}\).

<table>
<thead>
<tr>
<th>Sample Name</th>
<th>Phase</th>
<th>Volume content(%)</th>
<th>Crystallite size (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>N2H-25min</td>
<td>BaM</td>
<td>96.7</td>
<td>141.8</td>
</tr>
<tr>
<td></td>
<td>(Fe_{25}Ni_{75})</td>
<td>3.2</td>
<td>99.9</td>
</tr>
<tr>
<td>N2H-35min</td>
<td>BaM</td>
<td>97.6</td>
<td>130.6</td>
</tr>
<tr>
<td></td>
<td>(Fe_{25}Ni_{75})</td>
<td>2.4</td>
<td>98.5</td>
</tr>
<tr>
<td>N2H-45min</td>
<td>BaM</td>
<td>97.7</td>
<td>139.4</td>
</tr>
<tr>
<td></td>
<td>(Fe_{25}Ni_{75})</td>
<td>2.2</td>
<td>98.9</td>
</tr>
</tbody>
</table>

Table 2.5: Variation in volume fraction and crystallite size for \(N2H\) samples milled for different time.
For 5% volume fraction of $Fe_{25}Ni_{75}$ 5% in the mixture, diffraction pattern is shown in fig.2.16. Volume percent of hard and soft phases is 94.8 and 5.2 respectively. Crystallite size for hard phase is found to be 139.8nm and that of permalloy particles is 75.05nm. The morphological image is shown in fig.2.17. One can see the mixture of big and small grains. The shape of the grains is not homogeneous.
Similarly the diffraction pattern for 10% volume fraction of permalloy has been analyzed, fig.2.18. BaM phase and permalloy phase is preserved during the mix and the volume of the phases found to be same as before milling. The SEM image is shown in fig.2.19. We can observe some pores have formed in the mixture and the overall size grains seems to be smaller.
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The diffraction patterns are compared for variation in volume fractions in fig.2.20. It is observed that with the increase of soft metallic case the diffraction pattern differs only in intensity of \(Fe_{25}Ni_{75}\), which is found to increase with volume fraction of the permalloy.

![Diffraction patterns comparison](image.png)

**Figure 2.20:** Variation in diffractogram for \(N_{X}H\) series of samples, with the increase of soft metallic content in BaM. The blue squares indicates the rise in the peak height of \(Fe_{25}Ni_{75}\) phase.

**Ultrasonic mixed samples**

The powders are mixed by ultrasonic mixing under ethanol for 10 minutes and later were heated to 60\(^\circ\)C to evaporate ethanol. Diffraction pattern for 10% \(Fe_{25}Ni_{75}\) mixed in BaM is shown in fig.2.21. From the analysis, the volume content of BaM is 90% and that of soft phase is 10%. No other phase is observed. And the crystalline size is slightly reduced and is determined to be 105\(nm\) and 68\(nm\) of hard and soft phases respectively. The SEM image can be seen in fig.2.22.
2.3. MIXING

The magnetic characterization of the samples is discussed in this section. First the samples mixed by milling are studies.

Here we present, $BaFe_{12}O_{19}$ nanopowder mixed without any milling with $Fe_{25}Ni_{75}$ nanopowder in 50% by volume, the resultant magnetization curve is shown in fig.2.23. The curve in blue is experimentally measured hysteresis for the mix of the precursors by VSM. The curve in red represents the average of the magnetization of the two precursors. We calculated the average using the eq.(2.2),

$$\sigma_{average} = \sigma_{Ferrite}x + \sigma_{permalloy}(1-x)$$ (2.2)
where, $\sigma_{\text{Ferrite}}$ represent the magnetization values measured experimentally for ferrite and $\sigma_{\text{permalloy}}$ is measures for the permalloy nanopowders alone. $x$ is the corresponding mass fractions of ferrite used in the mixture. The red curve shows that the actual mix of the powder exhibit the magnetic behavior same as average of the two hysteresis of precursors.

![Graph showing magnetic properties](image)

Figure 2.23: Magnetic properties of the mix of the nanopowder of *Barium ferrite* and *Iron-Nickel*. In blue, the experimentally measured curve and in red, the calculated magnetization.

### 2.4 Conclusion

1. **Mechanical milled samples**
   - Mixtures of Barium hexaferrite are mixed with different proportions of permalloy (2%, 5% and 10% by volume) by mechanical milling.
   - The mixed powders were milled for 20, 30 and 40 minutes at constant frequency of 400 rpm. The milling was carried out in ethanol medium with ball to powder ratio of 10 : 1.
   - The structural characterization was performed using X-ray diffraction. From the XRD analysis, all the mixtures were found to have presence of precursor phases and no other impurity phase was found. The crystallite size of the precursors remains the same.
   - The particle size of ferrites has remained same after the milling. Before milling the average size was 143 nm and after milling it was found to be 140 nm.

2. **Ultrasonic mixed samples**
   - The hard and soft magnetic phases were mixed using ultrasonic mixing for 10 minutes at 58% of the maximum power (i.e. 200 watts) with ethanol medium.
   - We analyzed the mixtures of permalloy mixed with barium ferrite. It was found that both the precursor phases were present in the sample in the same fractions as mixed.
3. We plot the magnetization curve for the experimentally measured mixture of 50% of permalloy mixture and the average theoretically calculated magnetization curve. Both the hysteresis curve are found to be equivalent to each other.
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3.5 Partial conclusion for ultrasonic mixed samples

In this chapter, we discuss the synthesis of the bulk magnets from the mixtures obtained by hard milling and ultrasonic mixing as seen in section 2.3. In a typical synthesis process the next step after preparation of mixtures is pressing the powders to form the compact product followed by sintering. Instead of the conventional sintering process, we use Spark Plasma Sintering (SPS). A brief introduction to SPS process is given in section section 3.1 followed by structural and magnetic characterization of the bulk samples obtained by mechanical milling in the section section 3.2 and ultrasonic mixing in section section 3.4.

3.1 Spark Plasma Sintering

Spark plasma sintering (SPS) is a sintering technique utilizing uniaxial force and a pulsed (on-off) direct electrical current (DC) under low atmospheric pressure to perform high speed consolidation of the powder. This direct way of heating allows the application of high heating and cooling rates, enhancing densification over grain growth promoting short range diffusion mechanisms, and eventually maintaining the intrinsic properties of nanopowders in their fully dense products [62].

SPS is regarded as a rapid sintering method in which the heating power is dissipated exactly at the locations in the microscopic scale, where energy is required for the sintering process, namely at the contact points of the powder particles fig.3.1. This fact results in a favorable sintering behavior with less grain growth and suppressed powder decomposition.
SPS systems offer many advantages over conventional sintering methods (such as using hot press (HP) sintering, hot isostatic pressing (HIP) or atmospheric furnaces), including ease of operation and accurate control of sintering energy as well as high sintering speed, high reproducibility, safety and reliability. While similar in some aspects to HP, the SPS process is characterized by the application of the electric current through a power supply, leading to very rapid and efficient heating fig.3.2. The heating rate during the SPS process depends on the geometry of the container/sample ensemble, its thermal and electrical properties, and on the electric power supplier. Heating rates as high as 1000°C/min can be achieved. As a consequence, the processing time typically takes some minutes depending on the material, dimensions of the piece, configuration, and equipment capacity.

For the mixtures of barium hexaferrite and metallic alloys, sintering is done by using Sumitomo Dr.Sinter Spark Plasma Sintering machine. Sintering profile, parameters and conditions are mentioned with the samples in each section.

3.2 Mechanically milled bulk samples

In this section structural and magnetic characterization of bulk samples obtained by spark plasma sintering of mechanically milled mixtures of barium hexaferrite and soft metallic phase $Fe_{25}Ni_{75}$ is discussed. The naming scheme of the samples is given in the table 3.1. All the prepared samples consist of the same hard magnetic phase of barium hexaferrite, hence we did not mention it in the naming scheme. The first letter of the sample name indicates soft magnetic phase. The second, a number, indicating the volume fraction of the
soft phase mixed in the bulk. The third letter indicates the method of mixing, $H$ stands for Hard milling followed by the temperature of sintering in degree centigrade. Further suffixes are added according the different conditions of mixing for eg. milling time etc.

<table>
<thead>
<tr>
<th>Sample Name</th>
<th>Metal Prefix</th>
<th>Volume Content X</th>
<th>Y</th>
<th>Mixing Method</th>
<th>Sintering Temperature T</th>
</tr>
</thead>
<tbody>
<tr>
<td>NXYT</td>
<td>Fe$<em>{25}Ni</em>{75}$</td>
<td>2,5,10</td>
<td>H</td>
<td>800</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.1: Naming scheme of the sintered bulk samples.

### 3.2.1 Structural characterization

**Permalloy**

We use the sol-gel prepared barium ferrite and nano-powder of $Fe_{25}Ni_{75}$ prepared by cryogenic melting as our starting materials. As we have seen in section 2.3.1, that the composition after milling were the same as the starting material. After which we perform sintering at 800°C for 10 minutes, as shown in the profile 3.3. Time of sintering is given on x-axis, y-axis on the left and on the right represents temperature and force applied respectively. We apply a maximum force of 2.6$kN$ throughout the sintering process, shown in the figure by blue dotted line. The sintering is always performed in Argon atmosphere to avoid any possible reaction between air and the material. The heating and cooling rate is 156°C/min. The milling time for each sample is indicated after the hyphen in the name, for eg. $N2H800 – 40min$ is to be read as sample consisting of $Fe_{25}Ni_{75}$, 2% in volume, mixed by mechanical milling method for 40min. Sintering starts at 800°C which is maintained for 10min during the process.

![Figure 3.3: Sintering conditions under spark plasma sintering.](image)

First we analyze the sample containing 2% of $FeNi$. The analysis of structural characterization of different samples has been carried out by Reitveld’s profile fitting method
Diffraction pattern for bulk sample $N2H800 - 40 \text{min}$ is shown in fig. 3.4. The peaks seen in the diffraction pattern are broad and show that the bulk sample is crystalline in nature. From the analysis, it is found that barium ferrite phase (BaM phase) occupies 63.35% of the total volume, iron-nickel 0.65% and additional phase $Fe_3O_4$ (ferrous-ferric oxide or magnetite) is formed during sintering, which consists of 35.99% of the total volume. This impurity or the unwanted phase is found to exist only after sintering which could probably have been due to initiation of a reaction between the precursors during milling.

Surface image of the $N2H800 - 40 \text{min}$ is taken using scanning electron microscope (SEM), shown in fig. 3.5. The dark background represents BaM. On the surface we also find the formation of pores in the sample.

The bulk samples of $N2H800$ series, mechanically milled for progressively increasing time intervals of 10, 20, 30, 40, 50 and 60 minutes, are found to vary in density. We measured the density of the bulk samples using Sartorius balance based on the Archimedes’ principle method. The variation of density vs milling time is plotted in fig. 3.6. $N2H800 - 40 \text{min}$ bulk sample with the milling time of 40 minutes has the highest density as compared to the other samples in the series.
3.2. MECHANICALLY MILLED BULK SAMPLES

The series of samples with the composition of 5% Fe<sub>25</sub>Ni<sub>75</sub> which have been mechanically milled for 25, 35 and 45 minutes are studied and comparative diffractograms are shown in fig.3.8 and fig.3.8. The X-ray diffraction pattern of the composite is studied after sintering. From the figures, we can observe that the peaks for N5H800 – 45 min are least in intensity and are broader in comparison to the other samples in this series. This indicates reduction in the crystalline size. The diffractogram of the samples also reveal presence of Fe<sub>3</sub>O<sub>4</sub> (magnetite) and an intermediate phase BaFe<sub>2</sub>O<sub>4</sub> (barium mono ferrite).

Figure 3.6: Density variation for N2H800 sample with milling time.

Figure 3.7: Variation in the diffraction pattern for N5H800 samples as a function of milling time. Different phases present in the sample are marked, the □ (in blue) represents Fe<sub>3</sub>O<sub>4</sub> phase, □ in green-permalloy, ◦ (in red)-BaM phase and ◦ (in black)-BaFe<sub>2</sub>O<sub>4</sub> phase.
As we can see in the profile, the indicative peaks of barium hexaferrite have vanished for the samples milled for 25 and 35 minutes. It is evident that the ferrite phase disintegrates and is transformed into intermediate phases. Table 3.2 summarizes the phases which grow in the series with the milling time.

Table 3.2: Microstructure parameter of N5H800 series of samples revealed from Rietveld’s refinement method

<table>
<thead>
<tr>
<th>Milling time (min)</th>
<th>BaM</th>
<th>BaFe₂O₄</th>
<th>FeNi</th>
<th>Fe₃O₄</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lattice parameter (nm)</td>
<td>Vol%</td>
<td>Lattice parameter (nm)</td>
<td>Vol%</td>
</tr>
<tr>
<td>25</td>
<td>a = 0.59</td>
<td>6.5</td>
<td>a = 1.899</td>
<td>5.46</td>
</tr>
<tr>
<td></td>
<td>c = 2.32</td>
<td></td>
<td>b = 0.538</td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>a = 0.59</td>
<td>4.9</td>
<td>a = 1.893</td>
<td>15.19</td>
</tr>
<tr>
<td></td>
<td>c = 2.32</td>
<td></td>
<td>b = 0.538</td>
<td></td>
</tr>
<tr>
<td>45</td>
<td>a = 0.59</td>
<td>41.6</td>
<td>a = 1.893</td>
<td>1.63</td>
</tr>
<tr>
<td></td>
<td>c = 2.32</td>
<td></td>
<td>b = 0.538</td>
<td></td>
</tr>
</tbody>
</table>

A possible reaction initiated during the milling and completed during sintering could lead to degradation of the ferrite phase. We propose the reaction given by eq. (3.1), due to excess of Fe in the samples [65]. The source of excess iron possibly could be accounted from the oxidized FeNi nano powder. The presence of carbon in the reaction is due to abundance of carbon during sintering, by use of graphite paper and carbon die for sintering.

$$2\text{BaO} \cdot 6(\text{Fe}_2\text{O}_3) + \text{Fe} \rightarrow 2\text{BaFe}_2\text{O}_4 + 7\text{Fe}_3\text{O}_4 + \text{O}_2 \quad (3.1)$$

The phase relation in ternary system Ba – Fe – O reports three stable phases namely, Ba₂Fe₂O₅, BaFe₂O₄ and the hexagonal BaFe₁₂O₁₉ [66]. It is also reported that BaFe₂O₄ coexists with BaFe₁₂O₁₉ and Fe₂O₃ phase up to 1000°C. Gracia et al.[66] reports that iron (III) oxide suffers a reduction to Fe²⁺ ion promoting the emission of molecular oxygen.
when fired at high temperatures (> 700°C).

From the table 3.2, we can also see that the BaM phase is present in relatively higher amount when the milling was performed for 45 minutes. The magnetic properties are affected by formation of the intermediate phases. $H_c$ progressively diminishes as a consequence of the damage produced in the ferrite structure. This behavior is also observed in the works by Bercoff et al. and references therein [67].

The peaks for $N5H800$ series are broader than $N2H800$ diffraction pattern, which indicate the fine nature and small crystallite size of the particles. The SEM image of the surface of $N5H800 − 35min$ is shown in the fig. 3.9 in which the agglomeration of the iron-nickel particles can be seen on the surface of the bulk sample. The dark background represents the BaM matrix and the white represents the permalloy dispersion. In the bulk samples, pores can also be seen which could also be responsible for the shift in the peaks of the diffractogram.

Figure 3.9: Microscope image of $N2H800$, resolved to the scale of 20 micrometer. Agglomeration of FeNi particles can be seen in the image.

For the next series of samples with 10% FeNi mixed with barium hexaferrite, we carried out the X-ray diffraction after the sintering under the similar sintering condition as shown in the profile fig. 3.3.
Figure 3.10: Variation in diffraction pattern in $N10H800$ samples depending on the milling time as indicated in the label. Different phases present in the sample are marked, the □ (in blue) represents $Fe_3O_4$ phase, □ in green-permalloy, ◦ (in red)-BaM phase and ◦ (in black)-$BaFe_2O_4$ phase.

A summary of the micro-structural analysis is given in the table 3.3.

<table>
<thead>
<tr>
<th>Milling time (min)</th>
<th>$BaM$</th>
<th>$BaFe_2O_4$</th>
<th>$FeNi$</th>
<th>$Fe_3O_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lattice parameter (nm)</td>
<td>Vol%</td>
<td>Lattice parameter (nm)</td>
<td>Vol%</td>
</tr>
<tr>
<td>25</td>
<td>$a = 0.59$</td>
<td>16.15</td>
<td>$a = 1.899$</td>
<td>5.9</td>
</tr>
<tr>
<td></td>
<td>$c = 2.32$</td>
<td></td>
<td>$b = 0.538$</td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>$a = 0.59$</td>
<td>5.9</td>
<td>$a = 1.893$</td>
<td>1.4</td>
</tr>
<tr>
<td></td>
<td>$c = 2.32$</td>
<td></td>
<td>$b = 0.538$</td>
<td></td>
</tr>
<tr>
<td>45</td>
<td>$a = 0.59$</td>
<td>2.58</td>
<td>$a = 1.893$</td>
<td>6.1</td>
</tr>
<tr>
<td></td>
<td>$c = 2.32$</td>
<td></td>
<td>$b = 0.538$</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.3: Microstructure parameter of $N10H800$ series of samples revealed from Rietveld’s refinement method.

As seen from the X-ray diffraction pattern shown in the fig. 3.11 for the samples milled for 25, 35 and 45 minutes. It is observed that with the increasing milling time, the BaM phases diminishes and the volume fraction of the $Fe_3O_4$ (magnetite) phase increases. The $FeNi$ remains more of less similar to the original volume fraction $\sim$ 10%. A small amount of intermediate phase $BaFe_2O_4$ is also present in all the samples. The lattice parameter, as seen from the table remain the same. Since the metallic content has increased in the samples there is more reduction of the ferrite phase into $Fe_3O_4$. 
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Figure 3.11: Microscope image of $N10H800 - 45min$, resolved to the scale of 50 micrometer. Distribution and agglomeration of permalloy particles can be seen in the image.

From the table 3.3 we can see the percent variation of each phase present in the bulk samples in response to the milling time. We can infer from the table that time of milling of powders has affected the formation of different phases in the bulk samples. The permalloy phase stays close to its initial volume while mixing. BaM undergoes formation of an intermediate phase. Once again we can conclude that the increasing milling time leads to reduction of the BaM phase and increases the fraction of magnetite phase in the bulk samples. Surface image of the bulk sample $N10H800 - 45min$ is shown in fig.3.11. The particles appear to be well dispersed. Agglomeration is found on the surface which is not visible in the current image shown. The bulk sample is seen to be more porous in nature than the $N5H800$ bulk sample.

Now we compare the above data based on the volume fraction of permalloy phase in the bulk samples. We take the bulk samples milled for 45 minutes. A comparative diffraction pattern is plotted in fig. 3.12. The curve in blue represents $N2H800 - 40min$ bulk sample, $N5H800 - 45min$ is indicated in red and $N10H800 - 45min$ is shown in green. Symbols are used to indicate different phases. The black squares indicates BaM phase and blue circles indicate the peaks corresponding to magnetite phase. We can observe that with the increase in the volume fraction of permalloy, the corresponding peaks of BaM phase disappear. For $N10H800$ sample, we can see only small intensity peaks of BaM shifted close to each other, almost superposed with each other. In all the bulk samples the volume of magnetite phase remains more or less constant. We also measured the variation in density and one finds that the samples with higher fractions of permalloy have higher density. The density of $N2H800 - 40min$ is measured to be 5848.5 $kg/m^3$ and for $N5H800 - 45min$ is 6038.8 $kg/m^3$. 
3.2.2 Magnetic characterization

Permalloy

We study the variation of magnetic properties of the bulk samples in response to the milling time for a constant volume fraction of permalloy in the bulk samples. Fig. 3.13 plots the hysteresis loops for N2H800 bulk samples milled for 20, 30 and 40 minutes.
In the $N2H800$ bulk samples, the hysteresis loop show two phased behavior. We observe a slight variation in the value of coercivity and saturation magnetization. It is seen that the sample milled for 40 minutes has better saturation magnetization and better coercivity in comparison with the others. The small blue squares in the top right corner of the graph represents the theoretical value of saturation magnetization using eq. (3.2). The theoretical value of the coercivity is quite close to the experimental value.

$$\sigma_{\text{average}} = \sigma_{\text{hard}} * x + \sigma_{\text{soft}} * (1 - x)$$

(3.2)

where $\sigma_{\text{hard/soft}}$ is the specific saturation magnetization of hard and soft phases respectively and $x$ is the mass fraction of the hard phase in the sample.

Figure 3.14: Variation of coercivity for $N2H800$ sample with milling time.

Figure 3.15: Variation in saturation magnetization and remanence for $N2H800$ series with milling time.
Variation in the coercivity for the $N2H800$ series of bulk sample as a function of milling time is plotted in the fig.3.14. The coercivity increases initially with the milling time and then starts to decrease. The bulk sample milled for 40 minutes shows the highest value of coercivity after which a decrease can be seen. Variation in saturation magnetization $M_s$ and remanance $M_r$ is plotted in fig.3.15, the red line indicates the change in remanance and black line represents the variation in $M_r$. Saturation magnetization and remanance are found to vary in the same pattern as coercivity.

Hysteresis plots for for $N5H800$ bulk samples milled for 25, 35 and 45 minutes, are shown in the fig.3.16. As we have seen from the analysis of diffraction pattern, these samples contains a very high volume fraction of magnetite phase which being soft magnetic in behavior, is responsible for the reduction of coercivity in $N5H800$ bulk samples. Among the three curves shown in the figure for different milling time, the bulk sample milled for 45 minutes shows better magnetic characteristics compared to the rest.

![Figure 3.16: Hysteresis curve with variable milling time for $N5H800$ series as indicated in the label.](image)

Hysteresis for 10% volume fraction of permalloy in Barium hexaferrite as shown in fig.3.17. The coercivity does not vary much with the milling time but the magnetization loops differ from one another. Sample with 45 minutes milling shows better magnetic characteristics in comparison to the other samples in the series. Again as seen in the XRD analysis in section 3.2.1, we find BaM disintegrates into intermediate phase and magnetite phase is also formed which leads to the soft magnetic behavior of the whole bulk sample.
We draw a comparison among the bulk samples with different volume fraction of permalloy which are mechanically milled under the same conditions. The comparison of magnetic parameters between the samples with the variation in the volume fraction of metallic phase is shown in table 3.4. It can be seen that, with the increase in volume of permalloy in the bulk sample, the value of saturation magnetization increases due to increase in the soft magnetic phase. This also leads to decrease in the value of coercivity. We also find that the remanence of the bulk samples does not vary much.

<table>
<thead>
<tr>
<th>Name</th>
<th>$\mu_0 H_c$ (T)</th>
<th>$\sigma_s$ (Am$^2$/kg)</th>
<th>$\sigma_r$ (Am$^2$/kg)</th>
<th>$\sigma_s$–theoretical (Am$^2$/kg)</th>
<th>$\sigma_s$–th–reaction (Am$^2$/kg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>N2H800-40m</td>
<td>0.243</td>
<td>27.32</td>
<td>63.449</td>
<td>65.43</td>
<td>64.94</td>
</tr>
<tr>
<td>N5H800-45m</td>
<td>0.076</td>
<td>27.175</td>
<td>62.44</td>
<td>67.3</td>
<td>65.08</td>
</tr>
<tr>
<td>N10H800-45m</td>
<td>0.031</td>
<td>26.29</td>
<td>65.089</td>
<td>70.32</td>
<td>67.06</td>
</tr>
</tbody>
</table>

Table 3.4: Influence of different percentage of iron-nickel in barium hexaferrite on the magnetic properties in $NXH_800$ – 45min samples.
Fig. 3.18 gives us the comparison of the experimental and theoretical saturation magnetization of the mechanically milled magnets as a function of variation in the volume fraction of permalloy. The curve in black (filled circles) is the variation of saturation magnetization measured experimentally. The curve in red (squares) represents the theoretical saturation magnetization which is obtained from the sum of calculated fraction of each phase times the saturation magnetization. This theoretical sum is obtained when we consider that the mixtures of BaM and permalloy do not have reaction between them. From the XRD analysis we find that the sintered samples have had reaction between BaM and permalloy phase. From the analysis of the diffractogram we also find the fraction of various phases formed during the sintering. Using the fraction of each phase present in the samples due to reaction, we calculated the theoretical value of the saturation magnetization as shown in green (diamonds).

From this we observe that the magnetization of the sintered samples is much lower than the theoretical value without the reaction and is a little lower than the theoretical saturation magnetization with reaction. Since we take the saturation magnetization of powder of the powdered form of each phase in the calculation of the theoretical values are a little higher.

### 3.3 Partial conclusion

- We synthesized the bulk compact composite magnets of barium hexaferrite and permalloy (with 2%, 5% and 10% volume fraction) by spark plasma sintering at 800°C for 10 min.
- From the structural analysis, the barium ferrite was found to disintegrate into intermediate phases $BaFe_2O_4$ and $Fe_3O_4$ with increasing milling time and increasing fraction of permalloy.
- Since the precursor phases were intact after milling and only appear after sintering, we proposed a reaction eq. (3.1), which probably was initiated during milling and completed after sintering.
Magnetite phase occupies major volume in the bulk samples thereby affecting its magnetic properties. The hysteresis loop of the samples are soft magnetic.

Amongst all the samples, the samples milled for 40 minutes showed relatively better magnetic properties. The hysteresis loop in all the samples show two phased behavior indicating a weak exchange coupling between hard and soft magnetic phases.

The variation of coercivity and saturation magnetization is plotted in table 3.4. The magnetization slightly increases with increasing permalloy fraction.

We also compared the measured saturation magnetization with theoretically calculated saturation magnetization for the precursor phase with out reaction and also by taking into account the phases appear after the reaction. The saturation magnetization calculated theoretically without considering any reaction between the phases is the limit of the saturation magnetization that the sample can achieve which is higher than the experimentally observed value.

The theoretical saturation magnetization considering the reaction between the phases is found to be closer to the the experimentally observed value.

All the bulk sample showed formation of pores as observed in the images obtained by SEM.

### 3.4 Ultrasonic mixed samples

In this section, we discuss the structural and magnetic characterization of the bulk samples mixed using ultrasonic mixer and sintered by SPS method. As seen in the section 3.2, the bulk samples obtained from the hard milling, did not show strong exchange coupling in the samples. Further the XRD analysis indicates possible chemical reaction that might have been initiated during mechanical milling leading to formation of unwanted phases in the bulk samples. Therefore, another method of mixing, the ultrasonic mixing is applied to keep the two magnetic phases from becoming chemically active.

In the section 2.3.1, we found from the analysis of the diffraction pattern of the ultrasonic mixed samples, that both the precursor phases are conserved after the mixing. In this section we study the bulk samples obtained form these mixtures after they were passed through the process of compaction and sintering using SPS method. Naming scheme for the samples is as mentioned previously, an overview about the bulk samples for this section is given in the table.3.5. All the bulk samples consists of the same hard magnetic phase i.e. (barium hexaferrite) BaM, hence we did not mention it in the naming scheme. The first letter of the sample name indicates soft magnetic precursor phase. The second, a number, indicates the volume fraction of the soft phase in the bulk. The third letter is represents the method of mixing, which in this case is $U$, stands for Ultrasonic mixing followed by the temperature of sintering in degree centigrade.

<table>
<thead>
<tr>
<th>Sample Name</th>
<th>Metal Prefix</th>
<th>Volume content X</th>
<th>Mixing method Y</th>
<th>sintering temperature T</th>
</tr>
</thead>
<tbody>
<tr>
<td>NXYT</td>
<td>$Fe_{25}Ni_{75}$</td>
<td>2,5,10</td>
<td>U</td>
<td>500, 550</td>
</tr>
<tr>
<td>FXYT</td>
<td>$Fe$</td>
<td>2,5,10,15,20</td>
<td>U</td>
<td>550</td>
</tr>
</tbody>
</table>

Table 3.5: Naming scheme of the sintered bulk samples using ultrasonic mixing.

The sintering is performed at $800^\circ C$ for mechanically milled bulk samples has lead to the presence of unwanted phases which deteriorated the magnetic properties of the bulk samples. One of the possible reasons could be the high temperature of sintering, leading to higher diffusion of atoms. Hence a lower temperature is used for sintering. We chose to sinter at $500^\circ C$ and $550^\circ C$ since this temperature was enough to start sintering process.
3.4.1 Permalloy

XRD

Bulk sample $N2U550$, sintered at $550^\circ C$ is structurally characterized using X-ray diffraction. Analyzed diffractogram of $N2H550$ is shown in fig.3.19. From the analysis we find that a large percent of the precursor phases are present in the bulk samples even after sintering. In the $N2U550$ sample, BaM phase occupies $93.97\%$, $Fe_{25}Ni_{75} = 0.8$ (originally $2\%$) and a small additional cubic phase is formed whose stoichiometry is $Fe_2O_3$ (maghemite) which occupies $5.2\%$ of the total volume. As oppose to the milled samples, here, the reaction leading to transformation of BaM phase into intermediate $BaFe_2O_4$ is not seen.

![Figure 3.19: Analyzed diffraction pattern of ultrasonic mixed sintered bulk $N2U550$.](image1)

![Figure 3.20: Analyzed diffraction pattern of ultrasonic mixed samples, $NXU550$ series, sintered $550^\circ C$. The circles in green represent BaM phase; blue circles indicate peralloy phase and red show maghemite phase.](image2)

Fig.3.20 shows a comparative diffractograms for different volume fractions of permalloy
All the samples are sintered at 550°C under similar conditions. Different phases are indicated by colored circles in the diffractogram. The red circles represent $Fe_2O_3$, maghemite phase and blue for permalloy phase. The filled circles in green indicate the presence of BaM phase. We find that BaM phase is present in all the bulk samples with the increasing volume of the metallic phase in contrast with the fact that it was absent or present in very less amount in many bulk samples obtained by hard milling.

<table>
<thead>
<tr>
<th>Sample</th>
<th>BaM</th>
<th>$BaFe_2O_4$</th>
<th>$FeNi$</th>
<th>$Fe_2O_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lattice parameter (nm)</td>
<td>Vol%</td>
<td>Lattice parameter (nm)</td>
<td>Vol%</td>
</tr>
<tr>
<td>N2U550</td>
<td>$a = 0.589$</td>
<td>75.5</td>
<td>-</td>
<td>$a = 0.354$</td>
</tr>
<tr>
<td></td>
<td>$c = 2.32$</td>
<td></td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>N5U550</td>
<td>$a = 0.589$</td>
<td>55.79</td>
<td>-</td>
<td>$a = 0.354$</td>
</tr>
<tr>
<td></td>
<td>$c = 2.32$</td>
<td></td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>N10U550</td>
<td>$a = 0.589$</td>
<td>54.8</td>
<td>-</td>
<td>$a = 0.354$</td>
</tr>
<tr>
<td></td>
<td>$c = 2.32$</td>
<td></td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>N15U550</td>
<td>$a = 0.589$</td>
<td>43.76</td>
<td>$a = 1.899$</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td>$c = 2.32$</td>
<td></td>
<td>$b = 0.538$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$c = 0.843$</td>
<td></td>
</tr>
<tr>
<td>N20U550</td>
<td>$a = 0.589$</td>
<td>21.8</td>
<td>$a = 1.893$</td>
<td>1.7</td>
</tr>
<tr>
<td></td>
<td>$c = 2.33$</td>
<td></td>
<td>$b = 0.538$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$c = 0.843$</td>
<td></td>
</tr>
<tr>
<td>N30U550</td>
<td>$a = 0.592$</td>
<td>18.59</td>
<td>-</td>
<td>$a = 0.356$</td>
</tr>
<tr>
<td></td>
<td>$c = 2.32$</td>
<td></td>
<td>-</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.6: Microstructure parameter of $NXU550$ series of samples revealed from Rietveld’s refinement method.

In table 3.6 volume fraction of the different phases present in the bulk samples are deduced from the XRD analysis. The intermediate phase of Barium hexaferrite ($BaFe_2O_4$) is not present in the bulk samples till the volume fraction of permalloy is 10% but for volume fraction greater than this we observe traces of barium mono ferrite phase. Another phase maghemite, ($Fe_2O_3$) is present in all the samples. The volume of this phase increases with the increase in permalloy fraction in the samples. The BaM phase reduces with the increase in the permalloy volume in the sample. Similar observation have also been made by Ovtar et al. [68] and pal et al. [69]. With increasing fraction of permalloy phase, particularly $N10U550$, $N15U550$ and $N20U550$, the peaks in the diffraction pattern become more intense and broader which indicates reduction in crystallite size. Some peaks corresponding to BaM show splitting, this splitting is actually an overlap of the peaks corresponding to maghemite and BaM phase.

The second series of samples obtained after ultrasonic mixing is sintered at 500°C. The diffractogram for $N5U500$ is shown in the fig.3.21. From the analysis, it is found that the cubic $Fe_2O_3$ phase occupies 17.8% of total volume. $Fe_{25}Ni_{75}$ occupies 4.6%, there is a presence of small amount of barium mono ferrite occupying 1.7% of the total volume and the rest of the volume is occupied by BaM phase. A comparative diffraction pattern for $NXU500$ series with different volume fraction of permalloy, $X = 5, 10, 15, 20$ and 30 is shown in fig.3.22.
Figure 3.21: Analyzed diffraction pattern of ultrasonic mixed sintered bulk samples, N5U500, i.e. with 5% Fe$_{25}$Ni$_{75}$.

Figure 3.22: Analyzed diffraction pattern of ultrasonic mixed samples, NXU500 series, sintered at 500°. The green circles represent BaM phase, Fe$_2$O$_3$ is shown in red and FeNi phase is shown in blue circles.

In the fig.3.22, diffraction patterns for the varying volume fraction of the permalloy phase are compared. One can observe the variations in the phase depending on the peak height and width. Different phases are indicated by colored dots. The green dot indicates BaM phase, blue indicates permalloy phase and Fe$_2$O$_3$ or maghemite is represented by red dot. Magnetite phase is formed in all the bulk samples but is occupies only about 20-25% of the total volume.
Table 3.7 gives the volume fraction of different phases present in the bulk samples sintered at 500°C. We can see that the samples containing 5% and 10% volume fraction of permalloy, have traces of barium mono ferrite present after sintering. This is contrary to the observation for the samples sintered at 500°C, in which this phase for present for higher volume fraction of permalloy. The fraction of permalloy remains more or less similar to the initial fraction after mixing. Thus we find a small reduction of BaM phase as compared to the samples obtained by mechanical milling.

**Magnetic properties**

![Hysteresis loop for different volume fraction X of Fe\textsubscript{25}Ni\textsubscript{75} in the NXU550 series, where X = 2, 5, 10, 15, 20.](image-url)
We study the magnetic properties of permalloy mixed bulk samples in this section. First we discuss Fe$_{25}$Ni$_{75}$ bulk samples sintered at 550°C. The fig.3.23 show a comparative behavior and variation in hysteresis for a different volume fractions of the permalloy phase. Coercivity and saturation magnetization are found vary inversely with each other. The coercivity decreases with the increase in the permalloy fraction. As already seen from the XRD analysis, sec.3.4.1 the magnetite phase occupies between 30 − 40% and is dominant in the bulk samples which is responsible for a dominant soft magnetic behavior in the bulk samples.

We observe from the figure, the loop in black corresponding to N2U550 has highest coercivity in comparison to the other bulk samples but has lowest saturation magnetization. With the increasing permalloy content, there is a reduction in coercivity and increase in saturation magnetization. The loops still have 2 phased behavior.

![Figure 3.24: Hysteresis loop for different volume percentage of Fe$_{25}$Ni$_{75}$ in NXU500 series.](image)

For the bulk samples sintered at 500°C, we find a different magnetic behavior. The hysteresis loop are shown in fig.3.24 for different volume fractions $X = 5, 10, 15$ and 20 percent of permalloy respectively. We find again the decrease in coercivity and increase in saturation magnetization with the increase in the permalloy content again. The loops are 2 phased loop and do know show an exchange spring behavior.

We compare the magnetization parameters of the samples sintered at two different temperatures. Fig.3.25 and fig.3.26 show the variation in the coercivity and saturation magnetization respectively. From the figures, we observe that coercivity $H_c$ reduces with the increase in the volume fraction of permalloy. With respect to the sintering temperature, $H_c$ is found to be higher for the samples sintered at 550°C than those sintered at 500°C. The green line shows the theoretically calculated saturation magnetization for each composition to compare with experimentally obtained values.
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Figure 3.25: Saturation magnetisation variation in \(NXU\)500 and \(NXU\)550 sample series, with respect to different volume fractions of permalloy, sintered at 500\(^\circ\)C (in red) and 550\(^\circ\)C (in blue). The values are compared with the theoretical saturation magnetization (in green) for each composition.

Similarly the saturation magnetization increase with the increasing volume till the volume of metallic phase is 15\%, on further increasing the volume fraction of permalloy \(M_s\) also reduces. So overall, the bulk samples sintered at 550\(^\circ\)C is found to have higher magnetic properties although it is reduced due to soft magnetic characteristics.

Figure 3.26: Coercivity variation in \(NXU\)500 and \(NXU\)550 sample series, with respect to different volume fractions of permalloy, samples sintered at 500\(^\circ\)C (in red) and 550\(^\circ\)C (in blue).
Figure 3.27: Saturation magnetization variation in \textit{NXU}550 sample series, with respect to different volume fractions of permalloy. They are compared with the theoretical values obtained when the phases are mixed without reaction and the theoretical values including the reaction of the phases present after sintering.

Fig. 3.27 shows the comparison of experimentally measured saturation magnetization (black circles) of \textit{NXU}550 series of samples with the theoretical values of saturation magnetization, without reaction between the precursor phases (red squares) and with reaction between the precursor phases (green diamonds). Saturation magnetization as a function of increasing volume fraction permalloy content in the sample. The theoretical curve (in red) shows that in the case of no reaction between the precursor phases, the saturation magnetization increases linearly with the increasing fraction of permalloy phase. The experimentally measured magnetization is much lower than the theoretical values. However, we also find that the experimental saturation magnetization also increases with the increasing permalloy fraction but is lower than the theoretical curve. We also plot the theoretical saturation magnetization by considering all the phases present after the sintering due to reaction between the precursors, curve shown by green diamonds. We find that this curve is closer to the theoretical values without the reaction between the phases. This is probably because we use the values of magnetization of powdered form of each phase which is always higher than the magnetization after heating. Also, it depends largely on the particle size [70], [71].
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Figure 3.28: Saturation magnetization variation in \( NXU_{500} \) sample series, with respect to different volume fractions of permalloy. They are compared with the theoretical values obtained when the phases are mixed without reaction and the theoretical values including the reaction of the phases present after sintering.

For the samples sintered at 500\(^\circ\)C, the comparison of saturation magnetization with the theoretical values is shown in fig.3.28. We find that the theoretical values with and without reaction are very close to each other and greater than experimentally observed values.

**Temperature variation**

Here we study the effect of measuring temperature on the magnetic properties of the sample. The bulk samples of \( NXU_{500} \) and \( NXU_{550} \) are measured at low temperatures at 140\( \text{K} \) and 200\( \text{K} \) using the temperature measurement facility in VSM. Hysteresis loops measured are presented below for 2 compositions to compare the change in the magnetic properties and the shape of hysteresis with respect to temperature.

Fig.3.29 shows the hysteresis loops for \( N_{10}H_{500} \) samples measured at different temperatures. From the figure it can be seen that the coercivity does not vary much at the measuring temperatures. Magnetization in the loops is normalized to focus on the change in the shape of the loops. The loops still have the 2 phase behavior but there is slight change in the shape as the temperature is lowered.

Fig.3.30 shows hysteresis loops traced for bulk sample with 20% permalloy fraction in the bulk measured at different temperature. This sample has soft magnetic behavior among all the other bulk samples sintered at 500\(^\circ\)C. We can observe in the figure that there is a very little change in the shape of the hysteresis loop with the temperature but the hysteresis loops still show 2 phased behavior.
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The variation can be more clearly understood by extracting the variation in coercivity from the above loops. Variation of coercivity versus volume fraction of permalloy in the bulk is plotted in the fig.3.31 measured at different temperature. From the figure we find that the coercivity become higher for the same composition with the decrease in temperature.
Bulk samples of iron-nickel sintered at 550°C are also measured with respect to the variation in temperature. The hysteresis loop is plotted for bulk samples of $N10U550$ and $N20U550$ bulk samples. Fig.3.32, shows the loops for $N10U550$ at temperatures below the room temperature. In the figure, we see change in the shape of hysteresis with decrease in temperature of measurement.

Fig.3.33 shows the hysteresis for $N20U550$ bulk sample measured at different temperatures. With higher fraction of permalloy phase, as seen from the XRD analysis, there is an intermediate phase of $BaFe_2O_4$, along with others, present in this bulk sample that occupies more than half of the volume in the bulk. This leads to reduction in the coercivity of the sample. We find from the figure that coercivity does not vary much with
temperature.

![Graph](image1.png)

**Figure 3.33:** Hysteresis measurement for N20U550 at different temperature.

We plot the variation in coercivity as a function of the volume fraction of the permalloy in the bulk at different temperature. Fig.3.34 shows the variation in coercivity for NXU550 series, $X$ being the volume fraction of the metallic phase, plotted on the x-axis of the figure.

In fig.3.34 we find a steep decrease of coercivity with increasing fraction of permalloy and a slight increase with the decrease in the temperature.

![Graph](image2.png)

**Figure 3.34:** Coercivity vs volume fraction of the metallic phase ($Fe_{25}Ni_{75}$), NXU550, is plotted in the figure. The values are measured at different temperature indicated in the label. The samples are sintered at 550°C.
The ultrasonic mixed nanopowders were sintered at various lower temperatures in order to find right temperature of sintering. A reference sample is chosen randomly for comparison, which in this case is $N10U$. It is sintered at various temperatures with a constant pressure at $100MPa$ under Argon atmosphere. The hysteresis measurements at room temperature are shown in fig.3.35.

The measured loops show 2 phased behavior. We find a slight change in coercivity and shape of the loop. We chose the sintering temperature according to the good properties needed for a permanent magnet applications i.e. magnets with better coercivity and remanence. From the data we find that the hysteresis for the bulk samples sintered at $500^\circ C$ shows promising single phase behavior. Hence $500^\circ C$ was taken as the lower limit of sintering temperature in the previous measurements.

![Hysteresis loop for $N10U$ samples at different sintering temperature.](image)

### 3.4.2 Iron

**XRD**

Bulk samples of nanopowder of (Iron) Fe mixed with BaM are discussed here. The bulk samples are prepared for different volume fraction of Fe in the samples and were sintered at $550^\circ C$. Diffraction patterns for samples containing the volume fraction, $X$, of Fe ($FXU550$ series, $X = 2, 5, 10, 15$ and $20$) are shown in the fig.3.36. From the analysis, it is found that the iron undergoes formation of magnetite, i.e. $Fe_3O_4$, in this sample it occupies 49.5% of the total volume. BaM phase is also present with 46.19% volume fraction and barium mono ferrite and $BaCO_3$ occupies 2.46% and 1.83% of the volume respectively.

From the figure, we find that the two prominent peaks of BaM disappear in the bulk samples with $X \geq 5$. Orthorhombic $BaFe_2O_4$ phase appears in a small fractions. The green circle represents the BaM phase, circles in blue show magnetite phase and the red circle indicate the barium mono ferrite phase.
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Figure 3.36: Diffraction pattern of ultrasonic mixed $FXU550$ series sintered 550°C, where $X$ is volume fraction.

Magnetite phase is always present in all the samples. For samples having higher volume fraction of the metallic phase, some peaks broaden but do not change in intensity. Shifting in the position of the peaks is also observed. In samples F15U and F20U only few peaks corresponding to magnetite phase are identified and peaks corresponding to BaM phase are absent.

Magnetic characteristics

Figure 3.37: Hysteresis loop for $FXU550$ series with different volume fraction of $Fe$, $X = 2, 5, 10, 15$. 
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Magnetic characterization of the $BaFe_{12}O_{19-}(Fe)_x$, where $x$ is the volume fraction of $Fe$ in the bulk samples is measured by VSM. The measurements are done at room temperature. Fig.3.37 plots the hysteresis loops with respect to the different volume fraction of $Fe$, all of which are sintered at $550^\circ C$.

We find the hysteresis for 2% fraction of Iron has the highest $M_s$. As the iron content increases in the bulk the hysteresis loop becomes smaller as compared to the $F2U550$ loop. The magnetic properties deteriorate with the increasing fraction of Iron, owing to the fact that we found the formation of iron oxide with stoichiometry $FeO$ and complete disappearance of BaM phase and also an intermediate phase $BaFeO_2$ in the bulk. Magnetite phase is present in all the samples.

Variation in magnetic parameters is plotted in fig.3.38. Variation in coercivity, given in black, corresponds to the left Y axis. Variation in $M_s$ is given in red squares corresponds to the values on the right y-axis (in red).

![Figure 3.38: Variation of magnetic parameters for FXU550 series with respect to the different metallic volume fraction.](image)

From the figure we find that coercivity $H_c$ and saturation magnetization $M_s$ decrease steeply till volume fraction of iron is 10% in the sample after which the parameters do not vary much.

### 3.5 Partial conclusion for ultrasonic mixed samples

1. Permalloy mixed bulk samples
   - All the bulk samples are prepared by spark plasma sintering of the mixtures obtained after ultrasonic mixing.
   - The samples with different composition (2,5,10,15,20 and 30) %, volume fraction of permalloy were sintered at two sintering temperatures: $500^\circ C$ and $550^\circ C$.
   - The samples were sintered for 10 minutes under argon atmosphere. The bulk samples of $8 \, mm \times 1 \, mm$ were prepared.
• The structural characterization was performed using XRD. From the analysis of the diffraction pattern, we found that BaM phase was present in all the bulk samples.

• From the analysis, we find that as the permalloy phase fraction was increased, the intermediate phase Fe₂O₃, i.e., maghemite fraction also increased.

• Although we found that the FeNi₃ fraction remains the same as the initial mixing volume fraction. Thus the only phase that disintegrates is the BaM phase. In the samples sintered at 550°C, BaFe₂O₄ phase is only present in sample with 15% and 20% of FeNi, in a small fraction.

• For the series of samples sintered at 500°C, the samples with volume fraction of 5%, 10%, 15% and 20% of FeNi were discussed. In this series of samples, for the samples with lower fraction of permalloy was found to have minor content of barium mono ferrite which disappears after volume fraction > 10%.

• Magnetic properties are studied by VSM. Due to the disintegration of the barium ferrite and formation of maghemite phase, the magnetization in the samples increases but the bulk becomes soft magnetic in nature.

• Similar linear behavior in magnetization and coercivity with increasing volume fraction of bulk samples was found in the samples sintered at 500°C.

• Bulk samples sintered at 550°C are found to have relatively higher values of coercivity H_C and saturation magnetization σ_s (fig. 3.25) in comparison to the bulk samples sintered at 500°C (fig. 3.26).

• We also compared the variation of magnetization as a function of permalloy fraction with the theoretical values obtained (i) by considering the magnetization of each phases in their respective fractions and (ii) by considering the content of fraction of different phases analyzed from XRD.

• From comparison we found that the maximum theoretical limit of saturation magnetization was never reached. The theoretical saturation magnetization including the formation of phases (i.e., considering the reaction), we found that, the saturation magnetization reduced with the increasing volume fraction of permalloy.

• The magnetization calculated considering the reaction was found to be closer to the experimental values for the permalloy volume fraction < 10% for the samples sintered at 550°C. It was found that the experimentally measured samples achieve the magnetization which is 84% of the maximum limit of saturation without any reaction between the precursor phases.

<table>
<thead>
<tr>
<th>Name</th>
<th>σ_s (Am²/kg)</th>
<th>σ_s-theoretical (Am²/kg)</th>
<th>σ_s-with-reaction (Am²/kg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>N2U550</td>
<td>54.89</td>
<td>65.43</td>
<td>64.20</td>
</tr>
<tr>
<td>N5U550</td>
<td>58.59</td>
<td>67.3</td>
<td>63.86</td>
</tr>
<tr>
<td>N10U550</td>
<td>62.11</td>
<td>70.32</td>
<td>69.13</td>
</tr>
<tr>
<td>N15U550</td>
<td>64.61</td>
<td>73.15</td>
<td>70.09</td>
</tr>
<tr>
<td>N20U550</td>
<td>64.1</td>
<td>75.81</td>
<td>71.37</td>
</tr>
<tr>
<td>N30U550</td>
<td>68.26</td>
<td>80.63</td>
<td>79.71</td>
</tr>
</tbody>
</table>

Table 3.8: Influence of different percentage of iron-nickel in barium hexaferrite on the magnetic properties in NUXU550 samples.
Magnetic properties are also studied as a function of the temperature (below room temperature) at 140 K and 200 K. The shape of the hysteresis is found to change to a small extent and the coercivity increases slightly at lower temperatures as shown in fig. 3.31.

2. Iron mixed bulk samples

- Bulk samples with various volume fractions (2%, 5%, 10%, 15% and 20%) of iron were prepared by SPS at 550°C.
- The XRD analysis showed that BaM phase disappeared with the increasing volume fraction of iron.
- Magnetite phase was present in all the bulk samples. Most of iron was oxidized there by introducing the dominance of soft magnetic behavior in the sample. For F2U550 sample, barium possibly reacted with the carbon during sintering and formed barium carbonate occupying almost 2% of the total volume.
- An intermediate phase $\text{BaFe}_2\text{O}_4$ was formed in the samples with higher volume fraction i.e. 5% and 10% of iron.
- Magnetic properties deteriorate with increasing fraction of iron due to formation of unwanted oxides in the bulk samples. And the samples $F10U550$ and $F15U550$ show unusually small magnetization.

3. Comparison based on method of mixing

- Since the samples were sintered at different temperatures we shall not can not exactly compare the two samples.
- From the characterization techniques we found some peculiar differences in the samples prepared using the two methods. The samples with milling since were sintered at 800°C, the barium ferrite phase of found to disintegrate completely into magnetite phase and relatively small fraction of barium mono ferrite phase.
- Sample made by ultrasonic mixing and sintered at 500°C and 550°C were found to retain comparatively large fraction BaM phase. BaM phase disintegrates into maghemite phase and very small fraction of mono ferrite phase.
- Due to large disintegration of BaM in mechanically milled samples, the samples were very soft magnetic in nature more than those obtained using ultrasonic mixing.
- The coercivities were found to be much larger in the ultrasonic mixed samples but there is no significant increase in saturation magnetization.
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Micromagnetics

In 1935, Landau and Lifshitz wrote a paper on the structure of a wall between two anti parallel domains; this and several papers by Brown around 1940, forms the foundation of micromagnetics. Micromagnetics was first demonstrated in details in a book by Brown in 1963 [72]. The theory uses classical physics in a continuous medium. The microscopic details of the atomic structure are ignored and the material is considered from a macroscopic point of view taking it to be continuous [73], [74], [75].

Earlier, micromagnetics was limited to using the energy minimization approach and classical nucleation theory to study the magnetization mechanism in the system. But it was found that this approach was only restricted to work out the domain structures and magnetization reversal and not necessarily determine exactly the state of the system after its reversal. Therefore, a lot of work has been devoted to the development of dynamical approach involving the Landau-Lifshitz (LL) equation of motion. In micromagnetics basically all atomic moments are replaced by a continuous vector $\mathbf{M}(\mathbf{r})$, which is function of the position vector $\mathbf{r}$.

The structure of micromagnetics includes interactions between magnetic moments over short and long-range spatial scale, ranging from few nanometers ($nm$) to few micrometers ($\mu m$). Hence we discuss the short range exchange and anisotropy interactions followed by comparative long range magnetostatic interactions. These interactions are described in terms of free energy of the system.
In this chapter, a general introduction of the thermodynamics potential is given for a magnetic body which explains the concept of free energy. It is followed by a brief explanation of the different contributing energy terms and a total free energy term described for a ferromagnet. We discuss Brown’s equation in the next section and Landau Lifshitz (LL) equation is introduced to explain the magnetization dynamics. Model by Stoner Wolfharth is discussed in brief at the end of the section as a special case for uniformly magnetized body. A difference between Hard and Soft magnetic material is explained from theoretical point of view.

4.1 Thermodynamic potentials for magnetic systems

Any thermodynamic description is based on the ability to define the appropriate thermodynamic state function. The state function, or a state variable is a property of the system that depends only on the current state of the system and is independent of the path of the system through which the current state is achieved. A state function describes the equilibrium state of the system and a state quantity can be of energy type (internal energy $U$, enthalpy, free energies ) or of entropy $S$, that describes the system quantitatively.

We describe the state quantities for a magnetic body. Let us assume a magnetic body of volume $V$ and it consists of number of elementary moments $m_i$. We consider a small volume $dV$ inside a volume $V$ of a magnetic body. $dV$ is large enough to contain many moments. Let $H_a$ be the external action on the system. Then according to the first law of thermodynamics,

$$dU = \mu_0 H_a \cdot dm + dQ$$ (4.1)

where $U$ is the internal energy of the system and $dQ$ is the heat absorbed by the system during the transformation from one state to another. It is known that $dQ = T dS$, where temperature $T$ and entropy $S$ are the conjugate variables for the thermal energy. The system is defined by the fixing one of the variables in the conjugate pairs, ($S, T$) and ($H_a, m$).

We define the 4 thermodynamic potentials by fixing two variables. The 4 potentials are called as : internal energy $U(m, S)$, enthalpy $E(H_a, S)$, Helmholtz free energy $F(m, T)$ and Gibbs free energy $G(H_a, T)$. The equilibrium is reached when the appropriate potential reaches minimum.

At fixed temperature, $T$, the relevant potentials are $F = U - TS$ and $G = F - \mu_0 H_a \cdot m$. Since, the Gibbs free energy depends on external field and temperature, which are the variables that can be experimentally controlled, hence the two potential $F$ and $G$ are of interest.

The appropriate equilibrium condition for each potential can be determined by the second law of thermodynamics, which states that:

$$dS \geq \frac{dQ}{T}$$ (4.2)

If the system is in certain initial state and is then left isolated, it reaches the new equilibrium state and acquires new value of magnetic moment. This new equilibrium state is characterized by entropy $S$. Then according to the second law given by eq.(4.2), the change in entropy is always positive.

To study the transformation in a system at constant temperature, the variation of Helmholtz free energy is given as
\[ dF = dU - TdS \]  
(4.3)

Under constant temperature, we get the relation \( dF \leq dU \leq \mu_0 H_a \cdot m \). If no work is done on the system then the Heaviside free energy goes to minimum. The Gibbs free energy \( G(H_a, T) \), under constant temperature is given as

\[ dG = -\mu_0 m \cdot dH_a \]  
(4.4)

The negative sign in eq.(4.4) indicates that the Gibbs free energy also decreases towards minimum. The term \(-\mu_0 m \cdot dH_a\), in fact, represents the potential energy of the body due to the elementary moments at an applied magnetic field \( H_a \). We can see that \( G(H_a, T) \) depends only on \( H_a \) and \( T \), thereby controlling the spontaneous transformation under fixed \( H_a \) and \( T \). Any transformation of this kind can only proceed in the sense of producing a decrease of \( G \). The thermodynamic equilibrium is reached when \( G \) attains a global minimum value. But \( G \) alone does not define the complete state of the system because in the magnetic system, the moment \( m \) varies during the process of relaxation, and the process leading to a certain value of \( m \) has characteristic relaxation time much shorter than time scale over which \( m \) varies significantly and the system globally approaches equilibrium. This implies that the system passes through a sequence of thermodynamic states, each state characterized by a well-defined value of \( m \). In the magnetic systems, free energy has many local minima corresponding to metastable equilibria.

The generalized energy of such (non-equilibrium) states, for a given \( H_a \) and \( T \), is a function of \( m \), and is defined by a \( G_L(m; H_a, T) \) called the Landau free energy. \( \partial G_L/\partial m = 0 \) represents the metastable state of the system.

\[ G_L(m; H_a, T) = F - \mu_0 H_a \cdot m \]  
(4.5)

Thus whatever be the system, the first step is to write a good potential function and energy terms (i.e. to determine the full set of state variable necessary to define the state of the system). We shall explore the energy terms in the following sections one by one to write the free energy functional for magnetic bodies. From now on, we consider volume \( \Delta V \) with uniform magnetization \( M \). We are interested in dependence of free energy on orientation of the magnetization. We assume, at a fixed temperature \( T \), \( |M| = M_s \), where \( M_s \) is the saturation magnetization. At the same time, the elementary volume is such that \( \Delta V \) is small enough with respect to characteristic length over which the magnetization varies significantly, so we can consider each volume having uniform properties. But also \( \Delta V \) is large enough to contain significant number of elementary magnetic moments. So, magnetization \( M(r) \) is \( \Delta V \) average.

For the generic elementary volume \( \Delta V \) placed around the position \( r \), we indicate the free energy \( \Delta G_L(M(r; H_a, T)) \). The function \( M \) is dependent on time \( t \),

\[ M = M(r, t) \]  
(4.6)

### 4.2 Energy contributions

In this section we discuss the contributions to the free energy functional for ferromagnetic bodies.
4.2.1 Exchange energy

The exchange interaction is a quantum mechanical phenomenon. It takes into account the spin-spin interactions on a scale of the order of the atomic distance and tends to order neighbor spins. The asymmetric nature of the electron states does not allow two electrons with parallel spins to stay close to each other. The fact that they never get close reduces the average energy associated with their electrostatic interaction. This energy reduction favors the parallel configuration. These problems are described by Heisenberg Hamiltonian given as

\[ H = -2JS_i \cdot S_j \] (4.7)

where \( S_i \) and \( S_j \) are operators described by localized spins. \( J \) is nearest neighbor exchange integral, describing the strength of the exchange coupling between the spins \( i \) and \( j \).

The force between the spins are sufficiently strong to keep the neighboring spins parallel. If \( S_i \) is not parallel to \( S_j \), the scalar product decreases and the energy increases. We define unit vector \( m \) in direction \(-S_i\) such that \( S_i = -S_m \), where \( S \) is the spin magnitude. The exchange energy among spins can be written in terms of the angles \( \phi_{i,j} \), between spin \( i \) and spin \( j \), i.e. between the direction \( m_i \) and \( m_j \), as

\[ F_{ex} = JS^2 \sum \phi_{i,j}^2 \] (4.8)

The angles between neighbors are expected to be always small, because the exchange forces are very strong over a short range. Using the continuous variable \( m \) for magnetization, for small we get \( |\phi_{i,j}| \approx |m_i - m_j| \). This also means that \( m \) is parallel to the local direction of the magnetization vector, \( M \), and \( M \) is continuous variable. Given that \( m \) does not vary from point to point too rapidly, we can extend such a variable by the first order expansion in a Taylor series

\[ |m_i - m_j| = |(r_i \cdot \nabla)m| \] (4.9)

where \( r_i \) is the position vector pointing from point \( i \) to \( j \). Hence putting eq.(4.9) in eq.(4.8)

\[ F_{ex} = JS^2 \sum \sum |(r_i \cdot \nabla)m|^2 \] (4.10)

where the second summation is over the position vectors from lattice point \( i \) to all the neighbors. Changing the summation over \( i \) to an integral over the ferromagnetic body, and if \( m = m_x e_x + m_y e_y + m_z e_z \), the result is that for cubic crystals and the exchange energy becomes

\[ F_{ex} = \int f_{ex} dV, \] (4.11)

\[ f_{ex} = A \left[ (\nabla m_x)^2 + (\nabla m_y)^2 + (\nabla m_z)^2 \right] \] (4.12)

where \( A \) is the exchange integral constant which is defines as \( A = \frac{JS^2}{a} \), where \( a \) is the edge of the unit cell, \( c = 1, 2, 4 \) for simple cubic, bcc and fcc respectively. For a hexagonal closed-packed crystal, summation over \( s_i \) vectors leads to same result as in eq.(4.12) with \( A = \frac{4\sqrt{2}JS^2}{a} \), with \( a \) is the distance between nearest neighbors. The constant \( A \) is then taken as one of the physical parameters of the material, whose value is obtained by fitting the results of the theory to one of the measurement. It can be obtained from the theoretical expressions, whenever the exchange integral \( J \) is known. The constant \( A \)
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takes into account the effect of short range interaction, it gives the idea of relation to the atomic scale parameter from eq.(4.7). This can be interpreted by treating $S_i$ as classical vector and limiting the sum to nearest neighbor only. The value of $A = 10^{-11}$ J/m.

4.2.2 Anisotropy energy

In ferromagnetic materials, when there is no external magnetic field, the material tends to magnetize along a certain energy-favored direction, also called easy direction. This is due to the structure of lattice and symmetries in the crystals. We can also assume that there is a force which tends to align magnetization along easy directions. In micromagnetics this force gives us phenomenological term in the free energy functional.

Considering again a volume $\Delta V$ with uniform magnetization $M$, we are interested in the dependence of free energy $F_{AN}(m)$. We assume that $|M| = M_s$ at a given fixed temperature $T$. Under these conditions the state of the system is described by magnetization unit vector $m = M/M_s$. The magnetization vector is related in the cartesian and spherical coordinates with the relation,

\[
\begin{align*}
    m_x &= \sin \theta \cos \phi \\
    m_y &= \sin \theta \sin \phi \\
    m_z &= \cos \theta
\end{align*}
\]

The free energy density is given as

\[ f_{an}(m) = \frac{F_{an}}{\Delta V} \] (4.14)

We assume that $f_{an}(m)$ is defined for a constant which is independent of $m$. By choosing different values of this constant we get the energy surfaces with different quantitative details, but containing the same information on symmetry breaking. The presence of depressions in the energy surfaces shows space directions that are energetically favored. These directions are called easy magnetization axes. They represent the direction along which the magnetization tends to align in order to minimize the free energy. It satisfies the equilibrium condition under the constraint $|m| = 1$.

\[ \frac{\partial f_{an}(m)}{\partial m} = 0 \] (4.15)

The solution of eq.(4.15) represents local minima, saddle points or local maxima of the energy surface. A local minimum identifies an easy axis. Depending on the symmetry of the surface one may encounter many situations, where only one easy axis is present or sometimes a complex situation where multiple easy axes can even be present. Most of the fundamental metallic systems are either uniaxial or cubic.

Uniaxial Anisotropy

In this case only one direction controls the anisotropy energy. Let define this direction to be $z$-axis. The anisotropy energy $f_{an}(m)$ will be rotationally-symmetric with respect to the easy axis and will depend only on the relative orientation of $m$ with respect to this axis. Therefore, we can write the expression of $f_{an}(m)$ as an even function of $m_z = \cos \theta$, or equivalently using an independent variable $m_x^2 + m_y^2 = 1 - m_z^2 = \sin^2 \theta$. The energy density $f_{an}(m)$ has the following expansion
\[ f_{an}(m) = K_0 + K_1 \sin^2 \theta + K_2 \sin^4 \theta + \ldots \ldots \]  
\[ (4.16) \]

where \( K_0, K_1, K_2 \) are the anisotropy constants with dimension of energy per unit volume \( J/m^3 \). The anisotropy axis is the easy axis for \( m \), with no preferential orientation, according to the fact that \( f_{AN} \) depends on even powers of \( m_z \). This anisotropy is known as easy-axis anisotropy.

When \( K_1 < 0 \), the energy is at the minimum for \( \theta = \pi/2 \), the \( m \) points anywhere in \( x-y \) plane. This situation is described as easy-plane anisotropy.

When \( K_1 > 0 \) and \( m \) lies along easy axis. For small deviations of magnetization from the equilibrium position, the anisotropy energy density can be approximated to second order in \( \theta \),

\[ f_{an}(m) \cong K_1 \theta^2 \cong 2K_1 - 2K_1 \cos \theta \]  
\[ (4.17) \]

\[ = 2K_1 - \mu_0 M_s 2K_1 \mu_0 M_s \cos \theta = 2K_1 - \mu_0 M \cdot H_{AN} \]

The anisotropy energy is given as:

\[ F_{an}(m) = \int_V K_1 [1(e_{an}(r) \cdot m(r))^2] dV \]  
\[ (4.18) \]

where \( e_{an} \) is an easy axis unit-vector at the location \( r \) and the constant part connected to \( K_0 \) has been neglected.

**Figure 4.1:** Uniaxial anisotropy energy density. On the Left, Easy axis anisotropy (\( K_1 > 0 \)), On the Right, Easy plane anisotropy (\( K_1 < 0 \)).

**Cubic Anisotropy**

If the anisotropy energy has cubic symmetry, it implies of presence of 3 easy axes, let them be \( x-y-z \) axes. This is mostly due to spin-lattice coupling in cubic crystals. The lowest order combination of \( m \) possible gives the following anisotropy energy density,

\[ f_{AN}(m) = K_0 + K_1 (m_x^2 m_y^2 + m_y^2 m_z^2 + m_z^2 m_x^2) + K_2 m_x^2 m_y^2 m_z^2 + \ldots \ldots \]  
\[ (4.19) \]
Another same analysis results in the anisotropy field $H_{AN} = 4|K_1|/3\mu_0M_s$.

### 4.2.3 Magnetostatic energy

Magnetostatic energy is the potential energy of the magnetic moments in the field created by them. Magnetostatic interactions is a long range interaction. Now $M$ is the magnetization of the body and we consider a magnetostatic field $H_M$ created by $M$. Then according to the Maxwell’s equations:

\begin{align}
\nabla \cdot H_M &= -\nabla \cdot M \\
\nabla \times H_M &= 0
\end{align}

The magnetostatic energy is given by [76]:

\begin{equation}
U_M = -\frac{\mu_0}{2} \int_V H_M \cdot M dV
\end{equation}

\begin{equation}
U_M = \frac{\mu_0}{2} \int_V H_M^2 dV
\end{equation}

where the integral is calculated over whole space. The factor 1/2 is needed to take into account of the fact that each moment contributes twice to the sum, ones as field source and ones as the test moment. Thus we can express this energy as the integral over the body volume which shows that the contribution associated with each elementary volume is

\begin{equation}
F_m = \int_V \frac{1}{2}\mu_0 M \cdot H_M dV
\end{equation}

### 4.2.4 External field contribution

The potential energy of the magnetic moments in the applied field $H_a$.

\begin{equation}
F_a = -\mu_0 M \cdot H_a dV
\end{equation}

This energy term is referred to as Zeeman energy.
4.3 The free energy

Now we are able to write the complete expression for the free energy of the ferromagnetic body. In fact, by collecting eq.(4.12), (4.14), (4.23) and (4.24), we have the expression of the landau free energy. So by summing up all the energy terms over all the elementary volumes and using space integral, where \( \mathbf{M} = M_s \mathbf{m} \), we have

\[
G_L(\mathbf{M}(\mathbf{r}), \mathbf{H}_a) = F_{ex} + F_{an} + F_m + F_a \quad (4.25)
\]

\[
= \int_V \left[ A \left[ (\nabla m_x)^2 + (\nabla m_y)^2 + (\nabla m_z)^2 \right] + f_{an} - \frac{1}{2} \mu_0 \mathbf{M} \cdot \mathbf{H}_m - \mu_0 \mathbf{M} \cdot \mathbf{H}_a \right] dV
\]

Now \( G_L[\mathbf{M}(\mathbf{r})] \) is term representing the fact that the Landau energy is not a function of magnetization value at some point in space but depends on overall functional dependence of \( \mathbf{M} \) on \( \mathbf{r} \). This expression means that the thermodynamic equilibrium exists in each elementary volume \( \Delta V \) even if the system is not globally at equilibrium.

4.4 Brown’s equation

The final step in the formulation of classical micromagnetics is to minimize the total energy. We can write the expression for the first-order variation of the free energy function from eq.(4.3),

\[
\delta G_L = - \int_V \left[ 2 \nabla \cdot (A \nabla \mathbf{m}) + \frac{\partial f_{an}}{\partial \mathbf{m}} + \mu_0 M_s \mathbf{H}_m + \mu_0 M_a \mathbf{H}_a \right] \cdot \delta \mathbf{m} dV + \int_{dV} \left[ 2A \frac{\partial \mathbf{m}}{\partial \mathbf{n}} \cdot \delta \mathbf{m} \right] dS = 0 \quad (4.26)
\]

where \( dS \) is a surface integral. The approach uses standard variational principles but the derivation is somewhat protracted. Essentially, setting the first variation of the total energy to zero leads to two equations. The first is a surface equation,

\[
2A \left( \mathbf{m} \times \frac{\partial \mathbf{m}}{\partial \mathbf{n}} \right) = 0 \Rightarrow \frac{\partial \mathbf{m}}{\partial \mathbf{n}} = 0 \quad (4.27)
\]

since \( \mathbf{m} \cdot \partial \mathbf{m}/\partial \mathbf{n} = 0 \) by virtue of \( \mathbf{m} \cdot \mathbf{m} = 1 \). This implies that the vectors \( \mathbf{m} \) and \( \partial \mathbf{m}/\partial \mathbf{n} \) are always orthogonal, and their vector product can only vanish if \( \partial \mathbf{m}/\partial \mathbf{n} \) is zero. The volume equation,

\[
\delta G_L = - \int_V \mathbf{m} \times \left[ 2 \nabla \cdot (A \nabla \mathbf{m}) - \frac{\partial f_{an}}{\partial \mathbf{m}} + \mu_0 M_s \mathbf{H}_m + \mu_0 M_a \mathbf{H}_a \right] \cdot \delta \mathbf{m} dV = 0 \quad (4.28)
\]

\[
\mathbf{m} \times \left[ 2 \nabla \cdot (A \nabla \mathbf{m}) - \frac{\partial f_{an}}{\partial \mathbf{m}} + \mu_0 M_s \mathbf{H}_m + \mu_0 M_a \mathbf{H}_a \right] = 0 \quad (4.29)
\]

From there we can introduce the effective field, \( \mathbf{H}_{eff} \)

\[
\mathbf{H}_{eff} = \frac{2}{\mu_0 M_s} \nabla \cdot (A \nabla \mathbf{m}) - \frac{1}{\mu_0 M_s} \frac{\partial f_{an}}{\partial \mathbf{m}} + \mathbf{H}_m + \mathbf{H}_a \quad (4.30)
\]

Thus we can write eq.(4.27), eq.(4.29) as:

\[
\mu_0 M_s \mathbf{m} \times \mathbf{H}_{eff} = 0 \quad (4.31)
\]

\[
\frac{\partial \mathbf{m}}{\partial \mathbf{n}} \big|_{dV} = 0
\]

Eq.(4.31) are called Brown’s equations which allow us to find the equilibrium of the material. The first equation shows that the torque exerted on the magnetization by the effective field is zero at equilibrium.
4.5 Landau-Lifshitz equation

Brown’s equation determines all possible magnetization equilibria regardless of their stability. However, according to the thermodynamic principle of free energy minimization, only minima of $G$ will correspond to stable equilibria and, thus, will be in principle physically observable.

Up till now, we haven’t spoken about the response of the system to a time-varying applied field. There is a torque $N$ which is exerted by the field acting on the magnetic moment and similar holds for the magnetization vector $\mathbf{m} = \mathbf{M}/M_s$. The relevant field exerting torque on the moments is the field $\mathbf{H}_{\text{eff}}$.

Let $\mathbf{M}(r,t)$ be the magnetization vector describing the state of a system. $\mathbf{M}(r,t)$ defines the local magnetization in the system. If $\mathbf{M} \times \mathbf{H}_{\text{eff}} \neq 0$, the system is not in equilibrium and thus will evolve in time according to appropriate dynamic equation. This required dynamic equation was proposed by Landau and Lifshitz. It is mostly used for describing the magnetization dynamics. A field $\mathbf{H}_{\text{eff}}$ induces precession of local magnetization $\mathbf{M}(r; t)$ in a ferromagnetic body of the form:

$$\frac{\partial \mathbf{M}}{\partial t} = -\gamma \mathbf{M} \times \mathbf{H}$$  \hspace{1cm} (4.32)

where $\gamma > 0$ determines the precession rate. In the following, for simplicity we shall identify with the gyromagnetic ratio associated with the electron spin, which yields $\gamma = 2.2 \times 10^5 \text{A}^{-1}\text{ms}^{-1}$. The magnitude of magnetization $|\mathbf{M}|$ is conserved. Indeed, $\mathbf{M} \cdot \partial \mathbf{M}/\partial t = 0$ is an immediate consequence of eq.(4.32). Thus, eq.(4.32) is consistent with the fundamental micromagnetic constraint $|\mathbf{M}(r, t)| = M_s$.

Energy relaxation mechanisms can be taken into account by introducing an additional phenomenological term chosen through heuristic considerations. In their original paper, Landau and Lifshitz described damping by a term proportional to the component of $\mathbf{H}_{\text{eff}}$ that is perpendicular to $\mathbf{M}$

$$\frac{\partial \mathbf{M}}{\partial t} = -\gamma_L \mathbf{M} \times \mathbf{H}_{\text{eff}} + \alpha \gamma_L M_s \left( \mathbf{H}_{\text{eff}} - \frac{\mathbf{M} \cdot \mathbf{H}_{\text{eff}}}{M_s^2} \mathbf{M} \right)$$  \hspace{1cm} (4.33)

Here, $\gamma_L$ is a gyromagnetic-type constant which may be different from $\gamma$ in eq.(4.32), while $\alpha$ is a damping constant. The rationale behind eq.(4.33) can be explained as follows. The effective field $\mathbf{H}_{\text{eff}}$ identifies in $\mathbf{M}$-space the direction of steepest energy decrease, so it would be the natural direction for magnetization relaxation. However, the magnetization magnitude must be preserved as well. This suggests that only the $\mathbf{H}_{\text{eff}}$ component perpendicular to $\mathbf{M}$ may contribute to $\partial \mathbf{M}/\partial t$. It is apparent that this component coincides with the vector $-\mathbf{M} \times (\mathbf{M} \times \mathbf{H}_{\text{eff}})/M_s^2$. Eq.(4.33) can also be written as:

$$\frac{\partial \mathbf{M}}{\partial t} = -\gamma_L \mathbf{M} \times \mathbf{H}_{\text{eff}} - \frac{\alpha \gamma_L}{M_s} \mathbf{M} \times (\mathbf{M} \times \mathbf{H}_{\text{eff}})$$  \hspace{1cm} (4.34)

This is the form in which the Landau Lifshitz equation is mostly used in the literature.

4.6 Landau Lifshitz Gilbert equation

Gilbert proposed another equation for the description of magnetization dynamics in ferromagnets.
\[
\frac{\partial \mathbf{M}}{\partial t} = -\gamma G \mathbf{M} \times \mathbf{H}_{\text{eff}} + \frac{\alpha}{M_s} \mathbf{M} \times \frac{\partial \mathbf{M}}{\partial t} \tag{4.35}
\]

This equation is equivalent to eq.(4.34) by the relation:

\[
\frac{\gamma G}{\gamma L} = 1 + \alpha^2 \tag{4.36}
\]

It is very useful to write the micromagnetic equation in dimensionless units. To normalize the micromagnetic free energy equation, we divide the free energy by \(\mu_0 M_s^2 V\). \(G(\mathbf{M}, \mathbf{H})\) is the micromagnetic free energy, the magnetization and fields are measured in the units of \(M_s\), the energies in the units of \(\mu_0 M_s^2 V\), where \(V\) is the volume of the system,

\[
G_L(\mathbf{M}, \mathbf{H}) = \int \left( A(\nabla \mathbf{M}/M_s)^2 + f_{\text{an}} - \frac{\mu_0}{2} \mathbf{M} \cdot \mathbf{H}_m - \mu_0 \mathbf{M} \cdot \mathbf{H}_a \right) d^3r \tag{4.37}
\]

In the normalized form, \(g_L = \frac{G_L}{\mu_0 M_s^2 V}\), we get,

\[
g_L = \frac{1}{V} \int \left( A \mu_0 M_s^2 (\nabla \mathbf{m})^2 + \frac{1}{\mu_0 M_s^2} f_{\text{an}} - \frac{1}{2} \mathbf{h}_m \cdot \mathbf{m} - \mathbf{h}_a \cdot \mathbf{m} \right) dv \tag{4.38}
\]

where \(v\) is measured in the units of \(V\). The effective field is defined as \(\mathbf{h}_{\text{eff}} = -\frac{d g_L}{d \mathbf{m}}\)

\[
\mathbf{H}_{\text{eff}} = \mathbf{H}_{\text{ex}} + \mathbf{H}_{\text{an}} + \mathbf{H}_m + \mathbf{H}_a \tag{4.39}
\]

\[
\mathbf{h}_{\text{eff}} = \frac{\mathbf{H}_{\text{eff}}}{M_s} = \frac{2}{\mu_0 M_s^2} \nabla \cdot (A \mathbf{m}) - \frac{1}{\mu_0 M_s^2} \frac{\partial f_{\text{an}}}{\mathbf{m}} + \mathbf{h}_m + \mathbf{h}_a \tag{4.40}
\]

In the eq.(4.40), we find a constant parameter with the dimension of length, we call this parameter as exchange length.

**Exchange length:**
The exchange length one of the significant parameter. It controls the width of the transition between magnetic domains [26].

\[
l_{\text{ex}} = \sqrt{\frac{2A}{\mu_0 M_s^2}} \tag{4.41}
\]

Since \(l_{\text{ex}}\) is very small of the order of few \(nm\) and over this length, the exchange interaction is predominant, therefore on this spatial scale, the magnetization is spatially uniform.

**Domain wall width:**
Another parameter we encounter in the magnetization dynamics description is the domain wall width, \(l_w\), which is the ratio of the exchange and the anisotropy of the system,

\[
l_w = \sqrt{\frac{A}{K_{\text{mc}}}} \tag{4.42}
\]

Dividing the eq.(4.35) by \(\gamma M_s^2\), we get,

\[
\frac{1}{\gamma M_s^2} \frac{\partial \mathbf{M}}{\partial t} = -\frac{1}{M_s} \mathbf{M} \times \mathbf{H}_{\text{eff}} + \frac{\alpha}{\gamma M_s^2} \mathbf{M} \times \frac{\partial \mathbf{M}}{\partial t} \tag{4.43}
\]

Measuring the time in units of \((\gamma M_s)^{-1}, \gamma = 2.2 \times 10^5 Am^{-1}\), and putting \(\mathbf{m} = \mathbf{M}/M_s\), the normalized LLG equation is:
\[ \frac{\partial \mathbf{m}}{\partial t} - \alpha \mathbf{m} \times \frac{\partial \mathbf{m}}{\partial t} = -\mathbf{m} \times \mathbf{h}_{\text{eff}} \] (4.44)

The normalized LL equation is given as,

\[ \frac{\partial \mathbf{m}}{\partial t} = -\mathbf{m} \times \mathbf{h}_{\text{eff}} - \alpha \mathbf{m} \times (\mathbf{m} \times \mathbf{h}_{\text{eff}}) \] (4.45)

### 4.6.1 LLG in spherical co-ordinate system

The unit vector \( \mathbf{m} \) is defined by two spherical angles \( \theta \) and \( \phi \) as:

\[ m_x = \sin \theta \cos \phi, \quad m_y = \sin \theta \sin \phi, \quad m_z = \cos \theta \] (4.46)

The vectors along the directions of \( \theta \) and \( \phi \) will be denoted as \( \mathbf{e}_\theta \) and \( \mathbf{e}_\phi \).

Thus the LLG equation projected along \( \theta \) and \( \phi \) is

\[ \frac{d \theta}{dt} + \alpha \frac{d \phi}{dt} = -\frac{1}{\sin(\theta)} \frac{\partial g_L}{\partial \phi} \] (4.47)

\[ -\alpha \frac{d \theta}{dt} + \sin(\theta) \frac{d \phi}{dt} = \frac{\partial g_L}{\partial \theta} \] (4.48)

In the spherical coordinates, the conservation law is given as \(|\mathbf{m}| = 1\). Thus the magnetization dynamics can be assumed to occur on the unit sphere and this makes it easier to study.

### 4.7 Stoner-Wohlfarth model

Stoner-Wohlfarth(SW) model was proposed in 1948 by Stoner and Wohlfarth. It is the simplest micromagnetic model to study the single domain particle. It assumes spheroidal geometry of the particle and uniaxial anisotropy along the rotational-symmetry axis. The magnetization is uniform within the body hence the exchange energy gives zero contribution to the free energy.

The magnetostatic field gives a simple contribution due to the ellipsoidal geometry.

\[ \mathbf{H}_m = -\mathbf{N} \cdot \mathbf{M} \] (4.49)

where \( \mathbf{N} \) is the demagnetizing factor. We can express \( \mathbf{N} \) with respect to its principal axes \( x, y, z \), which coincide with the principal axes of the ellipsoid,

\[
\begin{pmatrix}
H_x \\
H_y \\
H_z
\end{pmatrix} = -\begin{bmatrix}
N_x & 0 & 0 \\
0 & N_y & 0 \\
0 & 0 & N_z
\end{bmatrix} \begin{pmatrix}
M_x \\
M_y \\
M_z
\end{pmatrix}
\] (4.50)

where \( N_x, N_y, N_z \) are the demagnetizing factors such that \( N_x + N_y + N_z = 1 \). Then, the assumption of uniaxial anisotropy implies that the corresponding energy term is quadratic. For instance, if the easy axis is the z-axis, then \( \mathbf{e}_{an} = \mathbf{e}_z \) and the anisotropy energy becomes:

\[ F_{an}(\mathbf{m}) = K_1 (1 - m_z^2)V_0 \] (4.51)
where $V_0$ is the volume of the spheroidal particle. Finally, the hypothesis of rotational symmetry implies that $N_x = N_y = N_\perp$. Thus the free energy

$$G(m, H_a) = K_1(1 - m_2^2)V_0 + \frac{1}{2}\mu_0 M_s^2 m \cdot N \cdot mV_0 - \mu_0 M_s m \cdot H_a V_0$$ (4.52)

In the dimensionless form, we get,

$$g(m, h_a) = \frac{K_1}{\mu_0 M_s^2}(1 - m_2^2) + \frac{1}{2}N_\perp (1 - m_2^2) + \frac{1}{2}N_z m_z^2 - m \cdot h_a$$ (4.53)

$$k_{\text{eff}} = N_\perp + \frac{2K_1}{\mu_0 M_s^2} - N_z$$ (4.54)

Eq.(4.53) takes the form

$$g(m, h_a) = -\frac{1}{2}k_{\text{eff}} m_z^2 - m \cdot h_a$$ (4.55)

here, $k_{\text{eff}}$ takes into account shape and crystalline anisotropy. Introducing the spherical coordinates, let $\theta$ be the angle between $m$ and $e_z$ and $\theta_h$ be the angle between $h_a$ and $e_z$. By using this, eq.(4.55) becomes,

$$g(m, h_a) = -\frac{1}{2}k_{\text{eff}} \cos^2 \theta - h_a \cos(\theta_h - \cos \theta)$$

$$= -\frac{1}{2}k_{\text{eff}} \cos^2 \theta - h_{az} \cos \theta - h_{a\perp} \sin \theta$$ (4.56)

where, $h_{az}$ and $h_{a\perp}$ are parallel and perpendicular component of applied field. Eq.(4.7) has a solutions at $\sin \theta = 0$, i.e., $\theta = 0$ or $\pi$. In order to find the solutions one needs to minimize the energy [77], i.e. to find

$$\frac{\partial g}{\partial \theta} = 0$$ (4.57)

This gives us a minimum or a maximum energy configuration. The SW model is still extensively used.

### 4.8 Soft and hard material

We shall first define the terms Soft and Hard magnetic material from the micromagnetic point of view.

In general, we find that most of the magnetic materials have uniaxial or cubic anisotropy. Using the ansiotropy field defined in eq.(4.2.2) , $H_{an} = 2K_1/\mu_0 M_s$ we define a new dimensionless constant $k$

$$k = \frac{H_{AN}}{M_s} = \frac{2K_1}{\mu_0 M_s^2}$$ (4.58)

This ratio defined in eq.(4.58), gives a natural measure of the relative strength of anisotropy versus magnetostatic effects. If the material is soft, then the magnetostatic effects will be dominant, hence for such materials, $k << 1$. In the hard materials, anisotropy dominates, leading to $k \gtrsim 1$. 
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With the tremendous demand in electronic storage technology new strategies are being continuously tested to overcome the so called “recording trilemma”, which is the challenging incongruity between storage density, thermal stability, and easy writing ability, as explained in section 1.3. To understand the phenomena behind these processes, we need to have a grasp of the dynamics of magnetization reversal processes. Among the solutions proposed for the “recording trilemma”, we focus our attention on microwave assisted switching in perpendicular magnetic media (section 1.3).

Garcia-sanchez et al. [32] proved using micromagnetic modeling that exchange spring media (ESM) with perpendicular anisotropy is one of the most reliable ways to reduce the switching field of the memories. ESM also makes it easier to write data on the storage devices while maintaining thermal stability.

The magnetization dynamics described by the Landau Lifshitz (LL) equation and Landau Lifshitz Gilbert (LLG) equation has been introduced in section 4.5. These equations are nonlinear in nature. The spatial distribution of magnetization exhibits very complex features such as nonlinear resonance, quasi periodicity, chaos, turbulence-like dynamics and nonlinear wave propagation [78]. But these equations, under certain conditions on geometrical and physical properties of the system allow exact spatially uniform solutions.

In this chapter, we focus on the reversal process in exchange spring systems. Our main aim is to study the bilayer system, i.e two magnetic phases, hard and soft, exchange coupled at the interface. In this regard, we first study the dynamics in a single magnetic phase system subjected to a circularly polarized microwave magnetic field. We assume that the system
has uniaxially perpendicular anisotropy, and we choose the geometry such that the magnetization is spatially uniform (details are given in section 5.1). The dynamical equation for single phase media depends on time through the rotating microwave field, introduced to assist the switching process. To overcome the complex nature of the problem, we exploit the symmetry of the system using a rotating frame. The dynamics of uniform solution in a single phase system subjected to microwave field have been analytically solved by Bertotti et al. [79]. The single phase magnetic media offers certain stable solution, critical or fixed point which in the laboratory frame, rotate uniformly around the symmetry axis. These periodic rotating solutions have been termed as P-modes. There are some solutions for which the magnetization is rotating around the symmetry axis, which show limit cycles in the laboratory frame, such quasi periodic solutions are named Q-modes.

The study of single phase system gives us the basic understanding for studying the bilayer systems. We study the magnetization dynamics in the bilayer system which is composed of the two magnetic phases, a hard and a soft, details of which are given in section 5.2. The difficulty in studying the bilayer system is that, the magnetization is not only a function of time, but also a function of space (in our particular case, it depends on the spatial component z). The spatial non-uniformity in magnetization is due to the coupling at the interface between the two phases. When the bilayer system is subjected to the circularly polarized microwave field, it becomes very difficult to find the analytical solution of the LLG equation (section 5.2). The problem becomes complex because we do not have uniform solutions. Therefore, we analyze the dynamical process by numerically integrating the LLG equation using finite difference method.

The main result of this numerical approach is to show that, under general conditions, the bilayer system behaves as two distinct P-modes naming, the soft layer and the hard layer. This P-mode behavior gives us the clue to use the combination of numerical and analytical solution. We studied the magnetization reversal process in the bilayer spring system, where it is known that there are two fields controlling the process of magnetization reversal of spring systems, particularly nucleation field and propagation field. For magnetic multilayer systems, it has been shown that the leading field in the reversal process is the nucleation field, \( H_N \) for thin systems and the propagation field, \( H_P \) for thick systems (i.e. in the limit of infinite thickness of the layers) [80]. In an analytical micromagnetic approach by Zhao et al. nucleation and pinning fields have been derived for an exchange-coupled hard/soft/hard magnetic nanosystem. They compared and studied the coercivity mechanisms quantitatively using the analytical formulas with the numerical and experimental coercivity [81].

In this work, we focus on the magnetization reversal in the system with infinite thickness, in which the nucleation takes place since the very beginning of the process in the soft phase whereas the complete reversal (i.e. switching) is associated with the propagation of the reverse domain through the hard layer. The novelty in this work is threefold: we try to understand the non linear dynamics in an exchange spring media, secondly we focus on the microwave assisted reversal in the limit of infinite thickness and thirdly, since there is no analytical solution, we combine the analytical solution of the uniform system and the numerical solutions of the bilayer system to describe the dynamics of the system.

First we begin with writing down the LLG equation,

\[
\frac{\partial \mathbf{M}}{\partial t} = -\gamma \mathbf{G} \times \mathbf{H}_{\text{eff}} + \frac{\alpha}{M_s} \mathbf{M} \times \frac{\partial \mathbf{M}}{\partial t}
\]  

(5.1)

Where \( \mathbf{M}(\mathbf{r}, t) \) is the magnetization vector and \( |\mathbf{M}(\mathbf{r}, t)| = M_s \) is the saturation magneti-
zation, \( \mathbf{r} \) is the position vector and \( t \) is the time. The units of measurement are the S.I. units. \( \gamma \) is the electron gyromagnetic ratio, \( \alpha \) is the damping constant and \( \mathbf{H}_{eff} \) is the effective field. The effective field can be given as 
\[
\mathbf{H}_{eff} = -\frac{\partial G_L}{(\mu_0 M_s V \partial \mathbf{m})},
\]
where \( V \) is the volume of the system and \( G_L \) is the Landau free energy of the system.

It becomes easy to transform these equations in dimensionless form, as seen in section 4.6. Normalizing the equation allow us to define the quantities in more insightful way. Measuring the magnetization and field in the units of \( M_s \), by describing the magnetization state by a unit vector \( \mathbf{m}(\mathbf{r}, t) = \frac{\mathbf{M}(\mathbf{r}, t)}{M_s} \), and \( \mathbf{h}_{eff} = \frac{\mathbf{H}_{eff}}{M_s} \) and time is measured in the units of \( (\gamma \mu_0 M_s)^{-1} \), we get
\[
\frac{\partial \mathbf{m}}{\partial t} - \alpha \mathbf{m} \times \frac{\partial \mathbf{m}}{\partial t} = -\mathbf{m} \times \mathbf{h}_{eff}
\] (5.2)

Eq.(5.2) is the dimensionless form of LLG equation. The dimensionless landau energy is given as
\[
G_L(\mathbf{m}, \mathbf{h}_a) = \frac{G_L(M, \mathbf{H}_a)}{\mu_0 M_s^2 V}
\] (5.3)

\( \mathbf{H}_a \) denotes the applied field and \( \mathbf{h}_a = \mathbf{H}_a/M_s \). Thus the dimensionless effective field is given as \( \mathbf{h}_{eff} = -\frac{\partial G_L}{\partial \mathbf{m}}. \)

The external applied field \( \mathbf{h}_a(t) \) is a combination of a DC field \( \mathbf{h}_{az} \) directed along the z-axis and an in-plane circularly polarized field of magnitude \( h_{az} \) of angular frequency \( \omega \), applied in the plane of the system. The total external magnetic field is given by
\[
\mathbf{h}_a(t) = h_{az}(\cos \omega t \mathbf{e}_x + \sin \omega t \mathbf{e}_y) + h_{az} \mathbf{e}_z
\] (5.4)

where \( (\mathbf{e}_x, \mathbf{e}_y, \mathbf{e}_z) \) are the unit vectors along \( x, y \) and \( z \) directions respectively. The magnetization vector follows the constraint \( |\mathbf{m}| = 1 \) (\( |\mathbf{M}| = M_s \)).

It can be clearly seen that the dynamics depend explicitly on time through the external field \( \mathbf{h}_a(t) \). The complex nature of the problem due to this dependence can be avoided by exploiting the rotational symmetry of the problem. We use the rotating frame of reference which is symmetric about z axis and rotates with angular frequency \( \omega \) around \( \mathbf{e}_z \) axis as shown in fig.5.1.

![Figure 5.1: Rotating frame \((x', y')\) given in red, is symmetric about z-axis and is rotated by the angle \( \omega t \).](image)

In the rotating frame, given by \((x', y')\), \( \mathbf{h}_{eff} \) is time independent. The transformation is given by:
(\frac{dm}{dt})_{lab} = (\frac{dm}{dt})_{rotation} - \omega e_z \times m \quad (5.5)

Using the eq.(5.5), we write the LLG equation in rotating frame. Dropping out the subscript for the frame of reference, the LLG equation in rotating frame becomes:

\frac{dm}{dt} - \alpha m \times \frac{dm}{dt} = -m \times (h_{eff} - \omega e_z + \alpha \omega m \times e_z) \quad (5.6)

The unit vectors in rotating frame are given by $e'_x, e'_y$, and $e_z$. For convenience we drop the prime ($'$). All the parameters remain the same, however the applied field is given by

$$h_a = h_a \parallel e_x + h_a z e_z \quad (5.7)$$

In the following section, we discuss the single phase magnetic systems.

### 5.1 Single phase magnetic system

Fig.5.2 represents a schematic for a single magnetic phase system. We consider the single phase system having a uniaxial perpendicular anisotropy directed along $z$-axis. We assume the system to be infinite in plane (i.e. x-y plane) and the thickness of the system is measured along $z$-axis. This makes the demagnetization factors $N_x$ and $N_y$ equal to zero and since $N_x + N_y + N_z = 1$ implies that $N_z = 1$. We neglect the surface anisotropy effects.

Under these conditions, the magnetization is expected to be uniform in space. It is important to study these spatially uniform solutions because:

- From the practical point of view, the storage devices etc. are designed in the nano scale range. And at such scale, the dominant mode of operation remains spatially uniform in nature.
- Uniform mode theory provides the basis for complex situations.

The magnetization $m$ in Cartesian coordinates is described by the components $m_x, m_y$ and $m_z$ along the unit vectors $e_x, e_y$, and $e_z$ respectively. $K$ is the anisotropy constant of the system measured in $J/m^3$ and the normalized magnetocrystalline anisotropy constant is denoted by $k = (2K_1/\mu_0 M_s^2)$. This constant can be included with the shape anisotropy term, which in this case is $-m_z e_z$, thus, the total effective anisotropy term is given by $k_{eff}$,

$$k_{eff} = (k - 1) \quad (5.8)$$

Figure 5.2: Representation of the Single phase magnetic system with perpendicular anisotropy.
Under the above stated conditions, the total effective field acting on the system is given by:

\[ h_{eff} = h_a + (k_{eff} m_z) e_z \]  

(5.9)

In the spherical coordinate system, the magnetization vector is along the unit vectors \((e_m, e_\theta, e_\phi)\) and is given, eq.(5.10).

\[ m = \sin \theta \cos \phi \ e_x + \sin \theta \sin \phi \ e_y + \cos \theta \ e_z \]  

(5.10)

where, \(\theta\) is the angle between the \(z\)-component of magnetization, \(m_z\) and \(z\)-axis and \(\phi\) is the angle between the in-plane component of magnetization, \(m_\perp = \sqrt{m_x^2 + m_y^2}\) and the perpendicular component of in-plane circularly polarized field is \(h_\perp\) (see fig.5.3).

![Figure 5.3: Representation of magnetization components \(m_z, m_\perp\) in the rotating frame \((x', y')\). The applied in-plane circularly polarized field \(h_{a_\perp}\) acts along \(x'\) and makes an angle \(\phi\) with \(m_\perp\).](image)

Performing time derivative of \(m\) in the spherical coordinates we have,

\[ \frac{d\mathbf{m}}{dt} = \frac{d\theta}{dt} \mathbf{e}_\theta + \sin \theta \frac{d\phi}{dt} \mathbf{e}_\phi \]  

(5.11)

\(h_{eff}\) in the spherical coordinates is given as,

\[ h_{eff} = (k_{eff} \cos \theta + h_{a_\perp})(-\sin \theta)\mathbf{e}_\theta + h_{ap}(\cos \theta \cos \phi \ \mathbf{e}_\theta - \sin \phi \ \mathbf{e}_\phi) \]  

(5.12)

\[ h_{eff} = h_{eff, \theta} \ \mathbf{e}_\theta + h_{eff, \phi} \ \mathbf{e}_\phi \]  

(5.13)

The terms in the LLG equation are given as:
\[
\mathbf{m} \times \frac{d\mathbf{m}}{dt} = \begin{vmatrix}
\mathbf{e}_m & \mathbf{e}_\theta & \mathbf{e}_\phi \\
1 & 0 & 0 \\
0 & \frac{d\theta}{dt} & \sin \theta \frac{d\phi}{dt}
\end{vmatrix}
= -\sin \frac{d\phi}{dt} \mathbf{e}_\theta + \frac{d\theta}{dt} \mathbf{e}_\phi 
\] (5.14)

\[
\mathbf{m} \times \mathbf{h}_{\text{eff}} = \begin{vmatrix}
\mathbf{e}_m & \mathbf{e}_\theta & \mathbf{e}_\phi \\
1 & 0 & 0 \\
0 & h_{\text{eff},\theta} & h_{\text{eff},\phi}
\end{vmatrix}
= -h_{\text{eff},\phi} \mathbf{e}_\theta + h_{\text{eff},\theta} \mathbf{e}_\phi 
\] (5.15)

\[
\mathbf{m} \times \mathbf{e}_z = \begin{vmatrix}
\mathbf{e}_m & \mathbf{e}_\theta & \mathbf{e}_\phi \\
1 & 0 & 0 \\
0 & -\sin \theta & 0
\end{vmatrix}
= -\sin \theta \mathbf{e}_\phi 
\] (5.16)

\[
\mathbf{m} \times (\mathbf{m} \times \mathbf{e}_z) = \begin{vmatrix}
\mathbf{e}_m & \mathbf{e}_\theta & \mathbf{e}_\phi \\
1 & 0 & 0 \\
0 & 0 & -\sin \theta
\end{vmatrix}
= \sin \theta \mathbf{e}_\theta 
\] (5.17)

Thus, projecting eq.(5.6) along the constant \(\phi\) and constant \(\theta\) and substituting eq.(5.13) and eq.(5.10), eq.(5.14)-eq.(5.17) in eq.(5.6), we get

\[
\frac{d\theta}{dt} + \alpha \sin \theta \frac{d\phi}{dt} = -h_{a\perp} \sin \phi - \alpha \omega \sin \theta 
\] (5.18)

\[
-\alpha \frac{d\theta}{dt} + \sin \theta \frac{d\phi}{dt} = -h_{a\perp} \cos \phi \cos \theta + (h_{az} - \omega + k_{\text{eff}} \cos \theta) \sin \theta 
\] (5.19)

When the system reaches equilibrium, i.e. stationary state, the time derivative is zero. 
By setting \(\frac{d\theta}{dt} = \frac{d\phi}{dt} = 0\), we obtain the equations for the fixed (critical) points of the dynamics in the rotating frame. Thus eq.(5.18) and eq.(5.19) becomes

\[
-h_{a\perp} \sin \phi - \alpha (k \cos \theta \sin \theta - h_{a\perp} \cos \theta \cos \phi + h_{az} \sin \theta) = 0 
\] (5.20)

\[
k \cos \theta \sin \theta - h_{a\perp} \cos \theta \cos \phi + h_{az} \sin \theta - \alpha h_{a\perp} \sin \phi - \omega \sin \theta = 0 
\] (5.21)

By introducing a parameter \(\nu_0\) and by removing the direct \(\phi\) dependence, we get

\[
\nu_0 = \alpha \omega \cot \phi 
\] (5.22)

\[
h_{az} = \omega - (\nu_0 + k_{\text{eff}}) \cos \theta 
\] (5.23)
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\[ h_{a\perp} = \sqrt{(v_0^2 + \alpha^2 \omega^2)(1 - \cos^2 \theta)} \]  

(5.24)

Eq.(5.23) and eq.(5.24) are the analytical equations that determine the behavior for the uniform single phase. This equations gives the values of applied field needed to obtain a certain stable mode given by a particular set of \((\theta, \phi)\).

5.1.1 P-modes

The fixed points or the stable modes of a system are characterized by a set of \((\theta, \phi)\) given by equations eq.(5.23) and eq.(5.24). These fixed points correspond to a magnetization mode in which the magnetization precesses about the symmetry axis \((z-axis)\) in synchronization with the external field. In other words, these fixed points correspond to periodic time-harmonic solutions of the LLG equation. These rotating modes are termed as P-modes.

The analytical solution for the P-modes in the single phase uniform media can be determined as follows. By removing the dependence on \(\phi\) from eq.(5.23), i.e. by substituting the value of \(v_0\) in eq.(5.24), we get the following

\[ \frac{h_{a\perp}^2}{\sin^2 \theta} - \left( \frac{h_{az} - \omega}{\cos \theta} + k_{eff} \right)^2 = \alpha^2 \omega^2 \]  

(5.25)

The eq. (5.25) allow us to plot field conditions, i.e. for given parameters \(\alpha, \omega, k_{eff}\) and variable \(\cos \theta\), we can define one parabolic line in \((h_{az}, h_{a\perp})\) plane. This line identify the field condition that will produce a P-mode with desired value of \(\cos \theta\). Fig.5.4 represents the field lines for the system of hard magnetic phase with the parameters: \(\alpha = 0.1\), \(k_{eff} = 0.492\) and the in-plane field frequency of \(f = 6 \text{ GHz}\).

![Figure 5.4](image)

Figure 5.4: Lines for field condition that will produce P-mode with desired value of \(\cos \theta\). This field lines are calculated for a magnetic system with parameters: \(\alpha = 0.1\), \(k_{eff} = 0.492\) and the in-plane field frequency of \(f = 6 \text{ GHz}\). Different colored, broken line represent different values of \(\cos \theta\).

We can see that two or four hyperbolic line can pass through a particular point in the figure. It means that there can be two or four P-modes associated with a given field condition. Indeed eq. (5.25) can be transformed into a 4th order quartic equation:
\[(1 + \Omega^2)m_z^4 - 2b_zm_z^3 + \left(b_z^2 + b_\perp^2 - (1 + \Omega^2)\right)m_z^2 + 2b_zm_z - b_\perp^2 = 0 \quad (5.26)\]

where,
\[
\Omega = \frac{\alpha \omega}{k_{\text{eff}}}, \quad b_z = \frac{\omega h_{az}}{k_{\text{eff}}}, \quad b_\perp = \frac{h_{a\perp}}{k_{\text{eff}}}
\]

As can be seen, (5.26) is a fourth-order polynomial equation in \(m_z\), which gives at the most four real roots in the interval \(-1 \leq m_z \leq 1\). Therefore, LLG dynamics under rotating field will have at least two stable solutions. Which can be of node-type or focus-type. Therefore, two stable configurations are possible: (i) two nodes or foci; (ii) three nodes or foci plus one saddle [82].

In order to be physically realizable, a P-mode must be a stable node of the magnetization dynamics in the rotating frame. When no P-mode is stable, there will exist (at least) one attracting limit cycle of the above dynamics (Poincare Bendixson theorem) [83]. In the rotating frame of reference, a limit cycle represents a periodic magnetization motion along a closed path on the unit sphere. In the laboratory frame, the periodic motion along the limit cycle has to be combined with the rotation of the reference frame and this results in a quasi-periodic magnetization mode or Q-mode.

We solve the dynamical equation numerically for single phase magnetic systems. We have developed a code in Fortran based on finite difference method to solve the LLG equation (see Appendix). Using this code, we test the stability of the hard phase system and hence test the working of our code. We test the working of the code by comparing the results obtained from the numerical solutions to the results obtained from the analytical time-harmonic solutions [84].

For testing the numerical code, several random initial conditions of magnetization are used. We run the code, for several initial condition and observe that after some period of time, a stable solution is reached. Fig.5.5 shows the numerical solutions for a magnetic system with the following parameters:

- \(M_s = 8 \times 10^5 \text{ A/m}\),
- \(\alpha = 0.01\),
- \(H_{az} = 1.1M_s\),
- \(H_{a\perp} = 1 \times 10^{-4}M_s\)
- \(\omega = 0.103\gamma M_s = 1.82 \times 10^{10} \text{ Hz}\).
- The anisotropy constant, \(K = 6 \times 10^5 \text{ Jm}^{-3}\).

In the fig.5.5, the figure on the right shows the variation of the in-plane component of magnetization \(m_\perp\) versus number of period. The graph plots several initial states of the system at period=0 and as the number of period increases, the system reaches a stable solution. Similar variation is also plotted for \(m_z\). From the numerical solutions we find that the stable solutions are \(m_\perp = 0.0686\) and \(m_z = 0.9978\). For the single magnetic phase system, the analytical solutions already exists and we plot the analytically calculated P-mode in the same figures. We observe that the numerical solution is in good agreement with the analytical solution.

The dynamical stability of the P-mode can be studied analytically by perturbing the P-mode solution. We limit the discussion to spatially uniform perturbations. Under this condition, a given P-mode will be dynamically stable if the corresponding fixed point of
the magnetization dynamics in rotating frame is stable. \( P \)-mode stability can be studied by linearizing eq. (5.6) around the \( P \)-mode solution. Let \( m_0 \) be the \( P \)-mode magnetization and let the perturbed mode be \( m(t) = m_0 + \delta m(t) \) \((|\delta m(t)| \ll 1)\). Substituting this in the eq. (5.6) and linearizing it and by computing the trace and the determinant of the resulting stability matrix \( A_0 \) given as:

\[
A_0 = \frac{1}{1 + \alpha^2} \begin{pmatrix}
1 & -\alpha \\
\alpha & 1
\end{pmatrix} \begin{pmatrix}
-\alpha \omega \cos \theta_0 \\
\nu_0 - k_{eff} \sin^2 \theta_0 \\
\nu_0 + \alpha^2 \omega^2 \cos^2 \theta_0
\end{pmatrix}
\]

(5.27)

the \((\theta_0, \nu_0)\) represents a particular \( P \)-mode. The stability is controlled by the eigen value of the matrix \( A_0 \), expressed in terms of determinant and trace.

\[
det A_0 = \frac{1}{1 + \alpha^2} \left( \nu_0^2 - k_{eff} \sin^2 \theta_0 \nu_0 + \alpha^2 \omega^2 \cos^2 \theta_0 \right)
\]

(5.28)

\[
tr A_0 = -\frac{2\alpha}{1 + \alpha^2} \left( \nu_0 - \frac{k_{eff} \sin^2 \theta_0}{2} + \omega \cos \theta_0 \right)
\]

(5.29)

And the characteristics frequency \( \omega_0^2 \) = \( det A_0 - (tr A_0)^2 / 4 \) is:

\[
\omega_0^2 = \frac{1}{(1 + \alpha^2)^2} \left[ \left( \nu_0 - \frac{k_{eff} \sin^2 \theta_0}{2} + \alpha^2 \omega \cos \theta_0 \right)^2 - (1 + \alpha^2) \frac{k_{eff} \sin^4 \theta_0}{4} \right]
\]

(5.30)

Thus the \( P \)-mode stability can be given as:

- \( det A_0 < 0 \), saddle type fixed point
- \( det A_0 > 0 \) and \( \omega^2 < 0 \), Node-type fixed point
- \( tr A_0 < 0 \), stable node
- \( tr A_0 > 0 \), unstable node
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- \( \det A_0 > 0 \) and \( \omega^2 > 0 \), Focus-type fixed point
- \( \text{tr} A_0 < 0 \), stable focus
- \( \text{tr} A_0 > 0 \), unstable focus.

A P-mode solution exist only when \( \det A_0 > 0 \) and \( \text{tr} A_0 < 0 \). The details using phase diagrams are given in the following section.

Now we try to understand the phenomena of reversal in the single magnetic phase system by using phase diagrams. The phase diagram in our system is plotted between in-plane component of the applied field \( h_{a\perp} \) and the DC field \( h_{az} \). To study the reversal phenomena we take two examples, a hard magnetic system subjected to microwave field of frequency 6 GHz and the other subjected to a frequency of 10 GHz.

5.1.2 Phase diagrams for magnetic reversal

We studied the reversal dynamics in presence of microwave field for single phase magnetic system. Using our Fortran code we perform the numerical simulation for the hard magnetic phase.

As already mentioned, the system is infinite thick system which means that in such systems the propagation field leads the magnetization reversal and coincides with the coercive field. This field is called as switching field because at this field the complete reversal of the system takes place. For numerical simulations, the infinite thickness means that the thickness of the system should be few tens of its domain wall length \( l_w = \sqrt{\frac{A}{K}} \) of the system.

The numerical simulations are performed for the initial magnetization state \( m = (0, 0, -1) \), and the in-plane applied field \( h_{a\perp} \) is kept constant. The DC field, \( h_{az} \), is varied from \(-M_s\) to \( M_s\).

We obtain a \( m_z \) versus \( h_{az} \) magnetization loop in absence of the applied in-plane circularly polarized magnetized field, \( h_{a\perp} \), as shown in fig.5.6. The hard magnetic system is represented by \( k_{eff} > 0 \). We find that the switching field in absence of the microwave field is found to be \( h_{sw} = 0.8 \).

![Figure 5.6: Representation of \( m_z \) in absence of \( h_{a\perp} \).](image-url)
On subjecting the system to the rotating magnetic field and keeping the other parameters, the same (as used for previous calculation), the magnetization behavior is plotted in fig.5.7. The parameters used for the simulation are defined below:

- total thickness is $z = 200\,nm$
- $\alpha$ (damping constant) = 0.01
- $k_{eff} (hard) = 0.4921$
- $k_{eff} (soft) = -1$
- $h_{a\perp} = 0.1$
- $\omega = -0.2142, \, f = 6\,GHz$, the negative sign is used since the frequency is applied in the anti-clockwise direction with respect to the frame.
- $h_{az}$ varies from $-1.125$ to $1.125$

Solving the dynamic equation numerically, for uniform hard phase $K = 6 \times 10^5\,Jm^{-3}$) and soft phase, the resulting magnetization curve is represented in fig.5.7.

![Figure 5.7: Spatial average of $m_z$ vs $h_{az}$ is shown, for hard (in blue) and soft (in red) phases for the microwave field frequency of 6 GHz.](image)

We can see in the figure that the hard phase (shown in blue) and the soft phase (in red), shows an asymmetric behavior on the horizontal axis. This is due to the presence of in-plane rotating field which is responsible for breaking the symmetry of the system. The switching field for hard magnetic system is reduced to $h_{sw} = 0.05$, i.e. $42.6 \, kAm^{-1}$.

We can explain the details of the switching using a phase diagram i.e. diagram is plotted in the control plane $(h_{az}, h_{a\perp})$, assuming that the microwave frequency $\omega$ is given and fixed. The diagram is invariant with respect to changes in $k_{eff}$ when it is represented in terms of $h_{az}/k_{eff}, \, h_{a\perp}/k_{eff}$, and $\omega/k_{eff}$.

The hard phase response is analyzed when the field $h_{az}$ is slowly varied between opposite large values. The phase diagram for hard magnetic system subjected to microwave field of 6 $GHz$ is shown in fig.5.8. The condition of constant $h_{a\perp}$ and slowly varying $h_{az}$ is represented by the horizontal line in the $(h_{az}, h_{a\perp})$-plane Fig.5.8. The points A and B,
where the line crosses the bifurcation lines, are the possible switching points where the system may jump from one P-mode to another or from P-type to Q-type response or vice-versa. The P-mode in the system are characterized by different values of magnetization component \( m_z = \cos \theta \), as a function of \( h_{az} \). The field history determines which \( m_z \) state is realized under given \( h_{az} \). The first switching occurs at point \( B \), where the system becomes unstable due to saddle-node bifurcation. Switching results in the sudden \( m_z \) jump from negative to positive value as shown.

The theoretical limit of the coercivity field according to magnetic consideration by Brown and Aharoni, is given by \( H_c = 2K/M_s - NM_s \). For the hard phase, using our parameters, the coercivity is calculated to be \( H_c = 394 \ kA/m; \ h_c = 0.49 \). This coercivity value is also called Stoner-Wohlfarth field. It is the value obtained when the system is exposed to an applied field anti-parallel to magnetization \( M_s \).

Taking another case, we apply a higher microwave frequency to hard phase system. The response of magnetization is discussed as follows. The in-plane field frequency is 10 GHz and all the other parameters are kept the same as in the previous case. The initial magnetization state is assumed to be negatively saturated to \( -M_s \). The DC field \( h_{az} \) is slowly varied (at the rate of 9 \( A/ms \)).

The magnetization curve for the Hard phase is shown in fig.5.9. The switching field \( H_{sw} = 383.91 \ kA/m \) and for the negative branch is \( H_{sw} = -430.19 \ kA/m \). The disturbances when \( h_{az} \) varies from negative to positive value, can be explained with the help of phase diagram shown in fig.5.10. The points A and B indicated in fig.5.10 are the switching points. These are the points where the horizontal line (i.e. the line of constant field

![Phase diagram for hard phase at 6GHz.](image-url)
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$h_{a\perp}$) crosses various bifurcation lines. At these the system may jump from one $P$-mode to another or from $P$ to $Q$-type modes. Irreversible jumps can occur when the stability of the system is destroyed by the action of the field. The $P$-modes are characterized by different values of magnetization components as a function of $h_{az}$, can be obtained from the equation (5.24) and (5.23). The state of the system depends on the field history of $h_{az}$.

![Figure 5.9](image)

Figure 5.9: Average magnetization in $z$-direction for the single hard phase, with in plane circularly polarized field, $h_{a\perp}$ with a constant magnitude of $8 \times 10^4 A$ and frequency $f = 10 GHz$. The arrows indicate the direction of dc field, $h_{az}$ positive to negative and vice-versa.

When the field is increased from negative value, the situation in the system is quite complex. For increasing $h_{az}$, bifurcation encountered at point $E$ and $D$ involve the states different from the states occupied by the system. This means that the system is in a stationary state which does not encounter the situations or states denoted by points $E$ and $D$ while $h_{az}$ is increased. Therefore the switching does not occur until the point $C$ is reached. AT this point the stable state of the system is destroyed by the saddle-node bifurcation which is given by the condition $\det A = 0$ (eq.(5.28)).

The system jumps from $P$-type to $Q$-type response, there are magnetization oscillations occurring at frequency much lower than $\omega$ between point $C$ and $B$. At point $B$, the $Q$-mode changes $P$-mode by Hopf-bifurcation, control the creation or destruction of limit cycles. A limit cycle is a periodic solution, so it will represent a quasi-periodic magnetization mode, deriving from the combination of the rotating field and the limit cycle periods. The field is increased further from $B$ to $A$, the quasi-periodic motion survives till point $B$ where it is destroyed by the saddle-connection bifurcation.

Final switching occurs at point $A$ due to second Hopf-bifurcation where $m_z$ jumps from negative to positive values. The branch till point $D$ is fully reversible, where the switching occurs and the system becomes unstable due to Hopf-bifurcation. The point $E$ in the Fig.5.10 plays no role in this case. The lower and upper branches are not symmetric as the symmetry is broken by the rotation of the Rf field with respect to the dc field $H_{az}$. 
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The phase diagram provides an estimate for the threshold microwave field amplitude $h_{\text{threshold}}$ above which the reduction in switching field may be obtained by imposing the condition that $h_{a\perp}$ must be beyond the maximum of the Hopf-bifurcation line present in the $h_{az} < 0$ part of the phase diagram (fig. 5.10). This limit can found by considering $\cos \theta \simeq 1$ as the Hopf bifurcation is in the neighborhood of $m_z = 1 - \sin^2 \theta/2$. Using this in the condition $\text{tr} A_0 = 0$ from eq. (5.29) and by inserting the resulting expression for $\sin^2 \theta$ into eq. (5.24) one obtains the threshold equation,

$$h_{a\perp}^2 \simeq \frac{2}{k_{\text{eff}}} (\nu_0 + \omega) (\nu_0^2 + \alpha^2 \alpha^2)$$

(5.31)

$$\frac{h_{\text{threshold}}}{k_{\text{eff}}} = \frac{h_{a\perp}}{k_{\text{eff}}} \simeq \frac{1}{\sqrt{1 + \omega/k_{\text{eff}}} \left( \frac{2\omega}{3k_{\text{eff}}} \right)^{3/2}}$$
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Figure 5.11: Analytical calculations for the hard phase system. Main frame: $h_{\text{threshold}}$ (red continuous line), corresponds with the maximum of the Hopf-bifurcation line (red continuous line in the insets) shown in the two insets for frequencies 8 and 10 GHz. In the two insets the saddle-node bifurcation line is represented by the dashed blue line.

The threshold line given by eq.(5.1.2) is traced for the system of hard magnetic phase as a function of frequency. It is obtained by neglecting $\alpha^2\omega^2$ term. Fig. 5.11 represents the threshold in plane field above which further reduction in switching should be obtained by increasing the in-plane field above the Hopf-bifurcation line (given in inset by red curved lines). For our current system with $k_{\text{eff}} > 0$, we see that the Hopf bifurcation curve (given in inset by red lines), in the region $h_{a\perp} > 0$ is lower up to 8 GHz frequency and then on increasing the frequency, the Hopf bifurcation curve crosses the applied in-plane field line (dotted green line in the inset). In the main picture we can also see that for the frequency $> 8 \text{ GHz}$, the threshold field also crosses the $h_{a\perp}$ line (shown in black dotted line).

Now we examine the switching behavior in hard magnetic systems as a function of microwave field frequency. Fig.5.12 shows the z-component of magnetization versus applied DC field, $h_{az}$ as a response to microwave frequencies. From the figure, it is observed that with the increase in the microwave field frequency, the oscillations in the system increases.
As we observe in the fig.5.13, the switching field first decreases with the frequency up to 8 GHz. At frequencies greater than 8 GHz, the oscillations become more pronounced. For $f \geq 8\text{GHz}$, as we have already seen from phase diagram, the system jumps from P-type to Q-type response, with the appearance of oscillations. These oscillations persist until the Q-mode is changed to P-mode by Hopf-bifurcation. For the frequencies higher than 8 GHz, the switching field shows a sudden jump and is more closer to the value calculated from Stoner-Wohlfarth model.

Figure 5.12: Representation of spatial average of $m_z$ versus $h_{az}$ under constant $h_{a\perp}$ at different frequencies. Only the branch where $h_{az}$ is changing from negative to positive value is shown here.

Figure 5.13: Variation of switching field as a function of frequency and its comparison to Stoner-Wohlfarth model.
**Average behavior of Hard-Soft Phase** Before discussing the bilayer exchange coupled system let us examine the magnetization behavior in the case when the two magnetic phases are not coupled to each other. We consider two magnetic systems i.e. hard and soft connected together at the interface but without any exchange between them. This situation is equivalent to calculating the average of the magnetization of the two systems. The magnetization response is studied under the slowly varying DC field, \( h_{az} \) and constant in-plane circular field at \( f = 10 \, GHz \).

![Figure 5.14: Represents the average of the z component of magnetization versus \( H_{az} \) for \( f = 10 GHz \).](image)

Fig.5.14 represents \( m_z \) vs \( h_{az} \), with average of the two phases of equal thickness, under the parameters given in 5.1.2 except for frequency. We observe that the curve is not symmetric due to the presence of the microwave field and the oscillations still persists.

### 5.2 Exchange coupled bilayer system

Our main aim is to understand the magnetization dynamics of an exchange-spring bilayer system. There has been a lot of attention given to the research in exchange spring system in order to find the optimal condition for reduction of the switching field but finding an analytical solution has been a challenge. In order to understand the reversal process in the bilayer systems we study the LLG equation numerically in the limit of infinite thickness of the layers subjected to the microwave field.

We consider a system composed of two layers lying on the xy plane, one magnetically hard and the other soft. Both layers exhibit perpendicular uniaxial anisotropy directed along z-axis. The system is infinite in the \( xy \) plane and due to this geometry the magnetization is uniform along the plane. Therefore the magnetization vector is distributed along z-axis, given as \( \mathbf{M} = \mathbf{M}(z) \) which is the local magnetization vector. Our main aim is to work out this magnetization distribution for the bilayer system. A representation of the bilayer system is shown in fig. 5.15. We define the coordinate \( z_0 \) to be the interface between the soft and the hard layer. The saturation magnetization is defined as \( |\mathbf{M}(z)| = M_s(z) \).
The in-plane component of the magnetization is given by $M_\perp = \sqrt{M_x^2 + M_y^2}$. The magnetocrystalline anisotropy is $K(z) = K_1$ for $z < z_0$, and $K(z) = K_2$ for $z > z_0$. The shape and magnetocrystalline anisotropies can be merged in a single effective anisotropy constant, $K_{\text{eff}}(z) = K(z) - \mu_0 M_s^2(z)/2$. Due to this geometry of the system, surface and interface anisotropies are neglected. The two media (hard and soft phases) are exchange-coupled on a nanometric scale.

The normalized parameters are defined in a similar manner as defined for the single phase system. Magnetization unit vector $m = M/M_s$ and $k_{\text{eff}} = K_{\text{eff}}/2\mu_0 M_s^2$.

![Diagram](image)

Figure 5.15: Basic model for of hard/soft bilayer with perpendicular (z-axis) anisotropy axis.

The magnetization reversal phenomena have been studied by Asti et al. using a 1D micromagnetic model for the bilayer system under static case. They studied and found analytical expression for the propagation field given by eq.(5.32) for the perpendicular exchange spring media. They showed that the coercivity field and the propagation field coincide in the limit of infinite thickness of the layers. In the limit of infinite thick systems, the demagnetization process starts from the soft phase, which undergoes a uniform reversible rotation until the irreversible switching of the hard phase occurs, in a way similar to a sudden penetration of a pinned domain wall.

$$h_P = \frac{2k_{\text{eff}}(\text{soft})}{\mu_0 M_s^2} \left[1 - \sqrt{1 - \frac{k_{\text{eff}}(\text{hard})}{K_{\text{eff}}(\text{soft})}}\right]$$  \hspace{1cm} (5.32)

Eq.(5.32) calculates the propagation field for the bilayer system in the limit of infinite thickness of the layers but does not consider the influence of the additional in-plane applied circularly polarized field. Here onwards we shall use subscript 1 to describe the parameters of the soft phase and 2 for the hard phase.

The magnetization dynamics are given by LLG equation eq. (5.6), and the applied field is given by eq. (5.7). The energy of the system is given by $g_L$ defined as follows,
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\[ g_L(m, h_a) = \frac{G_L(M, H_a)}{\mu_0 M_s^2 V} \]
\[ = -\frac{1}{V} \int_V \left[ \frac{l^2}{2} \frac{1}{(|\nabla m|)^2} - h_a \cdot m - \frac{1}{2} k_{eff} m_z^2 \right] dV \]

where \( l_{ex} = \sqrt{\frac{2A}{\mu_0 M_s^2}} \) is the exchange length of the system. It is also useful to express the length in terms of normalized units for which we now denote the normalized position as \( r/l_{ex} \).

\[ g_L(m; h_a) = -\frac{1}{V} \int_V \left[ \frac{1}{2} |\nabla m|^2 - h_a \cdot m - \frac{1}{2} k_{eff} m_z^2 \right] dV \]  

where \( \nabla \) represents the gradient with respect to normalized position \( r/l_{ex} \). The effective field of the system \( h_{eff} = -\partial g_L/\partial m \) is given by:

\[ h_{eff} = \nabla^2 m + k_{eff} m_z e_z + h_a \]

The analytical solution of the LLG equation now become very complicated due to the exchange energy term. Using spherical coordinates, where magnetization is defined by eq. (5.10), for the system of bilayer system, the exchange term is defined by,

\[ \nabla m = \left( \frac{\partial^2 \theta}{\partial z^2} - \sin \theta \cos \theta \left( \frac{\partial ^2 \phi}{\partial z^2} \right)^2 \right) e_\theta + \left( \sin \theta \frac{\partial^2 \phi}{\partial z^2} + 2 \cos \theta \frac{\partial \theta}{\partial z} \frac{\partial \phi}{\partial z} \right) e_\phi \]

Using eq. (5.36) and substituting in \( h_{eff} \) term given by eq. (5.35) and projecting the LLG equation along \( \phi \) and \( \theta \) and putting \( d\theta/dt = d\phi/dt = 0 \), we get,

\[ \sin \theta \frac{\partial^2 \phi}{\partial z^2} + 2 \cos \theta \frac{\partial \theta}{\partial z} \frac{\partial \phi}{\partial z} = h_{a,\perp} \sin \theta + \alpha \omega \sin \theta \]
\[ \frac{\partial^2 \theta}{\partial z^2} - \sin \theta \cos \theta \left( \frac{\partial \phi}{\partial z} \right)^2 = (k_{eff} \cos \theta + h_{az}) \sin \theta - h_{a,\perp} \cos \theta \sin \phi - \omega \sin \theta \]

An analytical solution for these equation has not been found yet. Thus we study the bilayer system using the numerical solutions of LLG equation. For numerical solutions we use our Fortran code based on the finite difference method.

We solve the equation of motion for the bilayer system using the micromagnetic parameters of a widely used exchange spring system, FePt/Fe system. The following parameters are used for the simulation: exchange constant the exchange stiffness constant is taken to be \( A = 10^{-11} Jm^{-1} \). Here we focus our attention on an infinite thick system where the propagation field leads the reversal process. The infinite thickness limit is easily reached when the total width of the system is few tens of its domain wall length, \( l_w \). For our calculation we assume the total thickness to be 200 nm, each phase being 100 nm thick. Other parameters are as given below:

- \( \alpha \) (damping constant) = 0.01
- \( K(hard) = 2 MJ/m \)
- \( K(soft) = 0.048 MJ/m \)
• $M_s = 1.55 \text{ } MA/m$ (this overestimates $M_s$ for hard layer but allows a simpler analytical formulation in terms of reduced units)
• $H_{a\perp} = 0.08 \text{ } MA/m$
• $z = 200$, thickness of the system.
• $f = 6 \text{ } GHz$

![Figure 5.16: Average magnetization of the z component for non-uniform bilayer system for 6 GHz frequency of the in-plane applied field.](image)

In the fig.5.16, the average of magnetization is shown for the bilayer system subjected to microwave field of frequency 6 GHz. The average of the magnetization is taken along $z$, $<m_z>$ behaves like a P-mode. Due to non-uniform magnetization in the bilayer system, the stable solution is given by the average magnetization $<m_z>$, which is constant in time forming an angle $\theta$ with respect to $z$ axis whereas $<m_{\perp}>$ is rotating with angular frequency $\omega$ and with a phase lag $\phi$ with respect to the rotating component of the applied field $h_{a\perp}$. We call this stationary state a global P-mode.

A plot of the $m_{\perp}$ and $h_{az}$ gives very similar results. The switching occurs at $h_{az} = 0.01$ ( $H_{az} = 15kA/m$). From the figure, we see that the magnetization of the soft phase changes rapidly and more as compared to the magnetization of the hard phase. The hard phase is still closer to the initial magnetization state.

The arrows in the figure represent the direction of the variation of the applied field. Initially the system is assumed to be in the negative saturated state, with $m = (0, 0, -1)$. The arrows showing the forward branch of the loop, i.e. when $h_{az}$ is varied from $-1.03$ to $+1.03$ and similarly the reverse branch is when $h_{az}$ varies from $+1.03$ to $-1.03$, are also indicated. We notice that the switching field has reduced and the plot is asymmetric due to the presence of the microwave field. Another very interesting point worth noting is that the curve is switching at a very small positive DC field. This result opens a possibility to investigate the zero directional field microwave assisted switching.

We perform simulation to investigate the possibility of zero field switching. For the numerical simulation we start with the global state of the system just before switching and...
the DC field is not applied. However we still apply the constant microwave field. We let the system exposed to this condition and we observe that indeed the system switches in absence of the DC field. This phenomena is shown in fig.5.17. The system goes to the fully switched state represented by \( m_z \approx 0.6 \). The x-axis of the curve represents an arbitrary time period.

![Graph](image)

Figure 5.17: The system showing zero field switching. The system is initially in the condition just before the switching and the DC field is switched off but the microwave field is still applied.

![Graph](image)

Figure 5.18: Spatial profile of \( m_z \) before the switching of the system at different values of \( h_{az} \). From \( z = 1 - 100 \) represents the soft phase and \( z = 101 - 200 \) is the hard phase.

A deeper analysis of the simulation results gives us the opportunity to go beyond the
global P-mode concept. We also investigated the variation of magnetization over the space. Fig. 5.18 shows the magnetization component $m_z$ and $h_{az}$ as a function of $z$ for different values of $h_{az}$. The figure shows two uniform regions separated by a thin transition region. The thickness of the transition region remains constant (30 nm) all along the magnetization curve and its contribution to the average magnetization can be assumed to be negligible.

In the figure, for the profile after switching of the system we find that the hard phase, $100 < z \leq 200$ has switched its state from negative saturation to positive while the soft phase approaches to positive saturation value slowly. The uniform region for $z \leq 100$, as observed from the figure is not completely saturated. This is because the shape anisotropy of the system makes the soft phase magnetization to align in the plane of the system. Similar spatial profile is obtained for $m_\perp$ vs $h_{az}$ plot. Thus we can say that the global P-mode is nothing but the average of two individual P-modes, corresponding respectively to the soft and the hard layer.

On the basis of this observation, we can divide the bilayer system into 3 regions based on their magnetic behavior: the hard phase region, the transition region and the soft phase region. The bilayer system away from the transition region, i.e. in the hard phase and the soft phase regions, can be seen as two uniformly magnetized region with magnetization rotating in-plane with the period of the AC field (i.e. like two P-modes).

We also studied the spatial magnetization distributions for different frequencies and found that the same pattern is followed. For instance if we look at the width of the region where the transition between the hard and soft happens in the system, we find that the width remains almost constant, as shown in table 5.1.

<table>
<thead>
<tr>
<th>Frequency $f$ (GHz)</th>
<th>Width of transition region (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>30</td>
</tr>
<tr>
<td>8</td>
<td>30</td>
</tr>
<tr>
<td>15</td>
<td>30</td>
</tr>
</tbody>
</table>

Table 5.1: Width of the transition region at different frequencies of the in-plane applied field.

For the current bilayer system, since we observe the two P-modes in the hard and soft regions, we can analytically check if these P-modes correspond to the analytical solutions of single hard and soft phase systems. We calculated the theoretical values of the applied field for the single phase system, form the eq.(5.24) and eq.(5.23) needed to obtain the same values of the magnetization state in the bilayer system. But the P-modes of the bilayer system are found to be different from those of the single phase systems studied in the section 5.1.

Treating the bilayer system as two P-mode solutions, we can simplify the analytical approach using the numerical solutions. We find that these 2 P-modes can not be generated by the fields given by eq. (5.24) and eq. (5.23) in the case of single phase system. Hence we develop a hypothesis that the observed P-modes, in the bilayer system are generated by the field denoted by $h_i$ ($i=1,2$; for soft and hard phase respectively). This field is the sum of the applied field (calculated from the analytical expressions) and an additional interaction field, $h_{exc,j}$ ($j = 1, 2 \neq i$) which represents the exchange coupling with the other magnetic phase.

The field, $h_i$ is described as
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\[
\mathbf{h}_i = \begin{pmatrix}
    h_{a\perp} \\
    0 \\
    h_{az}
\end{pmatrix} + C \begin{pmatrix}
    \sin\theta_j \\
    \cos\theta_j \\
    \sin\phi_j \\
    \cos\phi_j
\end{pmatrix}
\]  

(5.39)

where \( C \) is a constant which needs to be determined. We used the standard ansatz for the exchange field \( h_{\text{exc},j} = C\mathbf{m}_j \). The exchange energy corresponding to this field is given by \(-\mu_0 C\mathbf{m}_1 \cdot \mathbf{m}_2\).

This field is subtracted from the field actually applied for the bilayer system, \( \mathbf{h}_a \). This difference in the field is calculated as follows,

\[
\begin{pmatrix}
    h_{a\perp}^{(\text{bilayer})} \\
    0 \\
    h_{az}^{(\text{bilayer})}
\end{pmatrix} = \begin{pmatrix}
    h_{a\perp} + Cm_xj \\
    Cm_yj \\
    h_{az} + Cm_zj
\end{pmatrix}
\]  

(5.40)

\[
\begin{pmatrix}
    h_{a\perp}^{(\text{bilayer})} - h_{a\perp} \\
    0 \\
    h_{az}^{(\text{bilayer})} - h_{az}
\end{pmatrix} = C \begin{pmatrix}
    m_xj \\
    m_yj \\
    m_zj
\end{pmatrix}
\]  

(5.41)

The equation has 4 unknowns, specifically 3 components of \( \mathbf{h}_i \) and \( C \). They are determined by using eq.(5.23) and eq.(5.24) and by using the constraint \(|\mathbf{m}| = 1\), we can write eq.(5.41) as:

\[
\sqrt{(h_{a\perp}^{(\text{bilayer})} - h_{a\perp})^2 + (h_{az}^{(\text{bilayer})} - h_{az})^2} = C|\mathbf{m}| = C
\]  

(5.42)

Using the numerical data, we found the value of \( C \) to be 0.1. The calculated magnitude of the difference of applied fields, i.e. \( \Delta H = \sqrt{(h_{a\perp}^{(\text{bilayer})} - h_{a\perp})^2 + (h_{az}^{(\text{bilayer})} - h_{az})^2} \) with respect to the applied DC field is demonstrated in fig. 5.19. We can see that the behavior of \( \Delta H \) is linear and symmetric with respect to the applied DC field, \( h_{az} \).

![Figure 5.19: The delta H variation with respect to the applied DC field.](image)

Using the numerical data, we have also calculated the exchange energy of the bilayer system fig.5.20. The exchange energy term is calculated by integrating \((\nabla \mathbf{m})^2\) along the sample thickness. This integration includes the transition region which will give the main contribution to the total exchange energy of the system. Numerical values of \((m_x, m_y, m_z)\)
are used to calculate, $\nabla m_x$, $\nabla m_y$ and $\nabla m_z$. The figure plots the exchange energy versus the angle between the magnetization of the two system at the extremities of the bilayer system, i.e. soft and hard phase respectively. Finally the exchange energy integral over $dz$, (not the volume integral as we not consider x, and y variation in the model.) is calculated using trapezoidal rule as follows:

The exchange energy of the system:

$$\int \frac{1}{2}(\nabla m)^2 dz = \int \frac{1}{2}((\nabla m_x)^2 + (\nabla m_y)^2 + (\nabla m_z)^2) dz$$

where,

$$\nabla m_i = \frac{dm_i}{dz} = \frac{m_i(z+\Delta z) - m_i(z)}{\Delta z} \quad (5.43)$$

The integration is carried out using trapezoidal rule as follows:

For N equally spaced points, or for points from (1, 2, ..., N + 1) with the spacing $h = (b - a)/N$, then

$$\int_a^b f(x)dx \approx \frac{h}{2} \sum_{k=1}^{N} (f(x_{k+1}) + f(x_k))) = \frac{b - a}{2N} (f(x_1 + 2(f(x_2 + ... + f(x_N))) + f(x_{N+1})) \quad (5.44)$$

Thus for our case, $a = 1$, $b = 200$, and $N = 199$, thus, $h = 1$,

$$\int_1^{200} (\nabla m)^2 dz = \frac{1}{2} ((\nabla m)^2(1) + 2 ((\nabla m)^2(2) + ... + (\nabla m)^2(199)) + (\nabla m)^2(200)) \quad (5.45)$$

Figure 5.20: The exchange energy vs the cosine of the angle between the magnetization of the extremities of two layers, i.e. the hard and soft phase magnetization.
From the slope of the curve one can obtain an estimate of the coupling constant, $C$. By linearly fitting the data, the coupling constant is found to be $C = 0.1$. It is found to be the same value as our earlier estimated value. The points in the figure that do not fit the linear behavior are the points correspond to those values of $h_{az}$ around the field where switching occurs.

5.2.1 Macrospin theory

Our conclusion from the numerical results for the bilayer system also offers us to have another point of view towards such kind of systems. This approach is equivalent to describe the system as two exchange coupled macrospins with different uniaxial anisotropy. The two spins can be assumed to have two different anisotropy constant, one representing the hard phase and the other, the soft phase. The interaction of the two spins is assumed to be due to the coupling energy of the type: $J(1 - \mathbf{m}_1 \cdot \mathbf{m}_2)$. $J$ is the exchange constant and $m_1$ and $m_2$ are two spins.

The macrospin model is numerically solved under the same parametric conditions used for the bilayer system with the exchange constant derived from the solutions of bilayer system. We consider two spins having same saturation magnetization but different anisotropy constants, $k_1$ and $k_2$, where the constants are defined similar to the bilayer systems. We assume that both the spins are subjected to a DC field, $h_{az}$ which is varied slowly from $-M_s \leq h_{az} \leq +M_s$. A constant in-plane microwave field $H_{a\perp}$ is applied at a frequency of 6 GHz. The following parameters are used:

![Figure 5.21: Average magnetization vs DC field. The loop in black is the magnetization behavior for bilayer system obtained from the numerical simulations and the loop in blue is the magnetization behavior from the magnetization model.](image)

The saturation magnetization, $M_s = 1.55\ MA/m$, the microwave field $|H_{a\perp}| = 0.08\ MA/m$. Damping constant $\alpha = 0.1$ and the anisotropy constant $K_1 = 2\ MJ/m$ and
$K_2 = 0.048 \, MJ/m$. Using these exact system parameters and the exchange constant calculated from the numerical calculations for the bilayer system to show the similar coupling observed in the bilayers we solve the macrospin system numerically.

The exchange energy constant was found to be 0.1, using which we numerically solved the macrospin system. From the results it is found that the magnetization loop obtained for the macrospin model and the bilayer system agree with each other as shown in fig.5.21.

Hence we can conclude that the bilayer system in the limit case of infinite thickness can be considered equivalent to 2 coupled macrospins.

5.2.2 Variation of the microwave field frequency

Until now we only discussed the bilayer system subjected to the in-plain field frequency of 6 GHz, which we used as an example to propose the idea and explain the magnetization dynamic in such systems. Here, we also see the average magnetization behavior of bilayer system as a function of frequency of the rotation of in-plane magnetic field. We first start the magnetization loop subjected to a frequency greater than 6 GHz, where the oscillations are more pronounced.

Here for the sake of clarity in the figures we present only the forward branch of the magnetization loop, i.e. the variation of DC field from negative maximum to positive maximum. In the fig.5.22, the forward branch curve is plotted for the frequencies ranging from 1 GHz to 25 GHz. It can be seen that the switching field is shifting towards more negative values with the increasing frequency, but the reduction is accompanied by the increasing (period) oscillations. There are also more pronounced oscillations when the field reaches the positive maximum value (i.e. saturation). The oscillations can be possibly explained due to the system passing from P-type to Q-type responses as explained in the single phase systems using phase portraits due to different bifurcations in the system. Taking a closer look at the spatial profiles for these systems, we found that the oscillations are more prominent in the hard phase of the bilayer system.
The oscillation near the saturation persists during the reverse branch of the curve as well. The reverse branch refers to the simulations performed when the DC field $h_{az}$ is varied from positive maximum to negative maximum value. During the reverse branch the system is initially positively saturated and becomes unstable while decreasing the DC field. Similar to the case of the single phase systems, the oscillations during the switching are not present at lower frequencies but start to appear after a certain critical value of the frequency is reached.

We extracted the value of the switching field for different frequencies obtained from the numerical simulation. The variation in the switching field with frequency is plotted in the fig.5.23. We compared the reduction of the switching field in bilayer system with the single phase hard magnetic system. The curve in black represents the bilayer system and curve in red shows switching field for the bilayer system in the absence of the microwave field. It is observed that for the bilayer system, the switching field reduces upto $f = 27 \text{ GHz}$ (not shown in the figure) and then suddenly increases as applied microwave field frequency is increased.
The switching field for the bilayer system is found to be much lower than the single phase system which is a good result as it proves that the ESM media can be a solution for the challenges in the magnetic recording technology. As we have seen in the case of the single hard magnetic phase in section 5.1.2, the switching is explained using the analytical expressions but for the bilayer spring system the situation is rather different. From our numerical simulation for bilayer we find that the bilayer system presents stationary P-mode states under saturating DC fields. From this result we assume that exploring the phase diagram of the bilayer system for different frequencies should give results similar to the ones discussed for the single layer. This assumption is verified for the switching field reduction. The reduction in the bilayer case resembles to the saddle-node bifurcation as in the single phase system. On the contrary to the single phase system, we are able to achieve further reductions of the switching field till frequencies of the order of 10 GHz. The presence of the soft-layer coupled with the hard one seem to drastically improve the frequency at which the threshold field is attained.
5.3 Summary

In this chapter we studied magnetization reversal in perpendicular single magnetic phase system subjected to microwave magnetic field. This formed a basis for studying the perpendicular bilayer exchange coupled system under similar conditions. Our main motivation to study the systems was to overcome the problem of “recording trilemma” and understand the dynamics of the bilayer system. We used the analytical solution of LLG equation, under the given conditions for single phase media by Bertotti et al. We showed that for bilayer system, LLG equation becomes very complex in nature and we do not have uniform solution. The analytical solutions are very difficult to be worked out. Therefore we used numerical method to solve the LLG equation.

5.4 Conclusion

We studied the result for the perfectly coupled hard and soft magnetic material. Under the assumption of infinite thickness of the system (i.e. thickness $\gg$ domain wall width), coercivity coincides with the propagation field, or better referred to as Switching field ($H_{sw}$). By observing the numerical results of the bilayer system, it was found that the average magnetization taken along the z-axis behaves like a P-mode. Since the magnetization was non-uniform, therefore the stable solution of the system is given by average magnetization.
< \textit{m}_{z} > \), we called this stationary state \textit{global P-mode}. The average magnetization was studied as a function of microwave frequency and it was found that the switching field reduces with increasing frequency. Another feature that was interesting was that the existence of the oscillation beyond the 10 \textit{GHz}. These oscillations are found to be similar to a quasi-periodic mode or a \textit{Q-mode}.

The spatial profile of the bilayer system showed very interesting property. The plot between \textit{m}_{z} as a function of \textit{z} at different applied dc field, shows two uniform separated regions by a thin transition region. Similar plot was obtained between \textit{m}_{\perp} and \textit{z}, which shows similar behavior. It was found that the width of the transition region stays constant at different microwave frequencies. Therefore we can conclude that the global P-mode is an average of the two individual P-modes corresponding to the soft magnetic phase and a hard magnetic phase respectively.

Using the analytical solution of the single phase systems, we found that the applied field \textit{h}_{a} could not produce the observed P-modes when this field is applied to the uncoupled systems. Thus using our \textit{ansatz} that the observed P-modes in the bilayer can be generated by the field \textit{h}_{i} which is the sum of the applied field \textit{h}_{a} and the interaction field \textit{h}_{exc,j}, showing the exchange coupling with the other layer. The exchange field was assumed to be proportional to the magnetization from the other layer. This posed a problem of determining the three components of \textit{h}_{i} and exchange constant \textit{C}. These 4 unknowns were fully determined using the analytical solution of the single phase media and the constraint \textit{|h}_{exc,j} = \textit{C}. Using our numerical results we estimated \textit{C}=0.1. Also by determining the exchange energy versus the angle between the magnetization of the two layers of the bilayer system, the slope of the curve gives the value of \textit{C} which was in agreement with our estimate. Thus using the \textit{ansatz}, we could fully describe the P-modes of the bilayer system.

It was also found that this approach for the bilayer system was equivalent to treating the bilayer system as two exchange coupled macrospins with different uniaxial anisotropies. The numerical solutions of the macrospin were in agreement with the bilayer system.
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6.1 Conclusion

This work has been divided into two parts. In the first part, we studied the experimental work related to the synthesis of “Exchange-Spring” magnet (ESM) and in the second part, we discuss the dynamics of bilayer “Exchange-spring” system.

- Experimental part:

The synthesis of ESM was experimentally studied by (i) Mechanical milling and (ii) Ultrasonic mixing. It is very important to have small crystallite size of the precursors in order to obtain desired properties of ESM. We synthesized the nano sized barium hexaferrite by sol-gel method with the crystallite size of $\sim 140 \text{ nm}$. The bulk nanocomposites were synthesized from spark plasma sintering (SPS) of the mixtures. The magnets obtained from mechanical mixing showed that the hexaferrite phase disintegrated into magnetite and barium monoferrite phase. This is because of the possible reaction which was initiated during the milling but completes after sintering at $800^\circ\text{C}$. Therefore the intermediate phases are not seen in the XRD pattern after mixing but only after sintering. The disintegration is due to access of iron content and it is calculated that minimum 5% is the iron is required to disintegrate barium hexaferrite. This kind of disintegration has also been reported in the literature by several authors. Thus these composites do not retain the hard magnetic behavior but become soft magnetic due to presence of large amount of magnetite phase.

Since in the previous samples the higher temperature of the synthesis was responsible for disintegration of the hexaferrite phase therefore ultrasonic mixed powders were sintered at lower temperature. The reduction in the hexaferrite phase was found lesser than the previous samples. The hexaferrite disintegrates into maghemite phase. The magnetization of the various samples were compared with the theoretical average of the two precursor phases. If the appropriate volume fraction of the intermediate phases is also considered then the magnetization is found to be lower
than the average theoretical magnetization. In the we found that due to the disintegration of the hexaferrite phase the desired ESM was not obtained. However there is a possibility if the reaction is controlled and if the crystallite size of hexaferrite phase could be reduced even more, the ESM may be obtained.

- Theoretical part:

It has been shown that ESM is a possible candidate to overcome the “recording trilemma” in order to achieve better recording and storage media. This is the motivation to study the magnetization dynamics in ESM subjecting it to the DC magnetic field and an additional microwave field. Magnetization reversal is studied using microwave assisted magnetic recording (MAMR) as a solution to help the magnetic switching in the ESM which we incorporated in the theoretical analysis. The magnetization dynamics of the bilayer exchange coupled systems are studied theoretically using concepts of micromagnetics. We tried to find the analytical solution of the Landau Lifshitz Gilbert (LLG) equation but we found that due to non-uniform magnetization distribution it was difficult to find the stable solution. The following observations are found from the numerical results of the bilayer exchange coupled system:

- The average magnetization of the bilayer system showed a P-mode like behavior, which we call global P-mode.
- The switching field $H_{sw}$ was found to significantly reduce as a function of increasing frequency of the microwave field.
- From the spatial profile of the magnetization, it is observed that there are two uniform regions separated by the thin transition region.
- The width of the transition region remains constant ($\sim 30$) nm. The contribution from the transition region are negligible.
- It was found that the uncoupled P-modes are different from the P-modes of the bilayer system. We developed an ansatz that the field generating the P-modes is a combination of an applied field and an additional exchange field which is proportional to the magnetization from the other layer.
- In order to find out the unknown of this ansatz, specifically the 3 field vectors and the constant of proportionality, or the exchange constant, we used a combination of analytical and numerical data and the constraint $|\mathbf{m}| = 1$. Thus we find 3 unknowns of the vector equation and the constant of proportionality was calculate to be $0.1$. This was further confirmed by calculating the exchange energy of the system from the numerical data, the slope of the exchange energy gives us the constant value.
- This concept was also compared to the system of two macrospins subjected to similar conditions and under the influence of the exchange field proportional to the magnetization of the other spin. The solution of the macrospin system were found to be in very good agreement with the magnetization loops of the bilayer system.
- From this we concluded that we are able to successfully study the dynamics of the bilayer exchange system using semi analytical approach. The system is also found to be equivalent to the two coupled macrospin system.
6.2 Future Prospects

The field of magnetism offer very interesting opportunities. Since the fundamental concepts and origin of magnetism is still a very blooming subject, this works offers many future prospects for further investigation and realization.

The work done in this thesis in the experimental part in the realization of exchange spring magnets was performed under certain limited conditions, which provides more scope for the realization of ESM. Further reduction in the particle size of Barium Hexaferrite: by mechanical milling in vacuum, pre-ultrasonic mixing could help in the better architecture of ferrite based composites. Control of the reduction reaction or the use of \( \text{Fe} \) less metallic alloys could also help achieve the desired ESM.

On the theoretical aspect, the model used in this thesis is an infinite thick system, which can be modified to study thin systems as used in the many recording and storage devices. During the magnetization reversal phenomena the work was focused on the reversal lead by propagation field system and it remains to study the nucleation phenomenon in the bilayer system. Also our simulations showed us the possibility of zero field switching which offers an interesting and efficient solution for the recording media. Further investigation in this respect needs to be studied both theoretically and experimentally.
Appendix A

Program Structure

The finite difference program has been implemented in FORTRAN. The main part of the program are described in the following flowchart.

For time integration of the LLG equation we use mid-point rule.
Finite difference method

LLG or LL equation are very non-linear in nature, hence we can not always derive the analytical solutions. Therefore we solve the equation using numerical method. For this we have to convert it into a form which can be translated into the algorithm. We use the finite difference method to solve the differential equation, Landau Lifshitz equation describing the magnetization dynamics. First we need to do the time stepping to compute the step by step stationary solutions. We device a code in Fortran based on finite difference method to numerically solve this equation.

Finite-difference methods (FDM) are numerical methods for approximating the solutions to differential equations using finite difference equations to approximate derivatives. The time interval is assumed to be $0 = t^0 < t^1 < t^2 < ... < t^n = T$. We consider a short time interval $(t^i, t^{i+1})$, where $t^{i+1} = t^i + \Delta t$. For simplification we assume $\Delta t$ to be constant.

For the differential equation of the type

$$\frac{dy}{dt} = f(y(t), t) \quad (6.1)$$

$$\frac{dy}{dt} \bigg|_{i+1} = y_i + h f(t_i, y_i), \quad (6.2)$$

The latter equation can be written at the time instant $i + \Delta t/2$ (we assume $\Delta t$ to be constant):

$$\frac{dy}{dt} \bigg|_{i + \Delta t/2} = f(y(i + \Delta t/2), i + \Delta t/2) \quad (6.3)$$

Figure 6.2: Time discretization and spatial point mesh.

The time stepping uses two steps for calculation as seen in the fig.6.2.

$$y(i + \Delta t/2) = \frac{y(i + \Delta t) + y(t)}{2} + Err \quad (6.4)$$

The difference scheme associated with our dynamics is shown step by step as follows. We first write down the LLG equation,
\[
\frac{\text{d} \mathbf{m}}{\text{d}t} = -\mathbf{m} \times \mathcal{H} (\mathbf{m}, t) \tag{6.5}
\]

where \( \mathcal{H} \) is given by \( \mathcal{H} = (\mathbf{h}_{\text{eff}} + \alpha \mathbf{m} \times \mathbf{h}_{\text{eff}}) \). We consider time instants \( i = 1, 2, 3, \ldots \) for the \( t_i \)th time component. We use the following mid-point rule formulae:

\[
\left( \frac{\text{d} \mathbf{m}}{\text{d}t} \right)^{i+1/2} = \frac{\mathbf{m}^{i+1} - \mathbf{m}^i}{\Delta t} + \text{err} \tag{6.6}
\]

\[
\mathbf{m}^{i+1/2} = \frac{\mathbf{m}^{i+1} + \mathbf{m}^i}{\Delta t} + \text{err} \tag{6.7}
\]

where \( \Delta t \) is constant.

\[
\mathbf{h}_{\text{eff}}^{i+1/2} = \frac{3}{2} \mathbf{h}_{\text{eff}}^i - \frac{1}{2} \mathbf{h}_{\text{eff}}^{i-1} \tag{6.8}
\]

Using these formulae, we can implement the finite difference method. From this scheme, the complete LLG equation for the \( j \)-th cell can be written as,

\[
\frac{\mathbf{m}^{t+1}_j - \mathbf{m}^t_j}{\Delta t} = -\left( \frac{\mathbf{m}^{t+1}_j + \mathbf{m}^t_j}{\Delta t} \right) \times \left[ \mathbf{h}_{\text{eff},j} \left( \frac{\mathbf{m}^{t+1}_j + \mathbf{m}^t_j}{\Delta t}, t + \frac{\Delta t}{2} \right) - \alpha \frac{\mathbf{m}^{t+1}_j - \mathbf{m}^t_j}{\Delta t} \right] \tag{6.9}
\]

where \( j \) denotes the space point, for simplicity all the space points are equidistant from each other.

The problem of calculating the spatial dependence of magnetization is taken into account as follows, the first partial derivative

\[
(\nabla \mathbf{m})^2 = \left( \frac{\partial m_x}{\partial z} \right)^2 + \left( \frac{\partial m_y}{\partial z} \right)^2 + \left( \frac{\partial m_z}{\partial z} \right)^2 \tag{6.10}
\]

For calculating the effective field, the exchange term is formulated as \( \nabla^2 \mathbf{m} \) which is approximated by the finite difference method

\[
\left( \frac{\partial^2 m_x}{\Delta z^2} \right) + \left( \frac{\partial^2 m_y}{\Delta z^2} \right) + \left( \frac{\partial^2 m_z}{\Delta z^2} \right) \tag{6.11}
\]

where \( \Delta z \) denotes the spacing of the system. Let us now consider the vector \( \mathbf{m}_j \) at point \( j \) and \( \mathbf{m}_{j+1} \) is the neighboring point in the \( z \) direction. Then we can rewrite the term as

\[
\frac{\partial^2 \mathbf{m}}{\partial z^2} = \frac{\mathbf{m}^{t+1}_j - 2\mathbf{m}^t_j + \mathbf{m}^{t-1}_j}{(\Delta z)^2} \tag{6.12}
\]
One of the ways to represent a dynamical system is by using phase space. A phase space is space whose coordinates are the variables of the system. The equations evolve with respect to time in terms of simple functions which forms the trajectory or orbit of the system to determine its position. The trajectories (shown by arrows) can be represented geometrically in a phase plane which is known as the phase portrait. The steady state of the system (shown by dots) can be stable and unstable which can be represented by node, saddle or focus.

For the dynamical system represented by coupled equations:

\[
\begin{align*}
\frac{dX}{dt} &= f(X, Y) \\
\frac{dY}{dt} &= g(X, Y)
\end{align*}
\]

Some phase plots are as shown in figure below.

When the system has several steady states, depending on the initial condition the system will evolve towards one of the steady state. The system can also exhibit certain oscillations, which in phase space are represented by closed curve called a limit cycle.
This stability analysis allows us to determine the regions in the phase space where the steady state is stable or unstable. These domains can be represented graphically in bifurcation diagrams. The bifurcation diagrams show a steady state and the behavior of the system changes as a control parameter varies.

There are different types of bifurcations, but we shall concentrate on some important cases:

- Saddle-node (fold) bifurcation
- Hopf bifurcation
- Homoclinic bifurcation in which a limit cycle collides with a saddle point.
- Heteroclinic bifurcation in which a limit cycle collides with two or more saddle points.

**Saddle-node bifurcation**

A saddle-node bifurcation is a collision and disappearance of two equilibria in dynamical systems. In systems generated by autonomous ordinary differential equations (ODEs), this occurs when the critical equilibrium has one zero eigenvalue. This phenomenon is also called fold or limit point bifurcation. Fig. 6.3 represents a saddle-node bifurcation for a set of ODEs given by

\[
\begin{align*}
\frac{dy}{dt} &= \beta + y^2 \\
\frac{dz}{dt} &= z
\end{align*}
\]

When the system passes from one state to another, at a certain value of parameter \( \beta \), two equilibria collide, form a critical saddle-node equilibrium (case \( \beta = 0 \) in Fig. 6.3), and disappear [87].
Hopf-bifurcation

Andronov-Hopf bifurcation is the birth of a limit cycle from an equilibrium in dynamical systems generated by ODEs (section 6.2), when the equilibrium changes stability via a pair of purely imaginary eigenvalues. The bifurcation can be supercritical or subcritical, resulting in stable or unstable (within an invariant two-dimensional manifold) limit cycle, respectively. When the system changes is stability, a unique limit cycle bifurcates from it \[\text{[87]}.\] For general systems of the form,

\[
\begin{align*}
\dot{y}_1 &= y_2 + \beta y_1 + \sigma(y_1 y_2), \\
\dot{y}_2 &= y_1 + \beta y_2 + \sigma(y_1 y_2)
\end{align*}
\] (6.16a, 6.16b)

The system has equilibrium at the origin for \(\sigma = -1, \beta \leq 0\) and is unstable for \(\beta > 0\). Moreover, there is a unique and stable circular limit cycle that exists for \(\beta > 0\), this is a supercritical Andronov-Hopf bifurcation, fig.6.4. If \(\sigma = +1\), the system is stable for \(\beta < 0\) and unstable for \(\beta \geq 0\) (weakly at \(\beta = 0\)), while a unique and unstable limit cycle exists for \(\beta < 0\). This is a subcritical Andronov-Hopf bifurcation fig.6.5.
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\begin{align*}
\dot{y}_1 &= y_2 + \beta y_1 + \sigma(y_1 y_2), \\
\dot{y}_2 &= y_1 + \beta y_2 + \sigma(y_1 y_2)
\end{align*}
\] (6.16a, 6.16b)

The system has equilibrium at the origin for \(\sigma = -1, \beta \leq 0\) and is unstable for \(\beta > 0\). Moreover, there is a unique and stable circular limit cycle that exists for \(\beta > 0\), this is a supercritical Andronov-Hopf bifurcation, fig.6.4. If \(\sigma = +1\), the system is stable for \(\beta < 0\) and unstable for \(\beta \geq 0\) (weakly at \(\beta = 0\)), while a unique and unstable limit cycle exists for \(\beta < 0\). This is a subcritical Andronov-Hopf bifurcation fig.6.5.
Bifurcation diagrams

Using all the stable and unstable points and its dependence on the parameters which in our case are the externally controlled parameters like the in-plane field and the DC field, we plot the phase diagram. The steady states are called P-modes and the stability properties of these states for large and low values of the magnetic fields are studied. The system parameters are $h_{az}$ and $h_{a\perp}$ for which the phase diagram is traced. For large values of $h_{az}$, only 2 P-modes can be present as $\det A > 0$ and when applied field is greater than $h_{eff}$, it dominates the effective field and at this time no limit cycle is present. So phase portrait is always stable/unstable type.

![Figure 6.5: Graphical representation of the sub-critical hopf-bifurcation.](image)

Fig.6.6 represents $(h_{az}, h_{a\perp})$ control-plane indicating the lines corresponding to $\det A = 0$ and $\text{trace} A = 0$ when $\det A > 0$. Looking at the phase diagram of the system, for the case at constant $h_{az}$, when the $h_{a\perp}$ is also zero, the situation is static and there exists two fixed points which are both unstable. There is one more solution, $\cos \theta = -h_{eff}/k_{eff}$, this solution represents a limit cycle. Limit cycle is the set of continuous stable equilibrium states characterized by same value of $\theta$. All these states are minimum energy states with respect to $\theta$. When $h_{a\perp}$ is increased, the value of $\cos \theta$ associated with 2 unstable fixed points is reduced: the limit cycle, initially centered about the symmetry axis, become increasingly distorted. When $h_{a\perp}$ becomes large enough, for a critical value the limit

![Figure 6.6: Representation of $(h_{az}, h_{a\perp})$ plane.](image)
cycle is destroyed by homo-clinic saddle-connection bifurcation. The system jumps form the Q-mode to a stable P-mode. Under decreasing field there is a jump from the P-mode to Q-mode through a saddle-node bifurcation which occurs at lower value of $h_{a\perp}$. 
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