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Foreword

This manuscript resembles a selection of x-ray diffraction experiments that I have performed over more than one decade on the French “cooperative research group on the interfaces (CRG-IF)” beamline at ESRF. It is dedicated to the study of the structure of two-dimensional (2D) and ultrathin magnetic films, and of ferromagnetic/antiferromagnetic bilayers.

In the first chapter theories elaborated to explain the exchange bias phenomenon are reviewed. This is intended as an introduction for young experimentalists to understand which are the relevant structural parameters in exchange coupling.

The second chapter is dedicated to an introductory but complete treatment of the surface x-ray diffraction technique in grazing incidence geometry. It is conceived as a working tool, the diffractometer settings and formula about the instrumental resolution being given for a specific (z-axis) geometry.

Chapter 3 is devoted to the structure and chemical order in metallic Mn based 2D alloys and ultrathin films, and to the illustration of the relationship with their magnetic properties.

In chapter 4 the growth and the structure of CoO ultrathin films is discussed, showing as reciprocal space analysis and direct space imaging complete themselves.

Chapter 5 is dedicated to the short and medium term perspective.

The results discussed here are in large part the fruit of a collective research activity (I give here more relevance to the structural studies and to the growth processes, where my contribution is more original). A part of them are the subject of the PhD thesis of Marcio M. Soares. I have to acknowledge for their contribution all the members of the research group on surfaces, interfaces and nanostructures of the Néel institute at which I belong, and Helio Tolentino. Great thanks also to the CRG-IF staff, and specially to Gilles Renaud, Olivier Ulrich and Olivier Geaymond.

The STM experiments have been performed during my year of secondment at Vienna in the Peter Varga's group, where I learned the basis of the scanning tunneling spectroscopy technique. The study of the properties of the Co/Pl(111) system is a collaboration with the Giorgio Rossi group at the ELETTRA synchrotron light source.

The exhaustive list of collaborators can be extracted from the related publications.

I would like still to thanks two former member of our group, Robert Baudoing-Savois and Yves Gauthier, who learned my a lot about surface physics.

Finally, I am indebted to Wolgang Moritz and Ian K. Robinson for all what they explained me about surface x-ray diffraction during a one month staying in Munich and Brookhaven, respectively.
1. Introduction

In the last two decades, the research on antiferromagnetic films has been boosted by the emergence of the so called spintronics. In this technology, information is carried by the electron spin and not only by its charge. It uses spin-dependent effects that arise from the interaction between the spin of the carrier and the magnetic properties of the material. The discovery of the giant magnetoresistive effect (GMR)\textsuperscript{1,2} is considered as the beginning of spintronics. The nobel prize in physics 2007 was awarded jointly to Albert Fert and Peter Grünberg for their experiment on this subject.

GMR is observed in a layered structure composed of alternated ferromagnetic and non-magnetic films. The electrical resistance of the system is lower when the magnetic layers are aligned parallel then when there are aligned antiparallel. The GMR effect is exploited in spin valves. In such devices an antiferromagnetic layer pins one of the two magnetic layers of the system, while the second one can be rotated, for example under the influence of the stray fields above the stored bits in current high-density magnetic storage disks. The spin valve is then the main element of a high-sensitivity read-head.

An antiferromagnetic film is also employed as pinning layer in magnetic tunnel junctions. The free layer is in this case separated by a ultrathin insulating barrier, commonly made by aluminum oxide. The resulting tunneling current depend also on the relative orientation of the two ferromagnetic layers, and changes in the magnetoresistence are even larger than in spin valves. Schematic structures of a spin valve and of a magnetic tunnel junction are depicted in Fig. 1(a) and 1(b) respectively, taken from ref. \textsuperscript{3}

FIG. 1 Spin-dependent transport structures. a) Spin valve. b) Magnetic tunnel junction. (taken from ref. 3)

Applications for spin valves and magnetic tunnel junctions include read heads for hard

drives, magnetic field sensors, magnetoresistive random access memories, and galvanic isolators.

1.1. Exchange coupling at the interface.

In 1956 Meiklejohn and Bean discovered that nanoparticles formed by a metallic cobalt core and a cobalt oxide shell show a new magnetic anisotropy, described as an exchange anisotropy. This magnetic interaction is commonly observed when a material with ferromagnetic (FM)-antiferromagnetic (AFM) interfaces is cooled through the Néel temperature $T_N$ of the AFM (supposed here to be lower than the Curie temperature $T_C$ of the FM layer), in the presence of a saturating magnetic field. The material shows then a unidirectional anisotropy that can be observed both tracing the torque curve, which is proportional to the sine of the angle between the easy direction of magnetization and the applied magnetic field, or the hysteresis loop, which is displaced by the amount $H_{EB}$ (exchange bias field).

This phenomenon is observed in a large variety of interfaces and materials (surface oxides, films, nanoparticles, spin glasses, …). It can also involve ferrimagnets, which can play both the role of the FM and of the AFM material. A large panorama of systems showing exchange bias (EB) can by found in the revue from Nogues and Schuller. Here we will focus mainly on EB materials in the form of ultrathin film bilayers, which allow the best control and characterization of the interfaces.

The basic energies involved in this phenomenon are exchange and anisotropy. The former controls the magnetic order and the coupling at the interface, while the latter determine the preferred orientation. They have their origin in the electron correlation and in the crystal field energies, respectively. The general description assume that the ferromagnet has a large exchange but a relatively small anisotropy compared to the AFM. The exchange bias then can be explained qualitatively making these assumptions.

Applying a magnetic field in the temperature interval between $T_N$ and $T_C$ ($T_N < T_C$) the FM aligns with the field, while the AFM is in the paramagnetic state and the spins are oriented random (Fig. 2(1)). When cooling below the Néel temperature in presence of the field (field cooling), the interfacial spins of the AFM align ferromagnetically with the FM layer, while the spins in the next plane follow the antiferromagnetic order (Fig. 2(2)). When the field is reversed to describe the hysteresis loop of the FM layer, the AFM spins at the interface remain unchanged (for large enough anisotropy), and they exert a torque on the FM spins. This is equivalent to an additional inner field (exchange bias field) displacing the hysteresis loop (Fig. 2(3-5)).

---

4 W. H. Meiklejohn and C. P. Bean, Phys. Rev. 102, 1413 (1956)
The energy per unit area corresponding to such a model is given by

$$E = -\mu_0 H M t_f \cos \theta - \frac{\Delta \sigma}{2} \cos \theta + K_f t_f \sin^2 \theta,$$

(1.1)

Where $H$ is the applied magnetic field, $M$ is the saturation magnetization of the ferromagnet, $t_f$ is the thickness of the ferromagnetic film, $\Delta \sigma$ is the exchange interfacial energy difference for unit area, and $K_f$ is the uniaxial anisotropy in the ferromagnet (with the easy axis parallel to the interface and to the AFM one). The angle $\theta$ is taken between the magnetization and the uniaxial anisotropy easy axis of the ferromagnet. The bias field is then

$$H_{EB} = \frac{\Delta \sigma}{2 \mu_0 M t_f}.$$  

(2.1)

Taking a simple cubic structure with the same $a$ lattice constant for the AFM and FM films,

$$\Delta \sigma = \frac{2 J_f}{a^2},$$

(3.1)
where $J_i$ is the interatomic exchange across the interface, the coupling being assumed ferromagnetic.

This model allows to understand qualitatively the EB phenomenon, however is far too simplified to explain it quantitatively. For example, the predicted $H_{EB}$ is two orders of magnitudes too large. In Fig. 2 the AFM interface is fully uncompensated, i.e. all the spins of the interfacial AFM plane are oriented in the same direction. The picture described above in unable to explain the coupling in films with compensated AF/AFM interfaces. In this last ones the two AFM magnetic sublattice compensate in the interface plane, whose net magnetic moment vanishes. The AF/AFM systems present several additional features which reveal the complexity of the interface coupling. Among them, the existence of a blocking temperature $T_B$ above which the exchange bias vanish. This temperature can be considerably lower than the (bulk) $T_N$ (as for example in ultrathin epitaxial Fe3O4/CoO bilayers, for a review see ref. 5). The origin of this effect seems to be related to the thickness or to the grain size of the AFM layer. Another remarkable feature is the observation of positive EB, which cannot be explained within the simple picture of Fig. 2. Several systems exhibit the training effect, i.e. the dependence of the exchange bias field on the number of hysteresis loops performed, which is a clear evidence that a metastable equilibrium establishes after field cooling. Another characteristic of EB systems is the increases of the coercivity below $T_B$.

In the next paragraph the basic principles of the theoretical model which can help to understand the complex properties observed in the EB materials are reviewed.

1.2. Theoretical models

Several theories have been developed in the last 30 years to explain the exchange coupling at the AFM/FM interfaces. Each of them take into account some aspects of the interaction and it is well suited for a class of materials and interfaces. A review is given in the papers from Berkowitz and Takano, Kiwi and Stamps. The description below is aimed to a qualitative understanding and to give hints on which new systems could show interesting properties and which are the key parameters to look for in the experiments.

a) Domain walls close to uncompensated interface

It was already recognize by Néel that a perfectly rigid AFM, and a perfectly uniform FM layer, may not properly describe the lowest energy magnetic configuration near the interface. This idea was developed by Mauri et al. They started from the model described above, and considered that an AFM domain develops at the interface, which has the effect of imposing an upper limit on the exchange energy. They assumed that the AFM film thickness is much larger than the domain wall and that the FM thickness is too small to form domains in the direction perpendicular to the interface. Then the energy difference obtained by reversing the magnetization is that one of the wall in the AFM film:

$$\Delta \sigma = 4\sqrt{A K}$$  \hspace{1cm} (4.1)
where \( A \simeq J / a \) is the exchange stiffness and \( K \) is the in-plane uniaxial anisotropy energy of the AFM layer. This gives realistic values of \( H_E \). Figs. 3(b) and 3(c) show a schematic side view of possible atomic moment configurations close to interface when reversing the polarization with respect to the field cooled configuration [Fig. 3(a)]. The exchange interfacial energy term is given by the frustrated bonds (indicated by stars) and by the domain wall, respectively.

\[
\Delta \sigma = 2J / a^2
\]

\[
\Delta \sigma = 4 \sqrt{AK}
\]

FIG. 3. Schematic side view of atomic moment configurations at the interface after a field cooling (i), and reversing the polarization for a rigid model (ii) and with the formation of a domain wall (iii).

b) “Spin-flop”

A microscopic explanation of EB in films with compensated FM/AFM interfaces was given by Koon.\(^{16}\) Its model takes a simple body centered tetragonal magnetic structure. The FM/AFM interface is parallel to the (110) plane, and the AFM uniaxial anisotropy is along the [001] direction (Fig. 4). Micromagnetic calculations show a perpendicular orientation between the FM and AFM axis directions in the ground state. Close to the interface a canting is observed with the AFM spins slightly rotating in the direction of the FM ones or at the opposite, in the case of ferromagnetic and antiferromagnetic exchange coupling at the interface, respectively.

FIG. 4 Spin configuration near the FM/AFM interface plane (from ref. 16)

However, as discussed later,\(^{17}\) this model should not lead to exchange bias. Instead, it gives rise to an uniaxial anisotropy which can explain the increase in coercivity observed in exchange coupled systems.

c) Random field model

The role of roughness was put in evidence for the first time by Malozemoff, who pointed out as a randomly disordered interface can lead to an expression for the exchange bias close to the Mauri result. Fig. 5 shows a single monoatomic bump at a compensated AFM/FM interface. At the microscopic level, this defect generates an exchange interfacial energy difference by reversing the magnetization, owing to the different number of frustrated bonds. They are represented by stars in Fig. 5(a) and 5(b), respectively, where the coupling at the interface is supposed to be ferromagnetic. For a rough surface such a local unidirectional anisotropy is randomly oriented parallel or antiparallel with respect to the AFM anisotropy axis, and its average value decreases with the size of the considered area.

When the spin anisotropy is maintained on a region which is large enough, it will be energetically favorable to rotate the anisotropy field creating a domain wall in the AFM film, as shown in Fig. 6. This domain wall is perpendicular to the interface and is permanently present in the AFM layer. Then the expression for the exchange interfacial energy difference resembles to eq. (4):

$$\Delta \sigma = \frac{4 n_2 \sqrt{A K}}{\pi^2},$$  \hspace{1cm} (5)

where $n_2$ is a number of order unity and is related to an effective number of frustrated bonds. Depending on the relative values of AFM and interface exchange coupling, a lower exchange anisotropy if found by inverting the spin polarization of the atomic defects, as shown in Fig. 5(c). This introduce the concept of rotable AFM spins at the interface. This was observed during the experiments we performed on the MnPt films.

It is easy to show that the local anisotropy can also be induced by steps and kinks at the interface.

![FIG. 5 Spin orientation at a compensated FM/AFM interface after field cooling (a), and after inversing the applied field considering frozen AFM spins only (b), and allowing rotable spins (c).](image-url)
FIG. 6 Schematic view of a vertical domain wall in the AF layer. It appears as an energetically favorable state of F/AF systems with rough interfaces (from ref. 6)

d) Domain state model

This model is also based on the random field theory. But in this case the random field does not originate at the interface, but is due to defects in the volume of the AFM layer. It is well established that a diluted antiferromagnet in an external field develops a domain state when cooled below its Néel temperature. Statistically unbalanced impurities between the two sublattices result in a net magnetization which couples to the external field. This alters the spin structure at the interface, resulting in exchange coupling. This mechanism can explain some of the experimental findings. Field cooling in a strong field aligns the surplus magnetization of the AFM domains. This yields positive change bias, if the coupling between AFM and FM is antiparallel. The training effect can also be explained with a rearrangement of the AFM domain structure during the hysteresis loops, which results in a lost of the domain state magnetization.

The random field approach is quite general, and can be applied independently on the detailed origin of the local exchange anisotropy. This is the case for example for the random alloy effect proposed by Kouvel, where the statistical composition fluctuation play the role of the roughness in the Malozemoff model or of the impurities in the domain state one. This mechanism is pertinent to the MnPt films.

e) Coercivity enhancement

Several explanations have been proposed to explain the coercivity enhancement, based on domain wall pinning. Kim and Stamps developed a theory based on the partial domain-wall model of Mauri et al., where magnetic defects in the AFM, such as local variations in the exchange or magnetocrystalline anisotropy, lead to an attractive potential for the domain wall that can pin the wall under suitable conditions. The depinning transition leads to a coercivity enhancement.

f) Spin-glass like model

The interface between AFM and FM layers is never perfect. Depending on the growing conditions structural inhomogeneities, chemical intermixing and deviation from stoichiometry are observed, resulting in a transition region from the pure AFM state to a pure FM state. This magnetically disordered interface has been modeled with a frustrated spin system. A part of the AFM spins are uncompensated and frozen-in, they are responsible for EB. An other part has a weaker anisotropy, which allows some spins of the

AFM layer to rotate together with the magnetization of the FM layer. This interfacial part is a frustrated (spin-glass-like) region and gives rise to an increased coercivity. The behavior of this EB system was studied in details by Radu et al. as function of the effective exchange bias and spin disorder anisotropy.\textsuperscript{22,6} The advantage of such a model is that it does not require a detailed description of the interface.

2. Surface X-ray diffraction

We have seen in the previous chapter how the EB properties depend critically on the spin configuration and on the structure of the interface and of the magnetic films. Key parameters are the surface roughness and the structural defects at the interface, but magnetic domains size in the films play also a crucial role. Most of the recent theoretical works consider explicitly the domain structure in the AFM layer, which usually shows a stronger anisotropy and hence a smaller domain wall width with respect to the FM. In AFM metallic alloys, magnetic domain size and chemical order are strictly related. Interface structure and chemical order correlation length will be discussed in this manuscript.

One ingredient that, to my knowledge, is not explicitly taken into account in any EB model is the misfit between the AFM and FM lattice of epitaxial layers. Fig 7 shows an interface model where the misfit accommodation is shared between strain and dislocations. In this example, the dislocation induces a net exchange coupling in a otherwise compensated interface. Moreover the exchange coupling depends on the relative atomic positions at the interface. Lattice matching and dislocations will be discussed in the chapter devoted to CoO films.

![Misfit dislocation](image)

**FIG. 7 Model of misfit accommodation with the appearance of dislocations in an epitaxial AFM layer on top of a FM substrate.**

When ultrathin films are involved, the finite-size effects on the ordering temperature needs to be considered. Intrinsic fundamental properties such as the magnetic exchange interactions, magnetic moment and magnetic anisotropies change markedly in ultrathin films as compared with their bulk counterparts. Such properties are moreover influenced by the epitaxial growth induced strains.

Exchange interaction and spin structure are quite different in metallic and insulating AFM materials. Most of the AFM films used in high-density read-heads were metallic Mn alloys. In these films the spin structure is generally more complex, multi-spin sublattices as well as temperature-dependent spin phases are often observed. In the last decade the more robust insulating AFM materials have gained importance in EB applications. Most of them are transition metal monoxides (mainly CoO and NiO), and exhibit a much simpler spin structure. However, as will be pointed out in the following, their interface with metallic magnetic films is much less sharp.

---

I will focus on the AFM films, which plays a mayor role in most of the theories. A detailed description of the films structure at an atomic level is the starting point for modeling their properties. Here epitaxial layers grown by molecular beam epitaxy (MBE) on single crystal substrates are considered. On such a kind of samples the structural analysis can performed using \textit{in-situ} x-ray diffraction.

The next section is dedicated to the theory of x-ray diffraction applied to ultrathin films. A details description of sample preparation methods and of employed ultra high vacuum techniques is not in the objectives of this manuscript.

2.1. X-ray diffraction from surfaces and ultrathin films

The mode of nucleation and initial growth of epitaxial films is governed by the bonding between deposit and substrate. The surface and interface energies determine the growth mode. In thermodynamical equilibrium three classic growth mode are observed: a layer by layer growth, the formation of islands directly on the substrate, on an initial flat layer followed by island growth (e.g. ref. \ref{26}). In all of them, the initial deposit can be strained elastically to match the substrate. This is referred to as “pseudomorphic” growth.\ref{27}

When the atomic planes are in registry at the interface, the x-ray diffraction pattern of the substrate and of the film has to be considered as a whole and the two contributions cannot be separated. This topic is discussed in details in several papers.\ref{26,28,29,30}

a) Introduction to x-ray diffraction

The scattering of a photon of wave vector $\vec{K}_i$ and energy $\omega_i$ (here $h=1$ ) on an ensemble of atoms can by described in quantum mechanics by the cross section

$$d\sigma = 2\pi |V_{21}|^2 \frac{\omega_f^2 d\Omega}{(2\pi)^3},$$

(2.1)

which define the probability of scattering a photon at final energy $\omega_f$ in the solid angle $d\Omega$ in the direction defined by $\vec{K}_f$ (see e.g. ref. \ref{31}), accompanied by an atomic transition from the energy level $E_1$ to $E_2=E_1+\omega_i-\omega_f$. The matrix element is given by:

$$V_{21} = \sum_{n\neq i} \left( \frac{V_{2n}V_{ni}^{*}}{E_1+\omega_n-E_n} + \frac{V_{ni}^{*}V_{2n}}{E_1-E_n-\omega_f} \right),$$

(2.2)

which is the first non zero term in the perturbation theory which describe the scattering process. The potential $V$ describe the electromagnetic interaction and in the dipole approximation is simply $V=-\vec{d}\cdot\vec{E}$, where $\vec{d}$ is the atom dipole and $\vec{E}$ the electric field. In the x-ray diffraction, only the elastic term (Rayleigh scattering) is relevant because the inelastic scattering is incoherent (Raman or Compton scattering) and therefore does

\begin{thebibliography}{99}
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not give any interference pattern. For large photon energies and in the dipole approximation, eq. (2.1) reduces to the classical formula of Thomson scattering. For an atomic cluster, it can be written:

$$\Delta \sigma = \frac{\int |\sum_{\text{atoms}} Z_j|^4 e^4}{m^2 c^4} \sin^2 \theta d\Omega \quad (2.3)$$

θ being the angle between the electric field of the incoming photon and the scattering direction.

In the dipole approximation the electromagnetic wave is supposed constant over the size of the cluster, which does not held for x-ray scattering. Then the sum in (2.3) needs to be replaced by an integral of the electronic density with the associated phase of the incoming and scattered photons (this integral will be indicated as \( S(\vec{Q}) \) and will be called in the following scattering amplitude):

$$\sum_{\text{atoms}} Z_j \rightarrow \int e^{i\vec{K}_f \cdot \vec{r}} d^3 r e^{-i\vec{K}_i \cdot \vec{r}} \approx \sum_{\text{atoms}} f^o_j(Q) e^{i\vec{Q} \cdot \vec{r}} \equiv S(\vec{Q}) \quad (2.4)$$

where \( \vec{Q} = \vec{K}_f - \vec{K}_i \) is the momentum transfer.

The x-ray scattering cross section can then be written in the form

$$d\sigma = \frac{|S(\vec{Q})|^2 e^4}{m^2 c^4} \sin^2 \theta d\Omega \quad (2.5)$$

The atomic form factor, \( f^o_j(Q) \), is defined as the Fourier transform of the electron density for the atom \( j \). It depends on the modulus of the momentum transfer and not on its direction, in the limit of spherically symmetric electronic density, which is a good enough approximation for most of atoms. For photon energies close to a transition between electronic energy levels of the atom, eq. (2.2) contains a complex resonant term (anomalous scattering) which in a first approximation depends on energy only. The atomic form factor becomes in this case \( f_j(Q, \omega) = f^o_j(Q) + f'_j(\omega) + i f''_j(\omega) \). This is a tabulated function for all atoms in the periodic table.

Let’s consider now a crystal (assumed for simplicity block shaped). The periodic repetition of the unit cell is defined by the three vectors \( \vec{a}_1, \vec{a}_2, \vec{a}_3 \) (crystal axes). The structure factor \( F_u(\vec{Q}) \) is defined as

$$F_u(\vec{Q}) = \sum_{\text{Unit cell}} f_j(Q) e^{i\vec{Q} \cdot \vec{r}} \quad (2.6)$$

Here a damping term has been added, which takes into account the (harmonics) oscillations of the atoms around their equilibrium positions. The Debye parameter \( B_j \) is temperature dependent and is proportional to the means square displacement from the atomic equilibrium positions. We obtain \( S(\vec{Q}) \) summing over the Bravais lattice:

$$S(\vec{Q}) = F_u(\vec{Q}) \sum_{n_1=0}^{N_1-1} \sum_{n_2=0}^{N_2-1} \sum_{n_3=0}^{N_3-1} e^{i\vec{Q} \cdot \vec{n} \cdot \vec{a}_1 + \vec{n} \cdot \vec{a}_2 + \vec{n} \cdot \vec{a}_3} \quad (2.7)$$

This sum can be easily performed, yielding
\[ |S(Q)|^2 = |F_u(Q)|^2 \prod_{j=1}^{3} \left( \frac{\sin^2 N_j \cdot \mu_j / 2}{\sin^2 \theta_j / 2} \right). \] (2.8)

Let's write now the momentum transfer in the basis of the reciprocal space vectors:
\[ \vec{Q} = h\hat{b}_1 + k\hat{b}_2 + l\hat{b}_3 \] (2.9)

Replacing in (2.8), it is easy to observe that the three terms of the product have a maximum for integer \( h, k \) and \( l \), respectively. This is equivalent to the Laue conditions for the diffraction which reduces to the Bragg law.

b) Crystal truncation rods.

The theory exposed up to now is kinematic, which means that only single scattering processes are considered. This is justified by the magnitude of the interaction (\( \alpha = e^2/mc^2 = 1/137 \)). Multiple scattering effects however needs to be taken into account at least in two cases: for perfect crystals at Bragg angle, where the incoming wave is strongly attenuated (extinction) and the diffracted beam is a secondary source of scattering; and when the incidence angle of the x-rays is below the critical angle for total reflection.\(^{30}\) This last case applies in particular to grazing incidence small angle x-ray scattering (GISAXS) experiments.\(^{33,34}\) In studying the diffraction from ultrathin epitaxial films we are interested in the scattered intensity away from substrate Bragg peaks, and kinematics diffraction is rigorously valid. A comparison of surface x-ray diffraction (SXRD) in kinematics and dynamical theories can be find in ref.\(^{35}\). In the following, absorption of the x-ray beam in the crystal will be added only (this allows the sum over the Bravais lattice in the direction perpendicular to the surface to converge). Let's us now consider an x-ray beam impinging on the surface of a semi-infinite single crystal, taken coincident with the \( \vec{a}_1, \vec{a}_2 \) plane. The sum
\[ \sum_{n_3=0}^{N_3-1} e^{i n_3 \cdot \vec{Q} \cdot \vec{a}_3} \] (2.10)
in eq. (2.7) becomes:
\[ \sum_{n_3=0}^{\infty} e^{-i n_3 \cdot \vec{Q} \cdot \vec{a}_3} e^{-n_3 \varepsilon} = \frac{1}{1 - e^{-i \vec{Q} \cdot \vec{a}_3} e^{-\varepsilon}}. \] (2.11)

The term \( e^{-\varepsilon} \) represents the x-ray absorption between two next (001) planes. It is needed for the convergence of the series but can be approximated to unity in the final result. Writing the (2.8) for integer \( h, k \) values, we obtain:

---

34 G. Renaud, HDR, Université de Grenoble (2011)
\[ |S(h, k, Q_3)|^2 = N_1^2 N_2^2 |F_u(h, k, Q_3)|^2 \left| \frac{1}{2 \sin \vec{Q} a_3 / 2} \right|^2 . \] (2.12)

This formula shows a characteristic variation of the scattered intensity from a crystal surface as function of the momentum transfer perpendicular to the surface. This line-shape is called crystal truncation rod (CTR) and is indexed with the in plane Miller indexes \((h k)\). Remembering that \(\vec{Q} a_3 = l \vec{b}_3 a_3 = 2 \pi l\), it can be rewritten as:

\[ |S(h, k, l)|^2 = N_1^2 N_2^2 |F_u(h, k, l)|^2 \left| \frac{1}{2 \sin \pi l} \right|^2 = I_{CTR} . \] (2.13)

where \(l\) takes non-integer values. At its minimum, the CTR intensity is equivalent to that one of half a 2D crystal of sides \(N_1 a_1\), \(N_2 a_2\) and \(a_3\). This is about 7 orders of magnitude less than a Bragg peak. In general synchrotron radiation is mandatory for measuring such low intensities, however experiments involving heavy atomic elements were performed using powerful rotating anode x-ray generators (see for example reference 36).

An alternative way to find out the CTR distribution uses the Fourier transform (FT) properties. A semi-infinite crystal can be described by the product of a infinite lattice and the step function. Then the scattered amplitude \(S(\vec{Q})\) is the convolution of the reciprocal lattice with the function \((i \vec{Q} a_3)^{-1}\), FT of the step function. Summing all the strikes emanating from each Bragg peak leads to the CTR dependence discussed above.\(^{28}\) The FT of the step function decreases slowly with \(\vec{Q}\), resulting in a detectable intensity all along the CTR. Any surface roughness has the effect of reducing such an intensity in between the Bragg peaks.\(^{37}\) A commonly used approximation (the so-called \(\beta\) model\(^{37}\)) describes the substrate roughness with an occupancy distribution \(\beta^n\) for the layer \(n\) above the last fully occupied one, resulting in pyramidal islands. The attenuation of the CTR intensity is then given by\(^{38}\)

\[ R_\beta = \frac{(1 - \beta)^2}{(1 - \beta)^2 + 4 \beta \sin^2 \pi (l - l_{Bragg}) / M_{\text{layers}}} , \] (2.14)

where \(l_{Bragg}\) is the \(l\) value of the nearest Bragg peak and \(M_{\text{layers}}\) is the number of layers in the unit cell. It is important to realize that the relevant intensity measured in-between Bragg peaks along the CTR is mainly due to the fact that the surface is flat and not to the fact that the crystal has a finite size.

c) X-ray diffraction from the surface region.

The x-ray scattering amplitude from a film deposited onto a substrate can be simply written as the sum of the scattering from the substrate and from the atoms close to the surface:

\[ S(\vec{Q}) = S_{\text{bulk}}(\vec{Q}) + S_{\text{surf}}(\vec{Q}) \ . \] (2.15)

---

where the first term contains all substrate atoms in bulk positions and the second term the 
deposited atoms and the substrate atoms close to the surface with displaced positions with 
respect to bulk. In the simple case of coherent (or pseudomorphic) epitaxy, the sum on the 
Bravais lattice in the two direction parallel to the surface gives delta-like functions as in Eq. 
(2.8): the scattering is observed at integer \( h \) and \( k \) values. Perpendicular to the surface, an 
intensity distribution is observed that is described through a generalized structure factor \( F \), 
function of the continuous variable \( l \) :

\[
F(h, k, l) = F_{\text{bulk}} + \sum_{j} f_j \theta_j e^{-B_j Q^2} e^{2\pi i (kx_j + ky_j + lz_j)},
\]

where

\[
F_{\text{bulk}} = \frac{F_u}{1 - e^{-2\pi i l}} e^{-i}. \tag{2.17}
\]

Here \( x_j, y_j, z_j \) are the atomic positions and \( \theta_j \) is an occupancy, which takes into account 
that an atomic site can be not occupied in each surface cell. The sum is on a surface unit 
cell that has the same in plane lattice vectors of the substrate, and which includes, in the 
direction perpendicular to the surface, all atoms that do not belong to the bulk lattice.

When a \((n_1 \times n_2)\) surface reconstruction is observed, the surface cell in (2.15) is 
correspondingly larger. Beside the \((h k)\) CTR, additional diffraction rods are observed at 
\((h/n_1, k/n_2)\) in substrate reciprocal lattice units. Their intensity depends on the structure of 
the surface layer only.

Above a given thickness which is function of the misfit,\(^{39}\) an epitaxial film relax and 
eventually takes its own bulk lattice parameter. Then the scattering amplitude can be 
written:

\[
S(\hat{Q}) = e^{i\Phi} F_{\text{Bulk}} \prod_{j=1}^{2} \frac{\sin N_j \hat{Q} a_j / 2}{\sin \hat{Q} a_j / 2} + e^{i\Phi} \sum_{n} f_n \theta_n e^{\frac{-B Q^2}{16\pi^2}} e^{2\pi i (h x_n + k y_n + l z_n)} \prod_{j=1}^{2} \frac{\sin M_j \hat{Q} a_{j,\text{surf}} / 2}{\sin \hat{Q} a_{j,\text{surf}} / 2}, \tag{2.18}
\]

and the diffraction rods for the substrate and the overlayer are completely independent 
each other. However, when the misfit is a rational number, \( a_j - a_{j,\text{surf}} = m_j / n_j + m_j / n_j \) \( (j=1,2) \), a

moiré patter is often observed with the overlayer atoms periodically displaced within a 
\((n_1 \times n_2)\) supercell. An example will be given in the STM image of Fig. 35 for the growth of a 
CoO layer on Pt(111). Then the surface cell will gives strong rods at

\[
\left( h \frac{n_1 + m_1}{n_1}, k \frac{n_2 + m_2}{n_2} \right),
\]

but also contributions at each other \( \left( \frac{h}{n_1}, \frac{k}{n_2} \right) \), including hence the CTRs, with an 
intensity which will depend on the Fourier transform of the periodic displacement of the 
overlayer atomic positions in the supercell with respect to a constant interatomic distance.

The interface stress can also induce elastic displacements in the substrate which are 
governed by the Hooke's law. The atomic displacements for a \((n_1 \times n_2)\) superstructure are

\[^{39}\text{J. W. Matthews, Epitaxial Growth, Academic, New York (1975), Chap. 8.}\]
given by:

\[ \vec{r} - \vec{r}^o = \sum_{Q_1, Q_2} u(\vec{Q}) e^{i(Q_1 a_1 + Q_2 a_2)}, \quad (2.19) \]

where the sum is over the Fourier series with \( Q_1 = \frac{2\pi h}{a_1 n_1}, \quad Q_2 = \frac{2\pi k}{a_2 n_2} \), and the amplitudes of the displacements \( u(\vec{Q}) \) are function of the elastic constant of the substrate. Then, the strained region of the substrate close to the interface will give contributions to the scattering amplitude of the superstructure reflections which will depend on the corresponding Fourier component of the displacements.\(^{40}\)

The role of stress is crucial in understanding the origin of self-organized nanostructures and x-ray diffraction helped to elucidate the strain field in some of them like is the case of CuO stripes on Cu(110) surface\(^{41}\) and of the rows of squared domains formed by adsorption of nitrogen on Cu(100).\(^{42}\) A quantitative study of strains at the interface requires however well ordered interfaces.

The misfit vernier accommodation mode at the interface that is behind the eq. (2.18) is often not adequate to describe the epitaxial growth of an ultrathin film. In several cases a deposited film starts growing pseudomorphic. Then above a critical thickness the transition from coherency to incoherency happens with the appearance of dislocations which accommodate a part of the misfit,\(^{43}\) like schematically shown in Fig. 7. At some sites the film is however in registry with the substrate and therefore the Fourier transform of the film electronic density gives some contribution to the CTR intensity.\(^{44}\)
2.2. Surface x-ray diffraction experimental set-up

The SXRD experiments discussed in this manuscript were performed at the BM32 (CRG-IF) beamline at ESRF. The photo of Fig. 8 shows the experimental station.

![Image of SXRD dedicated experimental set-up at BM32.](image)

It consists of an ultrahigh vacuum chamber, fully equipped for sample preparation, mounted on a Z-axis diffractometer. A complete description of the original set-up is given in ref.45. The diffractometer axes are sketched in Fig. 9. The sample is in the vertical position. $\alpha$ is the polar angle of incidence of the x-ray beam. The table $\alpha$ supports two concentric rotary tables $\omega$ and $\delta$ with their axis parallel to $Z$: $\omega$ defines the azimuthal angle of incidence and $\delta$ the in-plane scattering angle. The detector arm, supports a movable system which allows for the emergence polar angle of the diffracted beam $\gamma$. The $\gamma$ angle is actually achieved by a combination of two movements: a translation along the detector arm is synchronized with a rotation so as to point to the homocenter; the only drawback is that the detector changes its distance to the sample during a $\gamma$ scan, and hence the angular acceptance of the detector slits decreases increasing the angle: $\Delta \gamma = \cos \gamma \Delta \gamma_0$. Two further axis $\chi_1$ and $\chi_2$ allows the alignment of the surface normal $\hat{n}$ parallel to $Z$.

2.3. Angular settings of the Z-axis diffractometer

The angular settings of the diffractometer allows to measure the intensity $I(\vec{Q})$ at a well defined $\vec{Q} = \vec{K}_f - \vec{K}_i$, as shown by the Edwald construction of Fig. 10.

**Edwald sphere (radius $2\pi/\lambda$)**

**sphere radius $4\pi \sin \theta/\lambda$.**

FIG. 9. Schema of the Z-axis diffractometer (taken from ref. 45)

FIG. 10. Edwald construction.
We write the scattering vector $\vec{Q}$ in a Cartesian coordinate frame $X^\omega Y^\omega Z$ attached to the crystal reciprocal lattice. To find the related diffractometer settings, we need to write the incoming and outgoing wave vector in the same frame. We define the rotation matrices:

$$A = \begin{pmatrix} 1 & 0 & 0 \\ 0 & \cos \alpha & -\sin \alpha \\ 0 & \sin \alpha & \cos \alpha \end{pmatrix}, \quad \Delta = \begin{pmatrix} \cos \delta & \sin \delta & 0 \\ -\sin \delta & \cos \delta & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad \Gamma = \begin{pmatrix} 1 & 0 & 0 \\ 0 & \cos \gamma & -\sin \gamma \\ 0 & \sin \gamma & \cos \gamma \end{pmatrix},$$

$$\Omega = \begin{pmatrix} \cos \omega & \sin \omega & 0 \\ -\sin \omega & \cos \omega & 0 \\ 0 & 0 & 1 \end{pmatrix},$$

(2.20)

which allow the transformation from the lab frame $xyz$ to the frame $X^\omega Y^\omega Z$ attached to the circle $\omega$ (see Fig. 9): $K_i,\omega = \Omega^{-1} A^{-1} K_i,\text{lab.}$ and $K_f,\omega = \Omega^{-1} \Delta \Gamma K_i,\text{lab.}$ (see Fig. 10).

Then the scattering equation writes:

$$\vec{Q}_\omega = \begin{pmatrix} Q^x \\ Q^y \\ Q^z \end{pmatrix} = \Omega^{-1} (\Delta \Gamma - A^{-1}) K_i,\text{lab.} \cdot$$

(2.21)

 Lets neglect the crystal miscut. Then we can take $\vec{b}_3 \parallel \hat{n} \parallel \hat{Z}$. In the most relevant cases, like for low index faces of cubic crystals, $\vec{b}_1$ and $\vec{b}_2$ can be chosen in the surface plane. Taking $\vec{b}_1 \parallel X^\omega$, and $K_i,\text{lab.}$ along $y$ in the laboratory frame, eq. (2.21) writes (see eq. 31 in ref. 46, 47):

$$(b_1 \begin{pmatrix} b_2 \cos \beta_3 \\ 0 \\ 0 \end{pmatrix}, h \begin{pmatrix} k \frac{2\pi}{l} \end{pmatrix}) = 2\pi \lambda \begin{pmatrix} \cos \omega \sin \delta \cos \gamma - \sin \omega \left( \cos \delta \cos \gamma - \cos \alpha \right) \\ \sin \omega \sin \delta \cos \gamma + \cos \omega \left( \cos \delta \cos \gamma - \cos \alpha \right) \\ \sin \gamma + \sin \alpha \end{pmatrix}$$

(2.22)

We have three equations and four degrees of freedom, and the extra condition of fixed grazing incidence is usually chosen to find all the angles corresponding to a given accessible $l$ on a $(h k)$ rod, except for the specular reflectivity one where it must be $\delta=0$ and $\alpha=\gamma$ (and $\omega$ arbitrary).

### 2.4. Measurements of the rod intensities.

A detector placed on the diffractometer arm integrates the scattering cross section given by (2.5) over the solid angle $d\Omega$, which is defined by the detector slits for 0D NaI counters or by the pixels included in the region of interest in 2D ccd detectors. The atomic structure of ultrathin films and of 2D surface layers is solved through a fit of the

---

47 Note that in the reference there is printing mistake in the first line of the second term vector.
experimental structure factor amplitudes $|F(h, k, l)|$ with the expression given by Eq. (2.16). To get these amplitudes, several geometric correction factors need to be applied to the measured intensities.

a) **Polarization factor.**

The first correction factor is the classical angular dependence in the dipole scattering [the $\sin^2 \theta$ term in (2.3)]. Remembering that on BM32 the electric field is along the laboratory $z$ axis it is easy, using the matrices (2.20), to find:

$$C_{pol} = 1 - (\sin \alpha \cos \delta \cos \gamma + \cos \alpha \sin \gamma)^2$$

b) **Lorentz correction**

In a single crystal diffraction experiment, the aim is to measure the intensity of a given $(hkl)$ reflection. This requires an integration in reciprocal space over a region large enough to include all the coherent scattering originating from $(hkl)$ planes, which will depend on the crystal quality. This integral is proportional to the structure factor modulus square:

$$|F_{hkl}|^2 \propto \int I(Q_X, Q_Y, Q_Z) dQ_X dQ_Y dQ_Z$$  \hfill (2.23)

where $I(Q_X, Q_Y, Q_Z)$ is the background-subtracted intensity distribution.

The diffractometer is set to put the desired reflection on the Edwald sphere surface, at the point where the detector is placed (Fig. 10). Then a scan is performed in such a way that the $(hkl)$ node cross completely the sphere surface. For a given scan type, the time a reflection needs to pass through the Edwald sphere is function of the reflection itself. The inverse of the correction factor which has to be applied to the measured integrated intensities to obtain the squared structure amplitudes is called the Lorentz factor $L_{\text{L}}$. It is calculated operating a change of variable in (2.23) from the reciprocal space $Q_i$ to the real motor variables $M_j$, which are scanned with a constant step. The Lorentz factor is the inverse of the determinant of the Jacobian matrix $J_{ij} = \frac{\partial Q_i}{\partial M_j}$. $L$ is easily calculated for the $Z$-axis diffractometer geometry. A first change of variable is operated to a local Cartesian coordinate system with origin at the point $(hkl)$, and with the axes $\vec{q}_1$ and $\vec{q}_2$ defining a plane that is tangent to the Edwald sphere. The third axis $\vec{q}_3$ is parallel to $\vec{K}_f$. Then the integration $I_{1,2}(q_3) = \int I(q_1, q_2, q_3) dq_1 dq_2$ over the first two independent variables is operated directly by the counting detector or by a x-ray CCD detector, providing that the detector slits are wide enough. The third integral is operated by rotating the sample around the $\hat{\omega}$ axis, and the structure factor modulus square is:

$$|F_{hkl}|^2 \propto \int I_{1,2}((\omega)) \frac{dq_3}{d\omega} d\omega$$  \hfill (2.24)

The scattering vector increment during the rotation is given by $d\vec{Q} = \hat{\omega} \times \vec{Q} d\omega$ and its component along $\hat{q}_3$ is $dq_3 = \hat{q}_3 \cdot \hat{\omega} \times \vec{Q} d\omega$. It is easy to obtain from Fig. 10:

\[ \mathbf{q}_3 = \{ \cos \gamma \sin \delta, \cos \gamma \cos \delta, \sin \gamma \} ; \quad \hat{\omega} = \{0,0,1\} ; \]

\[ \mathbf{Q} = \frac{2\pi}{\lambda} \{ \cos \gamma \sin \delta, \cos \gamma \cos \delta - \cos \alpha, \sin \gamma + \sin \alpha \} . \]

Hence the expression for the Lorentz correction is:

\[ L = \frac{1}{\mathbf{q}_3 \mathbf{\hat{\omega}} \mathbf{\hat{Q}}} = \frac{1}{\cos \gamma \sin \delta \cos \alpha} \]

(taking just the angular dependent factor).

#### c) Lorentz correction in SXRD and rod intercept correction

We have seen that the diffraction feature of a periodic surface structure consists in rods with an intensity distribution very sharp parallel to the surface, and which is a continuous function of \( Q_z \). Then, to solve the surface structure, a measurement of the intensity distribution

\[ I_{h,k}(Q_Z) = \int I(Q_X, Q_Y, Q_Z) dQ_X dQ_Y \propto |F(h,k,l)|^2 \]

is needed, where now \( |F(h,k,l)| \) is a continuous function of \( l \). The measurement is performed like for single crystals, i.e. the diffractometer is positioned with the detector at the \((hkl)\) position in the reciprocal space and then an \( \omega \) scan is performed. This results in the integration of the rod over the interval \( \Delta Q_Z \), which is the portion of the rod that crosses, during the scan, the Edwald sphere surface region delimited by the detector slits. If \( I_{h,k}(Q_Z) \) is about constant in this interval,

\[ \int I_{h,k}(\omega) d\omega \approx I_{h,k}(Q_Z) \times L \times \Delta Q_Z . \]

This is quite a good approximation for reasonable slit settings, except close to Bragg peaks.

For small polar angles of the scattered beam, the integration region is defined by the detector slits opening \( HG6 \), which is horizontal when all angles are set to zero. The angular acceptance is given by

\[ \Delta \gamma_s = \frac{HG6}{D_{\text{detector}}} , \]

where \( D_{\text{detector}} \) is the sample-detector distance. The rod is then integrated over:

\[ \Delta Q_Z = \frac{2\pi}{\lambda} \cos \gamma \Delta \gamma_s \] [see Fig. 11(a)]. \hspace{1cm} (2.25)
which gives the standard "rod intercept" correction for the Z-axis diffractometer:

$$C_{rod} = \cos \gamma .$$  \hspace{1cm} (2.26)

This correction can be not valid for large $\gamma$ values. It is easy to calculate from eq. (2.22) how the interception of the $(hk)$ rod with the Edwald sphere surface moves during the $\omega$ scan. This curve is described by the equation:
\[ \delta = \arccos \left( \frac{\cos \delta - 1 - \cos^2 \gamma}{2 \cos \alpha \cos \gamma} \right), \quad (\delta_0 = \delta(\gamma = 0)) \, . \]

The change in \( \delta \) increases with \( \gamma \) (in particular for small \( \delta \) values):

\[ \Delta \delta = \frac{\sin \gamma}{\sin \delta} \left( \frac{1 - \cos \delta}{\cos \gamma} \right) \Delta \gamma \approx \frac{\sin \gamma}{\sin \delta} \left( 1 - \cos \delta \right) \Delta \gamma \quad (2.27) \]

Depending on the angular settings, the integration interval \( \Delta Q_z \) can be delimited by the opening of the vertical detector slits \( VG6 \), which define the angular acceptance \( \Delta \delta = \frac{VG6}{D_{\text{detector}} \cos \gamma} \). The integration interval is then obtained replacing in (2.25) the \( \Delta \gamma(\Delta \delta) \) value calculated from (2.27). In practical \( C_{\text{rod}} \) needs to be multiplied by the additional factor:

\[ C_{\text{corr}} = \frac{VG6}{HG6} \frac{1}{\cos \gamma} \frac{\sin \gamma}{\sin \delta} \left( 1 - \cos \delta \right) \, , \]

when this is smaller than the unity.

Fig 11(a) [11(c)] shows a schematic view along the Y axis, forming the angle \( \alpha \) with the incidence beam, of the trajectory of a diffraction rod on the surface of the Edwald sphere during an \( \omega \) rotation, with respect to the detector acceptance (\( \Delta \delta, \Delta \gamma \)) at low \( \gamma \) (\( \delta \)) and high \( \delta \, (\gamma) \) values. Fig. 11(b) [11(d)] shows its projection in the surface plane.

d) Linear \( \gamma \) table correction

On the experimental set-up of BM32 the rotation \( \gamma \) is composed by a translation plus a rotation. The horizontal angular acceptance is then \( \Delta \gamma = \cos \gamma \frac{HG6}{D_{\text{detector}}^0} \), where \( D_{\text{detector}}^0 \) is the sample-detector distance at \( \gamma = 0 \), and the rod integration range is \( \Delta Q_z = \frac{2 \pi}{\lambda} \cos \gamma^2 \frac{HG6}{D_{\text{detector}}^0} \). In this case a further correction factor \( C_{\text{table}} = \cos \gamma \) is needed.

e) Area correction

The schema of grazing incidence diffraction adopted on BM32 is shown in Fig. 12. As standard values, the sample is a circle of diameter \( D_{\text{sample}} \sim 10 \text{mm} \) and the incidence angle is \( \alpha \leq 1^\circ \). Under these conditions, the beam illuminates completely a slice of sample, whose height is defined by the opening of the vertical slits of the incoming beam \( VG4 \) (or by the beam size) Then the active area is defined by the couple of detector slits \( VG5 = VG6 \) (typically \( 2 \text{mm} \) wides) which act as a collimator: \( C_{\text{area}} = \frac{VG4 \times VG6}{\sin \delta} \), except at low angles, where \( C_{\text{area}} = VG4 \times D_{\text{sample}} \).
f) Stationary scans

Studying the structure of films of increasing thickness, requires the measurement of the rod at smaller and smaller $\Delta l$ steps. The rocking scan method of integration becomes very beam time consuming. In such cases the intensity $I_{h,k,l}$ is simply measured scanning along the rod. At each point, the integration is over the Edwald sphere surface region defined by the active detector area, shown as dark blue in Fig. 11. This area is proportional to $C_{rod}^{Stat} = \frac{1}{\sin \gamma}$ (this is called in some papers the Lorentz correction for stationary scans).
The quantitative measurement of intensities by scanning along the rod requires good crystals and a perfect alignment of the rod position.

g) Line shape and detector acceptance correction.

The previous intensity corrections apply to sharp rods. The rod line-shape parallel to the surface can be broadened due the lost of in-plane coherence. A relevant source of broadening is the growth of domains of characteristic size, like happens for example in films of ordered alloys. This broadening affects more strongly the stationary scans. The $C_{rod}^{Stat}$ correction diverges at low $\gamma$ and its validity is limited to rod size much smaller than the reciprocal space area integrated by the detector, parallel to the sample surface. This area is given by $\Delta Q_1 \times \Delta Q_2$, with $\Delta Q_1 = \frac{2\pi}{\lambda} \sin \gamma \Delta \gamma_s$ and $\Delta Q_2 = \frac{2\pi}{\lambda} \cos \gamma \Delta \delta_s$ (see Fig. 13). Rocking scans can integrate the intensity over a much wider region. Let us write the in-plane projection of the slit integrated reciprocal space region in term of transverse ($\Delta Q_{tr}$) and longitudinal ($\Delta Q_{long}$) component with respect to the $\omega$ scan. In general a wide enough $\omega$ scan can be performed in the transverse direction to integrate properly the rod. The integration range in the longitudinal direction is easily calculated from the matrices (2.20):

$$\Delta Q_{long} \approx \frac{2\pi}{\lambda} \frac{\cos \gamma \sin \delta}{\sqrt{1 + \cos^2 \gamma - 2 \cos \gamma \cos \delta}} \Delta \delta_s$$
(in grazing incidence approximation, with \( \cos \alpha \simeq 1 \)).

In general three cases can happen, illustrated in Fig. 13 by the three concentric circles, which represent rods of different width. The inner circle represents a rod which is fully integrated by the detector slits. Any acceptance correction is needed. The intermediate one represent a rod which is properly integrated by a rocking scans, but whose intensity needs to be corrected by a factor \( C_{Det} \) in stationary scans. For the large circle a correction \( C_{Det} \) is needed also with the rocking scan method. The detector correction represents the fraction of integrated intensity and can be evaluated knowing the normalized intensity distribution function \( u(Q) \), whose line-shape can be measured by a high resolution scan parallel to the surface.

Quite important is the Gaussian distribution case. The detector correction is

\[
C_{Det}^{Stat} = \int \int u(Q_x, Q_y) \, dQ_x \, dQ_y = \frac{1}{2\pi \sigma^2} \int_{\Delta Q_x/2}^{\Delta Q_x/2} \int_{\Delta Q_y/2}^{\Delta Q_y/2} e^{\frac{Q_x^2 + Q_y^2}{2\sigma^2}} = \text{erf} \left( \frac{\Delta Q_x}{2\sqrt{2}\sigma} \right) \times \text{erf} \left( \frac{\Delta Q_y}{2\sqrt{2}\sigma} \right)
\]

and

\[
C_{Det} = \int \int u(Q_x, Q_y) \, dQ_x \, dQ_y = \frac{1}{2\pi \sigma^2} \int_{\Delta Q_x/2}^{\Delta Q_x/2} \int_{\Delta Q_y/2}^{\Delta Q_y/2} \, e^{\frac{Q_x^2 + Q_y^2}{2\sigma^2}} \, = \text{erf} \left( \frac{\Delta Q_x}{2\sqrt{2}\sigma} \right) \times \text{erf} \left( \frac{\Delta Q_y}{2\sqrt{2}\sigma} \right)
\]

for stationary and rocking scans, respectively.

A second relevant case which can also be integrated analytically is given by the Lorentzian-like distribution (see ref. 51):

\[
u(Q_x, Q_y) = \frac{1}{\frac{\Gamma}{2} \left( Q_x^2 + Q_y^2 + \left( \frac{\Gamma}{2} \right)^2 \right)^{3/2}}
\]

For stationary scans,

\[
C_{Det}^{Stat} = \frac{1}{2\pi} \int_{\Delta Q_x/2}^{\Delta Q_x/2} \int_{\Delta Q_y/2}^{\Delta Q_y/2} \frac{\Delta Q_x}{\left( Q_x^2 + Q_y^2 + \left( \frac{\Gamma}{2} \right)^2 \right)^{3/2}} = \frac{1}{\pi} \int_{\Delta Q_x/2}^{\Delta Q_x/2} \int_{\Delta Q_y/2}^{\Delta Q_y/2} \frac{\Gamma/2}{\left( Q_x^2 + Q_y^2 + \left( \frac{\Gamma}{2} \right)^2 \right)^{1/2}}
\]

and, when \( \Gamma \ll \Delta Q_2 \)

\[
C_{Det}^{Stat} = \frac{1}{\pi} \int_{\Delta Q_x/2}^{\Delta Q_x/2} \frac{\Delta Q_x}{\left( Q_x^2 + \left( \frac{\Gamma}{2} \right)^2 \right)} = 2 \frac{\Delta Q_x}{\pi \arctan \left( \frac{\Delta Q_x}{\Gamma} \right)}
\]

Analogously, for rocking scans:

\[
C_{Det} = \frac{1}{\pi} \int_{\Delta Q_{long}/2}^{\Delta Q_{long}/2} \frac{\Delta Q_{long}}{\left( Q_{long}^2 + \left( \frac{\Gamma}{2} \right)^2 \right)} = 2 \frac{\Delta Q_{long}}{\pi \arctan \left( \frac{\Delta Q_{long}}{\Gamma} \right)}
\]

\[
\]
In these two simple cases the rod line-shape has a cylindrical symmetry around the center of the rod. However the line-shape can also be very anisotropic, like for example for the CdTe(001)-c(2×2) reconstruction. These more complicated situations are discussed in ref. Mosaicity is another important source of anisotropy, which can be quite relevant for metallic substrates. When the substrate structure consists of slightly in-plane rotated domains, the integrated intensity is properly recovered with rocking scans. For stationary scans, the dispersion in the reciprocal space given by the in plane mosaicity should be small compared to the detector integration interval. In grazing incidence this condition is expressed by the inequality \( \Delta \omega_M < \frac{\sin \gamma}{\sin \delta} \Delta \gamma \) (for \( \Delta \delta \) wide enough).

### h) Total correction factor

The total correction to apply at the intensity measured by rocking the sample azimuth to obtain the structure factor is given by the relationship:

\[
|F(h, k, l)|^2 \propto \frac{\int I_{h,k}(\omega) d\omega}{L \times C_{rod} \times C_{pol} \times C_{area} \times C_{Table} \times C_{Det}}
\]  

(2.29)

For stationary scans, we have:

\[
|F(h, k, l)|^2 \propto \frac{I_{h,k,l}}{C_{rod}^{Stat} \times C_{pol} \times C_{area} \times C_{Det}^{Stat}}
\]  

(2.30)


3. MnPt and MnNi alloys

Chemically ordered Mn alloys have been extensively investigated because they exhibit a high T_N. In-situ x-ray diffraction helps in growing epitaxial films with the desired structural properties and with improved chemical order. The first structure discussed here will be a MnNi surface alloy on top of Ni(110). This example allows to develop concepts which will be used for the study of MnPt surfaces and ultrathin films grown on Pt single crystals. Here more emphasis will be putted on the first stages of growth, the structure of the ultrathin films having been the subject of a PhD thesis in our group.54

3.1. Bulk atomic and magnetic structure

The Mn-Pt phase diagram shows below ~900°C three ordered phases of composition MnPt_3, MnPt and Mn_3Pt.55 The Pt-rich and Mn-rich phases are both of L_1_2-type (≡γ' phase) and are respectively FM (T_c = 390 K, Mn magnetic moment ~3.6 μ_B) and AFM (T_N = 475 K). The equiatomic ordered phase is of L_1_0(≡CuAu I)-type, i.e. is a face centered tetragonal structure with pure Pt and Mn plane which alternate along the c axis. It is the most interesting for applications having a Néel temperature of 970 K. Its allowed spin configurations were discussed by Krén et al.58 (see Fig. 14).

Experimentally the phase diagram is quite complex. Both the type II and type III (or IV) magnetic order (see Fig. 15) have been found as function of the exact composition.58,60 Note that the neutron diffraction experiments cannot distinguish between type III and IV order. A transition between type II and type III was also observed for the nominal MnPt stoichiometry as function of the temperature.

Theoretical calculation for MnPt bring out that the direction of the Mn magnetic moment

---

54 Marcio M. Soares, Université de Grenoble, (2011)
is parallel to the c-axis (type-II order),\textsuperscript{61} in contrast to $L_{10}$ MnNi equiatomic alloy in which the magnetic moments of Mn lie in the (001) plane.

![FIG. 15 The magnetic phase diagram of the $L_{10}$-type MnPt ordered alloy system obtained by Krén et al.\textsuperscript{58} (○ and △), together with recent experimental (●) and theoretical (■) results by Umetsu et al.\textsuperscript{61} (taken from ref. 61).]

\section*{3.2. ultrathin films}

In future sensors, the total spin valve thickness must significantly decrease, and the AFM film is by far the thickest layer. However, high exchange bias and thermal stability are difficult to maintain when reducing the thickness. A decreasing with thickness of the exchange coupling is expected as a result of the finite-size scaling of the Néel temperature.\textsuperscript{62} Exchange coupling disappears in sputtering-grown spin valves when the MnPt AFM layer is less than 6 nm.\textsuperscript{63} However this lack of exchange coupling is mainly related to the film structure.\textsuperscript{64} Although the MnPt ordered phase is stable in bulk, thin films obtained by sputtering grown in the disordered $\gamma$ phase, which is paramagnetic at room temperature. Further studies on thick films have confirmed the close relationship between the degree of chemical order and exchange coupling.\textsuperscript{65}

The control of the chemical order in ultrathin films is therefore crucial for applications requiring the exchange bias. The films discussed in this chapter are grown by molecular beam epitaxy, under given conditions they exhibit chemical order and they give an important input to the understanding of the link between exchange coupling and tetragonal phase.

\section*{3.3. Chemical order}

Let’s consider epitaxial ultrathin alloy films grown either by MBE deposition of a pure metal $A$ on the substrate $B$, followed by annealing, or by co-deposition. In both cases the

\textsuperscript{64} M. F. Toney, M. G. Samant, T. Lin, D. Mauri, Appl. Phys. Lett. 81, 4565 (2002)
substrate temperature play a crucial role in the establishment of chemically ordered phases. The degree of order is governed by the free energy of the system and by non-equilibrium processes, which are difficult to control. Segregation at the surface of one kind of atoms and diffusion in the substrate are key phenomena. For codeposited alloys, the stoichiometry is mainly determined by the real evaporation rate of each element. As a result, the degree of chemical order of a surface alloy is in general weaker than for bulk. Moreover, the ordering during the growth starts at a large number of equivalent sites at the substrate-film interface. This bring to antiphase domains.

a) Order parameter

Let us consider a binary alloy formed by $A$ and $B$ atoms type, and with two different atomic sites, designed as $\alpha$- and $\beta$-sites. In the ideal ordered phase $A$ ($B$) atoms occupy $\alpha$ ($\beta$) sites. The order parameter $S$ is then defined by $S = r_\alpha - w_\beta$, where $r_\alpha$ and $w_\beta$ are, respectively, the fraction of $\alpha$- and $\beta$-sites occupied by $A$ atoms. It is easy to see that $S \leq 1$, and it is maximum for stoichiometric composition and perfect long-range order.

The intensity of superstructure reflections is directly related to the order parameter. For CuAu I type ordered alloy:

$$F_u(h,k,l) = 4 (x_A f_{Au} + x_Cu f_{Cu}) \quad (\text{fundamental reflections}),$$

were $x_i$ is the fraction of atom-type $i$,

$$h+k = \text{even}, \quad k+l = \text{odd}; \quad F_u(h,k,l) = 2S (f_{Au} - f_{Cu}) \quad (\text{superstructure reflections}).$$

Therefore both the exact stoichiometry and the degree of order have a strong influence on the superstructure reflections intensity.

b) Antiphase domains

Fig. 16 Shows a top view of the $c(2 \times 2)$ surface alloy structure obtained by deposition of 0.5 Mn ML on Ni(110), which will be discussed in the next paragraph. The dashed line represents an antiphase domain boundary between two regions. The structure factor of Ni(110)-$c(2 \times 2)$Mn unit cell is given by:

$$F_u(h,k) = f_{Ni}(1 + \exp(i\pi(h+k))) + f_{Mn}(\exp(i\pi h) + \exp(i\pi k)) .$$

Crossing an antiphase domain boundary, it is multiplied by a phase factor $\exp(i\pi h)$. The reflection line-shape can be calculated using the same method discussed in ref. 66, paragraph 12.3. The scattered intensity around $(2m+1,2n+1)$ superstructure reflections is proportional to

$$|S(\vec{Q})|^2 = \left| F_u(h,k) \right|^2 \frac{N_1 a_1 y_1}{2\pi (y_1^2 + (\Delta \vec{Q} \cdot \vec{a}_1/2)^2)} \frac{N_2 a_2 y_2}{2\pi (y_2^2 + (\Delta \vec{Q} \cdot \vec{a}_2/2)^2)}$$

where $y_1$ ($y_2$) is the probability to cross a domain boundary shifting by the lattice vector $\vec{a}_1$ ($\vec{a}_2$). This expression is valid for small $y_i$, assuming that the probability of

an antiphase boundary between any of two neighboring cell is the same, and neglecting the correlation between the two orthogonal directions. The lineshape is Lorentzian, with a full width at half maximum of $4\gamma_i/a_i$. In this approximation antiphase domains affect the line-shape of the superstructure diffraction rods but not the integrated intensity. However at the boundaries sites can be occupies by the wrong kind of atoms, which decreases the intensity also.

**FIG. 16** Antiphase domain boundary (dashed line) in a c(2×2) surface alloy grown pseudomorphic on a fcc(110) substrate.

c) **Domains in MnPt films**

Figure 17 shows an antiphase domain boundary between two ordered MnPt $L1_0$ grains, obtained by shifting the left side by $\left(\frac{a_1 + a_3}{2}\right)$. These walls cost quite a low energy because atoms at the boundary (B site in the figure) have the same nearest-neighbors (4 of the same kind and 8 of the other) as atoms in bulk (A). Only distances are slightly different due to the tetragonal distortion. An equivalent boundary is created shifting a grain by $\left(\frac{a_2 + a_3}{2}\right)$. This are the only two kind of antiphase domains expected in $L1_0$ ultrathin ordered films.

**FIG. 17.** Domain wall in MnPt $L1_0$. The number and kind of nearest-neighbors at the interface is the same as
in volume.

For epitaxial films, the scattered amplitude is given by eq. (2.18). Then the diffracted intensity will contain a sharp and a diffuse component. The situation is similar to the case of reconstructed domains on surface described by Vlieg et al.\textsuperscript{51} If the different domains are equally occupied the “macroscopic” order parameter, measured on the film region which scatters coherently, is zero. The contribution of the film to the sharp component of the rod is that one of a disordered alloy. The chemical order give only a diffuse component, which can be calculated as in ref. \textsuperscript{66}, assuming as additional hypothesis that the film thickness is constant:

\[ |S(\vec{Q})|^2 = \frac{F_u(h, k, \vec{Q})}{2\pi(y_1^2 + (\Delta \vec{Q} a_1 / 2)^2)^2} \frac{N_1 a_1 y_1}{2\pi(y_2^2 + (\Delta \vec{Q} a_2 / 2)^2)^2} \frac{N_2 a_2 y_2}{sin^2 N_3 Q a / 2} \frac{sin^2 N_3 Q a / 2}{sin^2 \theta a / 2} \] (3.2)

with \( h + k = \text{even}, \ k + l = \text{odd}. \)

3.4. 2D Mn surface alloys

Ultrathin film magnetism has brought important contributions to our fundamental understanding of the physics of magnetism. An important criterion about the existence of a magnetic moment in the case of delocalized electrons is due to Stoner.\textsuperscript{67} It states that ferromagnetism is expected when \( J \times n^\circ(e_F) > 1 \), where \( J \) is the exchange integral and \( n^\circ(e_F) \) is the density of state at the Fermi level. At the surface of a single crystal, the atoms located in the topmost layer have a reduced number of nearest-neighbors, which means a narrower bandwidth. The Stoner criterion is then more easily fulfilled. More in general a detailed knowledge of the atomic structure allows the calculation of the magnetic properties of ultrathin metallic films. In this section the structure of 2D surface alloys obtained by deposition of 0.5 ML of Mn on the clean Ni(110) and Pt(110) substrates will be discussed.

a) Structure of Ni(110)-c(2×2)Mn (revisited)

Deposition of 0.5 Mn ML on Ni(110) results in a c(2×2) surface alloy,\textsuperscript{68} whose structure was resolved by SXRD. The details of this study are reported in ref. \textsuperscript{69}

It was found by measuring superstructure reflections during the growth that their intensity is maximum after evaporation of about 0.5 Mn ML. The c(2×2) order establishes only for a Mn coverage \( \geq 0.3 \) ML, over a large range of substrate temperatures (Fig. 18). The size of chemically ordered domains increases with the substrate temperature up to the limit of stability of this phase (\( T_{max.} \geq 440 \) K), as shown by the line shape of superstructure reflections (Fig. 19). A Lorentzian fit gives a reciprocal space FWHM of 0.93 nm\(^{-1}\), 0.20 nm\(^{-1}\) and 0.15 nm\(^{-1}\) for 320 K, 390 K and 440 K respectively. The average spacing between two domain walls can be approximately found by Eq. (3.1):

\[ L_D \equiv a_i / \gamma_i = 4 / \Delta Q_{FWHM} \] (3.3)

\textsuperscript{67} E. C. Stoner, Rep. Prog. Phys., 11, 43 (1947)
The typical domain size is then, respectively, of 4.3 nm, 20 nm and 27 nm. Close values are obtained from the Scherrer particle size broadening equation which use a Gaussian lineshape approximation to find the grain size \( L_D = 0.94 \times 2\pi / \Delta Q_{FWMH} \).

FIG. 18. Intensity of the (1/2 1/2) rod during deposition of Mn on Ni (110) at different substrate temperatures. The data were collected at \( L=1.6 \). (a) and (b) refer to slightly different deposition rates and slits settings.

FIG. 19. Rocking scan through a superstructure reflection of Ni(110)-c(2×2)Mn surface, showing the increasing of domain size with temperature.

The Ni(110)-c(2×2)Mn surface structure was solved measuring a few CTRs and superstructure rods of the sample grown at 440 K. The structural model which well fit the diffraction data is a 2D alloy where Mn atoms occupy substitutional sites in the outermost layer with a checkerboard arrangement, as shown in Fig. 20.

FIG. 20. Model of the 2D Ni(110)-c(2×2)Mn phase. \( b_3 \) denotes the buckling of the 3rd layer, \( d_{ij} \) corresponds to the interlayer distance between layers \( i \) and \( j \). \( d_{Mn-Ni2} \) and \( d_{Ni1-Ni2} \) are the distances from the Mn and Ni sublattices of layer 1 to the second layer.

The detailed structure is described by a reduced number of free parameters: the corrugation in the top and in the 3rd layer (\( d_{Mn-Ni} \), \( b_3 \)), the first three average interlayer distances (\( d_{12} \), \( d_{23} \), \( d_{34} \)), plus a Debye parameter \( B_1 \) common to all top layer atoms describing the static disorder, and a scale factor between CTRs and fractional rods. This factor is completely equivalent to the order parameter \( S \) of bulk alloys, and quantifies the amount of atomic site occupied by the 'right' atom type. A correct value for \( S \) is only obtained after that the suited correction is applied to the superstructure rods intensities. Fig. 21 shows the \( C_{Det} \) correction [Eq.(2.28)] calculated for the measured
superstructure rods using the actual experimental settings. Reflections are indexed using the surface substrate unit cell ($\vec{a}_1 = \frac{1}{2}[110]a_{Ni}$, $\vec{a}_2 = [001]a_{Ni}$, $\vec{a}_3 = \frac{1}{2}[110]a_{Ni}$) and are labeled (HKL). Also shown in the figure is the Q-space acceptance in the longitudinal direction defined by the slits setting.

![Figure 21](image1.png)

**FIG. 21.** Detector correction applied to the superstructure Ni(110)-c(2\times2)Mn rods (red curves). The longitudinal Q-space resolution is also shown.

The experimental structure factor moduli extracted applying the corrections discussed in chapter 2 are plotted in Fig. 22, together with the calculated best fit.

![Figure 22](image2.png)

**FIG. 22.** Experimental rods and best fit curves for the Ni(110)-c(2\times2)Mn surface alloy
The optimized parameters are given in Table I. The most relevant feature is the large surface rippling with Mn shifted outward by about 0.36 Å. Mn and Ni have close atomic numbers, and indeed the contribution to the superstructure intensities comes more from the geometry of the atomic sites than from their chemical nature. Therefore the data are very sensitive to $d_{Mn-Ni}$. As a result of this corrugation, the average interlayer distance $d_{12}$ is expanded with respect to bulk.

<table>
<thead>
<tr>
<th>TABLE I.</th>
<th>Best fit parameters of the Ni(110)-c(2×2)Mn structure.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_{Mn-Ni}$ (Å)</td>
<td>0.36(1)</td>
</tr>
<tr>
<td>$b_3$ (Å)</td>
<td>0.039(2)</td>
</tr>
<tr>
<td>$d_{12}$ (Å)</td>
<td>1.284(6)</td>
</tr>
<tr>
<td>$d_{34}$ (Å)</td>
<td>1.240(2)</td>
</tr>
<tr>
<td>$d_{bulk}$ (Å)</td>
<td>1.246</td>
</tr>
<tr>
<td>$B_1$ (Å$^2$)</td>
<td>0.85(8)</td>
</tr>
<tr>
<td>$B_{2,3} = B_{bulk}$ (Å$^2$)</td>
<td>0.35</td>
</tr>
<tr>
<td>Scale</td>
<td>0.81(3)</td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>2.5</td>
</tr>
</tbody>
</table>

Similar structures like Cu(100)-c(2×2)Pd$^{70}$ and also Cu(100)-c(2×2)Au,$^{71}$ in spite of a larger adsorbate radius, shows a much lower rippling. The growth of 2D surface alloys on fcc metals has been studied extensively.$^{72,73}$ A general trend was established to shorten the substrate-adsorbate nearest-neighbor distance, compared to what is expected on the basis of the sum of the atomic (metallic) radii. This was explained, at least in part, by a balance between the tendency to immerse the adsorbed atoms in a higher valence charge density and the compressive repulsion. The contraction is expected to be even larger for the fcc(110) surface, which has a low atomic density. An unusually large buckling in the surface alloy layer was already observed in similar Mn containing surface alloys like Cu(100)-c(2×2)Mn,$^{74,75}$ Ni(110)-c(2×2)Mn$^{76}$ and Cu(110)-c(2×2)Mn,$^{77}$ and was explained with a huge magneto-volume effect, with Mn atoms in a high spin state. Intuitively, electron with parallel spins have to occupy different atomic orbitals, which results in a larger atomic radius. Experimentally, a large magnetic moment was observed for Ni(100)-c(2×2)Mn by x-ray absorption spectroscopy (XAS) and x-ray magnetic circular dichroism (XMCD) experiments.$^{78}$

Here a quite large order parameter (Scale ~0.8) was obtained. Note that the applied data analysis implies that the Z-position of each surface atom is function of its chemical

nature, either if it occupies the 'right' or the 'wrong' site parallel to the surface (at variance with the standard bulk treatment for ordered alloys).

b) $\text{Pt}(110)-p(2\times1)\text{Mn}^{79}$

The Pt(110) surface exhibits a $(1\times2)$ reconstruction, with one each second surface atomic row missing. This gives the opportunity to elaborate artificial atomic arrangements. Indeed, MBE deposition of $\sim0.5$ ML of Mn on Pt(110)-(1$\times$2) fills the missing rows, resulting in a surface alloy with alternated atomic chains, as depicted in Fig. 23(a), which keeps the same symmetry of the clean surface. As was already the case of Ni(110)-c$(2\times2)\text{Mn}$ surface, such an atomic configuration within the (110) plane has any counterpart in Pt-Mn bulk phase diagram. The structural analysis obtained thanks to SXRD is reported in detail in ref. 79. This phase is metastable and is unsuitable as germ for nucleation of a new alloy phase. It quickly disappears when the sample is gently annealed and a transition to a $(2\times1)$ phase is observed above 560 K. This Pt(110)-(2$\times$1)Mn phase is also 2D and its structure, as obtained by SXRD, is depicted in Fig. 23(b). It consists of atomic rows where Pt and Mn atoms alternate along the $[\overline{1}10]$ direction. Such an atomic arrangement is found in the mixed (110) planes of the Pt$_3$Mn bulk phase. Besides the surface corrugation $d_{\text{Mn-Pt}}$, the 3rd layer buckling $b_3$, and the average interlayer distances $d_{i,i+1}$, a further set of parameters is allowed by symmetry in this phase: the pairings between Pt atoms in even atomic plans ($p_{2n}$).

FIG. 23 Model structure of: (a) Pt(110)-(1$\times$2)Mn, and (b) Pt(110)-(2$\times$1)Mn. On the top view, the surface unit cell is shown and the magnetic order is sketched with arrows pointing up and down. Note that the AF ordering doubles the surface unit cell.

The best fit parameters are given in Table II. Like for the MnNi surface alloy, a large corrugation is found with Mn atoms shifted outward by about 0.16 Å.

In addition to the atomic positions, the chemical composition was also fitted for each site of the surface slab. At the surface, the deviation from the ideal model quantify the chemical order parameter. The Mn amount in deeper layers can be neglected, with a

---

noticeable exception: one of the two 3rd layer site [C$_{3Mn}$, depicted as a Mn site in Fig. 23(b)], is occupied at 30% by Mn atoms. This is the onset of the L$_{12}$ phase, because this site is a Mn one in Pt$_3$Mn.

TABLE II. Best fit parameters of 2D Pt(110)-(2×1)Mn surface alloy. $b_i$, $p_i$, and $d_{ij}$ denote the buckling, the pairing, and the average interlayer spacing from layer $i$ to $j$. $d_{Mn-Pt}$ is the vertical spacing between Mn and Pt in the first layer (Mn is shifted outward). $C_{iMn}$ and $C_{iPt}$ represent the Pt concentration on the Mn and Pt sites, respectively, of layer $i$. This labeling is referred to the bulk Pt$_3$Mn L$_{12}$ structure.

<table>
<thead>
<tr>
<th></th>
<th>Exp.</th>
<th>Theor.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_{Mn-Pt}$ (Å)</td>
<td>0.16(2)</td>
<td>0.12</td>
</tr>
<tr>
<td>$b_3$ (Å)</td>
<td>0.026(6)</td>
<td>0.11</td>
</tr>
<tr>
<td>$p_2$ (Å)</td>
<td>0.017(4)</td>
<td>0.03</td>
</tr>
<tr>
<td>$p_4$ (Å)</td>
<td>0.006(2)</td>
<td>-</td>
</tr>
<tr>
<td>$d_{23}$ (Å)</td>
<td>1.24(1)</td>
<td>1.20</td>
</tr>
<tr>
<td>$d_{34}$ (Å)</td>
<td>1.443(6)</td>
<td>1.52</td>
</tr>
<tr>
<td>$d_{bulk}$ (Å)</td>
<td>1.374(3)</td>
<td>1.38</td>
</tr>
<tr>
<td>$d_{bulk}$ (Å)</td>
<td>1.3875</td>
<td>1.38</td>
</tr>
<tr>
<td>$C_{iMn}$ (at. % Pt)</td>
<td>80(4)</td>
<td>100</td>
</tr>
<tr>
<td>$C_{iMn}$ (at. % Pt)</td>
<td>4(13/-5)</td>
<td>0</td>
</tr>
<tr>
<td>$C_{2}$ (at. % Pt)</td>
<td>96(4)</td>
<td>100</td>
</tr>
<tr>
<td>$C_{3Mn}$ (at. % Pt)</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>$C_{3Mn}$ (at. % Pt)</td>
<td>70(4)</td>
<td>100</td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>2.9</td>
<td>-</td>
</tr>
</tbody>
</table>

The comparison between experimental and calculated structure factor modulus is shown in Fig. 24.

FIG. 24. Experimental structure factors and best fit for 2D Pt(110)-(2×1)Mn surface alloy (from ref. 79).
The theoretical structure within the same model was obtained by \textit{ab initio} calculations from the Jülich group.\textsuperscript{79} The comparison with the SXRD experiment is reported in Table II, and the agreement is fairly good. A quantitative discrepancy is only observed for $b_3$, which is probably linked to the chemical composition of the Mn site in the 3\textsuperscript{rd} layer. Within the same theoretical framework, the fundamental state energy and the atomic Mn magnetic moment were calculated for a ferromagnetic and an antiferromagnetic Mn ordering (see Fig. 23), and for three different and optimized structures: Pt(110)-(1×2)Mn, Pt(110)-(2×1)Mn, and for a Pt(110)-c(2×2)Mn 2D surface alloy analogous to the Ni(110)-c(2×2)Mn one. The results are reported in Table III.

### TABLE III. Calculated magnetic moment ($\mu$), total energy ($E_{\text{tot}}$), and energy difference between F and AF orderings [$E(\text{AF-F})$]. Energies are given per Mn atom and they are referenced to the AF(2×1) surface alloy.

<table>
<thead>
<tr>
<th></th>
<th>F (1×2)</th>
<th>AF</th>
<th>F (2×1)</th>
<th>AF</th>
<th>F</th>
<th>AF</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu$ (Bohr)</td>
<td>3.94</td>
<td>3.88</td>
<td>3.99</td>
<td>3.99</td>
<td>4.02</td>
<td>3.99</td>
</tr>
<tr>
<td>$E_{\text{tot}}$ (meV)</td>
<td>267</td>
<td>139</td>
<td>13</td>
<td>0</td>
<td>51</td>
<td>65</td>
</tr>
<tr>
<td>$E(\text{AF-F})$ (meV)</td>
<td>-128</td>
<td>-13</td>
<td>14</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In agreement with the experience, the lowest energy phase is the Pt(110)-(2×1)Mn one. It is also observed that the magnetic order is clearly antiferromagnetic for the (1×2) structure, while the energy is almost independent on the magnetic ordering for the other two structure.

![Calculated magnetic moments of surface Mn atoms versus $r_{\text{Mn}}$. Diamonds are for (110) surfaces. Squares represent Me(100)-c(2×2)Mn surface alloys. Cu$^a$ and Cu$^b$ are the values calculated in Refs. 74 and 80, respectively, for the same surface. Experimental values for Ni$_3$Mn and Pt$_3$Mn alloys are also given (circles). The experimental $r_{\text{Mn}}$ values for (1×2) and (2×1)-2D surfaces are 1.35±0.02 and 1.36±0.01 Å, respectively.](image-url)
Finally, a large magnetic moment is found for all the calculated structures. In Fig. 25, the calculated Mn magnetic moment for Pt(110)-(1×2)Mn and Pt(110)-(2×1)Mn is plotted versus an effective Mn radius \( r_{Mn} \), together with that one calculated for Mn c(2×2) alloys formed on the (100) and (110) surfaces of Cu, Ni, Pt, and Ag. The radius \( r_{Mn} \) is calculated as the difference between the average (theoretical) Mn-Metal nearest-neighbor (NN) distance minus half of the metal-metal bulk distance: 

\[
r_{Mn} = \left( \frac{D_{Mn-Me}}{l} \right) - \left( \frac{a_{bulk} \sqrt{2}}{2} \right).
\]

It appears clear from the figure the correlation between effective size of the Mn atoms, number of NN, and magnetic moment.

### 3.5. Codeposited MnPt ultrathin films.

Any attempt to grow ordered (AFM) MnPt alloys by annealing Mn films deposited by MBE on Pt(110) has been unsuccessful. Annealing at 790 K a film of 3 Mn MLs deposited at room temperature resulted in a 3D Pt(110)-(2×1)Mn alloy film with a bulk-like MnPt surface structure (with the lattice distorted by the pseudomorphic epitaxy on the substrate). The order parameter obtained was about 0.8. Similar experiments have been performed by other groups on low indexes Pt surfaces. Deposition of a few Mn monolayers on Pt(001) followed by annealing at about 700 K also gives a MnPt surface alloy. In the case of a few Mn MLs deposited on Pt(111), two different alloy phases were observed. Annealing at about 770 K results in the MnPt phase, which under further annealing at about 920 K transforms into a new surface-layered (Pt/MnPt) ordered alloy. Theoretical calculations also show as, in terms of the reduction of the total energy, situations where the Mn atoms are completely surrounded by Pt are favored.

MnPt films used in exchange couples bilayers were grown by MBE co-deposition or sputtering. MnPt films we have grown such phase by alternate Mn and Pt deposition on a Pt(001) substrate. Here these experiments will be briefly discussed, further details can be found in ref. 54 and 91.

The Pt(001) surface is well suited for the coherent epitaxial growth of MnPt films. The Pt lattice parameter \( a_{Pt} = 3.924 \text{ Å} \) lies between the bulk \( L1_0 \) MnPt cell parameters, \( a_{PtMn} = 4.002 \text{ Å} (2.0% > a_{Pt} \), \( c_{Pt} = 3.665 \text{ Å} (6.6% < a_{Pt} \). The smaller mismatch with \( a_{PtMn} \) is expected to favors a MnPt(001) film orientation, with the c-axis perpendicular to the surface. Alternate deposition of 1 ML of each element mimic the layered structure of Pt and is expected to favor the chemical order. A drawback of the clean Pt(001) surface

---

is its topmost layer quasi-hexagonal reconstruction. This reconstruction is lifted when atoms are adsorbed on the surface, resulting in intermixing in the interface layer.

The black curve in Fig. 26(a) shows the diffracted intensity measured by a line-scan along the Pt (20) CTR on a sample obtained by deposition of 6 MnPt bilayers at room temperature. The (201) reflection is a superstructure Bragg peak for the $L1_0$ phase and hence a peak is expected at $L\sim1$ for an ordered MnPt film with the $c$ axis perpendicular to the surface.

FIG. 26. (a) $L$ scans along the (2 0)-CTR for the as deposited 6 MnPt bilayers film (black solid line) and after annealing at 770 K (full circles). The offset scans, along (2.06 0), before annealing (gray solid line) give the background, and after annealing show a broad peak coming from $L1_0$ domains. The vertical (dash) line indicates the position for the rocking scan shown in (b).

The gray line in the figure represents the incoherent x-ray scattered background, measured through a $L$-scan nearby the CTR [at (2.06 0)]. The comparison between CTR and background shows that at $L=1$ there is no coherent scattering, which proves both the lacking of chemical order and a large film surface roughness. A detailed SXRD study showed that the surface is quite rough already after deposition of 1 bilayer, which is due to the three-dimensional Pt growth mode at room temperature on the first Mn ML, preventing the establishment of long range order (LRO). Annealing at 770 K smooths the surface and the diffracted intensity in anti-phase position increases (full circles), but still no peak arising from chemical order is observed. The fringes close to the Bragg peaks keep the same frequency, indicating that the film thickness does not change under annealing [see Eq. (2.18)]. The interdiffusion at the interface with the substrate is therefore negligible, and there is no Pt enrichment of the film. Scanning nearby the CTR a bump now appears. A large rocking scan at the (2 0 1) position [Fig. 26(b)] explains its origin. After annealing some chemical order is indeed established, but the domain size is so small (about 2 nm) that the peak on the CTR is hidden by the intensity diffracted from the flat surface.

A quite different situation is encountered keeping the substrate at 570 K during the same process of alternated Mn and Pt deposition. In this case layer by layer growth, and a LRO peak of the wanted MnPt(001) phase are observed, already at the first stages (Fig. 27).

Domains of the MnPt phase with the $c$ axis parallel to the surface are observed for

---

both the film grown at room temperature and then annealed at 770 K, and for that one grown at 570 K, but they represent a minority component for the last one.

For studying the exchange bias properties, both the films discussed above were covered with a ferromagnetic layer. The first sample was covered with about 2 nm of iron, which has an in-plane magnetization. The second one was covered by about 2 nm of an ordered FePt(001) alloy, which has an out of plane easy axis. Both samples were capped with ~2 nm of Pt which prevents the oxidation of the magnetic layers thus allowing for ex-situ magnetic characterization.

For bulk-like magnetic structure (Fig. 14) the MnPt(001) plane is compensated, therefore for a flat interface no exchange coupling is expected. A coupling requires defects at the interface and/or in the film structure. Indeed polar magneto-optical Kerr rotation (MOKE) measurements on the Pt/FePt/MnPt/Pt(001) sample showed a small exchange bias at 5K, which vanishes after a few hysteresis loops (Fig. 28).

--

Fig. 27. L scans along the (2 0)-CTR during MnPt deposition at 570 K for 1, 2, 4, 6, and 8 (closed circle) MnPt bilayers (BLs); the background is also shown (gray solid line). Inset: counts at the (2 0 1.04) reciprocal space point (indicated by vertical dashed line) as a function of the number of deposited MnPt BLs.

Fig. 28. (a) Polar MOKE hysteresis loops of the Pt/FePt/MnPt/Pt(001) film at 295 K (squares) and after field cooling down to 5 K: second loop (open circles) and sixteenth loop (closed circles). (b) Coercivity ($H_c$) and exchange bias shift ($-H_{EB}$) as a function of the number of loops measured (from ref. 91).
The magnetic field cooling from RT down to 5 K creates a metastable state with uncompensated spins that are responsible for the initial EB shift.

On the Pt/Fe/MnPt/Pt(001) sample, which has in-plane magnetization, MOKE measurements were performed in longitudinal geometry (Fig. 29).

An exchange bias at 5 K was observed, which is the result of a thermodynamically stable spin configuration at the interface. This is attributed to the coupling of the Fe layer with the observed MnPt domains having the $c$ axis parallel to the surface. Indeed, in type-II magnetic structure (Fig.14), MnPt(100) planes are not compensated.
4. CoO/PtCo/Pt(111)

Transition-metal oxides (TMO) represent an important class of antiferromagnetic materials because of their high Néel temperature and chemical stability. Most of the reported investigations in which an insulated AFM layer is used to bias ferromagnetic films involve CoO or NiO monoxide. The bulk $T_N$ for CoO is 293 K; for NiO, it is 525 K. For Ni$_x$Co$_{1-x}$O, $T_N$ varies linearly with $x$. Above $T_N$, both oxides have a rocksalt structure with close lattice constant ($a_{CoO} = 4.261$ Å, $a_{NiO} = 4.17$ Å). A distortion is observed below the Néel temperature. For CoO the structure becomes almost tetragonal (indeed is slightly monoclinic). In the AFM state of both CoO and NiO spins order parallel on (1 1 1) planes (as indexed in the cubic structure), and take anti-parallel spin directions on adjacent planes (i.e., the spins of next nearest-neighbors along <1 0 0> directions are anti-parallel due to the superexchange interaction via oxygen atoms) (Fig. 30). For CoO, spins are oriented in the ac monoclinic plane at about 20° from the [001] direction. A lower angle was found both by a previous experiment and by theoretical calculations, which deduced a spin alignment along the [1 1 7] direction. The uncompensated (111) face is then expected to give rise to a large exchange coupling when grown in epitaxy on a ferromagnetic layer.

![CoO structure and spins ordering in the AFM state.](image)

$L1_0$ FePt and CoPt ordered alloys are promising medium material for high-density magnetic recording because their high magnetocrystalline anisotropy suppresses superparamagnetism in nanoscale particles and films. The origin of such an anisotropy resides in the large spin-orbit coupling of Pt atoms and in the strong hybridization of Pt $d$ bands with the $3d$ bands of Co or Fe. This needs to be associated with the presence of a uniaxial anisotropy of the crystal structure, like is the case for the $L1_0$ phase.

97 W. L. Roth, Phys. Rev. 110, 1333 (1958)
Co₃Pt hcp(0001) films obtained by codeposition on a substrate kept at about 650 K show chemical order along the growing direction, which has no counterpart in the bulk phase diagram. A large perpendicular magnetic anisotropy (PMA) is exhibited by these films, as well as by Pt₇₅Co₂₅(111) fcc films, grown in the same temperature range. These Pt-rich films show no LRO, but it was suggested that Co platelets form as a surface-driven-growth effect during codeposition. It is indeed well known that PtₓCo₁₋ₓ(111) bulk alloys show Pt segregation at the surface and an oscillating Pt concentration profile in the underlying layers.

On this basis, the pseudomorphic growth of a sub-nanometric CoPt alloy film on top of Pt(111) will be discussed in this chapter, which shows PMA at room temperature. It will be covered by an epitaxial NiO(111)/CoO(111) nanometric multilayer, exhibiting an exchange coupling at the interface.

4.1. PtCo/Pt(111)

At the initial stage of Co deposition on Pt(111) at room temperature, the first atomic layer occupies preferably the three-fold Pt fcc hollow sites at the surface as sketched in Fig. 31. Due to the mismatch between the bulk Co and Pt lattice the Co overlayer becomes strained. The tensile stress is partially relieved by dislocations.

A subsurface growth mode is instead observed when 1 ML of Co is deposited onto Pt(111) held at about 540 K. A thermally activated exchange reaction leads to a bilayer growth mode for Co on Pt(111) at this temperature. Fig. 31 shows the side view (a) and top view (b) of Co on top of Pt(111), represented within its hexagonal surface unit cell. The Co three-fold coordination is shown in (c).

FIG. 31. Side view (a) and top view (b) of Co on top of Pt(111), represented within its hexagonal surface unit cell. The Co three-fold coordination is shown in (c).
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structure with the Co mainly buried in the second atomic layer, as we showed by SXRD.\textsuperscript{104,105}

Figure 32 illustrates the drastic change in the CTRs structure factors measured on the two interfaces, obtained by deposition at room temperature (followed by annealing at 430 K, to decrease the roughness) and at 540 K, respectively. The last one was fitted with a bilayer structure where Co and Pt exchange in the last two layers, maintaining the bulk-like stacking (...ABCA, see Fig. 31) of the hexagonal planes. Structural parameters are the Co atomic concentration and the interlayer distances between the three layers closest to the surface.

![Figure 32](image)

FIG. 32. Experimental CTRs of 1 ML Co/Pt(111) deposited at 540 K and best fit curves. The experimental data of 1 ML Co/Pt(111) deposited at RT are also shown (empty red squared). The CTRs are labeled using the hexagonal surface unit cell\textsuperscript{107} and the Friedel's law (\(|F(0,1,L)| = |F(1,0,L)|\)).

The best fit values are given in Table IV. The result is a very rich Co layer (\(C_2 \sim 80\%\)) sandwiched between two almost Pt layers. The interlayer distances are strongly compressed, much more than observed at the surface of fcc Pt\textsubscript{80}Co\textsubscript{20}(111) alloys.\textsuperscript{103} This is due to the strained Co layer, where atoms take the in-plane Pt NN distance of 2.775 Å (it is of 2.51 Å in bulk Co).

<table>
<thead>
<tr>
<th>TABLE IV. Best fit Pt-Co bilayer structure.</th>
</tr>
</thead>
<tbody>
<tr>
<td>(C_1)</td>
</tr>
<tr>
<td>(C_2)</td>
</tr>
<tr>
<td>(C_3)</td>
</tr>
<tr>
<td>(d_{12}(\text{Å}))</td>
</tr>
<tr>
<td>(d_{23}(\text{Å}))</td>
</tr>
<tr>
<td>(d_{\text{bulk}}(\text{Å}))</td>
</tr>
</tbody>
</table>

All criteria for a large PMA are here fulfilled. Fig. 33 shows a comparison of the room

temperature polar-MOKE measurements performed on 1 ML Co/Pt(111) deposited at RT and at 540 K. Both surfaces exhibit an almost rectangular hysteresis loop, and hence PMA. In the first case however the coercive field is quite small (of 80 Oe), and it strongly increases in the bilayer structure.

![FIG. 33. Polar Kerr hysteresis loop for, respectively, 1 ML of Co/Pt(111) grown at RT (smaller loop) and at 540 K (larger loop) (from ref. 46)](image)

The local magnetism can be probed by XMCD on the Co L\textsubscript{2,3} adsorption edges, using magneto-optical sum rules that give the orbital and spin magnetic moment of Co atoms separately.\textsuperscript{108,109} The values obtained for the Pt-Co bilayer structure are given in Table V,\textsuperscript{105} and compared with that one for CoPt\textsubscript{3}(111) films grown at 690 K and with the bulk values.

| TABLE V. Effective spin and orbital magnetic moments of Co in the Pt-Co bilayer compared to that one of a CoPt\textsubscript{3} film grown at 690 K and of Co HCP. |
|-------------------------------------------------|-----------------|-----------------|
| Pt-Co bilayer on Pt(111) | 1.7(2) | 0.39(5) |
| CoPt\textsubscript{3}(111) grown at 690 K (ref. \textsuperscript{110}) | 1.6(1) | 0.30(2) |
| Co HCP (ref. \textsuperscript{111}) | 1.62 | 0.15 |

### 4.2. CoO/Pt(111)

Ultrathin TMO films are investigated mainly for their magnetic and catalytic properties.\textsuperscript{112,113} In exchange coupling applications involving TMO, a key parameter is the control of the AFM/FM interface structure at the atomic level, which determines the

strength of the exchange interaction.

CoO grows with the (111) orientation on several fcc(111) metallic substrates, like e.g. on Au(111).\textsuperscript{114} Growth of CoO on Pt(111) at RT was investigated by RHEED (reflection high-energy electron diffraction), resulting in ultrathin CoO(111) films described as relatively flat.\textsuperscript{115} The (111) planes in the rocksalt structure are formed alternatively by pure oxygen and pure cobalt layers, thus the bulk terminated surface is polar, and the calculated surface energy is infinite.\textsuperscript{116,117} This divergence can be suppressed by various mechanisms,\textsuperscript{118} e.g. surface reconstructions,\textsuperscript{119} a surface phase with different structure,\textsuperscript{120} vacancy islands,\textsuperscript{121} reduced charge of the surface ions,\textsuperscript{122} non-stoichiometric surfaces.\textsuperscript{123} For ultrathin films, the polar surface divergence problem is alleviated; nevertheless, it reduces the stability of the films, making it difficult to achieve layer-by-layer growth of well-ordered nanometric CoO(111) films.

The reduction of the critical temperature with the thickness is a general behavior expected in several systems including magnetic films, when their size become smaller than the characteristic correlation length.\textsuperscript{124} Experiments have evidenced a drastic reduction of the Néel temperature in CoO films. Measurements performed on CoO/SiO\textsubscript{2} multilayers have shown that the transition temperature rapidly decrease for CoO films thinner than 6nm.\textsuperscript{62}

\begin{itemize}
  \item[a)] \textbf{Surface structure and morphology of CoO/Pt(111)}\textsuperscript{125}
\end{itemize}

Scanning tunneling microscopy (STM) is the most powerful technique allowing a direct, real-space determination of the surface structure at an atomic level and of the surface roughness.\textsuperscript{126} It is based on the quantum mechanical process of electron tunneling through the vacuum barrier, which happens when sample and tip are close enough. The tunneling current $I_t$ probe the convolution of the tip and sample local density of states, integrated over an energy range defined by the sample bias voltage $V_s$. It decay exponentially with the sample tip distance.\textsuperscript{127} All the images shown below are taken in constant current mode, with the tip following the surface electron density corrugation (topographic mode).

Figure 34 shows STM images of the surface Co oxide obtained by deposition of 1 ML of Co on Pt(111) followed by O\textsubscript{2} exposure at (a) RT, (b) 450 K, and (c) 570 K, respectively. Samples were shortly annealed at the same temperature before to introduce oxygen. The dosing time was typically 10 min. at 10\textsuperscript{-7} mbar, i.e. ~50 Langmuir (L, 1 L corresponds to a dosage of $10^{-6}$ torr s). Image (d) was obtained after a further annealing of (c) at 730 K in 10\textsuperscript{-8} mbar O\textsubscript{2} for 10 min. (direct annealing at such a high temperature would result in Co dissolution in the substrate).

In (a) we observe small clusters, ~250 pm in height and 2 nm in size, resulting from the

\textsuperscript{125} M. De Santis, A. Buchsbaum, P. Varga, and M. Schmid, Phys. Rev. B \textbf{84}, 125430 (2011)
\textsuperscript{126} G. Binning, H. Rohrer, Rev. Mod. Phys. \textbf{71}, S324 (1999)
oxidation of previously Co-covered areas, whereas no islands appear on Pt areas (dark regions). Clusters are the result of the expulsion of atoms from the underlying Co layer during oxidation: a bulk CoO(111) plane has a Co atomic density ~15% lower than pseudomorphic as-deposited Co on the Pt(111) surface. The dendrites formed when depositing Co submonolayers on Pt(111)\textsuperscript{128} are still observed on the oxidized sample. These dendrites should consist mainly of Pt, and almost no clusters form on them.

In Fig. 34(b) the clusters are wider, the height is about twice, and they take the three-fold substrate symmetry. Finally, a flat surface oxide is obtained by dosing oxygen at 570 K (brighter regions on the terraces correspond to a corrugation of 50 pm only, and are related either to delocalized electronic states or to additional physisorbed oxygen).

Further annealing at higher temperature in O\textsubscript{2} (d) results in an almost flawless moiré pattern of period 2.70(5) nm. Atomic resolved images of this surface (Fig. 35) show the CoO(111) hexagonal mesh with an interatomic distance $d_{\text{oxide}} = 309 \pm 2$ pm. This misfit

value roughly agree with that ones calculated from LEED images (Fig. 36). The moiré is given by the (unrotated) superimposition of the substrate lattice and of the epitaxial CoO, with 10 Pt surface cell ($d_{Pt} = 277.5$ pm) corresponding to 9 ones of the CoO layer ($\frac{10}{9} d_{Pt} = 308.3$ pm). A ball model of the structure is shown in Fig. 37. Within the supercell, Co atoms shift from fcc to hcp and on top sites with respect to the substrate. A comparison with images showing triangular dislocation loops allows to identify each kind of site in the STM image. Low energy ion scattering (LEIS) on this same surface shows contributions mainly from Co and O atoms, the Pt peak being only a few percent of the total signal. Despite the large annealing temperature there is no Pt segregation in the top layer. Assuming that the Pt signal comes from uncovered Pt areas, comparison with standard spectra of pure Pt indicates that 1% of the surface is pure Pt. The CoO stoichiometry of the layer is roughly confirmed by Auger electron spectroscopy, by comparison with thicker CoO films. The structure therefore looks very closely to that one of 2D oxygen terminated FeO on Pt(111).

It is interesting to note that the in plane hexagonal CoO lattice constant ($d_{oxide} = 309 \pm 2$ pm) is even larger than the corresponding bulk value (301 pm), which is at the opposite of what is expected from the epitaxy relationship. Indeed the in plane expansion should allow a compression of the Co-O interlayer distance, reducing then the surface dipole energy. Such an out-of-plane contraction was observed in FeO/Pt(111). The moiré structure is then expected to submit the Pt interface layer to a large stress.

The CoO bilayer structure would result then considerably distorted with respect to the rocksalt one, like is the case of CoO on Ir(100). It was shown that a few monolayer thick CoO films grow on Ir(100) in (111) orientation. Despite the fact that the bulk of these films has a rocksalt structure, near the surface there is a switch towards the wurtzite type structure, with a reduced Co-O interlayer distance. The moiré structure might find applications as templates for growing metal nanostructures. The similar FeO/Pt(111) moiré has been used for growing fairly regularly arranged self-assembling arrays of gold adatoms.

Growing CoO films of nanometric thickness on Pt(111) results in a rough surface and in a Stranski-Krastanov growth mode over a large temperature range. Fig. 38 (a) and (b) shows the STM images collected on films obtained by three cycles of Co deposition (1 ML) and O₂ dosing (50 L) at 450 K and 570 K, respectively, pursuing the growth beyond the first monolayer stage shown in Fig. 34 (b) and (c), respectively (the sample of Fig. 38(b) has been submitted to a final annealing at 740 K in oxygen). Both surfaces exhibit triangular shaped islands, whose size increases with temperature, on top of an epitaxial first layer. This last one is the moiré structure in (b), while in (a) a triangular dislocation network is formed, which is shown in the inset.

FIG. 38. STM images of thicker films. (a) Three cycles of Co deposition (1 ML) and O₂ dosing (50 L) at $T = 450$ K ($V_s = -1 \text{ V}, I_t = 0.1 \text{ nA}$). (b) The same procedure at 570 K, followed by annealing in oxygen at 740 K at the end ($V_s = 1.2 \text{ V}, I_t = 0.1 \text{ nA}$). In both cases, the first monolayer is deposited at RT. The inset in (a) shows a zoom in the flat region in between the islands.
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b) Structure of ultrathin CoO/Pt(111) films

A complementary description of the structure of the CoO films discussed in the previous section is obtained by in-situ SXRD. Here the discussion is focused on films grown at T < 470 K. Higher oxidation temperatures would compromise the stability of the FM layer in the exchange coupling system discussed in the following.

Figure 39 shows SXRD measurements on a CoO/Pt(111) sample grown by three steps of alternate Co deposition (1 ML) and O$_2$ exposure (20 L) at 430 K. The diffracted intensity is collected at each step, scanning the momentum transfer parallel to the (010) direction of the hexagonal reciprocal space Pt(111) surface cell. A peak is observed at (0 0.925 0.48), starting from a thickness of 2 CoO ML. It correspond to the position of the (01) CoO-hex rod of the hexagonal CoO(111) surface cell, as confirmed by a deep investigation of the reciprocal space. We can conclude from SXRD data that a few monolayer thick films grow in orientation epitaxy with the substrate and with an in-plane lattice constant value very close to the corresponding CoO bulk one ($\frac{a_{Pt}}{a_{CoO}}=0.921$).

![Figure 39](image.png)

FIG. 39. SXRD measurements collected by scanning the momentum transfer parallel to the reciprocal space vector of the hexagonal Pt(111) surface cell. The curves refer to clean Pt substrate and to subsequent three steps of Co deposition (1 ML) and O$_2$ dosing (20 L).

Figure 40 shows the structure factors along the (10) CoO-hex rod extracted from the measurements on two samples of different thicknesses, grown by 3 and 6 repetitions of the step procedure described above. A Comparison between these two curves allows to find out the incoherent scattering background contribution from the substrate, which appears close to L=-2, 1 and 4 (this contribution is the same in both samples).
FIG. 40. (10)_{CoO-hex} rod of “3 ML” and “6 ML” CoO on Pt(111). Both experimental values and best fits in the diffraction region are shown (\(|F(0,1,L)| \equiv |F(1,0,\bar{L})|\)).

The remaining diffraction peaks can be fitted within a simple CoO(111) layer model with bulk-like structure, because the diffraction contributions from CTRs and from the relaxed (incommensurable) film does not interfere each other [Eq.(2.18)]. A top and side view of the CoO hexagonal unit cell is shown in Fig. 41. Only three free structural parameters are required to fit the experimental data with a reasonable accuracy: the interlayer spacing, the thickness, and the film roughness. The layer by layer Co and O occupancy was modeled using the complementary error function distribution. This corresponds to a Gaussian distribution of the terraces surface.\(^{134}\) The best fit values are reported in Table VI. The layer thickness is expressed in equivalent monolayers, and the r.m.s. (root means square) values are given for the roughness, which are related to the \(\sigma\) of the distribution.\(^{134}\) The interlayer Co-O spacing is very close to the bulk one, while the roughness is similar to that one (5 Å) measured on the STM image of Fig. 38(a).

<table>
<thead>
<tr>
<th></th>
<th>“3 ML” CoO/Pt(111)</th>
<th>“6 ML” CoO/Pt(111)</th>
<th>CoO bulk</th>
</tr>
</thead>
<tbody>
<tr>
<td>(d_{Co-O}(\text{Å}))</td>
<td>1.225(2)</td>
<td>1.225(2)</td>
<td>1.230</td>
</tr>
<tr>
<td>(ML(Co))</td>
<td>4</td>
<td>6.5</td>
<td></td>
</tr>
<tr>
<td>(r.m.s.(\text{Å}))</td>
<td>3.2</td>
<td>4.7</td>
<td></td>
</tr>
</tbody>
</table>

In the fit an ABC stacking sequence of the Co and O hexagonal layers was used, which is the same as Pt layers in the substrate. This means that the Co sub-lattice follows the reversed stacking sequence ACB. For this reason, while the \((10\bar{2})_{\text{hex}}, (101)_{\text{hex}},\) and \((104)_{\text{hex}}\) nodes are substrate Bragg peaks, the film peaks are centered at \((104)_{CoO-hex}, (10\bar{1})_{CoO-hex},\) and \((102)_{CoO-hex}\). The twinned domain is not formed, otherwise the

overall film structure would have an additional mirror plane and it would be measured that 
\( |F(1,0,L)| = |F(1,0,\bar{L})| \).

FIG. 41. Side view (a) and top view (b) of the CoO(111) hexagonal unit cell. A 2×2 surface cell is shown in (c).

Such a twinned domain is indeed observed in CoO films grown in a different manner, i.e. by oxidation at 430 K of a previously deposited 6 ML thick Co/Pt(111) layer. The single domain stacking is therefore due to interaction with the substrate during the layer by layer oxidation. This conclusion is at a first view surprising, because the site occupied by the first Co layer on top of Pt is expected to shift locally from fcc to hcp due to the misfit, as observed in the moiré sketch of Fig. 37. This difference in the local stacking would result in the growth of the two CoO domains. This apparent contradiction is solved by looking at the domain size. An in-plane Lorentzian fit of CoO rods gives \( \Delta Q_{FWHM} \approx 1 \text{ nm}^{-1} \), i.e. a domain size of about 4 nm [Eq. (3.1)] parallel to the surface, which is of the same order of magnitude of the moiré cell size shown in Fig. 37. This difference in the local stacking would result in the growth of the two CoO domains. This apparent contradiction is solved by looking at the domain size. An in-plane Lorentzian fit of CoO rods gives \( \Delta Q_{FWHM} \approx 1 \text{ nm}^{-1} \), i.e. a domain size of about 4 nm [Eq. (3.1)] parallel to the surface, which is of the same order of magnitude of the moiré cell size shown in Fig. 37. The inset in Fig. 38 shows a zoom taken in the flat region of STM image (a). Triangular dislocation loops are observed on it, centered on sites where the overall atomic stacking is the same of the substrate one.\(^{125}\)

Merte and coworkers in the Aarhus group have studied similar dislocation triangles on FeO/Pt(111).\(^{135,136}\) They created these loops by chemically reducing the perfect FeO film with atomic hydrogen, whereas the structures observed here are formed during growth. They have interpreted their dislocations as vacancies in the oxygen layer. The driving force behind the formation of these defects was explained as a preference for fcc-like stacking in the upper layers (Pt-Fe-O), avoiding the regions of hcp-like stacking. In the present case triangular dislocation loops with oxygen vacancies could represent the way to lower the surface electrostatic energy. They could also simply represent a metastable state with walls between domain nucleating at different fcc sites, the growth of a defect-free moiré pattern requiring an annealing at higher temperature. They play in any case a major role in the morphology, in the stacking and in the grain size of CoO film, modifying its AFM properties.

---


The FM PtCo/Pt(111) bilayer structure discussed in section (4.1) is Pt terminated. It is then expected that the growth of CoO on top of it proceeds in a similar manner than on clean Pt(111), and this is indeed what is observed. CoO rods measured for this layered CoO/PtCo/Pt(111) structure can hardly be distinguished from that ones shown in Fig. 40.

4.3. Magnetic properties of NiO/CoO/PtCo/Pt(111) multilayers

Perpendicular exchange bias was already observed growing CoO on top of CoPt multilayers with out-of-plane magnetic easy axis. This system exhibits enhanced coercivity and loop shifts after field-cooling, with a blocking temperature of about 220 K.\textsuperscript{137} It is indeed quite similar to the system studied in this chapter, albeit here the FM layer is formed just by the atomic PtCo bilayer described above. In the magnetic characterization, we have coupled this FM bilayer to a AFM short period superlattice of CoO and NiO, which exhibits a single transition temperature in between the values of the respective bulk oxides.\textsuperscript{138,139} Such a film benefits at the same time of the high magnetocrystalline anisotropy of CoO.

The studied system was grown as follow: 1 Co ML was deposited onto a clean Pt(111) substrate held at 540 K to get the structure described in paragraph (4.1). Afterwards, 1 ML Co was evaporated at 450 K and oxidized by exposure to O\textsubscript{2}. Repeating this procedure 3 times, an epitaxial 3 ML CoO(111) layer was obtained. Following the same procedure, a 3 ML NiO(111) layer was grown on top of it. This NiO/CoO sequence was repeated 3 times, yielding an oxide film of about 4 nm thickness. A unique lattice parameter for the oxide was measured that is, within the error bar, the same as the 6 ML CoO/Pt(111) film (despite the fact the NiO bulk one is 2% smaller).

The magnetic properties of this system were characterized by polar MOKE. The sample was first heated at 383 K, then it was field cooled at room temperature under a magnetic field of 5 kOe, and hysteresis curves were measured at steps of about 10 K (Fig. 42).

![Polar MOKE](image)

**FIG. 42.** Polar MOKE of (NiO\textsubscript{3ML}/CoO\textsubscript{3ML})\textsubscript{3}/PtCo/Pt(111) versus T close to T\textsubscript{B}.

**FIG. 44.** Coercivity (H\textsubscript{C}) and exchange bias (H\textsubscript{EB}) versus T.
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From 383 K to 323 K, the hysteresis curves exhibit square loops with increasing $H_C$ and essentially no $H_{EB}$. From 323 K down to 298 K, the loop becomes more and more elongated and shifted to the negative field value with decreasing $H_C$. The blocking temperature is inferred to be $T_B$ 320 K (Fig. 44). This represents a large increase compared to CoO films of equivalent thickness, for which a Néel temperature of about 230 K was obtained.\textsuperscript{140} Above $T_B$, the complete reversal of the out-of-plane magnetization of the Pt-Co ferromagnetic layer is observed. The increased coercivity $H_C$, which reaches a maximum of 1.7 kOe around $T_B$, is related to long range AFM order appearing in the mixed oxide layer. It is worth noting that the extrapolated value of $H_C$ for temperature above $T_N$, 1.2 kOe, is close to the coercivity of the FM Pt-Co/Pt(111) bilayer (Fig. 33). Below $T_B$, the easy magnetization axis of the FM layer is no longer perpendicular. Upon field cooling, the AFM spins should align along the spin anisotropy axis that is closest to the applied magnetic field. The CoO has a high magnetocrystalline anisotropy. The orientation of the NiO magnetic moments is assumed to follow the CoO spins because of a lower magnetocrystalline anisotropy constant and a strong exchange interaction at the CoO/NiO interface. Hence, the change in the hysteresis loops is related to the reorientation of the Co spins in the FM layer due to exchange coupling with the oxide multilayer.

5. Conclusion and perspectives

My short term research projects will follow the footprint of my recent activity. They will focus on the growth and on the structural analysis of ultrathin films and nanostructures for spintronics applications. The purpose will be still to growth model systems where a complete structural knowledge will help the understanding of the magnetic properties. The tools for the structural analysis will be as in the past SXRD and STM. At short term, systems involving TMO will be privileged, which allow a comfortable \textit{ex-situ} analysis of the magnetic properties without substantial alterations.

This research will take advantages from a few experimental improvements. The SXRD experimental set-up installed on the CRG-IF beamline, on which I have a role as local contact, will be completely renewed with a new diffractometer, a new UHV chamber, and improved growing facilities. This refurbishing is already funded.

At the Néel institute I am in charge of a variable temperature STM/AFM working in UHV and of the associated preparation chamber. It would be not very difficult to implement such an instrument for magnetic force microscopy measurements, allowing a coupled \textit{in-situ} measurement of both structure and properties. The considered research themes would greatly benefit from such an improvement, which however is not funded up to now.

The magnetic properties will be studied mainly through two experimental techniques, the MOKE and the x-ray absorption at the transition metals $L_{2,3}$ edges. We have established a collaboration with Matthieu Jamet (CEA-INAC) for \textit{ex-situ} MOKE measurements, and a CNRS international cooperation projects (PICS) with the MPI of HALLE which give us an access to \textit{in-situ} MOKE.

This manuscript was dedicated to the study of AFM films and FM/AFM interfaces of interest for exchange coupling applications. The approach of growing epitaxial films on single crystal substrate has allowed to push the structural analysis as far as possible. Two class of materials have been discussed, which presents different problematics.

Most of the studied systems were conceived on the basis of the knowledges of thin film properties and structure. However, both of them can differ deeply in ultrathin epitaxial films due both to the film thickness and to the epitaxial relationships. Indeed, while the properties of FM surfaces, ultrathin film and nanostructures have been deeply investigated in the last few decades,\textsuperscript{141,142} much less is known about Néel temperature, easy axis, interface spin structure, etc. of low dimension AFM films and nanostructures. One of the reason is the lack of well suited experimental techniques. However soft x-ray absorption spectroscopy and its related techniques like for example x-ray magnetic linear dichroism (XMLD) offer an insight into these properties.

Chemical order, roughness and intermixing at the interface with the FM layer are crucial for the properties of metallic AFM films like for example MnPt. They determine the strength of the exchange coupling interaction. As discussed in the first chapter, the roughness allows the establishment of a directional anisotropy at compensated FM/AFM interfaces. The size of chemically ordered domains play a role on one hand by limiting the correlation

\textsuperscript{142} F. J. Himpel, J. E. Ortega, G. J. Mankey, and R. F. Willis, Advances in Physics 47, 511 (1998)
length of AFM domains, on the other hand allowing unbalanced spins which bring to a net magnetic moment.

In chapter 3 it was shown that exchange bias with coupling perpendicular to the surface is observed in FePt layers grown on well ordered MnPt/Pt(001) films. In this system indeed an exchange bias is not expected for the ideal interface, which is compensated both considering type II and type III (bulk) magnetic order (see Fig.14). The observed EB disappears after several hysteresis cycles (training effect). This can be explained in the domain state model with a rearrangement of the AFM domains. XMCD measurements performed on this system after field cooling at 5 K evidenced the presence of uncompensated Mn spins. Most of them are strongly coupled with the FM layer and turn with it, but a fraction is frozen, at least during a few hysteresis loops, and is responsible for the observed exchange bias. A deeper insight into the coupling mechanism can be gained through the knowledge of the spatial distribution of such uncompensated spins. Details about the magnetization depth profile in the MnPt film and at the interface can be provided by x-ray resonant magnetic scattering (XRMS) in specular geometry at the Mn L₃ edge. The Mn spin frozen spatial distribution can be deduced comparing four reflectivity measurements collected at the Mn edge resonance, at low temperature and after field cooling. The difference between the x-ray reflectivity collected with circular left and circular right polarized x-ray beam is first measured, which gives the uncompensated spin distribution. Then a magnetic field in applied that reverse the FM layer magnetization. Measuring once more the reflectivity dichroism, the distribution of uncompensated spins after flipping the magnetization is obtained, which allows to deduce the frozen fraction. This experiment has been already conducted by our group on the SEXTANTS beam line at SOLEIL using the RESOX end station, and the data analysis is in progress.

For Fe films coupled with MnPt a stable exchange bias parallel to the surface was observed. However this sample suffer of an important drawback, showing ordered MnPt domains of small size, and with the c axis either perpendicular or parallel to the surface. The last one form a uncompensated interface with the FM iron layer when the type II AFM order is realized, which could explain the observed exchange bias.

The second class of EB systems discussed in this manuscript involve TMOs, mainly CoO, which is widely employed as AFM layer in studies which aim to compare the experimental results with the expected theoretical behaviors. The dependence of the magnetic properties of AFM layers on the film thickness is well understood from the theoretical point of view. Experimentally, a strong reduction in the Néel temperature with the thickness of the AFM layer in the nanometric range was observed in CoO/SiO₂ multilayers. An even larger decrease of the experimentally more accessible blocking temperature was measured in NiFe/CoO bilayers. However in such films little is known about the structure and the spin arrangement at the interface. Indeed, the suppression in Tₑ is strongly reduced in CoO/MgO multilayers. This discrepancy was explained with the presence, in CoO/SiO₂ multilayers, of an amorphous CoO layer at the interface, while in the permalloy/CoO system the origin of the decreased blocking temperature with respect to the bulk Tₑ stay unknown.

These experiments have motivated the study of the detailed structure of the TMO layer employed in ultrathin exchange bias systems. In the case of epitaxial CoO/Pt(111) films, the substrate plays a fundamental role, because as I showed it determines both the strain

and the grain size of ultrathin films. Both of them, affect the spin configuration of the CoO layer. The AFM ordering between Co ions is stabilized by superexchange which is mediated by the oxygen atoms.\textsuperscript{145,146} The presence of triangular dislocation loops like that shown in the inset of Fig. 38, which are explained with the lack of oxygen atoms, are expected to deeply modify the spin configuration at the interface.

Lattice distortion and CoO magnetic properties are intimately related.\textsuperscript{98} In the octahedral crystal field associated to the cubic structure, the two minority spin electrons of the Co\textsuperscript{2+} ion are distributed in three degenerate $t_{2g}$ orbitals. This degeneracy is removed by a tetragonal distortion (Jahn-Teller effect). This results in an orbital momentum and in a spin momentum whose orientation is mainly determined by the spin-orbit coupling. However exchange and correlation also contribute in determining the easy axis, turning it out of the [001] direction. The monoclinic distortion which adds to the tetragonal one would then have its origin in the magnetostriction.\textsuperscript{96} Than, it seems logical that lattice induced distortion can modify considerably the establishment of the AFM order and the spin orientation.

The role of the epitaxial strain on the magnetic properties of AFM films has been hardly considered up to now. It was observed that the orientation of the magnetic moments strongly depend on the strain in CoO(001) ultrathin films.\textsuperscript{147} The lattice constant of CoO sandwiched by MnO(001) layers is expanded in-plane, and spins are oriented out-of-plane. CoO/Ag(001) suffer a compressive strain, and as a result the Co spins are in-plane.

On the basis of the relationship between AFM order and monoclinic distortion, the following question arise that seems very interesting: is it possible to manipulate the Néel temperature in CoO ultrathin films by epitaxial growth induced distortions? To inquire this aspect we are performing a few experiments on the CoO/Pt(001) and CoO/FePt/Pt(001) systems. Growth of cobalt oxide by reactive molecular beam epitaxy on a Pt-terminated PtFe/Pt(001) surface gives rise to a monoclinic distorted CoO film at room temperature for thicknesses in the nanometer range.\textsuperscript{148} Its structure is close to that one of a rocksalt CoO(111) film, forming hexagonal atomic planes parallel to the interface. The epitaxy induced stress being not the same along the CoO [\{110\} and [\{112\}] directions, a monoclinic distortion is observed at room temperature. This could explain the unusually high blocking temperature (~290 K) that we measure on this system. The elemental resolved spin orientation in such films can be investigated using linear and circular magnetic dichroism at the Fe and Co $L_{2,3}$ x-ray absorption edges. The x-ray absorption linear dichroism (XLD) probes the charge anisotropy associated to both the local crystal field and the local exchange field through the spin-orbit coupling.\textsuperscript{147,149,150} The experiments we performed on CoO/FePt/Pt(001) has allowed to find the Co spin orientation, and the coupling of Co and Fe spins through the interface.\textsuperscript{151} These measurements give also directly the Néel temperature of the film. A systematic study of spin orientation and $T_N$ needs to be performed as function of the oxide layer thickness.

Even more crucial for the exchange properties is the manipulation of the epitaxial

growth relationship. Both the structural characteristic of the substrate surface and its chemical nature play a crucial role in the growth of epitaxial films. Interface stress and interfacial energy determines the crystallographic orientation of the film. In the growth of CoO on metallic (100) surfaces, the (100) orientation is preferred for low strain values like for CoO on Ag(100) (see for ex. Ref. 152). For large strain, as for CoO/Ir(100), (111) films are usually observed.120 This qualitatively agrees with our findings for CoO/Pt(001). It has been recently shown that the CoO growth orientation on Ir(100) can be tuned to (100) by controlling the chemistry at the interface.153 Such a switching is achieved by the deposition of a buffer layer of almost 2 ML Co on the clean (unreconstructed) surface. Such an ultra-thin layer is pseudomorphic, and after a moderate oxidation it forms a c(4x2)-Co3O4/Co/Ir(100) surface. Such a phase becomes the precursor for the growth of CoO(100), which is obtained by further Co reactive deposition in oxygen.

We are actually successfully growing CoO/FePt/Pt(100) EB systems where the oxide films is (100) oriented. This is achieved using the method described above, i.e. depositing a Co buffer layer at the interface. The magnetic properties of such a multilayer deeply differ from that ones of the system with the same chemical composition but with a CoO(111) oriented film. The origin of such a difference in exchange coupling could reside in the interface structure and stoichiometry, which need to be carefully investigated.

These topics and more in general the relationship between EB properties and film structure is part of the Phd thesis (in progress) carried out in our group by A. Lamirand.

A second subject that we are going to investigate in the next years involve magnetite, and is a continuation of the study of the CoO/Fe/Ag(001) EB system which was part of the Phd thesis of Marcio Soares.54

It is well known that (001) oriented bcc iron grows layer by layer and pseudomorphic on Ag(001) up to a few nanometer thickness. A spin reorientation transition is also observed from out of plane to in-plane above a thickness of 4-5 ML.154,155,156 In our group we have studied the CoO/Fe/Ag(001) system, which seemed well suited to inquire the influence of the interfacial chemical composition on exchange bias and anisotropy properties.157 We observed that an iron oxide is formed at the interface, which play a crucial role in the magnetic properties of the system.158 To answer to the question about the role of iron oxide at the interface we plan to study the CoO/Fe3O4/Ag(001) bilayer.

The CoO/Fe3O4 system has several peculiar characteristic and it has been deeply studied in the past.159,160,161 At room temperature the magnetite is ferrimagnetic and 152 P. Torelli, E. A. Soares, G. Renaud, S. Valeri, X.X. Guo, P. Luches, Surf. Sci. 601 (2007) 2651
crystallizes in the inverse spinel structure \((AB_2O_4)\).\(^{162}\) This can be viewed as a fcc oxygen lattice with \(Fe^{3+}\) cations occupying tetrahedral \(Fe\) \((A)\) sites and a \(1:1\) mixture of \(Fe^{2+}\) and \(Fe^{3+}\) cations occupying \(1/2\) of the \(Fe\) \((B)\) octahedral interstitial sites. It has been shown, on single crystal films grown on MgO, that antiphase boundaries play an important role for its magnetic properties.\(^{163}\)

The magnetite has a lattice constant of \(8.397\ \text{Å}\), but the oxygen sublattice has the same arrangement in \(CoO\) and \(Fe_3O_4\) with a misfit of \(1.5\ %\), and a good (pseudomorphic) epitaxy relationship is therefore expected. On such a system a very small critical thickness, \(\sim 0.4\ \text{nm}\), was observed for the onset of biasing.\(^{159}\) It seems a very good candidate for inquiring the relationship between thickness, distortion, domains size and blocking temperature. We have recently grown such \(CoO/Fe_3O_4/Ag(001)\) interface. Both structural and magnetic studies are in progress.

A research direction that we aim to explore in the next years is the growth of exchange coupled magnetic particle arrays self-organized on nanostructured templates. The synthesis of artificial magnetic nanoparticles is motivated by the application in magnetic data storage. Shrinking the size below a domain wall thickness favors a single-domain behavior. However, reducing the size in the tenth of nanometer range one fall into the superparamagnetic limit where a spontaneous flip of the magnetization can happen by thermal activation. It has been shown however that the superparamagnetic limit can be beat thanks to exchange coupling.\(^{164}\) For proper investigations and applications of magnetism at the nanometer scale, obtaining clusters with well-aligned easy axes and monodisperse size distribution is a key challenge, resulting in well-defined properties.\(^{165,166}\)

The surface morphology at the nanometers scale has been exploited in the past two decades to achieve specific and regular atomic cluster arrangements. An example of such artificial nanostructures is the elaboration of regularly spaced \(Cu\) and \(Co\) atomic chains\(^{167,168}\) or nanoparticles\(^{165}\) at step edges of vicinal \(Pt\) and \(Au\) surfaces. An other well known example is the self-organization of \(Co\) nanoparticles on the \(Au(111)\) herring-bone reconstruction. More recently, nanostructured epitaxial ultrathin TMO films grown on metals, as for example the moiré and the zigzag pattern resulting respectively from the growth of a single \(FeO\) bilayer on \(Pt(111)\),\(^{170,171}\) and of \(TiO_x/Pt(111)\),\(^{172}\) as well as the \((4 \times 4)\) vanadium oxide mesh on \(Pd(111)\),\(^{173}\) were used for this same purpose. In this framework we tried to grow \(Pd\) nanoparticles by deposition on the \(CoO/Pt(111)\) moiré structure described in the previous chapter, but we observed that the periodicity of the template

layer is destroyed during such a process.

Ultrathin alumina obtained by oxidation of a Ni$_3$Al(111) substrate offers ideal properties for template-mediated growth of self-organized two-dimensional arrays of clusters. The structure of this 0.5-nm-thick oxide film exhibits holes reaching down to the metal substrate, which are located at the corners of a $\sqrt{67} \times \sqrt{67} R12.2^\circ$ unit cell. These holes are large enough to trap any kind of metal atoms, but only Pd atoms have been shown to be trapped so far. This template is especially useful because it combines large distances between the nucleation sites (4.1 nm) with the possibility to grow three-dimensional clusters, allowing to tune the cluster size in a range of more than 2 orders of magnitude. The applicability of this alumina film as a template for growing well-ordered metal clusters was first demonstrated for Pd and Pd/Au. The unmodified oxide is not a good template for most other metals. However, once that the corner holes are filled with Pd atoms, a metallic nucleation site is created where other metal atoms such as Fe and Co can nucleate and form a well-ordered arrangement, too. Figure 45, taken from ref. 177, show a regular arrangement of Co nanoclusters, obtained by deposition of 0.06 nm of Co at 470 K on the surface oxide were three Pd atoms per corner hole were predeposited.
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Fig. 45. STM of 0.06 nm Co deposited on the Pd seeded Ni$_3$Al(111) $\sqrt{67} \times \sqrt{67} R12.2^\circ$ surface oxide at 470 K. Cross points of the white grids mark the corner holes.

Using MOKE it was observed that such Co cluster have a superparamagnetic behavior at least down to a temperature of 100 K, were the substrate itself becomes ferromagnetic.178

It was shows that the exchange coupling, providing an extra source of magnetic anisotropy, can lead to a stabilization of the magnetization in Co nanoparticles embedded in a CoO matrix. It seems therefore quite appealing to try to built a similar system growing a CoO oxide layer on top of the monodisperse nanostructures shown in Fig. 45. It would have the advantage, for fundamental investigations, which is epitaxially grown on the oxide surface.

178 M. Schmid, private communication.
It should also be possible to grown alloy nanoparticles such as CoPd or CoPt on top of such a surface oxide. This is expected to increase further the magnetic anisotropy and to protect the core against oxidation. This nanoparticles, covered by a CoO layer, would be the counterpart of the nanofilms discussed in the previous chapter.

Transition metal carbides (TMC) is other class of interesting substrate for the growth of exchange coupled nanoparticles. They are mostly known for their outstanding wear resistance and for their chemical stability in a hostile environment. The (110) face of TMCs tends to reconstruct with a ridge-and-valley morphology. We studied in details 

\[ \text{VC}_{0.8}(110) \]

which shows two different structures with (3\( \times \)1) and (4\( \times \)1) periodicities, obtained for different annealing temperatures. Both phases reconstruct with a missing row configuration. The surface has a ridge-and-valley structure resulting from \{10 0\} faceting.\(^{179}\)

Figure 46 shows the STM of 0.5 ML Co deposited on \( \text{VC}_{0.8}(110) \) at 480 K. In the image it is observed that Co growth mainly in the valley, but large clusters form due probably to the large mobility along the \( \{110\} \) direction.\(^{180}\)

Such a \{100\} faceting of TMCs should be very stable. A large period of steps and kinks is then expected on vicinal surfaces, which would be more suitable for nanostructures growth.

A further thematics that we plan to develop in the next years involve the use of the TMO layers, mainly CoO and NiO, as template for the growth of molecular assembly. This subject is a collaboration with Veronique Langlais of CEMES-Toulouse, with is the coordinator of a related ANR project. In the framework of nanoelectronics development, the use of single molecules or molecular assemblies as active components is considered as a promising way to design and fabricate at atomic scale nanosized integrated electronic


\(^{180}\) M. De Santis, M. Schmid, P. Varga, unpublished.
devices. Technologies based on organic semiconductor devices such as organic light emitting diodes (OLEDs), organic photovoltaics (OPVs), organic field effect transistors (OFETs) and organic memory have seen major improvements and have already begun to be used in devices. A successful application is found in ultra-high-resolution OLED displays. The rapid development of the organic electronics is the result of a large-scale concerted effort from the science and engineering research community. These devices involve the use of multiple layers composed by various materials. Operating such devices requires charge carriers to pass through these layers and therefore electrons should cross several interfaces along their paths. The quality of these interfaces in terms of structure, electronic properties, roughness and stoichiometry is the key parameter that strongly influences the overall performance of the devices. All these hybrid components imply organic materials but also require insulating barriers to electronically decouple the molecules from metal or low resistance charge carriers to inject either electrons or holes into the organic layers. In the studies performed at the fundamental level, wide bandgap alkali halides are used as insulating layers and enable the control of the charge state of individual molecules and assemblies. Nevertheless, alkali halides could hardly be used for technological applications. The relevant alternative to alkali halides films is encountered in oxide, especially in oxide thin films. The structural and electronic quality of these thin films dictates the performance of the devices since their work function directly depends on the surface roughness, crystal face, impurities and stoichiometry of the oxide.

Our objective is to study bistable organometallic complexes on top of NiO(001) and CoO(001) films epitaxially grown on various substrates (Ag, Au and MgO), as electron trapping elements,\textsuperscript{181,182} with several potential applications like for example for charge storage based memories. A key issue is to grow high structural quality oxide ultrathin films in a controlled fashion since defects are proven to play an important role in adsorption. Scanning Tunneling Microscopy (STM) imaging and spectroscopy will be used to detect the presence of structural defects and the oxide films electronic properties (bandgap and work function) as a function of the thickness. The film growth will be monitored by Grazing Incidence X-Ray Diffraction (GIXRD) to get precise information on domain size, roughness and interface quality with the metallic substrate. Then bistable M-(bis-dibenzoylmethanato) organometallic molecules (M=Cu, Zn, Ni) having different d shell configurations will be deposited on these ultrathin films and the overall structure and properties will be inquired, in order to get a deep understanding of electron or hole trapping mechanism.
