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Abstract

In this Ph.D. thesis, we have carried out 2D numerical simulations to
study the influence of dielectric surfaces on the propagation dynamics of
plasma discharges at atmospheric pressure.

First we have improved the computational efficiency of the discharge code
used in this work in implementing parallelization techniques and more ef-
ficient numerical schemes. Then we have studied the dynamics of an air
discharge at atmospheric pressure in a point-to-plane geometry with a
dielectric layer on the cathode plane. For the surface discharge on the di-
electric, we have shown that for a positive discharge, the discharge front
is at a small distance from the dielectric surface, whereas the negative
discharge front is on the dielectric. Then, we have studied the influence
of a dielectric layer obstacle in the inter-electrode gap. We have shown
that depending on the characteristics of the dielectric layer and the ampli-
tude and polarity of the applied voltage, a second discharge may reignite
or not below the dielectric in the second air gap. For a positive applied
voltage at the point, the discharge reignition is mostly due to the poten-
tial redistribution in the inter-electrode gap after the positive streamer
propagation in the first air gap and the reignited discharge is a posi-
tive ionization wave propagating from the dielectric towards the cathode.
Conversely, for a negative voltage, the negative surface charges deposited
on the upper surface of the dielectric layer have a significant contribution
on the discharge reignition and the reignited discharge is a double headed
discharge. The minimum applied voltage to have a discharge reignition
is less in absolute value for a negative voltage than for a positive one.
The comparison of simulation results with experiments has shown that in
a point-to-plane geometry with a sharp point and a high over-voltage, a
single conical discharge structure is observed. A good agreement on the
discharge diameter and propagation velocity has been obtained. With a
dielectric obstacle in the gap, the simulated reignition dynamics is faster
than in the experiments. To improve the agreement, we have studied the
influence of several physico-chemical processes.

Finally, we have studied the dynamics of discharges in dielectric tubes at
atmospheric pressure. For a He — Ny mixture, we have put forward the
importance of three body reactions. Last, the influence of the tube radius
on the structure of discharges in He — Ny and air is discussed.
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Résumé

Dans cette thése nous avons étudié 'influence de surfaces diélectriques
sur la dynamique de propagation de décharges a pression atmosphérique.
Tout d’abord, pour les simulations 2D réalisées dans ce travail, nous avons
optimisé les performances du code de décharge en utilisant des schémas
numériques performants et des techniques de parallélisation. Nous avons
ensuite étudié la dynamique de propagation d’une décharge dans l'air
a pression atmospherique dans une géométrie pointe-plan avec un plan
diélectrique sur la cathode. Pour une décharge de surface positive, le
front de la décharge se situe a une faible distance de la surface diélec-
trique alors que le front d’une décharge négative est sur la surface. En-
suite, nous avons étudié I'influence d’un obstacle plan diélectrique sur la
dynamique de propagation d'une décharge. Nous avons montré que selon
les caractéristiques du diélectrique, 'amplitude et la polarité de la tension
appliquée, une seconde décharge peut s’initier ou pas dans 'air derriére le
diélectrique. Pour une décharge positive initiée a la pointe, le processus de
ré-allumage est dii & la redistribution du potentiel aprés la propagation de
la premiére décharge et la seconde décharge est une onde d’ionisation pos-
itive. En revanche, pour une décharge négative a la pointe, les charges de
surface négatives déposées sur la surface supérieure du plan diélectrique
ont une influence sur le processus de ré-allumage et la seconde décharge
est une décharge avec deux fronts positif et négatif. Le minimum de ten-
sion nécessaire au ré-allumage d’une décharge est plus faible en valeur
absolue pour une polarité négative que positive. La comparaison des ré-
sultats avec les expériences a montré que dans une géométrie pointe-plan
avec une pointe fine et une tension trés élevée, une seule décharge de
forme conique est observée. Un bon accord est obtenu sur le diamétre de
la décharge et sa vitesse de propagation. Avec un obstacle plan diélec-
trique entre les éléctrodes, la dynamique de ré-allumage est plus rapide
dans les simulations que dans les expériences. Pour améliorer la com-
paraison avec les expériences, nous avons étudié I'influence de plusieurs
processus physico-chimiques. Pour finir, nous avons étudié la dynamique
de décharges a pression atmosphérique dans des tubes diélectriques. Pour
un mélange He — Ny, nous avons montré I'importance des réactions a trois
corps. Enfin, nous avons mis en évidence 'influence du diamétre du tube
sur la structure des décharges dans un mélange He — Ny et dans lair.
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Introduction

Framework and scope of this thesis

In plasma assisted catalysis for flue gas treatment or chemical synthe-
sis, different types of catalyst supports are used. These supports are
either random or organized two phase media such as pellets, monoliths
or porous media (Kim 2004), (Becker et al. 2006). Then in the plasma
reactors used, atmospheric pressure discharges interact with many obsta-
cles and have to propagate in microcavities and pores of the considered
materials, as shown for a monolith in Figure 1. While there have been ex-
tensive studies to evaluate the performances of the reactors (Mizuno et al.
1992), (Ogata et al. 1999), (Ibuka et al. 2001), (Kim 2004), (Hensel et al.
2009), little is known on the dynamics of atmospheric pressure discharges
in complex two-phase media (Hensel et al. 2007), (Hensel and Tardiveau
2008), (Bhoj and Kushner 2008).

[ —

N j Y
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Figure 1: Left : face view of a monolith of cordierite. Right : Light emission
from plasma filaments created in a honeycomb monolith of cordierite, with 1
mm? channel section. (Tardiveau et al. 2005)

Most part of this PhD has been carried out within the framework of the
ANR ALVEOPLAS (2009-2013) project involving four french research
laboratories: LPGP (Univ. Paris Sud), EM2C, LSPM (Univ. Paris 13)
and LMSME (Univ. Marne la vallée). The objective of this project was
to better understand and characterize discharge propagation dynamics in
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2 INTRODUCTION

two-phase porous (random) and monolith (organized) systems. Four key
questions have been identified at the beginning of this project:

e What would be the conditions that should be fulfilled to insure dis-
charge propagation in materials such as monoliths, pellets, foams,
micro-porous solids ?

e How discharges propagate in these materials ?

e At what extent can the discharge access the internal porosity of
these solids 7

e How do the material physical characteristics (pore size distribution,
dielectric properties, thermal properties) affect the discharge prop-
agation mechanism ?

To address these complex questions, the strategy of the project was to
proceed from the investigation of discharge propagation in small elemen-
tary structures or combination of structures found in such media, e.g.,
capillary, dead-end cavity, two-compartment cavity, etc, to more complex
randomly distributed structures (porous, foam) or well organized macro-
scopic assembly of small structures (monolith).

In particular, within the ALVEOPLAS project the EM2C and LPGP lab-
oratories have studied two simplified configurations chosen to represent
the atmospheric pressure discharge propagation in small volumes and in
the presence of obstacles as shown in a monolith in Figure 1:

e The propagation of a single streamer discharge in a capillary dielec-
tric tube. The goal was to analyze the dynamics of an air discharge
at atmospheric pressure as a function of the characteristics of the
capillary tube (internal diameter and dielectric constant).

e The interaction of a discharge with a non-porous dielectric obstacle.
The goal was to study the interaction between a streamer discharge
in air at atmospheric pressure and a dielectric surface perpendicular
to its propagation as in a monolith cell (Figure 1) and to identify
the conditions in which a discharge may reignite below the dielectric
obstacle.

For these two configurations, discharge simulations have been carried out
at EM2C and compared with experimental results obtained at LPGP.
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INTRODUCTION 3

First, (Jansky et al. 2010; Jansky et al. 2011; Jansky and Bourdon
2011b) have studied the dynamics and structure of atmospheric pressure
air discharges ignited by a point electrode and constrained to propagate
in capillary tubes. In particular, (Jansky et al. 2011) have carried out a
detailed comparison study between experiments and simulations for glass
tubes with radii in the range 37.5 — 300 ym. When comparing experi-
mental results obtained at LPGP and simulation results, for small tube
radius, the discharge front was found to be quite homogeneous inside the
tube and to become tubular when the tube radius is increased. Experi-
mentally, a maximum of the discharge propagation velocity in the tube
is reached for a tube radius slightly less than 100 ym. For a tube radius
of 100 um, the discharge velocity was found to be three to four times
higher than the velocity obtained without tube. (Jansky and Bourdon
2011b) have studied the dynamics of charging of the inner tube surface
and have shown that the discharge is very efficient to charge the tube
surface during its propagation.

One of the objectives of this PhD work was to study the second simplified
configuration chosen in the ALVEOPLAS project: the interaction of an
atmospheric pressure air discharge with a non-porous dielectric obstacle.
It is interesting to note that these studies are also of interest for high
voltage applications. Indeed, it is well known that inserting an insulat-
ing solid material between metallic electrodes results in an increase of
the breakdown voltage of the inter-electrode gap (Naidu and Kamaraju
2004; Lebedev et al. 2005). Numerous experimental works have been
carried out to improve the insulation performance of high voltage sys-
tems in varying for example the barrier position in the gap or the ratio of
permittivities. However, it is important to note that so far, most models
used in this field are based on the static behavior, taking into account the
charges deposited on the dielectric surfaces and calculating the electric
field in the gap (Abdel-Salam et al. 1998; Abdel-Salam et al. 2001a;
Abdel-Salam et al. 2001b). Then usually, the dynamics of the discharge
interaction with a dielectric layer acting as an axial geometrical constraint
is not taken into account to evaluate the insulation performance of a given
system.

Recently, spatially confining atmospheric pressure plasmas to dimensions
of T mm or less has also appeared to be a promising approach to the
generation of stable, glow discharges at atmospheric pressure for vari-
ous applications and in particular for biomedical applications (Ehlbeck
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et al. 2011; Lee et al. 2011). These last years, many studies have been
devoted to plasma jets. Plasma jets are formed by pulsed atmospheric
pressure discharges in rare gases (usually helium) ignited in thin dielec-
tric tubes. High-speed photographs have demonstrated that a plasma
jet is composed of discrete plasma bullets traveling with velocities in the
range 10°— 108 cm s™! over up to several tenths of centimeters in ambient
air (Teschke et al. 2005; Lu and Laroussi 2006; Sands et al. 2008; Lu
et al. 2012). (Naidis 2010b; Naidis 2011b) showed that these bullets are
in fact streamer discharges or ionization waves propagating in the easily
ionized helium column and then constrained to propagate outside the di-
electric tube in the region in which a sufficient concentration of helium
is present. It is interesting to point out that recent studies on plasma
jets have addressed also the question of discharge reignition. Indeed, ex-
perimental and numerical results show that after an ionization wave exit
from a source tube, it impacts the outer surface of a spatially separate
and electrode-less second tube and produces a new ionization wave inside
the second tube (Xiong et al. 2013; Lu et al. 2009; Wu et al. 2011;
Johnson et al. 2011). In (Xiong et al. 2013), this reignition process was
called plasma transfer. In (Xiong et al. 2013), it was shown with 2D nu-
merical simulations that whatever the polarity of the primary ionization
wave ignited in the source tube, the secondary ionization wave ignited in
the transfer tube is positive. It is interesting to note that a good quali-
tative agreement with experiments was obtained on the dynamics of the
discharge reignition in the transfer tube in (Xiong et al. 2013) for both
polarities of the primary discharge. So in this work, we will compare re-
sults for different polarities on the reignition dynamics of an air discharge
at atmospheric pressure behind a dielectric obstacle with the results of
(Xiong et al. 2013) obtained in Neon.

Finally, due to the wide range of medical applications (Laroussi et al.
2012), a lot of attention is focused on the characteristics of the plasma
jet outside the tube (Sakiyama et al. 2010; Robert et al. 2012; Douat
et al. 2012; Reuter et al. 2012; Naidis and Walsh 2013; Guaitella et al.
2013). Recently, different experimental groups (Algwari and O’Connell
2011; Mussard et al. 2013) have investigated more in detail the ignition
and propagation of helium discharges in the tube and the discharge inter-
action with the tube surface. Then at the end of this PhD we have studied
the interaction of a helium discharge with nitrogen impurities with the
surface of a dielectric tube in a typical configuration used in plasma jets.
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Outline of this thesis

At the EM2C laboratory, these last years, simulations of DBD discharges
(in point-to-plane geometry (Célestin et al. 2008; Jansky et al. 2010) or
in ring-ring geometry (Jansky et al. 2012)) have been carried out using
a sequential code. The objective of the first part of this PhD thesis has
been to improve the computational time and robustness of the discharge
code:

e In Chapter 1, we present the fluid model used to simulate air dis-
charges at atmospheric pressure. In this model, drift diffusion equa-
tions for charged species are coupled to Poisson’s equation. Then
the numerical methods used in the existing streamer discharge code
are presented.

e In Chapter 2, we focus our numerical effort on the numerical method
used to solve Poisson’s equation. To improve the computational
time, we present and test two parallel solvers. Then, we present
and compare the performances of the implementation of a "semi-
implicit" model compared to a full-explicit one.

e In Chapter 3, we present and compare different transport schemes
for drift-diffusion equations.

e In Chapter 4, we present the parallel performances of a new MPI-
OPENMP parallel discharge code using domain decomposition. Then,
we summarize the different versions of the code used in the chapters
of this thesis.

The second part of this thesis is focused on the interaction of discharges
at atmospheric pressure with dielectric surfaces:

e In Chapter 5, we study the dynamics of an air discharge at atmo-
spheric pressure in a point-to-plane geometry with a dielectric layer
on the cathode plane. The objective is to study the propagation
dynamics of positive and negative surface discharges on the dielec-
tric surface and specifically the dynamics of surface charging, of the
sheath formation and the structure of surface discharges.

e In Chapter 6, we study in a point-to-plane geometry the influence
of a dielectric layer obstacle on the path of a propagating positive
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discharge. The goal is to study the influence of the characteristics
of the dielectric plane on the reignition process behind the dielectric
obtacle.

e In Chapter 7, for the same point-to-plane geometry, we put empha-
sis on the influence of the amplitude and polarity of the applied
voltage at the point electrode on the reignition dynamics behind
the dielectric obtacle.

e In Chapter 8, we present a comparison of simulation results with
experiments carried out at LPGP in a point-to-plane geometry with
a sharp point and a high over-voltage. In this chapter, we compare
results obtained without and with a dielectric plane obstacle.

e In chapter 9, we present first results on the dynamics of discharges
in dielectric tubes at atmospheric pressure. We discuss the dis-
charge dynamics with a detailed chemistry for a He — Ny mixture.
Then, we study the influence of the tube radius on the structure of
discharges in He — Ny and air.

Finally, we present a general conclusion on the outcomes of this work,
and suggestions for future research.
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Part 1

Physical model, optimization
and parallelization of the
discharge code
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Chapter 1

Physical model and status of the
legacy discharge code

1.1 Introduction

The objective of this chapter is to present the physical model used for
air discharges in this work and the numerical methods available in the
discharge code of the EM2C laboratory at the beginning of this PhD
work. Then, we present two typical geometries studied in this work and
put forward the need to improve the numerical performances of the code.
During the first year of this thesis in 2010, a new cluster called "igloo"
was purchased by Ecole Centrale Paris. As all the simulations presented
in this PhD thesis have been carried out on "igloo", we present here the
characteristics of this multicore cluster architecture:
e Altix ICE 8400 LX of 68 nodes with two processors six-core Intel
Xeon X5650 (2.66Ghz) per node, so 816 cores in total with 24Go of
memory per node.

1.2 Physical model for air streamer discharge
at atmospheric pressure

The most widely used model to study streamer dynamics in air at at-

mospheric pressure is based on continuity equations for electrons "e",

positive "p" and negative ions "n":

0
SEHV =5 i k=cpn (L)



“These_version jury” — 2014/3/3 — 16:22 — page 10 — #24

10 CHAPTER 1 - PHYSICAL MODEL AND STATUS OF THE LEGACY DISCHARGE
CODE

where ny is the number density of species k, 7, is the flux of species k and
Sk is the source term of species k£ due to chemical reactions and photo-
ionization. We have used the classical drift-diffusion approximation, valid
for highly collisional plasmas:

Jr=Htene BE—Dpy Vo ; k=epmn, (1.2)

where Dy, . are the diffusion coefficient and mobility of specie k respec-
tively and E is the electric field.
The following equations describe the source terms for electrons S, posi-
tive ions S, and negative ions Sy:

Se = (One) o = (|We| = n|We| = Bepnp) e + Spi
Sn = (0inn) gen = —Bupphn + N|We|ne | (1.3)
Sp = (Oinp) ey, = — (Beplte + Bapnn) np + [ Wene + Sy

where |W,| = |u. E| is the absolute value of the electron drift velocity,
a and 7 stand for the ionization and attachment coefficients respectively.
Bep is the recombination rate coefficient between positive ions and elec-
trons and f,, is the recombination rate coefficient between positive and
negative ions. In this work we use the local field approximation. Then,
transport coefficients and source terms of the model are assumed to be
explicit functions of the local reduced electric field E/N, where E the is
the magnitude of the electric field and N is the air neutral density equal to
2.45x10' em~3. All reactions rates and transport coefficients are taken
from (Morrow and Lowke 1997).

The S, term is the rate of electron-positive ion pair production due to the
photo-ionization in the gas volume. For this term, we use the three group
SP3 model (Bourdon et al. 2007) based on the work on (Zhelezniak et al.
1982). In this model, it is assumed that photons emitted in the range 98-
102.5 nm by the radiative de-excitation of highly excited states of nitrogen
N, are able to photo-ionize the molecular oxygen in air (Zhelezniak et al.
1982). In the SP3 photo-ionization model, to model the wavelength de-
pendence of the photo-ionization source term, three effective wavelengths
are considered. For each of the three effective wavelengths, 2 Poisson’s
like equations have to be solved with Larsen’s boundary conditions (Liu
et al. 2007) that require to iterate three times the solution of each of
these Poisson’s like equations. Further details may be found in (Célestin
2008) and (Bourdon et al. 2007).

Finally, the system of equations to study streamer dynamics in air at
atmopsheric pressure is closed with Poisson’s equation that takes into
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account different dielectric permittivities (air or dielectric material):
V  (=£0e:VV) = ge(np — 1 — 1) (1.4)

where q. is the absolute value of electron charge, ¢, is the relative per-
mittivity, ¢ is the permittivity of free space.

1.3 Numerical methods in the legacy discharge
code (LDC)

In (Tholin and Bourdon 2011) and (Jansky et al. 2010), point to point
and point to plane electrode geometries were simulated with the legacy
discharge code (LDC) to study 2D axi-symmetric discharges. In (Célestin
2008) and (Jansky et al. 2010), dielectric surfaces were taken into account
as a dielectric layer on the cathode plane or as a tube. In section 1.3.1,
we present the numerical methods implemented in the LDC code to solve
Poisson’s equation (1.4). Then in section 1.3.2, we present the numerical
methods to solve drift-diffusion equations (1.1) with (1.2).

1.3.1 Numerical resolution of Poisson’s equation

For streamer simulations, the electric field is a key parameter since first,
with the local field approximation, transport parameters and source terms
have a non-linear dependence with it. Second, the electric field derived
from the electric potential in Poisson’s equation is directly related to
charged species densities. Then, a small error in the calculation of the
electric potential implies large variations on the electric field which may
lead to considerable errors in the simulation results. Therefore, it is im-
portant to solve accurately Poisson’s equation for the calculation of elec-
tric potential but also in the calculation of the photo-ionization source
term. Indeed with the three group SP3 model (Bourdon et al. 2007),
to calculate the photo-ionization source term, it is necessary to solve 18
Poisson’s like equations (two Poisson’s like equations for each of the three
wavelengths and three iterations are performed for boundary conditions).
It is important to note that in the simulations presented in this thesis, we
calculate the photo-ionization source term every 5 time steps. We have
checked that this has a negligible influence on the results but in turn saves
a considerable computational time.

Three important points have to be considered for the numerical resolution
of Poisson’s equation:
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e The discretization scheme: it gives the numerical accuracy of the
resolution of Poisson’s equation. The discretization we use is pre-
sented in Section 1.3.1.

e The boundary conditions: as it is an elliptic equation, the resolution
of Poisson’s equation requires the boundary conditions to be set. It
is especially important in the case of Laplace’s equation where the
solution is entirely governed by the boundary conditions. We discuss
this point in Section 1.3.1.

e The numerical method used: the resolution of Poisson’s equation
can be very time consuming. We will present here the direct solver
MUMPS used in the LDC code.

Discretization of Poisson’s equation without surface charges

First, we consider a medium with different permittivities but no surface
charges. In this thesis, we study axi-symmetric discharges and thus cylin-
drical coordinates (x,r) are used with the x-axis as axis of the discharge.
In cylindrical coordinates, equation (1.4) can be written as:

g ( oV 10 ov
~ 5 (Eﬁ_x) — (ETE> = p(z,r), (1.5)

where x and r are axial and radial coordinates, respectively, € = gye, and
p = qe(np — n, —ne). In this work, we consider that the computational
domain is discretized on a rectilinear grid. The nodes of the grid are
indexed with 7 and 7 in axial and radial directions respectively, such that
Vij; = V(x4,7;). The edges of the cell indexed (i, j) are located by ;41,2
and 7412, in axial and radial direction, respectively.

Using a finite volume method, the second order discretization of Eq. (1.5)
in cylindrical coordinates gives the classical five diagonal linear system.
More details on the method to take into account dielectric surface in the
discretization of Poisson’s equation can be found in Appendix C:

Vi1 + Vi Viers + ViSVio1 + Vi Vi + ViGViy = mpi j Az /s A7 4 (1.6)

with:
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€i4+1.7€5.4
‘/Z’Ej' = 7’/TAT‘J2-_1/2 LI )
€ir1,j(Tit1/2 — i) + €5 (Tiy1 — Tig1/2)
W _ UE
Vig = Vitag o
VN _ ) A €i,j+16€55 (1 7)
ij T TATTj41/28%-1/2— : ——— ; At
€ij+1(Tjp1/2 — 15) + €5 (M1 — Tj41/2)
s _ uUN
Vig, = Vi
c _ w E S N
Vi = —(Vig +Vi5+Vii+Vij),

. o 2 _ 2 _ 2 : _
Wherg A:Tzqr/g = Tit1j2 ~ Tim1/ and Afj,l/Q = Tipaje = o1y ThlS sym
metric discretization of Poisson’s equation results in a symmetric positive
definite matrix.

Discretization with surface charges

In the presence of a dielectric interface, we need to take into account the
influence of the deposited surface charges due to the fluxes of charged
species to the dielectric surface. Considering the numerical grid, as de-

Dielectric material Air

Tj+1/2

L]
X, Ij Xix 41,15

Ti-1/2

r

X

Xi*41/2

Figure 1.1: Numerical grid in presence of a plane dielectric. The shaded
domain represents the dielectric material region. The gas/dielectric interface
lies at x4 /9.

picted in Figure 1.1, we assume that the dielectric surface is perpendic-
ular to the axis of symmetry and the gas-dielectric interface lies on the
interface between the nodes (i*,5) and (i* + 1,7); i.e., on the edge cell
(7* +1/2,7). In order to take into account surface charges deposited on
the surface of the dielectric, we need to change the discretization of the
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right hand side of equation 1.6. All the details can be found in Appendix
C.

Finally to take into account the contribution of surface charges, the source
term pZ-JWAle/QAr?_I/Q of equation (1.6) has to be replaced with p;j
only at the point (i =i*,j) and (i =i* + 1, j), such that:

(

, / €i+1,j05(Tiv1/2 — $i+1)(7TA7"]2>1/2)
v TN (@i — i) + € (Tigre — x)
(1.8)
, o €50 (Tiv1 — Tiy1/2) (TATZ_| )
L € (@i — Tigay2) + € (Tigry2 — )

Boundary conditions of Poisson’s equation

Different sets of boundary conditions are used for Poisson’s equation, de-
pending on the problem studied.

Two different types of boundary conditions can be used at the domain
boundaries. First, the homogeneous Neumann boundary condition (VV -
n = 0, n being the normal vector of the surface boundary) and second,
the Dirichlet boundary condition.

In this work, we have mostly studied point to plane axi symmetric geome-
tries with a discharge propagating on the discharge axis. In this case, in
the radial direction for both the symmetry axis (r = 0) and the border of
the computational domain (r =Ry, ), Neumann boundary conditions are
used. To neglect the influence of charges inside the computational domain
on the boundary at r =Ry;,,, it is necessary to consider a sufficiently large
value of Ry,,. Then, for the simulations presented in this work, we have
carried out preliminary tests to carefully determine the value of Ry;,,.
At the grounded plane and at the point electrode, Dirichlet boundary
conditions are applied. At the border of the computational domain at
r =Xy, and above the point electrode, Neumann boundary conditions
is used. At the metallic point electrode-air interfaces, the ghost fluid
method is used (Célestin et al. 2009) that allows to accurately describe
the complex geometry of the point electrode in the calculation of the
electric potential.

Numerical methods to solve Poisson’s equation

Usually for streamer simulations, the discretized form of Poisson’s equa-
tion (C.11) inside the computational domain is solved using the sym-
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metrical successive over-relaxation (SOR) method (Morrow and Lowke
1997), (Ducasse et al. 2007) and (Liu and Pasko 2006). This method
has been widely used as it is simple to implement and robust. However,
the SOR method is well-known to converge rather slowly. As in (Célestin
2008), first we have used the iterative NAG solver (http://www.nag.co.
uk) which is much faster than the SOR method. However, due to the
huge memory capabilities of modern multi-core cluster architecture, di-
rect solvers can also be used to solve the discretized form of the Poisson’s
equation. Without going into details, we present the general principle of
a direct solver. If we rewrite equation (C.11):

Ax=b. (1.9)

Where A is the positive definite matrix resulting from the discretization
of Poisson’s equation. Here the vector x is the potential solution and b
is a vector in which the right hand side of Poisson’s equation is stored.
To solve equation (1.9), the direct solver performs three steps:
e Analysis: The matrix is preprocessed to improve its structural
properties. During the analysis, a symbolic factorization is per-
formed. Let A, denotes the preprocessed matrix.

e Factorization: A direct factorization is carried out A, = LDLT.
There are various methods to perform the factorization depending
on the direct solver. In MUMPS (Amestoy et al. 2001), the method
is called "multifrontal approach". In the direct solver PaStiX (PaStiX
2012), the method is called " left-right looking" approach. After the
factorization, the factor matrices are kept in memory and they will
be used in the solution phase.

e Solution: The solution of LDL” Xpre = bpre (Where x,,. and by,
are respectively the transformed solution x and the right-hand side
b associated to the preprocessed matrix A,,.) is obtained through
a forward elimination step:

LDy = b,,. , (1.10)
followed by a backward elimination step:

LTx,.. =Yy . (1.11)
A forward elimination and a backward substitution are then performed
to obtain x,,.. The solution x,,. is finally post processed to obtain the


http://www.nag.co.uk
http://www.nag.co.uk
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solution x of the original system Ax =b .
The choice to implement a direct solver in the LDC code was motivated
by the following reasons:

e For relatively small domains (i.e. less than 3x10° points) direct
solvers are faster than iterative solvers.

e A direct solver always gives the correct solution contrary to an ap-
proximate solution calculated with an iterative solver.

e The factorization is computed only once and kept in memory (if the
coefficients of the matrix coming from the discretization of Poisson’s
equation are kept constant).

e At each time-step, we only need to compute the solution.
Therefore, in the discharge code, the iterative NAG solver was replaced
by new and more efficient direct solvers like SuperLU (Tholin and Bour-
don 2011) and MUMPS (Jansky et al. 2010) and (Pechereau et al. 2012).
In the LDC code, we used the sequential version of the direct solver
MUMPS. It is important to note that, in the LDC code, the coefficients
of the matrix A do not change in time as they depend only on geometry
and permittivities so the first two steps can be done only once at the
beginning of the simulation. Then, during the simulation we only need
to perform the solution step.

1.3.2 Numerical resolution of drift-diffusion-reaction
equations

Many problems have to be overcome to solve drift-diffusion equations
(1.1) with (1.2) applied to streamer simulations. It is important to note
that most of these problems are connected to the existence inside the ion-
izing wave of a very fast variation in space of charged species densities.
Then, to solve the drift-diffusion equations applied to streamer simula-
tions, a suitable numerical method has to comply with two requirements:
a sufficient accuracy for exact description of the solution gradients and
density positivity.

In this section, first, we present finite volume methods used to discretize
the drift-diffusion equations and then we present the improved Scharfettel-
Gummel (ISG) scheme used to solve the drift-diffusion equation in the
LDC code.
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Finite volume methods

Finite volume methods are based on the integral formulation of the par-
tial differential equations to be solved. By construction, these methods
guarantee the conservation of the transported physical quantity (Ferziger
and Peric 2002). For streamer simulations, this property is essential be-
cause it is particularly important to conserve the charge during the whole
streamer simulation. In finite volume (or control volume) methods, the
domain is subdivided into a finite number of small control volumes by a
grid. In this work we use only structured grids. For this type of grid one
can work either with the nodes centered in control volumes or with the
faces centered between nodes (Ferziger and Peric 2002). Both approaches
have their own advantages, and in the present work we have used node-
centered grids, as they are used more frequently in the literature (Ferziger
and Peric 2002).

Temporal splitting approach

In the literature, there are different methods to solve a drift-diffusion-
reaction equation (Hundsdorfer and Verwer 2003) as:

on .
o tVi=5. (1.12)

In the LDC code, we split the solution of (1.12) into:

on
L 1.13
on
A VAR 1.14
BT V-3. ( )

By doing so, we solve an ordinary differential equation with a chemistry
source term (equation (1.13)) and then we solve the drift-diffusion equa-
tion (equation (1.14)). To solve equation (1.14), we first integrate it over
the volume element €, ; of the cell (4, j):

877li j 1 .
: V.3dQ2= 0 1.15
o /Q] J ! (1.15)
where we define 7, ; as the average of n(x,r,t) over €2, ;:
1
ni; = n(z,rt)dQ . (1.16)

Qi,j Q

(2%
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Using the Gauss-Ostrogradsky theorem one obtains:

8ﬁi,j 1

) -ndX= 0 1.17
ot + Qi /agi’jg " ’ (1.17)

where dX measures the infinitesimal surface of the cell boundaries and n
is the outward unit normal vector. Decomposing the surface integral on
the edges of the cell, one obtains:

T 1

% + Q_” ( v T ELp+ Filqp+ F;r—1/2> =0, (1.18)
where FYy, , and Fj,, , are convective and diffusion fluxes. The main
problem in solving equation (1.18) concerns the determination of fluxes
at the interfaces of the control volume. Indeed, these fluxes only strictly
depend on the (unknown) values of the densities at the interfaces and
not on the (known) mean value of the density n;; inside the control vol-
ume. Thus, the difficulty is to express the different fluxes as approximate
functions of n; ;. After temporal integration, equation (1.18) becomes:

pktl — gk _ ﬁ
Z7 Z?]
’ Qi

( ivie T B qp + Fiiqn + Ff—1/2) : (1.19)

In cylindrical coordinates, the volumes €2; ; and the surfaces ¥; /2 ; and
i j+1/2 are given by:

Yit125 = T (T?,j+1/2 - Tij—m) ’
Yijrie = 2Triji/0 ($i+1/2,j - SL’i—l/Q,j) ) (1.20)
Qi,j = T (ri2,j+1/2 - 7’1'2,3‘71/2) (xi+1/2,j - xi—l/Q,j) :

It is interesting to note that diffusion fluxes are calculated simultaneously
with drift fluxes in the improved Scharfetter-Gummel (ISG) scheme. For
other schemes, diffusion and drift fluxes are calculated separately.

Improved Scharfetter-Gummel (ISG) scheme for drift-diffusion
fluxes

The original Scharfetter-Gummel method was introduced in 1969 to ob-
tain self-consistent numerical solutions for equations describing carrier
transport, carrier generation, and space-charge balance in semiconduc-
tor devices (Scharfetter and Gummel 1969) This method is essentially
a discretization scheme for variables in convection-dominated problems
that employs an exponential fitting technique. One main advantage of
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this scheme is that it calculates drift and diffusion fluxes at the same
time. The Scharfetter-Gummel method has the very important property
of monotonicity, but it has been shown that this method is accurate only
if the potential drop between to adjacent nodes is much less than the elec-
tron temperature (Kulikovsky 1995a). For problems in gas discharges, it
is necessary to use fine grids to satisfy this condition, and therefore the
computational cost becomes very expensive. In 1995, (Kulikovsky 1995a)
proposed a modified version of the original explicit Scharfetter-Gummel
method that improves the accuracy of the original scheme significantly
without requiring the use of a fine grid. Kulikovsky’s basic idea is to put
a pair of virtual nodes, one on each side of the cell interface where the
flux has to be calculated (Figure 1.2).

The distance between these virtual nodes is chosen to be small enough

Ex+1

Ex

I I I | I
x ! |
k T, L+1/2 Th Lh+1

Figure 1.2: Position of virtual nodes xp and xg. This Figure was reproduced
from (Kulikovsky 1995a)

to satisty the condition for which the Scharfetter-Gummel method is ac-
curate. Densities at virtual nodes are obtained using an interpolation
of the density between two grid nodes. Then, based on the densities at
the virtual nodes, the flux at the cell edge can be calculated accurately
using the Scharfetter-Gummel scheme. It is interesting to note that in
the original Scharfetter-Gummel method the electric field is assumed to
be constant between the virtual nodes. Kulikovsky has proposed a more
accurate approximation of the flux, in which the field is assumed to vary
linearly between the virtual nodes. In (Kulikovsky 1995a), it was shown
that accounting for the linear field profile has a minor influence on the
results obtained on a simplified test-case. In the improved Scharfetter-
Gummel (ISG) scheme, the determination of the location of the virtual
nodes is essential, and Kulikovsky has proposed a criterion with a con-
stant factor which has to be selected €gq. When €5g changes from 0
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to 1, the scheme transforms from a very accurate but dispersive one to
a less accurate, diffusive but monotonic Scharfetter-Gummel algorithm.
The actual value of this parameter should be chosen experimentally, and
Kulikovsky suggests that a value of in the range [0.01,0.04] gives good
results in most cases. For the interpolation of the densities at the vir-
tual nodes, (Kulikovsky 1995a) has proposed two interpolation schemes:
exponential and local cubic spline piecewise interpolation. After having
checked both interpolations, and we have chosen to use the local cubic
spline interpolation in this work. We present here the scheme formulation
given in (Kulikovsky 1995a).

Given the parameters at the two nodes k and k+1 of the basic mesh, we
calculate the distance between the virtual nodes h, using:

hy = \Je1sa Dicajohic | Wik — Wil (1.21)
where hk = Tky1 — Tk, Wk = (Wk+1/2 - Wk_l/Q)/2 and Dk+1/2 is the
diffusion coefficient and , Wi41/o = —pk the drift velocity defined at

kt1j2- 1 hy > g, FY 7 is calculated by the original Scharfettel-Gummel
scheme:

" Diy1/2 N
i+1/2 = #[0/ (ng — €“ngya) (1.22)
where:

a—1

Iy =& ,
o

L (thi Ejey1 2 (1.23)
Dis1jp

If h, < hyg, then we define the positions of the virtual nodes x; and xp
and the corresponding velocities:

Ty + Tr+1 hv
YLR= —(7 5

2 2
1
WL,R = Wk+1/2 + §AWU Where, (124)
he
AWU == h_k (WkJrl - (Wk> .

Then we define densities ny and ng at the virtual nodes using the local
cubic spline interpolation.
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The more accurate approximation is obtained in taking into account that
the electric field is linear between the virtual nodes. In this case F /2 is
given by:

D aw
Foom {Df;ff I = e (1+ awfo) g (1.25)
t1/2 = k —a /AN - '
Pt [t (1 all ) e - )
where :
ho W1, Wr—Wy
, = A e
Dis1/2 20 (1.26)
2 o .
2 v~ v
I, = _M ¢ 3T (Oéiﬁu + 0412, + 20,8, — 20512;6’0) )
a) a,
and:
’ h,UWR / WR - WL
aU = ) /B'U = I
Dis1/2 2Wr (1.27)

9 AN —a
oo+ 2a e~ g / vy 249
_[1 = “ Uﬁv o O[/3 (ayg/Bv + a'z)Q + 2061)/81) + 20{1}2,81)) :

'3
Qy

It is important to note that the improved Scharfetter-Gummel (ISG)
scheme was developed in 1D. We have adapted it to 2D by splitting
the numerical problem into two 1D problems in the x and r directions,
respectively. To improve the accuracy of the splitting method, we alter-
nate the order between the x and r axes in two successive time steps.
The improved Scharfetter-Gummel scheme has been successfully applied
to several 2D streamer simulations by Kulikovsky [(Kulikovsky 1995a),
(Kulikovsky 1995b), (Kulikovsky 1997)] and also other authors [(Liu and
Pasko 2004), (Liu and Pasko 2006), (Jansky et al. 2010), (Jansky et al.
2011) and (Tholin and Bourdon 2011)].

Boundary conditions

In this work, we have taken into account simplified boundary conditions
for continuity equations at the surfaces of metallic electrodes. On the
grounded electrode (mostly a plane in this work) Neumann boundary
conditions are applied for all charged particle fluxes. At the high volt-
age electrode (mostly a point in this work), positive, negative ions and
electrons fluxes (J3, J5 and J3 respectively) are given by:

J5 =n, min(0, p, E-ny)m,
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J2 =n, min(0, —p, E-n,).n, ,

Jo=—npE, f E-n,>00rVJS=0if E-n, <0,

e

where E is the electric field and n, is the unit outward normal vector
at the anode surface. At each gas-dielectric interface, surface charges are
obtained by time integrating fluxes of positive, negative ions and electrons
at the dielectric surface (J3> J4 and J9 respectively) which are given by:

Jg =n, min(0, p, E-nq).ng ,

J4 = n, min(0, —p, E -ng)ng,
J4=n, min(0, —p. E-ng)ng — 7 Jg ,

where nq is the unit outward normal vector at a dielectric surface and
v is the secondary emission coefficient of electrons by impact of positive
ions. In this study, we have assumed that v = 0.1. This high value is a
way to take into account roughly other secondary emission processes as
secondary emission of electrons by photoemission or by impact of excited
species.

For the open boundaries of the computational domain the following bound-
ary conditions are used:

Jg =n, min(0, p, E-ny).ny ,

J? = n, min(0, —p, E-np).ny ,
J® =n, min(0, —p. E-nyp).ny ,

where ny, is the unit normal vector at the boundaries of the computational
domain directed towards it.

1.3.3 Time integration

In the explicit LDC code, we have used a simple first-order Euler time
integration for drift-diffusion fluxes in equation (1.18) and the photo-
ionization source term and a fourth-order Runge-Kutta method (Ferziger
and Peric 2002) for the time integration of the chemistry source terms in
equation (1.13). For the temporal splitting, a 1°* order operator splitting
method was used: U2t = (ODA RA U', where U' and U2 are
the solution at ¢ and ¢ + At respectively. CD?! and R”* stands for the
convection-diffusion and the chemistry operator respectively applied on
the duration At.
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Time step

For the calculation of the time step in the fully explicit simulations, as in
(Vitello et al. 1994), we have to follow the fastest dynamics given either
by drift, diffusion or chemistry. In order to have a stable and accurate
simulation we evaluate different characteristic time steps:

The drift dynamics time step At.:

Ax;  Ar;
At, = min |2 20| (1.28)
Vg Up.
(#:9) (#:9)
the diffusion dynamics Aty time step:
Az)? (Ary)?
Aty = min |B%)S (Bn)] ) (1.29)
Dy, D,
i.9) (ir9)
the chemistry dynamics At; time step:
| PR
At; = min |—% (1.30)
Sk

Considering the inter-electrode gap from a dielectric point of view, if the
local electric field changes, the polarization of the material takes some
time to relax towards an equilibrium. The dielectric relaxation time step
corresponds to the time required for the charged species to align them-
selves according to the direction of the local electric field and so Atp,e is
defined:

Atps, = min [L] . (1.31)
Qelleii j) e j

The general time step At is then determined according to:

At = min (A AL, Aty ArAtr, AgiaAtpie) ;

(1.32)
AC = 05, Ad = 05, A[ = 0.25 and Adiel =0.5.

1.4 Studied geometries

In this PhD report, we mainly study two different point to plane elec-
trode geometries with a dielectric plane obstacle placed perpendicular to
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the axis of symmetry.

The sharper is the point and the larger is the inter-electrode gap, the
higher is the number of mesh points to carry out simulations. It is in-
teresting to note that the presence of a dielectric plane does not require
any specific increase of the number of mesh points in the axial direction.
However, due to the radial spreading of the discharge on the dielectric
surface, a sufficiently large computational domain has to be considered.
In order to present and discuss the improvements of the discharge code, in
the following sections and chapters 2 to 4, we will consider two test-cases
without dielectric plane obstacle.

1.4.1 Test-case 1 (TC-1): 5 mm gap with a point to
plane geometry with a stump point electrode

Hyperboloid point

Interelectrode .
gap=5mm Air

Grounded plane Y >

Figure 1.3: Discharge set-up for the TC-1.

The simulated geometry of TC-1 is shown on Figure 1.3 and is a point
to plane electrode geometry with a stump hyperboloid point electrode of
647 pm of radius of curvature. A constant positive voltage of U, = 13 kV
is applied at the point electrode and the inter-electrode gap is of 0.5 cm.
We consider an initial density of charged species of n,, = 10* cm™2.
The computational domain is 1 cm x 17 cm with a Cartesian grid.
For 0 < x < 0.5 cm, an axial mesh size of 5 ym is used and then for
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0.5 < x <1 cm, the mesh size increases according to a geometric pro-
gression. Radially, for 0 < r < 0.3 cm, a mesh size of 5 um is used
and for 0.3 < r < 17 cm the mesh size increases also according to a
geometric progression. This level of refinement required a grid size of
n, X n, = 1287 x 1000 so 1.287x10° points.
This simulation was done with the LDC code using the physical model
described in section 1.2 and the numerical methods presented in section
1.3. It is important to note the Laplacian electric field at the anode tip
is equal to 120 kV.cm™! at the beginning of the simulation.

Figure 1.4 shows the discharge dynamics at t—0.8, 3.6 and 6.0 ns. At
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Figure 1.4: Dynamics of the ignition and propagation of the streamer dis-
charge ignited at the point electrode for TC-1. Cross-sectional views of the
absolute value of the electric field and the electron density at t=0.8, 3.6, 6.0 ns

t—=0.8 ns, the ignition of a positive streamer discharge is observed at the
point anode. As the positive discharge propagates towards the cathode
plane, it reaches the middle of the inter-electrode gap at t=3.6 ns where
the radius of the discharge is equal to 0.2 cm. At t=3.6 ns, the magni-
tude of electric field in the head of the discharge is 110 kV.cm™! and the
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electron density in the conductive channel is n, = 3 x 10 cm™3 and
increases to n, = 1 x 10 ecm~2 close to the anode point. It is interesting
to note that behind the head of the discharge, in the conductive channel
and close to the anode point, the magnitude of the electric field goes to
quite low values ~ 7 kV.cm~!. The discharge finally impacts the cathode
plane at t.=6.0 ns.

The general time step throughout the simulation is almost constant and
equal to At = 5.107'2 s. Tt is important to note here that all the dif-
ferent time steps (equations (1.28) to (1.31)) are equivalent during the
propagation. This means that all physical processes are of the same time
scale. Then to reduce the computational time required for this simulation
(t=4 hours) on the "igloo" cluster with the LDC code, the only way is to
introduce parallel protocols into the sequential discharge code.

MUMPS solver in LDC code

In the LDC code, as mentioned section 1.3.1, we use the sequential im-
plementation of the direct solver MUMPS (Amestoy et al. 2001) to solve
Poisson’s equation (Jansky et al. 2010), (Jansky and Bourdon 2011b)
and (Pechereau et al. 2012).

Memory used | Factorization (MUMPS) | Solution (MUMPS) | One time-step

Mo (s) (s) (s)

664 64.12 1.27 5.76

Table 1.1: Memory used by MUMPS solver, computational time for the fac-
torization with MUMPS solver, the solution of Poisson’s equation with MUMPS
solver and the total time for one time-step (solving Poisson’s equation and
the drift-diffusion-reaction equation for each charged species without photo-
ionization) for a grid size of ny X ny = 1287 x 1000 in TC-1.

In Table 1.1, for TC-1, we present the memory required by MUMPS
solver and the computational time for the factorization with the MUMPS
solver, the solution of Poisson’s equation with MUMPS solver and the
total time for one time-step (taking into account the solution for Poisson’s
equation and the solution of the drift-diffusion equations without taking
into account the photo-ionization contribution). In section 1.3.1, we have
explained that the first step to compute a solution with a direct solver is
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to analyze and then in a second step, to do a factorization of the matrix A
resulting from the discretization of Poisson’s equation. It is obvious that
the memory used by MUMPS to store the factorized matrices is quite
high (664 Mo for 1.287 x10° points) which means that as the domain size
or the number of points increases, the memory requirement will increase
linearly with the number of points.

We also stated in section 1.3.1, that in the LDC code, the coefficients of
the matrix A do not change during the simulation. So we can manage in
this case the 64.12 s required for the factorization of A at the beginning
of the simulation. To compute the solution of the Poisson’s equation, 1.27
s are required which represent 22% of the time required for one time-step
(5.76 s) where Poisson and the drift-diffusion-reaction equation for each
charged species are solved (without photo-ionization). In the LDC code,
when we take into account the calculation of the photo-ionization source
term, the memory requirement to store in memory 7 factorizations (1 for
Poisson and 6 for the photo-ionization source term (2 per wavelength))
is 4.6 Go and the total time for one time-step increases from 5.76 to 28.6
s (7 factorizations but 19 calculations of the solution of Poisson’s like
equations).

The memory requirement for TC-1 is low (~ 5 Go) and is below the
maximum memory available per node (24 Go on the "igloo" cluster).
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1.4.2 Test-case 2 (TC-2): 10 mm gap with a point to
plane geometry with a sharp point electrode

Rod anode
U,=30kV

Interlectrode )
gap=10mm Air

Cathode plane y >

Figure 1.5: Discharge set-up for TC-2.

The simulated geometry of TC-2 is shown on Figure 1.5 and is close to
the geometry used in experiments at LPGP. It is a point to plane geom-
etry with a sharp rod anode of 50 pm of radius of curvature. A constant
positive voltage of U, = 30 kV is applied at the point electrode and the
inter-electrode gap is of 1 cm. We consider an initial density of charged
species of n,, = 10* cm™®. The computational domain is 2 cm X 2 ¢cm
with a Cartesian grid. A "fine" mesh is used: For 0 < z < 1 c¢m, an
axial mesh size of 10 pum is used and is refined to 1 um close to the anode
tip. Then for 1 < z < 2 c¢m, the mesh size is increased from 1 pym to
30 pm. Radially, for 0 < x < 0.5 cm a mesh size of 5 ym is used and
is refined to 1 pum close to the axis of symmetry and for 0.5 < z < 2
cm, the radial mesh size is increased from 5 pm to 30 pm. This level of
refinement required a grid size of n, X n, = 3353 x 1725 or 5.8 x10° points.

It is interesting to note that a high applied voltage of U, = 30 kV at the
sharp point electrode in TC-2, has required to significantly reduce the
mesh size close to the point from 5 pum to 1 pum in order to accurately
compute the electric field close to the sharp point electrode. Compared
to TC-1, this leads to a substantial increase of the number points from
1.5 to 5.8 x10° points.
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The dynamics of ignition and propagation of the streamer discharge are
shown on Figure 1.6.
At the point electrode, the laplacian electric field is equal to 2.2 MV.cm ™.
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Figure 1.6: Dynamics of the ignition and propagation of the streamer dis-
charge ignited at the point electrode for TC-2. Cross-sectional views of the
absolute value of the electric field and the electron density at t=0.5, 1.5, 3.0 ns

Compared to the positive streamer discharge in TC-1, in TC-2, the size
of the ignited discharge at the point anode, on Figure 1.6, has a larger
radius of 0.8 cm. This radius is necessary to shield the laplacian electric
field and have an electric field in the head of the discharge equal to ~
100 kV.cm™! at t—1.5 ns. This is an usual value of the magnitude of
the electric field in the head of a streamer discharge in air at atmospheric
pressure. For t>1.5 ns, the discharge propagates and impacts the cathode
at t.=3.0 ns.

In TC-2, at the ignition of the discharge, the chemistry time step is
the smallest one (At; = 9.107'* s) due to the huge Laplacian elec-
tric field at the point electrode. As the density of charged species in-
creases to n, = 10'® cm ™3, the dielectric relaxation time step decreases to
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Atpie = 3 x 107 s and this low value of the dielectric relaxation time
step is the minimum one for the rest of the propagation dynamics until
the discharge impacts the cathode at t.=3.0 ns.

It is important to note that it was not possible to carry out this simu-
lation with the LDC code at the beginning of the thesis. Indeed, this
simulation with the LDC code would require at least a month of calcu-
lations on the "igloo" cluster. Aside from the computational time, the
memory requirement for this simulation would be of the order of 30 Go,
well beyond the memory capacity of a regular node on the "igloo" cluster
(24 Go). To obtain the results presented in Figure 1.6, we have used the
latest version of the discharge code developed in this thesis:

e Full parallel MPI-OPENMP discharge code with domain decompo-
sition (chapter 4)

e Fast hybrid parallel MPI-OPENMP iterative solver SMG (HYPRE
library) for Poisson’s equation and photo-ionization source term
(section 2.3)

e Explicit UNO3 scheme (3"¢ order in time and space) coupled with
the MACHO operator for the spatial splitting to solve the convec-
tion equation (section 3.2.1)

e Explicit 2"¢ order in time and space for the diffusion equation (sec-
tion 3.3.2)

e Explicit 4" order Runge-kutta scheme for the chemistry source term
(section 1.3.3)

e 1% order operator splitting method:

Ut+At — CAt DAL RAt Ut7

where U' and Ut are the solution at ¢ and ¢ 4+ At respectively.
CAt DAt and R™? stands for the convection, diffusion and the chem-
istry operator respectively applied on the duration At.

e Semi-implicit scheme (to remove the dielectric relaxation time-step
constraint in equation (1.31)) (section 2.4)

With the latest version of the discharge code, the calculations for TC-2
took 3 hours using 72 cores on the "igloo" cluster with a memory require-
ment of less than 1 Go per core.
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1.5 Proposed strategy to improve the numer-
ical accuracy and computational perfor-
mances of the discharge code

In the following chapters, we present the different numerical developments
carried out during this PhD to improve the numerical accuracy and com-
putational performances of the discharge code:

e In chapter 2, we focus on the solver used for the calculations of
Poisson’s equation. We present two parallel solvers and compare
their performances with the sequential direct solver MUMPS im-
plemented in the LDC code for test-cases TC-1 and TC-2.

e In chapter 3, we discuss the ability of any transport scheme to han-
dle density gradients of several orders of magnitude in the head of
a streamer discharge. In order to increase the robustness and accu-
racy of the discharge code, we present different transport schemes
and discuss their respective properties.

e In chapter 4, we present a new hybrid MPI-OPENMP discharge
code using domain decomposition and present its parallel perfor-
mance.
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Chapter 2

Optimization and parallelization
of the discharge code: Poisson’s
equation

2.1 Introduction

One important and computationally expensive equation to solve in streamer
discharge simulations at atmosheric pressure is Poisson’s equation. In the
last few years, efficient numerical libraries provide access to numerous
methods to solve differential equations like PETSc (Balay et al. 2013),
COMSOL (COMSOL 2009) and HYPRE (HYPRE 2007). In fact one
has to carefully choose the appropriate method according to the type of
problem, desired speed and accuracy. In a streamer discharge code, Pois-
son’s equation is solved at each time-step. As the typical time scale of
a streamer discharge propagation in centimeter gaps is about a few tens
of nanoseconds with time-step usually of the order of 107 - 10712 s, the
number of time-steps is usually higher than 105. Then it is crucial to
choose a numerical method to solve Poisson’s equation that is fast and
accurate. Depending on the size of the simulated domain and the com-
puter on which the simulations are done, one should carefully test the
performances of either direct or iterative solvers to choose the solver that
provides the best speed, memory requirement and accuracy properties.
An other parameter to take into account is the level of parallelism avail-
able on the computer where the calculations are done and the parallel
capabilities of the chosen solver. On the "igloo" cluster, we have the
possibility to run either sequential, parallel memory shared OPENMP,
parallel distributed memory MPI and hybrid MPI-OPENMP codes. It
is then interesting to investigate the parallel capabilities of direct and
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iterative solvers on the "igloo" cluster and choose the appropriate solver
depending on the numerical requirements.

In section 2.2, for the test-case TC-1 (presented in section 1.4.1), we will
compare the characteristics of the direct solver MUMPS used to compute
the solution for the Poisson’s equation from the legacy code with an other
direct solver called PaStiX. Then we will compare the computational effi-
ciency between the legacy code and an OPENMP version of the code with
the PaStiX solver. In section 2.3, we will present an iterative solver SMG
in the HYPRE library and its parallel performances on the simulated do-
main of TC-2. In section 2.4, a "semi-implicit scheme" will be presented
that allows to choose time-steps one order of magnitude higher than with
a fully explicit code with a rather simple change in the discretization of
Poisson’s equation.

2.2 Comparison MUMPS /PaStiX (OPENMP)

On the "igloo" cluster, we have the possibility to improve the computa-
tional efficiency of the code by implementing parallel protocols.
First, it is important to note that the implementation of MPI protocols
requires deep changes in the code structure. Then, as a first step to grad-
ually implement parallelism in the discharge code, we chose to implement
OPENMP protocols in our sequential code as it only requires to add few
lines in the code. As the computation of Poisson’s equation is the most
expensive part in a streamer discharge code, we needed to use a direct
solver with OPENMP capabilities.
The direct solver MUMPS has MPI capabilities only. Therefore, another
effective parallel direct solver PaStiX (PaStiX 2012) was implemented in
the code. The PaStiX solver has the following interesting characteristics:

e The solver is a hybrid MPI-OPENMP direct solver

e We can choose either the OPENMP version only, MPI only or the

MPI-OPENMP version.
e [t is easy to compile, to implement and to use
e The library is regularly updated and widely used in the scientific
community

In this work, we only used the OPENMP capabilities of the solver. This
is a first key step in the parallelization of the discharge code. It is impor-
tant to note here that 70 % of the LDC code was written in FORTRAN
77 with implicit variables declared throughout the code. As a first step
for the development of the code, the LDC code was profiled and key parts
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of the code were optimized for a better stability for the implementation
of OPENMP protocols.

Code with: MUMPS PaStiX

Nb thread 1 1 2 4 6
Factorization (s) 64.12 | 24.87 | 21.55 | 19.91 | 19.48

Solution (s) 127 | 064 | 038 | 0.25 | 0.22
One time-step (s) 5.76 271 | 1.76 | 1.51 | 1.36

Table 2.1: Comparison between the LDC code with MUMPS and the parallel
code with PaStiX of the computational time for the factorization, the solution of
Poisson’s equation and the total time for one time-step (solving Poisson equa-
tion and the drift-diffusion-reaction equation for each charged species without
photo-ionization) for a grid size of ny x n, = 1287 x 1000 for TC-1.

On Table 2.1, for the TC-1, we compare the computational time for the
LDC code with MUMPS and for the parallel OPENMP discharge code
with PaStiX. First it is interesting to compare the solution time to solve
Poisson’s equation with the sequential code (1 thread) with MUMPS and
PaStiX.

We note that this solution time is divided by 1.98 with PaStiX compared
with MUMPS. This difference is due to the different methods used in
MUMPS and PaStiX in the analysis and the factorization steps described
in section 1.3.1. We also note here that due to the code optimization, the
total time for one time-step for the PaStiX code is 2.71 s which is 2.12
times less than the total time for one time-step with the MUMPS code.
Then Table 2.1 shows the results for 2 to 6 threads for PaStiX. Considering
only the solution time of Poisson’s equation, the speed up increases from
1.7 (2 threads) to 2.9 (6 threads) compared with the sequential PaStiX
code. Of course if we compare with the MUMPS code then the speed up
goes from 3.34 (2 threads) to 5.77 (6 threads). If we now compare the
time for one time-step with the PaStiX code, the speed up increases from
1.53 (2 threads) to 2 (6 threads). Again if we compare with the MUMPS
version then the speed up goes from 3.27 (2 threads) to 4.23 (6 threads).
One important information left out of Table 2.1 is the memory require-
ment. The PaStiX solver, in the TC-1, requires 886 Mo, more than
MUMPS (664 Mo), to compute the solution of one Poisson’s equation.
In conclusion, this parallel (OPENMP) version of the discharge code with
the PaStiX solver allowed us to have a speed up of ~ 4 compared with
the legacy discharge code with MUMPS solver. We also have a speed up
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of 5.77 in the computation of the solution of Poisson’s equation which is a
considerable amount of time saved when calculating the photo-ionization
source term (with 18 Poisson’s like equations to solve). The only draw-
back of this code is the increase of the memory required by the PaStiX
solver. We note here that to simulate the complete dynamics of the sim-
ulation TC-1, we only required ~ 43 minutes with the OPENMP parallel
code with PaStiX compared to the 4 hours with the LDC code with
MUMPS on the "igloo" cluster.

For the results presented in chapters 5 and 6, with the same point-to-
plane geometry as TC-1 and with a dielectric plane obstacle, the size
of the simulated domain (n, x n, = 1535 x 1000 or 1.5x10° points) is
comparable with the one in the TC-1. In chapters 5 and 6, the average
computational time with the fully explicit LDC code is on average 10
days. With the parallel OPENMP version of the discharge code with the
PaStiX direct solver, the computational time was decreased significantly
to 2 days.

The test-case TC-2, presented in section 1.4.2 was run on the "igloo"
cluster with the parallel OPENMP PaStiX code with 6 threads. In the
simulation of TC-2, it took 2.47 s to compute the solution of one Pois-
son’s equation with the PaStiX solver with 6 threads and 4 Go of memory
usage. Because of the very low value of time-step used and even with the
OPENMP parallel code, it took at least a week of calculations. Aside
from the high computational cost, the memory requirement for the TC-2
with the parallel OPENMP discharge code with the PaStiX solver, was
more than 30 Go of memory. On the "igloo" cluster it exists one node
with 72 Go of memory available but it is very difficult to have access
to it. In the TC-2, the memory requirement with a direct solver is too
high for such a large simulated domain. It means that for the simulation
of the TC-2, it is now interesting to implement an iterative solver that
requires much less memory and starts to be computationally competitive
with such large simulated domain compared to direct solvers.

2.3 The MPI-OPENMP iterative solver SMG
in the HYPRE library

2.3.1 The iterative solver SMG in the HYPRE Ii-
brary

We have chosen to test and implement iterative solvers available in the
HYPRE (HYPRE 2007) library because it fulfilled the following require-
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ments:

e Easy to use the hybrid (MPI-OPENMP) parallelization properties

of the library.

e Basy to compile, to implement and to use.

e Simple to test different kinds of iterative solvers provided with the

library.

e Regular updating of the library.

e This library is already widely used in the scientific community.
The most suitable interface provided in the HYPRE library package is the
"STRUCT" interface for our application. With the "STRUCT" (struc-
tured) interface, we found after testing all the compatible iterative solvers
available in the HYPRE library, that the SMG solver, without precon-
ditioner, was the most robust and fastest solver available. We note here
that for the calculation of the electric potential for the TC-2, the solver
SMG converged for a minimum tolerance set at Tol,;,, = 107!%. We also
point out that depending on the simulated geometry this minimum tol-
erance can vary and so after any change in the simulated geometry, it is
necessary to recheck this minimum value.

In Figure 2.1, we present the number of inner iterations and % of error
between the electric potential solution on the axis of symmetry for a given
tolerance Tol between 107* and 1075 with the electric potential solution
calculated with the minimum tolerance Tol,, = 107! set in the SMG
solver without preconditioner.

As the tolerance increases, the number of inner iterations in the SMG
solver decreases but at the same time the % of error increases. From
Tol = 107'* to 107°, the number of iterations in the SMG solver de-
creases from 19 to 1 iterations while at the same time the error increases
from 3.38 x 1078 to 2.90 %. Considering the % of error and the number
of iterations for the TC-2, we have used a tolerance of Tol = 1072 for the
SMG solver which corresponds to a small number of iterations (iter = 4)
and a very reasonable level of error (0.12 %). It is now important to bal-
ance here the % error acceptable with the computational cost. On Figure
2.2, we show the time to compute the potential solution with the sequen-
tial version of the SMG solver and % of error. As the tolerance set for
the SMG solver increases from 1074 and 1075, the time to compute the
solution decreases. If we choose a tolerance of Tol = 1078 then the time
required to calculate the solution is 5.68 s. We must point out that the
memory requirement is very low and well under 1 Go of memory usage.
It is obvious that 5.68 s to compute a solution is quite time consum-
ing. With the OPENMP parallel discharge code using the direct solver
PaStiX, it took 2.47 s to compute a solution for Poisson’s equation with
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Figure 2.1: Number of inner iterations and % of error between the reference
potential solution on the axis of symmetry for a given tolerance set in the SMG
solver without preconditioner for the TC-2 where ny X ny = 3353 x 1725
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Figure 2.2: Computational time to compute the solution with the sequential
version of the SMG solver and % of error between the reference potential solu-
tion on the azis of symmetry for a given tolerance set in the SMG solver without
preconditioner for the TC-2 where ny x ny = 3353 x 1725
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6 threads. Then, in the next sections we present the performances of the
MPI and MPI-OPENMP versions of the SMG solver.

2.3.2 Performances of the HYPRE solver: MPI only

In this section we present the MPI parallel performances of the SMG
solver. In the MPI only version of the SMG solver, the user has to divide
the simulated domain and create sub-domains according to the number
of cores required (with on each core a MPI process). The parallel capabil-
ities of the SMG solver in the HYPRE library are quite easy to use. The
only requirement is to provide the coefficients of the matrix coming from
the discretization of the Poisson’s equation to the "STRUCT" interface.

On Figure 2.3, we show the time to compute Poisson’s equation with the

10
I I Solutionltime of Poilsson’s equlation with ISMG solvell' —a—
@
o) 1
£
01 Il Il Il Il Il Il Il

0 10 20 30 40 50 60 70 80
Number of MPI processes

Figure 2.3: Computational time to compute Poisson’s equation with the SMG
solver depending on the number of MPI processes for the TC-2 where ny X n, =
3353 x 1725

SMG solver depending on the number of MPI processes for the TC-2. As
we increase the number of MPI processes, we see a decrease of the time
required to solve Poisson’s equation. It is interesting to note that with
just 4 MPI processes, the time to compute a solution is almost the same
as the time with the parallel OPENMP version of the code with PaStiX
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and 6 threads. As we increase the number of MPI processes from 1 to 72
(or 1 MPI process per core on each of the 6 nodes reserved on the "igloo"
cluster), we see a general decrease in the solution time from 5.68 s to 0.5 s.

14

Sp'eed-up of tlhe SMG sollver —-

Speed-up

Number MPI processes

Figure 2.4: Speed-up for Poisson’s equation with the SMG solver depending
on the number of MPI processes for the TC-2 where ny X ny = 3353 x 1725

On Figure 2.4, we present the speed-up for Poisson’s equation with the
SMG solver depending on the number of MPI processes for the TC-2. As
the number of MPI processes increases, we see a general increase of the
speed-up. For 72 MPI processes, the speed-up is equal to 12.4.

2.3.3 Performances of the HYPRE solver: MPI-OPENMP

In the HYPRE library there is also the possibility to use the hybrid
MPI-OPENMP implementation. If one would use 2 MPI processes and 2
OPENMP threads per MPI process, one would reserve 4 cores on 1 node
and assign 2 MPI processes on two cores and in turn launch 2 OPENMP
threads per MPI process on each of the 4 cores reserved.
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MPI x OPENMP | Poisson || MPI x OPENMP | Poisson
(s) (s)
12x1 2.88 72x1 0.5
6x2 1.57 36x2 0.53
4x3 1.49 24x3 0.4
3x4 1.7 18x4 0.53

Table 2.2: Comparison of the time for computing Poisson’s equation for a
giwen combination of MPI processes x OPENMP threads = 12 and 72 cores
with the SMG solver for the TC-2 where ny X ny = 3353 x 1725.

In Table 2.2, we present a comparison of the time for computing Pois-
son’s equation for a given combination of MPI processes x OPENMP
threads = 12 and 72 cores with the SMG solver for the TC-2. In the first
column in Table 2.2, we compare the performances of the SMG solver
on 12 cores. We have tested different combinations of MPI processes
x OPENMP threads from 12 MPI processes to 3 MPI processes and 4
OPENMP threads per MPI process. We show here that for 12 cores the
combination of 4 MPI processesx3 OPENMP threads solves Poisson’s
equation in 1.49 s whereas with 12 MPI processes it takes 2.88 s.

In the previous section, we found that with 72 MPI processes, the compu-
tational time is the fastest with the SMG solver on the TC-2. In Table 2.2,
we show that the combination: 24 MPI processes x3 OPENMP threads
solve Poisson’s equation in 0.4 s compared to 0.5 s with 72 MPI processes.
This means that on the TC-2 with the same number of cores available,
we can decrease further the computational time by adopting an hybrid
MPI-OPENMP strategy.

Using the parallel capabilities of the SMG solver we significantly decreased
the solution time of Poisson’s equation from 2.47 s with the direct solver
PaStiX to 0.4 s with the iterative SMG solver (Table 2.2) in the TC-2
(section 1.4.2).

As a conclusion, we have implemented an efficient iterative hybrid MPI-
OPENMP solver SMG. With the implementation of this solver we have
solved the problem of memory requirement and decreased significantly the
time to compute the solution of Poisson’s equation. However, in section
1.4.2, we also mentioned that in the fully explicit model, the dielectric
relaxation time-step imposes a quite low value for the chosen time-step
during most of the simulation. In the next section, we will present a sim-
ple "semi-implicit" scheme that allows to choose a time-step one order of
magnitude higher than with the fully explicit code for the TC-2.
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2.4 Semi-implicit scheme for Poisson’s equa-
tion

2.4.1 "Semi-implicit" scheme

As mentioned in section 2.2, the calculations of the TC-2 with a fully
explicit code take at least one week. Indeed due to the high density of
electrons n, = 1 x 10% cm™3, the dielectric relaxation time-step is the
smallest characteristic time-step and then the general time-step is limited
to only At = Atpiy =3 x 107 s,

In order to circumvent this constraining time-step limitation by the di-
electric relaxation time-step problem, different authors (Ventzek et al.
1993), (Hagelaar and Kroesen 2000), (Lin et al. 2012) and (Villa et al.
2013) have implemented a "semi-implicit" scheme that changes the dis-
cretization of Poisson’s equation.

2.4.2 "Semi-implicit" scheme

The idea of the "semi-implicit" scheme is to use throughout the code the
electric field at t 4+ At:

—(VVY) =E! —  —(VVITAY) = gtrat (2.1)

As in (Ventzek et al. 1993) and (Hagelaar and Kroesen 2000), the net
charge density is predicted at a future time. Based on Poisson’s equation:

eV - (e.VV(t + At)) = — {pt + At%] : (2.2)

Chemistry source terms do not create any space charge and so based on
the drift-diffusion equation:

0
o _y. [;m (1 nt B4~ D, ¥ nz>] - (23

At that point we simplify equation (2.3) in which we neglect the diffusion
part as was proposed in (Lin et al. 2012) and (Villa et al. 2013) and so
equation (2.3) becomes:

0
5=V [gm (1 E>] . (2.4)
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And then we combine equations (2.4) in equation (2.2):

oV (e, VV(t+At)) = — |p' + AtV -

Sl (1 Etw)” - (29)

After some rewriting, one obtains:

V- (£VV(t+At) = —pt, (2.6)
with:

£ =eoer + ZAt|qe| (pini) | (2.7)
or:

g =202 + AtOonduc - (2.8)

By implicitly solving the electric field that way, we actually change the
conductivity of the air gap to compensate any change in the net charge
density due to drift (Ventzek et al. 1993) and (Villa et al. 2013). The
only drawback of that scheme is that, in the discretization of Poisson’s
equation, the resulting matrix will change at each time-step. Using a
direct solver like MUMPS (Amestoy et al. 2001) would require to do
the factorization at each time-step. Then for this "semi-implicit" scheme
we have used the efficient parallel iterative solver SMG in the HYPRE
library (HYPRE 2007).

2.4.3 Comparison of the semi-implicit and the full
explicit model

In this section, we compare the computational efficiency between two
codes for the TC-2. The first code is fully explicit: Poisson’s and the
drift-diffusion equations are solved explicitly and all the physical time-
steps have to be taken into account (equations (1.28) - (1.31)).
In the "semi-implicit" code, the drift-diffusion equations are also solved
explicitly but we solve Poisson’s equation using the "semi-implicit" method
presented in section 2.4. In this code we take into account the character-
istic time-steps (equations (1.28) - (1.30)) except the dielectric relaxation
time-step Atpie. To implement this "semi-implicit" scheme we used the
efficient parallel iterative solver SMG in the HYPRE library (section 2.3).
On Figure 2.5, we present the simulation time-step for the fully explicit
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Figure 2.5: Comparison of time-step between a full explicit simulation and a
simulation with the "semi-implicit scheme” on the TC-2.

code and for the "semi-implicit" code. In the beginning of the simulation,
as in section 1.4.2, the chosen time-step is the chemistry time-step At; in
both simulations.
We recall here that, at the beginning of the simulation a constant volt-
age of U, = 30 kV is applied at the point electrode anode. Due to
the high voltage at the point electrode that induces an electric field
of 2.2 MV.cm™!, and the quite low initial density for charged species
(nep, = 10* em™3), the creation of charged species is the fastest phys-
ical process at the beginning. As the electron density reaches a suffi-
ciently high value (n, ~ 10 cm™') at t = 2.9 x 107! 5, in the fully
explicit simulation, the minimum time-step is the dielectric relaxation one
Atpie. In the simulation with the "semi-implicit" scheme, at that time
of the simulation, the chosen time-step is the convection one At.. For
t > 2.9 x 10719 s, the difference of chosen time-steps between the two
codes starts to increase and in the simulation with the "semi-implicit"
scheme the chosen time-step is one order of magnitude higher than the
simulation with the fully explicit model.

On Figure 2.6, we compare the axial profiles of the magnitude of the
electric field on the discharge axis for the fully explicit code and the
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Figure 2.6: Comparison of axial profiles of the magnitude of the electric field
on the discharge azis of a fully explicit simulation with a simulation with a
"semi-implicit” scheme at t=2.5 ns on the TC-2.

"semi-implicit" code at t=2.5 ns. We see that in both simulations, the
peak of electric field representing the location of the head of the streamer
discharge is located at the same location on the discharge axis. But if we
make a zoom on the head of the discharge where x € [0.2 cm : 0.4 cm],
we see on Figure 2.7, with the "semi-implicit" scheme the location of this
peak is slightly closer (1.3 %) to the cathode plane (located at x = Ocm)
than the peak electric field in the full explicit simulation.

In conclusion, we see that implementing this "semi-implicit" scheme al-
lows to carry out simulations with time-steps 10 times higher than in
simulations with a fully explicit model that resulted in a minor difference
of 1.3 % on the location of the discharge front during its propagation.
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Figure 2.7: Comparison of axial profiles of the magnitude of the electric field
on the discharge azis of a full explicit simulation with a simulation with a "semi-
implicit” scheme at t=2.5 ns zoomed on x € [0.2 cm : 0.4 cm].

2.5 Conclusion

In this chapter, we have improved the computational efficiency of the
discharge code by changing the sequential direct solver MUMPS with
the parallel OPENMP direct solver PaStiX. We also have implemented
OPENMP protocols in the rest of the discharge code. We have shown
that using this new parallel OPENMP discharge code with the PaStiX
solver, we were able to speed-up the calculations in the test-case TC-1 by
a factor of 5.7.

In the test-case TC-2, with the fully explicit parallel OPENMP with the
PaStiX solver, we have pointed out that the limiting time-step was the
dielectric relaxation one Atp;. and that the amount of memory required
was too high for the simulation to run on a regular node on the "igloo"
cluster. We have solved the memory problem by changing the direct
solver PaStiX with an iterative solver SMG in the HYPRE library. We
have shown that the parallel version of the SMG solver was quite fast
and required less than a 1 Go of memory. Coupled with the fast iterative
solver SMG@G, we have also shown that a simple "semi-implicit" scheme al-
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lows, in a streamer discharge code, to remove the constraint of the limiting
dielectric relaxation time-step Atp;e. With the resulting "semi-implicit"
code, we were able to simulate the TC-2, with a time-step which is one
order of magnitude higher than the one used in the fully explicit code.
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Chapter 3

Optimization and parallelization
of the discharge code:
Drift-diffusion equations

3.1 Introduction

Many difficulties appear when one tries to solve a drift-diffusion equa-
tion. In the particular case of the simulation of streamer discharges,
we have to solve highly non-linear drift-diffusion equations coupled with
stiff ordinary differential equations for the chemistry source terms (equa-
tion (1.13)). We also need to take into account the multiscale nature of
streamer discharges. In the head of a streamer discharge, a transport
scheme needs to handle density gradients of several orders of magnitude.
And so the chosen numerical method needs to be sufficiently accurate
but also robust to exactly describe these density gradients and ensure the
positivity of charged species densities.

In this chapter, in section 3.2, we will present and compare two 1D con-
vection schemes the UNO3 and the ULTIMATE QUICKEST schemes.
Then in section 3.3, we will compare the results obtained on the test-case
TC-2 with the ISG scheme used in the LDC code and the UNO3 scheme.
Finally the choice between these two schemes for streamer simulations
will be discussed.
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50
3.2 1D convection schemes

3.2.1 Construction of UNO schemes

Numerically solving an advection equation is notoriously difficult. As of
yet, no "perfect scheme" has been found to solve this equation accurately
in its discrete form. In (Leonard 1991), it is stated that even the one-
dimensional scalar advection at constant velocity is a simple problem but
surprisingly difficult to solve. One of the main obstacle in the development
of advection schemes are numerical oscillations associated with high-order
schemes like the (Lax and Wendroff 1960) scheme. One of the differences
between convection schemes of different order is their inherent numerical
diffusion. The first-order upstream (UPWIND) scheme is widely known
to be too diffusive and using higher order schemes tends to reduce the
numerical diffusion. However in (Leonard 1991), it is stated that the
reduction of the numerical diffusion becomes negligible as soon as the
order of the scheme is higher than the third order. Increasing the order
of the schemes to orders higher than the third order one is useless if the
physical diffusion is considered in the same model (Li 2008). So it should
be enough to choose an advection scheme of one order higher than the
real diffusion. As in this work, we use a second order scheme for diffusion
(section 3.3.2), we will use at maximum a third order scheme for drift.
It is also pointed out in (Li 2008) that a higher accuracy should be also
obtained by better resolution. We will briefly present here the idea behind
the UNO3 scheme that is extensively described in (Li 2008).

The most important feature of a convection scheme is its ability to
be oscillation free. To illustrate this, we consider the simple situation
depicted on Figure 3.1 where at the point "j" the average density is equal
to 0 and at the point "j+1" the average density is equal to 1. It will
be shown here how the different schemes behave in this situation where
the flow is assumed to be non-divergent. In this 1D case, the velocity is
constant and assumed positive.

It is important here to follow the same cell notation initially given by
(Leonard 1991) and also used in (Li 2008). At a given cell face, "j-+1/2"
with a velocity u;ji1/2 here positive, a central (C) cell is defined as the
donor cell j when uj1o > 0. The downstream cell (D) is the cell that
receives the flux (cell j+1 when w1/ > 0). So the cell located at j —1
next to the central cell at the opposite side is the upstream cell (U) when
ujr12 = 0. In the same way if uj /0 < 0, the upstream cell is located
at 7 + 2, the central cell is located at j + 1 and the downstream cell is
located at j. All subsequent formulations will be given in this upstream-
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Figure 3.1: Comparison of siz classical advection schemes for interpolation
of the MF (mid fluz) value of a step function. This Figure was taken from (Li
2008)

central-downstream (UCD) notation. To account for irregular grids, the
finite difference will be based on the cell center coordinate and a gradient
notation G 4p is defined between any two cells A and B as:

(Ya —Up)
G = — 2. 3.1
AB (21— 25) (3.1)
That is symmetrical in the ordering of the two cells, that is Gap = Gpga.

Any convection scheme will use some form of interpolation to calculate an
interpolated density at each cell face called mid-flur (MF) point, which
is |u|At/2 upstream from the cell face or (Ax — |u|At) /2 downstream
from the donor cell center (Li 2008).

jj‘ilf/Q = ¢+ 0.55gn(ujr1/2) (Axr — |ulAt)Ge (3.2)

where 7 is the central (or donor) cell value at time level n relative to
the j + 1/2 face velocity w;41/2, sgn(u) is the sign function and G¢ the
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selected gradient for the central cell. Of course the interpolated value
will be equal to the central cell value when the Current number (or CFL
number) approaches unity no matter what central gradient is used in
equation (3.2). The updated cell j value will be given in the conservative
flux form as:

1/1;-”1 = Ui+ (%—1/2%@7/2 - Uj+1/2¢§vﬁ/2) At/Ax; . (3.3)

Let us now review some of the schemes shown on Figure 3.1 and see how
these schemes induce a nonzero flux or not:

UPWIND scheme : (3.4)
GC:O:>F]'+1/2:0. .
Lax — Wendroff scheme (Lax and Wendroff 1960): (3.5)
Go = Gpec = Fjpip # 0. .
Fromm scheme (Fromm 1968): (3.6)
Go = Gpy = Fjup # 0. .

Roe scheme (Roe 1985):
G¢ = min (|GD0|, |GC’U|) when GpcGey > 0 , (37)
otherwise Go¢ = 0 = Fj 10 = 0.

Takacs scheme (Takacs 1985):

Ge = Gpo — (AmD+\uj+1/2|At) (GDc*GCU> = F}'+1/2 7& 0.

1.5 sgn(u;i1/2) Tp—xy

(3.8)

In all the schemes listed here, only the Roe scheme will produce a zero
flux in the situation on Figure 3.1. In this scheme, the min-mod scheme is
used only in the monotone region defined by GpcGey > 0. Outside the
monotone region, the gradient is simply set to zero (UPWIND scheme). In
(Li 2008), the author extended the min-mod scheme outside the monotone
region if the sign of the local side gradient Gp¢ is used which gives the
following second order in time and space scheme UNOZ2:

UNO2 : GC = sgn(GDC) min(‘Gpc‘,’GCU‘) . (39)
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And if we put equation (3.9) in equation (3.2):
e = vet0.5(Wh —ve) (Ar — [u|At) min (|Gpel, |Geul) - (3.10)

The scheme presented in equation (3.10) is as Li put it in (Li 2008) the
simplest second-order non oscillatory scheme. The third order scheme
UNO3 is:

(

G — (AxDH”H—l/?‘At) Gpc—Geu
bc 1.5 sgn(u;q1/2) Tp—xy ’

for |Gpe — Gev| < 1.2|Gpu| ;

UNO3: Go = {2 sgn(Gpe) min (|Gpel, |Gevl) (3.11)
for GpcGCU > 0;

(sgn(Gpe) min (|Gpel, |Geul) . otherwise.

In this scheme, the Takacs scheme is used in the limited monotone zone
defined on an irregular grid by |Gpc — Gev| < 1.2|Gpy| and outside
this limited region but still in the monotone region, the UNO2 scheme
multiplied by 2 is used. Outside the monotone region, the UNO3 scheme
retains second order accuracy by using the UNO2 scheme.

The UNO3 scheme is third order accurate, non-oscillatory (preserved pos-
itivity of the density solution), written for uniform as well as for non-
uniform mesh and by the construction of the scheme, extremely easy to
implement in codes.

3.2.2 ULTIMATE QUICKEST scheme

In this section, we present the 3' order QUICKEST scheme (Leonard
1991) coupled with the so-called ULTIMATE flux limiter which results in
a non oscillatory scheme called the ULTIMATE QUICKEST. We briefly
present the general characteristics of the scheme with the same notations
as in (Du 2000). More details can be found in (Du 2000). This scheme
was used in streamer discharge simulations in (Bessiéres et al. 2007).
We rewrite here equation (3.3) as in (Du 2000):

VI = 0f = (Uit — Coatitiy) s With ¢eyp = g At/ Az
(3.12)
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With the QUICKEST scheme, @bﬁfﬂ can be written as:

2
MF 2 _ (1_cj+1/2)
2 = Vb2 T T e

1+ SgH(C'+1/2) n n n
5 ’ (g — 2007 + b7 1) +

1 —sgn(cjp1/2) (

5 ;'L+2_2 ?+1+¢?) )

(3.13)

where:

1
%Q'H/z = 2 [( ;l+1 + w?) — Cjt1/2 (q/;;?H - %l)] : (3.14)

Then we use the one dimensional universal limiters shown in Table 3.1:

j+1/2 face Local j+1/2 limiters for 717,

velocity monotonicity | upper limiter | lower limiter

Ujy1/2 wupper wlower
Ujr12 >0 | Yy <7 <y Yiim oy
ujpr2 >0 | Py <P <y oy Yiim
Uiz <0 | ¥y S 9 <Yy Ve Yiim
ujr12 <0 |y < Yy <y Yiim, vy

Table 3.1: One-dimensional universal limiters

where 1, is defined as:

min (Cj—1/2w37 Cj—1/2w?) + 9 — Y

Cijt+1/2

¢lim = min le,

Where the subscripts U, C and D are the same subscripts as described in

section 3.2.1 and %j Jg 1 chosen as follows:

wjj\if/2 = max (¢l0we7’> min (¢uppe7‘v 1/};&{?/2)) : (315)

In conclusion we have a third order accurate scheme that is non oscillatory
but as shown in Table 3.1 a lot of conditions have to be checked by the
ULTIMATE limiter. These numerous tests reduce the computational
efficiency of the scheme.
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3.2.3 1D constant velocity convection test case

We now consider the classical test case of the advection of an initial profile
composed of a Gaussian wave, a square wave, a triangular wave and an
ellipse with periodic boundaries. This is a difficult test case because it
includes discontinuities as well as smooth portions of curves and extrema.
The initial condition ug(z) is defined on the interval x € [—1 : 1] as (taken
from (Daru and Tenaud 2004)):

((ug(z) = exp(—log(2)(z +0.7)2/0.0009) ; if —0.8 > z > —0.6
up(z) = 1; if —04 > 2 > —0.2
up(z) = 1 —|10(z — 0.1)] ; if0 > o > 0.2
uo(z) = (1 — 100(z —0.5)%)Y?; if0.4 >z > 0.6

[ wo(7) = 0; otherwise .

(3.16)

We will test here three convection schemes: the UPWIND scheme, the
ULTIMATE QUICKEST scheme used in (Bessiéres et al. 2007) and the
UNOS3 scheme (Li 2008).

Figure 3.2 (a),(b) and (c) presents for 200, 800 and 1600 points respec-
tively the results obtained with the different schemes after 10 periods.
Figure 3.2 shows clearly how diffusive the UPWIND scheme is. After 10
periods, even on the finest mesh of 1600 points, the numerical diffusion
of this scheme has completely erased the initial profile. It is however
clear that third order schemes, the ULTIMATE QUICKEST and UNO3
schemes are able to better reproduce the initial profile over 10 periods.
We also see that on the 200 points mesh, the ULTIMATE QUICKEST
scheme is more accurate than the UNO3 scheme. As the mesh is refined,
we see that the UNO3 scheme tends to be as good as the ULTIMATE
QUICKEST scheme. Figure 3.3 shows the same results as Figure 3.2 but
for 100 periods. We note that after 100 periods, the differences between
the schemes is even more pronounced. It is shown here that the numer-
ical diffusion of the UNO3 scheme is a bit higher than the ULTIMATE
QUICKEST scheme.

In Table 3.2, the average % of error compared to the initial profile and the
CPU time (in s) are presented for the UPWIND scheme, the ULTIMATE
QUICKEST scheme and the UNO3 scheme for three different meshes for
10 and 100 periods. It is clear here that the ULTIMATE QUICKEST
scheme, regardless of the resolution of the mesh, is the most accurate
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Figure 3.2: Comparison of the UPWIND scheme, ULTIMATE QUICKEST
scheme and UNOS3 scheme on a mesh of: (a) 200, (b) 800 and (c) 1600 points.
The Courant number = 0.5 and results are given after 10 periods.

Numerical | Number After 10 periods After 100 periods
scheme of points | Error (%) | CPU time (s) | Error (%) | CPU time (s)
1600 23.6 0.5 32.33 5.03
UPWIND 800 28.2 0.13 33.4 1.27
200 32.1 1.21072 34.5 8.4 1072
1600 0.88 3.5 1.96 35.01
QUICKEST 800 1.8 0.9 3.8 9.0
200 7.8 6.0 1072 17.2 0.64
1600 0.91 2.0 2.03 20.41
UNO3 800 1.9 0.5 4.0 5.1
200 8.5 321072 19.6 0.34

Table 3.2:

comparison of errors and computation times for the different
schemes for a Courant number = 0.5. (Calculations were done on a UBUNTU
Version 12.04 64 bits with Intel Core 17-2630QM CPU

scheme. But accuracy is not the only criterion to consider to choose a
scheme. That is why we show in this table also the computational cost
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Figure 3.3: Comparison of the UPWIND scheme, ULTIMATE QUICKEST
scheme and UNOS3 scheme on a mesh of: (a) 200, (b) 800 and (c) 1600 points.
The Courant number = 0.5 and results are given after 100 periods.

of each scheme. The UPWIND scheme is the less expensive but the av-
erage % of error is too high on any mesh. The ULTIMATE QUICKEST
scheme is the most accurate but it has also the highest computational cost
due to the use of limiter that induces a lot of conditional checks (section
3.2.2) (Li 2008). The UNO3 scheme is less accurate than the ULTIMATE
QUICKEST scheme (UNO3: 19.6 % and ULTIMATE QUICKEST: 17.2
% on the coarser mesh after 100 periods) but the difference seems quite
small.

On the other hand, we also need to check the positivity of the solution. Of
course the UPWIND scheme always gives positive density solution. We
have observed that the ULTIMATE QUICKEST scheme may give very
small negative values in the computed density whereas the UNO3 scheme
always gives positive density values.

To conclude on this simple test case, we have demonstrated here the
advantages to choose the UNO3 scheme. It is third order accurate, its
computational cost is reasonable compared to the ULTIMATE QUICK-
EST scheme. Furthermore, the UNO3 scheme is very easy to implement
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and by construction always gives positive density values.

3.3 2D convection-diffusion schemes

3.3.1 2D implementation of the UNO3 scheme

As stated in (Li 2008), the extension of the 1D scheme to 2D scheme
is straightforward by applying the 1D scheme simultaneously to each of
the two dimensions before updating the next time level values. But this
method may lead to reduced stability conditions, |u,| + || < 1.0 where
fe = v At/Ax and p, = v,At/Ar are the courant number for the x di-
rection and r direction respectively. On the other hand, if a time splitting
approach is applied and the 1D scheme is applied one dimension after the
other, the stability condition is relaxed to max(|u.| , |u-]) < 1.0. But
it results in the so-called time splitting error. To avoid the time splitting
error, in (Leonard et al. 1996) the authors constructed a multidimen-
sional advective-conservative hybrid operator (MACHO) to extend a 1D
advection scheme to 2D with preserved constancy. As formulated in (Li
2008), the operator is similar to the time-splitting approach except that
the mid-fluz (MF) value for the second dimension ¢*™¥" is calculated with
a temporary advective-form update of the first dimensional ¢)* using the
cell center velocity:

¢Zj == Zj—F( %5/2,]' - w%fﬂ,j) (ui_l/gyj + UZ'_H/QJ) Ai/QAJJZ . (317)

In order for the MF values for both dimensions to be interpolated from
the same constant field, this temporary update in equation (3.17) is used.
The final update of the cell (i,j) value is given by:

+1 MF MF
Zj - ng + (“i71/2,j¢z‘—1/2,j - Ui+1/2,j¢i+1/2,j) At/Aﬂfz’

+ (Ui,j—1/2¢%€1/2 - Ui7j+1/2¢%£1/2) At/ij .

We must point out that by construction the UNO3 scheme can be applied
on either uniform or non uniform mesh.

(3.18)

3.3.2 2D Diffusion fluxes

In the improved Scharfetter-Gummel (ISG) scheme used in the LDC-
code, diffusion and drift fluxes are calculated simultaneously. However,
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diffusion fluxes are usually calculated separately from drift fluxes and
equation (1.19) is thus splitted into two equations: one with drift fluxes
(calculated with the UPWIND or UNO3 scheme) and a second one with
diffusion fluxes. In this case, we have used a classical second-order central-
difference scheme, representing the diffusion fluxes in the form:

nk. —nk

D _ k iy~ Vil
Fz‘+1/2,j(k) - Di+1/2,j—2i+1/2,j’
LTitl,j — Lig (3.19)
—k Ak :
D _ k i~ Yigtl
Fz‘,j+1/2(k) = Dz‘,j+1/2—2i,j+1/2-
Tig+1 = Tij

3.3.3 Comparison of transport schemes on the TC-2
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Figure 3.4: Axial profiles of the magnitude of the electric field on the fine
mesh with the ISG scheme and the UNOS3 scheme at t=2.5 ns on the TC-2.

In this section we compare the 2D implementation of the ISG and UNO3
schemes on the TC-2. In the simulation of the TC-2 presented in section
1.4.2, we have shown results of the propagation of a streamer on a "fine"
mesh (1 pum of mesh size close to the point electrode) required for a suf-
ficient resolution of the discharge dynamics.
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Figure 3.5: Azial profiles of the magnitude of electric field on a coarse mesh
with the ISG scheme and the UNOS3 scheme at t=0.05 ns in the TC-2.

On Figure 3.4, we present the axial profiles of the magnitude of the elec-
tric field on the "fine" mesh with the ISG scheme and UNO3 scheme at
t=2.5 ns.

Figure 3.4 shows that the axial location of the peak of electric field in
the streamer head is almost the same in both simulations. If we compare
the general dynamics of the streamer discharge between both simulations,
there is almost no difference, with for example, the time required for the
streamer discharge to cross the inter-electrode gap and impact the cath-
ode plane at t.=3.0 ns in both simulations.

For the computational efficiency and time of calculation, it is interesting
to have a transport scheme that can provide the same accuracy with a
reduced number of points. So we define a "coarse" mesh as follows: from
0 < x <1 cm, an axial mesh size of 20 pym is used and is refined to 2 ym
close to the anode tip. Radially, a mesh size of 5 um is used and is refined
to 1 pum close to the axis of symmetry. This level of refinement required
a grid size of n, X n, = 1659 x 1725. On Figure 3.5, we present the
axial profiles of the magnitude of electric field with the ISG scheme and
the UNO3 scheme at t=0.05 ns for the TC-2 simulation on the "coarse"
mesh. This Figure indicates that even on the "coarse" mesh, the peak
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Figure 3.6: Axial profiles of the magnitude of field on a coarse mesh with the
ISG and the UNOS3 scheme at t=0.05 ns zoomed on x € [0.99 cm : 1 cm] .

magnitude of electric field with the ISG scheme and the UNO3 scheme
are almost at the same axial location. On Figure 3.5, we see that close
to the point electrode at x = 1 cm, some oscillations are present with
the ISG scheme. It is interesting to note that no oscillations are observed
when the UNO3 scheme is used during the whole discharge simulation.
On Figure 3.6, we zoomed on x € [0.99 cm : 1 cm] to take a closer view
on these oscillations. These oscillations are mainly due to the difficulties
of the cubic spline interpolation scheme used in the ISG scheme on the
coarser mesh. This leads to less accurate flux calculations in equation
(1.25) and oscillations in the net charge calculation in the right hand side
of Poisson’s equation (1.4). This in turn will induce some oscillations in
the calculation of the electric field.

On Figure 3.7, we compare the axial profiles of the magnitude of the
electric field on a "coarse" and "fine" mesh with the ISG and the UNO3
scheme at t—2.5 ns zoomed on x € [0.25 cm : 0.35 cm| where the peaks
of electric field are axially located. At t=2.5 ns the values of peaks of
electric field are very close. On the other hand we demonstrate here that
in the simulation with the UNO3 scheme the profiles coming from either
the "coarse" or the "fine" mesh are almost identical. These results show
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Figure 3.7: Auxial profiles of the magnitude of electric field on a coarse and fine
mesh with the ISG and the UNO3 scheme at t=2.5 ns zoomed on x € [0.25 cm :
0.35 cm].

that the UNO3 scheme is able to reproduce the same profile with less
points or with a lower resolution. On the other hand, in the case of simu-
lations with the ISG scheme, the peaks of the electric field are not axially
at the same location and their magnitude are not exactly the same. On
a "coarser" mesh, the loss of resolution induces a lower electric field and
slightly slows down the discharge propagation compared to the simulation
with ISG on the "fine" mesh.

3.4 Conclusion

In this chapter, we have demonstrated on a 1D constant velocity con-
vection test case, that the third order UNO3 scheme is as accurate as
the third order ULTIMATE QUICKEST convection scheme with a lower
computational cost. We have also demonstrated that the UNO3 scheme is
non oscillatory and always gives positive density values. By construction,
the UNO3 scheme can be used on uniform and non uniform meshes.

To solve the drift-diffusion equations in our discharge model, we have
splitted the resolution with the UNO3 scheme for the convection part with
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a classical second order accurate scheme for the diffusion part. Then, we
tested the performances of the UNO3 scheme on the 2D test-case TC-2
and compared the robustness of the UNO3 scheme with the ISG scheme.
We have shown that the use of the UNO3 scheme increases the general
robustness and accuracy of the streamer discharge code and so the UNO3
scheme can be successfully used in 2D streamer discharge modelling.
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Chapter 4

Domain decomposition and
numerical strategy of the new
discharge code

4.1 Introduction

In this chapter we present a new hybrid MPI-OPENMP discharge code
that integrates the iterative solver SMG presented in Chapter 2 (section
2.3) and the convection scheme UNO3 presented in Chapter 3 (section
3.2.1). In section 4.2 we present the domain decomposition strategy for
the complete MPI-OPENMP implementation. Then we carry out a per-
formance analysis of the MPI only implementation as well as a perfor-
mance analysis of the MPT OPENMP implementation of the code. In sec-
tion 4.3, to summarize, we present the different versions of the discharge
code and their respective use in the different chapters of this thesis.

4.2 Domain decomposition and hybrid par-
allelization (MPI-OPENMP)

In this section we present a new version of the code fully parallelized de-
veloped on the "igloo" cluster. As mentioned in section 2.2, an OPENMP
implementation has only a limited capability to speed up the calculation
as the number of possible shared memory threads on a node on "igloo"
is limited to 12. So for the small computational domain as for the TC-1,
this implementation was sufficient. But for larger simulation domain as
for TC-2, it was necessary to use more invasive changes in the code struc-
ture to extend the parallel capabilities of the code.
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Implementing OPENMP protocols in a sequential code did not require to
change the structure of the code. But for an MPI-OPENMP implementa-
tion with domain decomposition, it was necessary to change the structure
of the code and then the code was completely rewritten.

There are different strategies to use domain decomposition where on each
MPI process a sub domain of the general grid is assigned:

e Choose the number of MPI processes and adjust the mesh in order
to have an equivalent balancing workload on each sub domain.

e Create the mesh first and then according to the number of MPI
processes requested, create each sub domain (balance of workload
not assured).

In this work, we have chosen the second strategy that allows to define the
grid and then the MPI implementation creates the sub domain for each
MPT process. Of course we do not have a optimal load balance on each
MPT processes with this strategy. Doing so was also motivated by the re-
sources available. On the "igloo" cluster, from a run to an other, we may
not have access to all the resources required for an optimal simulation
run. With the second strategy, we are not dependent on the resources
available and the simulated domain does not need to be changed which
guarantees that we simulate exactly the same geometry regardless of the
resources available.

We must point out here, that writing a full MPI-OPENMP code for
streamer discharges was done thanks to the remarkable simplicity to han-
dle the domain decomposition for the Poisson’s equation with the HYPRE
library. Before showing the performances of the code we give details on
the code used in the following sections to simulate the TC-2:

e Poisson’s equation and photo-ionization source term (SMG solver
with Tol = 1078) with or without the "semi-implicit" scheme (sec-
tion 2.4)

e Explicit UNO3 scheme (3¢ order in time and space) coupled with
the MACHO operator for the spatial splitting to solve the convec-
tion equation (section 3.2.1)

e Explicit 2" order in time and space for the diffusion equation (sec-
tion 3.3.2)

e Explicit 4" order Runge-kutta scheme for the chemistry source term
(section 1.3.3)

e 1% order operator splitting method:

Ut+At — CAt DAt RAt Ut,

where U and UI™®" are the solution at t and t 4+ At respectively.
CAt, DAt and R stands for the convection, diffusion and the chem-
istry operator respectively applied on the duration At.
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In this chapter, we present the performances of the code without the
photo-ionization source term calculation.

4.2.1 Performances of the code with MPI only

T
Poisson —=—
Chemistry ---4---
Convection —e—
Diffusion ---e---
Total one iteration

time [s]

001 1 1 1 1 1 1 1

Number MPI processes

Figure 4.1: Computational time to compute Poisson, diffusion, convection
and chemistry equations and the time for a complete time-step depending on
the number of MPI processes for the TC-2 where ny X ny = 3353 x 1725

In Figure 4.1, we present the computational time to compute Poisson,
diffusion, drift and chemistry equations and the time for a complete time-
step depending on the number of MPI processes for the TC-2.

Figure 4.1, shows that no matter the number of MPI processes used, the
calculation of Poisson’s equation is the most expensive equation to solve,
followed in order by the chemistry, convection and diffusion equations.
If only one MPT process is used, it takes 17.05 s for one time-step. On
the other hand if 72 MPI processes are used, it will only take 0.63 s for
one time-step. On Figure 4.2, we present the speed-up for Poisson, diffu-
sion, convection and chemistry equations and the speed-up for a complete
time-step depending on the number of MPI processes for the TC-2. We
can see that the general speed-up is increasing. For 72 MPI processors,
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Figure 4.2: Speed-up for Poisson, diffusion, convection and chemistry equa-
tions and the speed-up for a complete time-step depending on the number of
MPI processes for the TC-2

the most scalable part is the speed-up of chemistry (48.5) due to the fact
that the calculation is simply local to each cell which is not the case for
the rest of the code. The speed-up of diffusion part (34.6) is the second
most scalable part of the calculation followed by the the speed-up of con-
vection part (30.7) of the code. The calculation of the Poisson’s equation
is the less scalable part with a speed-up of 12.4.

On Figure 4.1, we see that most of the computational time is spent
in the calculation of Poisson’s equation. So it is understandable that
the general speed-up of the code is strongly influenced by the calcula-
tion of Poisson’s equation. Nevertheless, for the simulation TC-2 with
Ny, X N, = 3353 X 1725 = 5.78 x 10° points and 72 MPI processes, it only
takes 0.63 s to do one time-step.

4.2.2 Performances of the code with MPI-OPENMP

In the HYPRE library (HYPRE 2007), there is also a version with MPI-
OPENMP capabilities. It was then possible to write a hybrid (MPI-
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OPENMP) code. We have implemented the classical approach of Fine-
grain (FG) for the OPENMP part of the code where we only share the
workload between threads in parallel loops with the "DO" directive. An
even more intrusive approach called Fine-grain (CG) exists but it intro-
duces more complexity and requires a high amount of deep changes in the
code structure (comparable to changing a sequential code to a MPI only
version).
The main difficulty to do hybrid parallelization is how the programmer
handles the MPT calls in a shared parallel region of the code. There exists
three levels of multi-threading support for that:
e MPI THREAD SINGLE:
OpenMP can not be used
e MPI THREAD FUNNELED:
MPT calls have to be made outside OPENMP shared parallel region
or in OPENMP region but inclosed in M ASTER region (only the
master thread is allowed to make a MPI call)
e MPI THREAD MULTIPLE:
No restrictions
Even though the MPI implementation on the "igloo" cluster allows MPI
THREAD MULTIPLE support, we found after trials and error that only
in inclosed M ASTER region we could safely make MPI calls.

MPI x OPENMP | Poisson | Diffusion | Convection | Chemistry | Total
(s) (s) (s) (s) (s)

12x1 2.88 0.3 1.41 1.07 5.85

6x2 1.57 0.29 0.57 2.1 5.47

4x3 1.49 0.17 0.43 1.12 4.25

3x4 1.7 0.21 0.51 1.83 5.56

Table 4.1: Comparison of the time for computing Poisson, diffusion, convec-
tion and chemistry equation and the total time for one time-step for a given
combination of MPI processes x OPENMP threads = 12 cores for a grid size
of ny X n, = 3353 x 1725 wn TC-2.

In Table 4.1, for 12 cores available (one node on "igloo") we compare the
performance of the code between 12 MPI processes and a combination of
MPI processes and OPENMP threads. We show here that better perfor-
mances are obtained when we increase the number of OPENMP threads
per MPI process. The best combination in this case is obtained when
using 4 MPT processes combined with 3 OPENMP threads per MPI pro-
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cess. We point out also that increasing the number of OPENMP threads
per MPI process to values higher than 3 decreases the performance of the
code in general. This is due mainly to the Fine Grain implementation.

MPI x OPENMP | Poisson | Diffusion | Convection | Chemistry | Total
(s) (s) (s) (s) (s)

72x1 0.5 1.79107% | 6.65 1072 0.11 0.63

36x2 0.53 | 2.68 1072 0.19 0.17 1.05

24x3 0.4 3.18 1072 | 7.61 1072 0.20 0.86

18x4 0.53 4.67 1072 0.14 0.38 1.28

Table 4.2: Comparison of the time for computing Poisson, diffusion, convec-
tion and chemistry equation and the total time for one time-step for a given
combination of MPI processes ¥ OPENMP threads = 72 cores for a grid size of
ny X ny = 3353 x 1725 in TC-2.

In Table 4.2, we see that combining MPI processes and OPENMP threads
decreases the efficiency of the code in the case where 72 cores are used.
In this case, the MPI only version is faster than any combination of MPI-
OPENMP with the same number of cores.

4.3 Conclusion of the numerical strategy for
the simulations presented in this thesis

During this thesis the streamer discharge code was gradually parallelized
to improve its performance. For example, with the MPI-OPENMP dis-
charge code, we are able to simulate the TC-2 with a grid size of ny xn, =
3353 x 1725 in less than 3 hours compared with the week of calculations
required with the parallel OPENMP discharge code with PaStiX.
During this thesis, we have validated the different versions of the code, in
particular in comparison to the reference case of the propagation of a pos-
itive streamer discharge in air at atmospheric pressure in a point-to-plane
geometry (Kulikovsky 1998). In Appendix D, we present the validation
of the MPI-OPENMP discharge code. As we have developed several ver-
sions of the streamer discharge code during this thesis, we summarize here
the different versions of the code used in the following chapters:
e Chapter 5 and 6: For the simulation of a positive air discharge in
a point to plane geometry with a dielectric obstacle on its path, we
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used the sequential legacy code:

— Full explicit code
— MUMPS solver for Poisson’s equation and photo-ionization
source term
— Explicit Improved Scharfettel-Gummel (ISG) scheme for the
convection-diffusion equation
— 4 order Runge-kutta scheme for the chemistry source term
— 1%t order operator splitting method: U2t = CDA! RAt Ut
where U and UI™" are the solution at ¢ and ¢ + At respec-
tively. C D! and R?! stands for the convection-diffusion and
the chemistry operator respectively applied on the duration
At.
— Average computational time : 10 days.
Chapter 5 and 7: For the simulation of a negative air discharge in
a point to plane geometry with a dielectric obstacle on its path, we
used the parallel OPENMP code:

— Full explicit code

— PaStiX solver for Poisson’s equation and photo-ionization source

term

— Explicit Improved Scharfettel-Gummel (ISG) scheme for the

convection-diffusion equation

— Explicit 4" order Runge-kutta scheme for the chemistry source

term

— 1%t order operator splitting method: Uttt = CDAt RAt Ut

where U and U!™" are the solution at ¢ and ¢ + At respec-
tively. C D! and R?! stands for the convection-diffusion and
the chemistry operator respectively applied on the duration
At.

— Average computational time : 2 days with 6 OPENMP threads.
Chapter 8: For the comparisons of experimental results with simu-
lations of a positive air discharge in a point to plane geometry with
a dielectric obstacle on its path, we used the hybrid parallel (MPI-
OPENMP) code:

— Semi-implicit scheme (to remove the dielectric relaxation time-
step constraint in equation (1.31))

— HYPRE (SMG solver) library for Poisson’s equation and photo-
lonization source term

— Explicit UNO3 scheme (3" order in time and space) coupled
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with the MACHO operator for the spatial splitting to solve the
convection equation

Explicit 2"¢ order in time and space for the diffusion equation
Explicit 4" order Runge-kutta scheme for the chemistry source
term

1%t order operator splitting method:

UtJrAt — CAt DAt RAt Ut,

where U* and U2 are the solution at t and t-+At respectively.
CAt, DAt and R”* stands for the convection, diffusion and the
chemistry operator respectively applied on the duration At.
Average computational time : 12 hours with 72 MPI processes.

In chapter 9, we also investigated the dynamics of helium discharges
at atmospheric pressure in dielectric tubes. The detailed physical
model for helium will be described in this chapter.

e In air, all physical processes studied (convection, diffusion and chem-
istry) are almost on the same timescale that is why explicit schemes
were used in air discharge simulation.

e In helium, the different physical processes have different timescales.

In the chemistry model used for helium, fast reactions impose
quite low chemistry time-step in the order of At; = 107 '%s.
For streamer dynamics that needs to be studied on 50 ns
timescale, the 4" order Runge-Kutta scheme is not relevant
anymore and the implicit 5" order RADAU5 solver (Hairer
and Wanner 1996) was used for the calculation of the chem-
istry source term.

The electron diffusion in helium is much higher than in air
compared to the electron mobility, so it requires a finer mesh
size for better resolution. But in equation (1.29), the diffusion
time-step is proportional to the square of the mesh size and so
the diffusion time step is in the order of At; = 10~'s. For
long timescale study, we changed the explicit 2"¢ order scheme
for the diffusion equation to the explicit 4" order ROCK4 (Ab-
dulle 2001) solver with dynamic inner time-step.

1%t order operator splitting method:

Ut+At — CAt DAt RAt Ut,

where Ut and U2 are the solution at ¢ and ¢4 At respectively.
CAt DAt and R®! stands for the convection, diffusion and the
chemistry operator respectively applied on the duration At.
Semi-implicit scheme (to remove the dielectric relaxation time-
step constraint (1.31))

HYPRE (SMG solver) library for Poisson’s equation and photo-
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ionization source term

— Explicit UNO3 scheme (3" order in time and space) coupled
with the MACHO operator for the spatial splitting to solve the
convection equation

— Average computational time : one day with 4 MPI processes
and 12 OPENMP threads.
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Part 11

Influence of dielectric surfaces
on the propagation dynamics of
a discharge at atmospheric
pressure
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Chapter 5

Study of positive and negative
alr discharges at atmospheric
pressure in a point-to-plane
geometry with a dielectric on
the cathode

5.1 Introduction

Before studying in chapters 6, 7 and 8 the influence of placing a dielectric
plane obstacle in the path of a propagating discharge, as a first step in
this chapter, we study the dynamics of an air discharge at atmospheric
pressure in a point-to-plane geometry with a dielectric on the cathode
plane. As a reference, this configuration will be referred to as cathode
dielectric barrier discharge (CDBD) configuration.

In Section 5.2 we present the studied set-up and the model. In Section 5.3,
we study the dynamics of impact of a positive streamer discharge on the
dielectric surface. Then we study the influence of the relative permittivity
and thickness of the dielectric layer on the dynamics of charge deposition
on the dielectric surface. In Section 5.4, we study the dynamics of impact
of a negative streamer discharge on the dielectric surface and we compare
surface discharge dynamics and characteristics for positive and negative
discharges.
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5.2 Studied CDBD configuration and model
formulation

The CDBD discharge set-up is shown in Figure 5.1. The anode is an
hyperboloid point, and its shape is given by:

<§>2 B (%)2 =1L (5.1)

where a = 0.5 cm and b = 0.18 cm which corresponds to a radius of cur-
vature of R, = 0?/a =648 um. The anode tip is located at 5 mm from a
grounded metallic cathode plane (z = 0 cm). In this chapter, we consider
that a constant voltage of U, = +13 kV is applied at the beginning of the
discharge simulation. We study the influence of the thickness A of the
dielectric layer and of its permittivity €, on the discharge dynamics. It is
important to note that the same anode shape, gap, dielectric character-
istics and applied voltage will be used for reignition studies in chapters
6-7 to compare with CDBD results. In this chapter, we have varied A in
the range 176 — 1000 um and ¢, in the range 1 — 2. For A = 176um, the
dielectric layer will be referred as thin and for A=1 mm as thick.

Hyperboloid point

/

X
Interelectrode L

gap=5mm

Dielectric layer I A=Xdiel

Grounded plane \ >

Figure 5.1: Side view schematics of the discharge set-up. The thickness of the
dielectric layer is A. The axial position of the upper surface of the dielectric
layer is Tgie1=A.

As mentioned in chapter 4, the simulations presented in this chapter
have been carried out with the LDC code. We have used the improved
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Scharfettel-Gummel scheme with e;gg = 0.1. In (Jansky et al. 2010) it
has been checked that this value has a very small influence on the results
but allows to remove small oscillations on some cases when compared to
simulations with lower values of €gg. At each gas-dielectric interface,
surface charges are obtained by time integrating charged particle fluxes
to the different dielectric surfaces and we have also considered secondary
emission of electrons by ion bombardment (with a secondary emission
coefficient of v = 0.1). That relatively high value is a way to take into
account roughly other secondary emission processes as photoemission and
secondary emission of electrons by impact of metastable molecules. Fi-
nally, we have assumed as initial condition, a low uniform density of
10* em™3 electrons and positive ions in the air gap above the dielectric
layer. All other details of the model are presented in chapter 1.

The computational domain is 1 cm x 17 cm with a Cartesian grid. In
the axial direction, close to dielectric/air interfaces, a mesh size of 1 ym
is used and then the mesh size is increased following a geometric progres-
sion up to 5 pum and is kept constant in the gas gap and close to the
electrodes. In the radial direction, a mesh size of 5 yum is used from the
axis of symmetry up to r = 0.3 cm and then the mesh follows a geometric
progression until » = 17 cm. As an example, for the results presented on
Figure 5.2, with a 176 pum thick dielectric layer on the cathode surface,
the grid is n, x n, = 1535 x 1000.

5.3 Simulation of a positive discharge in a
point-to-plane geometry with the dielec-
tric layer on the cathode plane

First we consider a thin dielectric layer with a thickness of A = 176 pym.
Figure 5.2 shows the distributions of the electron density and absolute
value of the electric field at t= 4.5, 6 and 9.8 ns for a dielectric with
e, = 2 and Table 5.1 gives some characteristics of the discharge dynam-
ics. With an initial applied voltage of U, = +13kV, a positive streamer
discharge is ignited at Tignition = 0.8 ns close to the point and propagates
axially in the gap as shown at t = 4.5 ns in Figure 5.2. As the streamer
front crosses the middle of the air gap, the peak electric field on the
axis is 104 kV ecm™! and the electron density is 2.8x10' cm™3, which
are typical values for streamer discharges in air at atmospheric pressure.
As already noted in (Célestin et al. 2008; Babaeva and Kushner 2011),
we have checked that secondary processes at the dielectric surface have
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Figure 5.2: Dynamics of the discharge in the positive CDBD configuration for
U, = +13kV. The thickness of the dielectric is A = 176 pm and its permittivity
is er = 2. Cross-sectional views of the absolute value of the electric field and
electron density at t = 4.5, 6 and 9.8 ns. Peak values of the scales of electric
field and electron density are of 150 kV em™ and 10Y em™3, respectively. Peak
values of electric field after the discharge tmpact on the dielectric are higher and
given in the text.
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a negligible influence on the discharge dynamics during its propagation
in the gas gap until the discharge is close to the dielectric surface. At
t= 5.9 ns, the positive streamer discharge impacts the dielectric. In the
following, this time will be referred to as the time of impact Tynpact (Table
5.1). We observe here that the electric field in the head of the discharge
is directed towards the cathode and so electrons mainly drift towards the
head of the streamer discharge and positive ions drift towards the surface
of the dielectric. As the electric field in the trailing conductive channel of
the streamer is much less than in the streamer head, when the streamer
strikes the dielectric surface, most of the applied potential is transferred to
the resulting sheath at the dielectric surface, which increases the electric
field in the dielectric. Figures 5.3 to 5.5 (top Figures) show the absolute
value of the electric field and its local direction at t=5.9 (Timpact), 6.1 and
9.8 ns. For t=Timpact +0.2 ns = 6.1 ns, the peak electric field in the sheath
on the discharge axis is of 350 kV ¢cm™! for a sheath thickness of 29 um
and the electric field in the dielectric has a peak value of 175 kV cm™.
After the impact, the streamer discharge spreads along the dielectric sur-
face in agreement with previous works (Célestin et al. 2008; Babaeva and
Kushner 2011; Papageorghiou et al. 2009). As we use an axisymmetric
approach, the computed surface discharge on the dielectric has a disk
shape with a non homogeneous structure: a high radial electric field in
its front (peak value of the radial electric field of 184 kV em™! at t= 9.8
ns) to enable the surface discharge propagation on the dielectric and, a
low radial electric field in its channel as shown on Figures 5.3 to 5.5. This
high value of the radial electric field is due to the fact after the impact of
the discharge on the dielectric surface, the only source of electrons able
to drift towards the streamer head are the ones located close to the radial
edge of the space charge close to the dielectric surface. Then, as the radial
electric field increase, it becomes the front of the discharge that allows
the radial propagation of the streamer discharge (from t=6.1 ns to t=9.8
ns on Figures 5.4 to 5.5 (top Figures)). In the surface streamer front
at t=9.8 ns, the peak of the radial electric field is located at 36.5 ym in
height above the dielectric layer in agreement with (Solov’ev et al. 2008).
As shown on Figures 5.4 to 5.5, behind the surface streamer head, the
electric field is directed perpendicular to the dielectric surface as already
observed in (Babaeva and Kushner 2011). Figure 5.2 and Figures 5.4 to
5.5 show that during the surface discharge propagation, the electric field
in the dielectric increases. For t=9.8 ns, the peak value of the electric
field in the dielectric layer is of 200 kV cm ™. For the condition of Figure
5.2, t=9.8 ns corresponds t0 Timpact + 3.9 ns (Table 5.1). In the following,
to study surface discharge characteristics for different dielectrics, we will
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Figure 5.3: Dynamics of the discharge interaction with the dielectric in the
CDBD configuration for U, = +13kV (top Figure) at t=5.9 ns and U, =
—13kV (bottom Figure) with A = 176 ym and e, = 2 at t=5.7 ns. Cross-
sectional views of the absolute value of the electric field is presented and the
arrows represent the local direction of the electric field. Peak values of electric
field after the discharge impact on the dielectric are higher than 90 kV c¢cm™!
and given in the text.
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Figure 5.4: Dynamics of the discharge interaction with the dielectric in the
CDBD configuration for U, = +13kV (top Figure) at t=6.1 ns and U, =
—13kV (bottom Figure) with A = 176 um and ¢, = 2 at t=5.9 ns. Cross-
sectional views of the absolute value of the electric field is presented and the
arrows represent the local direction of the electric field. Peak values of electric
field after the discharge impact on the dielectric are higher than 90 kV em™!
and given in the text.
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Figure 5.5: Dynamics of the discharge interaction with the dielectric in the
CDBD configuration for U, = +13kV (top Figure) at t=9.8 ns and U, =
—13kV (bottom Figure) with A = 176 um and e, = 2 at t=12.4 ns. Cross-
sectional views of the absolute value of the electric field is presented and the
arrows represent the local direction of the electric field. Peak values of electric
field after the discharge impact on the dielectric are higher than 90 kV ¢cm™!
and given in the text.
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compare results after the same delay after impact on the dielectric, at
the time 7y = Timpact + 3.9 ns. As the positive surface streamer propa-
gates, it charges the dielectric surface with positive charges. Figure 5.6(a)
shows the time evolutions of the radial profiles of surface charges up to
t=16 ns for the condition of Figure 5.2. The vertical arrows show the
radial position of the surface streamer front Rgon (corresponding to the
peak of the radial electric field) at t= 9.8 and 16 ns. At t=9.8 ns, we
have Rpont =0.2 cm and at t=16 ns, Rgone =0.31 cm. We note that the
positive surface charge increases behind the surface streamer front and as
proposed by (Akishev et al. 2011), the local dynamics of surface charging
behind the surface streamer front can be considered as the charging of a
local resistor-capacitor circuit element. As the surface discharge spreads
along the dielectric, Figure 5.6(a) shows that the positive surface charge
increases and expands radially on the dielectric surface. For the condition
of Figure 5.6(a), we note that the maximum of the surface charge is close
to the discharge axis and decreases as r increases. Close to the discharge
axis, after the streamer impact on the dielectric, Figure 5.6(a) shows that
the surface charge increases rapidly up to about 12 ns and then increases
much slower. In particular, at t= 9.8 ns, Figure 5.6(a) shows the radial
profile of surface charges on the dielectric surface for the same time as
the distributions of electron density and electric field in Figure 5.2. It is
interesting to note that the radial profile of surface charges at t=9.8 ns
corresponds to a total amount of positive surface charges of 0.74 nC (Ta-
ble 5.1).

In this work, we have calculated the velocity of the surface discharge
spreading on the dielectric based on the radial movement of the location
of the maximum radial electric field in the surface discharge front. We
have computed this velocity for » > 0.1 ¢cm, when the surface discharge
has a stable propagation on the surface but for » < 0.3 cm to calculate the
velocity in the fine mesh area. Figure 5.7 shows the velocity of the surface
discharge as a function of the radial position r for the condition of Figure
5.2. We note that the velocity is about 5x107 cm s~ at 7 = 0.11 cm and
decreases as the discharge expands radially down to 1.6x107 cm st at
r = 0.3 cm. Similar values of surface streamer velocity on a dielectric were
found in a point-to-plane dielectric geometry in (Célestin et al. 2008) and
in plane-plane dielectric barrier discharges (Babaeva and Kushner 2011),
(Papageorghiou et al. 2009). The decrease of the surface discharge ve-
locity as it propagates on the dielectric surface has been also obtained in
(Papageorghiou et al. 2009). To study the influence of the permittivity of
the dielectric on the discharge dynamics, we have carried out simulations
in the limit case with e, = 1. Table 5.1 shows that the ignition time is the
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Figure 5.6: Time evolutions of radial profiles of the positive surface charge
on the dielectric for the positive CDBD configuration for U, = +13kV. The
dielectric thickness is A = 176 ym with e, = 2 (a) and e, = 1 (b). The arrows
indicate the position of the surface streamer front at t = 9.8 ns (a) and t = 9.1
ns (b) and for both cases at t = 16 ns.
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same as for ¢, = 2 and that the time of impact on the dielectric surface
is slightly increased as ¢, decreases. Indeed, for a fixed geometry, the
increase of ¢, increases the capacitance of the dielectric on the cathode
which is proportional to €,. For a sphere-plane geometry, an analytical
expression of the capacitance of the interelectrode gap is given in (Durand
1966). Considering a dielectric layer on the plane for a sphere-cathode
plane gap of 5 mm, we have checked that the capacitance of the whole
interelectrode gap also increases as the permittivity e, of the dielectric
layer increases. As a consequence, the Laplacian electric field in the air
gap increases as ¢, increases which results in a slightly faster propagation
of the discharge in the air gap. Figure 5.6(b) shows the time evolutions of
the radial profiles of surface charges on the dielectric surface with ¢, = 1.
We note that the increase of surface charges close to the discharge axis
is slower than for £, = 2. Consequently the total amount of positive sur-
face charges at t = 7, (Table 5.1) increases as ¢, increases. For e, = 2,
at t = 9.8 ns the surface discharge front is located at Rgon = 0.2 ¢cm
(Figure 5.2). For e, = 1, we have checked that the surface discharge front
is at the same radial position at ¢ = 9.1 ns. For ¢ = 16 ns, for ¢, = 2,
Riont = 0.31 cm and for e, = 1, Ryony = 0.37 cm. Figures 5.6 (a) and (b)
show the radial surface charges for these times for both values of ¢,. We
note that the increase of the surface charge behind the surface discharge
front is smaller for ¢, = 1 than for e, = 2. This seems to indicate a
faster local charging of the dielectric surface by the surface discharge as
e, increases. For a fixed geometry, we have checked that the increase of
¢, results in the increase of the electric field in the sheath over the dielec-
tric surface after the streamer impact, in agreement with (Babaeva and
Kushner 2011). As a consequence, as &, increases, the charge deposited
on the dielectric surface has to be higher to shield the higher electric field
in the sheath.

Figure 5.7 compares the velocity of the surface discharge for e, = 1 and
e = 2. We note that this velocity increases as ¢, decreases, as already
observed for air discharges propagating in thin dielectric tubes at atmo-
spheric pressure (Jansky et al. 2010; Jansky et al. 2011). Figures 5.6
and 5.7 show that the faster local charging of the dielectric surface as ¢,
increases, corresponds to a slower propagation of the surface discharge on
the dielectric.

To further study the influence of ¢,, we have carried out simulations with
g, = 1 and 2 for a thick dielectric layer with a thickness of A =1 mm. As
for the thin case, Table 5.1 shows that for a thick dielectric, the impact
time decreases as ¢, increases and that the total surface charge deposited
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& 1 2 2 1 2
A(pm) 176 176 | 352 | 1000 1000
e./A (m™?) 5680 11360 | 5682 | 1000 2000
Tignition (1) 08 08 | 07 0.8 0.7
Timpact (1) 61 59 | 57 5.7 4.7
T Timpact+3-9 (ns) | 10 9.8 | 9.6 9.6 8.6
Rpont (cm) at t =17, | 0.23 020 | 0.22 | 0.27 0.26
Qf mC)att=7, | 019 0.74 | 0.29 | 4.5x107% 4.8x1072

Table 5.1: For the positive CDBD configuration with U, = +13kV: Influence
of the dielectric thickness (A) and permittivity (€:) on Tignition, the ignition time
of the discharge, Timpact, the time of impact of the discharge on the dielectric,
Ts = Timpact + 9.9 18, Rpont the radial position of the surface streamer front at
7s and Q, the total surface charge on the dielectric surface at Ts.

on the surface at ¢t = 7, increases as ¢, increases. Furthermore, Figure 5.7
shows that the velocity of the surface discharge increases as ¢, decreases.
Then, Table 5.1 and Figure 5.7 allow also to compare discharge character-
istics for a given ¢, and different values of A. As expected, an increase of
A for a given ¢,, decreases the time of the discharge impact on the dielec-
tric. Indeed, for a given interelectrode gap, as A increases, the size of the
air gap decreases and then the discharge has to propagate on a smaller
distance before impacting the dielectric surface. It is interesting to note
that, as A increases, the capacitance of the dielectric layer on the cathode
decreases as it is inversely proportional to A. Conversely, as the interelec-
trode gap is fixed, the capacitance of the air gap and the capacitance of
the whole interelectrode gap increase as A increases and then, the time of
impact of the discharge on the dielectric plane decreases. Table 5.1 shows
that the total amount of surface charges deposited on the surface at ¢t = 7
decreases as A increases for a given ¢,, and then as the capacitance of the
dielectric layer on the cathode decreases. Then, to study more precisely
the influence of the capacitance of the dielectric layer on the discharge
dynamics, we have calculated the ratio ,/A for the different cases stud-
ied in Table 5.1. Furthermore, we have added results for a dielectric layer
of &, = 2 and A = 352 pum which has the same value of the ratio ¢,/A
as the case ¢, = 1 and A = 176 pm. Tt is interesting to note on Figure
5.7 that the velocity of the surface discharge is equal for these two cases,
agreeing with the theory developed in (Akishev et al. 2013a) where the
surface streamer velocity is proportional to the ratio €,/A. Furthermore,
for all cases studied in this section, Figure 5.7 shows that the velocity
of the surface discharge depends on the value of the capacitance of the
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Figure 5.7: For the positive CDBD configuration with U, = +13kV: Influence
of the thickness (A) and permittivity (e;) of the dielectric layer on the velocity
of the surface streamer front.

dielectric layer on the cathode and decreases as its capacitance increases.
Conversely, Table 5.1 shows that the amount of charges deposited by the
surface discharge on the dielectric at t = 7, is not directly related to the
value of the capacitance of the dielectric layer. Indeed, if we compare the
two cases with the same value of the ratio €,/A, we note that the amount
of surface charges is higher for the case e, = 2 and A = 352 pm than for
the case e, = 1 and A = 176 pum. These results seem to indicate that
for the same value of the capacitance of the dielectric layer, the surface
charging is higher for a higher value of the permittivity of the dielectric in
contact with the discharge. For a plane-plane DBD in nitrogen at atmo-
spheric pressure, (Golubovskii et al. 2006) also varied the thickness and
permittivity of dielectrics on electrodes to compare cases with the same
capacitance. Their study was dedicated to the conditions of discharge
homogeneity and then is different from ours. However, it is interesting
to note that they showed that the discharge homogeneity depends on the
permittivity of the dielectric in contact with the discharge, for the same
value of the capacitance of the dielectrics on the electrodes.

Finally, for all cases studied in this section, Table 5.1 shows that when
the capacitance of the dielectric is increased either in increasing ¢, for a
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given A, or for a given ¢, in decreasing A, the amount of surface charges
increases. This more significant surface charging slows down the surface
streamer propagation.

In conclusion, we have shown that after the impact of a positive discharge
with the dielectric layer on the cathode plane, the positive discharge starts
to spread on the dielectric surface and charge the surface of the dielectric
with positive surface charges. We have also shown that by increasing the
capacitance of the dielectric layer (either by increasing its relative per-
mittivity or decreasing its thickness), more charges are deposited and the
radial velocity of the surface discharge is decreased.

5.4 Study of the influence of the polarity of
the applied voltage on the discharge dy-
namics and structure

To compare with the results obtained in the previous section for a posi-
tive polarity, in this section, we present discharge simulations in a CDBD
configuration for a negative constant applied voltage of U, = —13kV at
the point electrode.

Figure 5.8 shows the distributions of the electron density and absolute
value of the electric field at t= 4.5, 5.7 and 9.6 ns for a thin dielectric
layer with €, = 2 and Table 5.2 gives some characteristics of the discharge
dynamics. With an initial applied voltage of U, = —13kV, a negative
streamer discharge is ignited at Tignition = 0.5 ns close to the point and
propagates axially in the gap as shown at ¢ = 4.5 ns in Figure 5.8.

First it is interesting to compare the influence of the polarity of the ap-
plied voltage on the ignition and propagation of the discharge before it
impacts the dielectric surface. In Table 5.2 for a thin dielectric layer with
e, = 2, we first note that the discharge is ignited faster (0.5 ns) for a
negative applied voltage than for a positive one (0.8 ns). For a nega-
tive applied voltage, as shown in Figure 5.8, when the discharge front
crosses the middle of the gap, the electric field in the negative streamer
head is equal to 80 kV cm™!. For the same condition but for a positive
applied voltage, Figure 5.2 shows that the electric field in the head of
the positive streamer head is higher and equal to 104 kV ecm™'. It is
well known that positive and negative streamers have different charac-
teristics (Raizer 1991). Indeed, a negative streamer discharge propagates
in the same direction as the drift velocity of electrons, whereas a posi-
tive streamer propagates in the opposite direction. As a consequence, a
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Figure 5.8: Dynamics of the discharge in the CDBD configuration for an
applied voltage of U, = —13kV. The thickness of the dielectric is A = 176 pm
and its permittivity is e, = 2. Cross-sectional views of the absolute value of the
electric field and electron density at t = 4.5, 5.7 and 9.6 ns. Peak values of the
scales of electric field and electron density are of 150 kV ¢m™' and 10'° em™3,
respectively.
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higher electric field is required in a positive streamer head, in comparison
to a negative one, to sustain the streamer discharge propagation. For the
small 5 mm gap considered in this work, Table 5.2 shows that the dura-
tion of the discharge ignition and propagation before the impact is about
the same with for the negative case Tyypact—5.7 ns and for the positive
CaSe Timpact—90.9 1S.

U, 13 kV -13 kV 13 kV -13 kV
Er 1 1 1 1
A(pm) 176 176 1000 1000
Tignition (HS) 0.8 0.5 0.8 0.5
Timpact (118)) 6.1 5.9 5.7 5.2
Ts=Timpact +3.9 (0S) 10 9.8 9.6 9.1
Riont (cm) at t =715 | 0.23 0.19 0.27 0.23
Q, (nC) att=7, | +0.19 -1.69 | +4.5x10~% -1.18
U, 13 kV -13kV 13 kV -13 kV
Er 2 2 2 2
A(pm) 176 176 1000 1000
Tignition (11S) 0.8 0.5 0.7 0.4
Timpact (11S)) 5.9 5.7 4.7 4.1
Ts=Timpact +3.9 (1S) 9.8 9.6 8.6 8.0
Rpront (Cm) att =171, 0.20 0.16 0.26 0.22
Q: (nC)att=r71, | +0.74 -1.93 | +4.8x1072 -1.75

Table 5.2: For the CDBD configuration: Influence of the dielectric thickness
(A), permittivity (e:) and polarity of the applied voltage (U,) on Tignition, the
ignition time of the discharge, Timpact, the time of impact of the discharge on
the dielectric, Ts = Timpact + 3.9 18, Rpony the radial position of the surface
streamer front at 75 and Qy, the total surface charge on the dielectric surface at
Ts-

On Figure 5.8 at Timpact—5.7 ns, the negative streamer discharge impacts
the dielectric surface and the discharge axial propagation is stopped. Fig-
ures 5.3 to 5.5 (bottom Figures) show the interaction of the negative
discharge with the dielectric surface at t=5.7 (Timpact), 5.9 and 12.4 ns.
In the negative case, the electrons are the ones that mainly impact the
dielectric surface thus depositing negative surface charges. We have ob-
served on the axis of symmetry, that at t=Timpace +0.1 ns, the negative
surface charge on the dielectric surface is high enough to reverse the elec-
tric field close to the dielectric surface. Therefore, we have studied the
influence of allowing or not electrons deposited on the dielectric surface
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to be released into the gas phase depending on the drift velocity calcu-
lated at the air/dielectric interface. We found that in the negative CDBD
configuration, with both boundary conditions, the sheath is formed very
rapidly and at t=Timpact + 0.2 = 5.9 ns the electric field on the axis
of symmetry is very low ( E< 1kV ecm™!) close to the dielectric surface.
Then, at t=5.9 ns, the radial electric field at the radial edge of the space
charge increases in amplitude which enables the start of the radial propa-
gation of a surface discharge on the dielectric. Figures 5.4 to 5.5 (bottom
Figures) show that in the negative case, the location of the maximum
value of the radial electric in the radial front of the discharge is at the
surface of the dielectric, in agreement with (Gibalov and Pietsch 2000;
Solov’ev et al. 2008). Indeed, as soon as the radial front of the negative
discharge moves radially, the sheath is formed quickly just behind the
front due to the rapid and significant deposition of negative charges on
the dielectric surface. That charging can be considered as the charging
of a local resistor-capacitor circuit element (Akishev et al. 2013b). If we
compare the structures of positive and negative surface discharges during
their stable propagation on the dielectric surface (i.e. at t=9.8 ns and
t=12.4 ns, on Figure 5.5, we note that in the negative case, the maximum
absolute value of the radial electric field at the dielectric surface is equal
to -33 kV em~! whereas in the positive case, the maximum absolute value
of the radial electric field is equal to 184 kV cm™! and it is located at
36.5 um in height above the dielectric layer.

As the negative surface discharge propagates, it charges the dielec-
tric surface with negative charges. Figure 5.9(a) shows the time evolu-
tions of the radial profiles of the absolute values of surface charges up
to t = 16 ns for the condition of Figure 5.8. The vertical arrows show
the radial position of the negative surface discharge front Rpon (corre-
sponding to the peak of the radial electric field) at t= 9.6 and 16 ns.
We note that the absolute value of the surface charge density increases
in time along the dielectric surface. It is interesting to point out that
the absolute value of the surface charge density increases faster to higher
values for a negative CDBD than for a positive one. For A = 176 ym and
e = 2, at t=Timpact+0.1 ns=6 ns on Figure 5.6(a), the maximum value
of the positive surface charge density is equal to +2.70 1072 nC c¢m—2
in the positive case whereas in the negative case on Figure 5.9 (a), at
t=Timpact 0.3 ns=6 ns the maximum value of the negative surface charge
density is equal to -23 nC cm™2. In Table 5.2, at Ts=Timpact+3.9 ns, for
A = 176 pym and e, = 2, the total amount of charges deposited on the
dielectric surface is higher (in absolute value) for the negative case Q;=-
1.93 nC than for the positive one where );—+0.74 nC.



“These_version jury” — 2014/3/3 — 16:22 — page 94 — #108

CHAPTER 5 - STUDY OF POSITIVE AND NEGATIVE AIR DISCHARGES AT
94 ATMOSPHERIC PRESSURE IN A POINT-TO-PLANE GEOMETRY WITH A
DIELECTRIC ON THE CATHODE

t=16.0 NS B
t=14.0 ns —=—

40 FE-E-8-5 t=12.0ns & 7
t=9.6 ns ——
t=9.0 ns —eo—

N t=8.0 ns ---A--

b . t=6.0 ns —&—

A=176 um, g,=2
o
g 25
U— 4
O
£ 20
o
15
10
5
0 ;
(a) 0 0.05 0.1 0.15 02 025 0.3 0.35 0.4
r [cm] *
25 T T
t=16.0 ns ---&F--
t=14.0 ns —=—
t=12.0 ns ---&---
| t=9.8 ns ——
20 ¢ t=9.0ns —e— -
4 t=8.0 ns ---A---
t=7.0 ns —&—
A=176 um, g,=1
(\Il'— 15 1
IS
o
(@]
i=
o 10 \
5
I'l:]
0 X
(b) 0 0.05 0.1 0.15

| 0.2 025 03 0.35 0.4
r [cm] + A

Figure 5.9: Time evolutions of radial profiles of the absolute value of the
surface charge on the dielectric for the negative CDBD configuration for U, =
—13kV. The dielectric thickness is A = 176 um with e; = 2 (a) and e, = 1
(b). The arrows indicate the position of the negative surface discharge front at
t=9.6 ns (a) and t = 9.8 ns (b) and for both cases at t = 16 ns.
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When comparing the radial location of the surface discharge front for
positive and negative applied voltages, Table 5.2 shows that for e,.=2 and
A = 176 um, the more charging negative discharge front is located at
Rgont = 0.16 cm at t=7, whereas in the less charging positive case, the
positive surface discharge front is located at Rpone = 0.20 cm. So, in
agreement with (Gibalov and Pietsch 2000), and as already observed in
Section 5.3 for a positive surface discharge, we note that the higher is the
amount of charges deposited on the dielectric surface, the slower is the
radial velocity of the surface discharge.

On Figure 5.9 (a) and (b), we observe for a negative surface discharge
that the amount of surface charges (in absolute value) increases when the
relative permittivity e, increases from 1 to 2. As expected, Figure 5.9 (a)
and (b) shows that at 75, Rpont decreases from 0.19 ecm to 0.16 cm (Table
5.2) as ¢, increases from 1 to 2. Figure 5.10 shows the influence of ¢, and
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Figure 5.10: For the negative CDBD configuration with U, = —13kV: Influ-
ence of €. and A on the velocity of the negative surface streamer front.

A on the velocity of the surface streamer front for U,—-13 kV. We observe
that for a fixed value of A, when ¢, increases from 1 to 2, as expected, the
radial velocity decreases. Figure 5.10 also shows that when the thickness
of the dielectric A decreases from 1 mm to 176 um for a constant ¢,, the
radial velocity of the surface discharge decreases. That decrease can be
related to the increase of the total amount of surface charges (in absolute
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value) from -1.18 nC to -1.69 nC at 7, for £,=1 (and from -1.75 nC to
-1.93 nC for €,=2).
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Figure 5.11: For the CDBD configuration: Influence of the polarity of the
applied voltage U, on the wvelocity of the surface streamer front for e,=2 and
A=176um — 1 mm.

Figure 5.11 shows the influence of the polarity of the applied voltage U,
on the radial velocity of the surface discharge for ,=2 and for a thickness
of A =176 ym - 1 mm. As expected, Figure 5.11 shows that for » < 0.3
cm, for a given thickness of the dielectric layer, the radial velocity in the
case of a negative surface discharge is less than in the case of a positive
surface discharge.

In Table 5.2, we have shown that at 7s=Timpact+3.9 ns (i.e. for t < 8 to 10
ns), more negative charges are deposited for a negative surface discharge
than for a positive one. Then, we have also studied the differences be-
tween the dynamics of surface charging for discharges of both polarities
for t> 10 ns. Table 5.3 shows the amount of surface charges at 7, and
t=15 ns and the rate at which the absolute value of the total amount of
charges increases from t=7, to t=15 ns. We observe that the increase of
surface charges is more significant for the case of a positive surface dis-
charge compared to a negative one. At t = 75, more charges (in absolute
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U, 13kV -13kV | 13kV  -13kV
& 1 1 1 1
A(pm) 176 176 1000 1000
e Timpact 3.9 (ns) | 10 9.8 9.6 9.1

Q (nC)att=r1, | +0.19 -1.69 | +45x107% -1.18
Q, (nC) at t=15ns | +1.41 -3.42 | +7.14x10"2 -2.61

Rate of increase 7.42 2.0 15.9 2.2

U, 13 kV -13 kV 13 kV -13 kV
I 2 2 2 2

A(pm) 176 176 1000 1000

Ts=Timpact +3.9 (n8) 9.8 9.6 8.6 8.0
Qi mC)att=r7, | +0.74 -1.93 | +4.8x107% -1.75
Q; (nC) at t=15ns | +2.96 -3.95 +0.84 -4.13

Rate of increase 4.0 2.1 17.5 2.4

Table 5.3: For the CDBD configuration: Influence of the dielectric thickness
(A), permittivity (e:) and polarity of the applied voltage (U,) on Qy, the total
surface charge on the dielectric surface at 75 and at t=15 ns and on the rate of
increase of total charge between Qy at t=15 ns and t = 7.

value) are deposited in the case of a negative surface discharge compared
to a positive one. But from 7, to t=15 ns, we observe that the absolute
value of the amount of charges increases at a different rate for negative
and positive surface discharges. It is interesting to note that for A=1 mm
and €,=2, the amount of total charges accumulated on the dielectric sur-
face increases by a factor of 17.5 for the positive case (from +4.8x1072 nC
to +0.84 nC) whereas for the negative case the amount of total charges
in absolute value increases only by a factor of 2.4 (from -1.75 nC to -
4.13 nC). Results show that, the lowest is the amount of surface charges
in absolute value at 7, (which corresponds to most positive cases), the
highest is the rate of increase from 7, to t=15 ns. However, if the amount
of surface charges in absolute value is already high (|Q¢|>1 nC) at 74
(which corresponds to most negative cases), the rate of increase is low.
Then, for the conditions studied in this work, for ¢ > 15 ns, the absolute
value of the amount of surface charges deposited by either a positive or a
negative surface discharge in a CDBD configuration will be of the same
order, in agreement with (Gibalov and Pietsch 2000; Solov’ev et al. 2008).
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5.5 Conclusion

The main results obtained in this chapter on the dynamics of an air dis-
charge at atmospheric pressure in the cathode dielectric barrier discharge
(CDBD) configuration with a point-to-plane geometry and a dielectric
layer on the cathode can be summarized as follows:

e For a positive applied voltage at the point electrode, a positive
discharge ignites and propagates in the gap. After the impact of
the discharge on the dielectric surface, a positive surface discharge
starts spreading along the upper dielectric surface and charging it
with positive surface charges. We have shown that the velocity of
the surface discharge on the dielectric surface depends on the ca-
pacitance of the dielectric layer on the cathode plane and decreases
as this capacitance increases. Conversely, the amount of surface
charges deposited by the surface discharge on the dielectric surface
is not directly related to the value of the capacitance of the di-
electric layer. However, the amount of surface charges deposited
increases and the surface streamer propagation slows down as the
capacitance of the dielectric layer increases either in increasing the
permittivity of the dielectric for a given layer thickness, or for a
given permittivity in decreasing the layer thickness.

e For a negative applied voltage at the point electrode, a negative
streamer discharge ignites at the point and propagates in the gap.
After the impact on the dielectric, a negative surface discharge starts
spreading on the dielectric surface and charging it with negative sur-
face charges. We have shown that the structure of a negative surface
discharge is different from the one of a positive surface discharge.
Indeed, for a negative surface discharge, the discharge head is on the
dielectric surface and the sheath is formed directly behind the front
whereas in the positive discharge case, the radial front is located at
a small distance from the dielectric surface and the formation of the
sheath is much slower. In the studied CDBD configuration, we have
shown that for ¢ < 8 to 10 ns, the radial velocity of the negative
surface discharge is less than the one of a positive surface discharge
due to a higher amount (in absolute value) of surface charges de-
posited. When the permittivity of the dielectric layer increases for
a given layer thickness (or for a given permittivity when the layer
thickness decreases), the amount of surface charges (in absolute
value) increases. It is interesting to point out that the difference
between the dynamics of charging of positive and negative surface
discharges decreases in time and in the studied CDBD configura-
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tion, for ¢ > 15 ns, the amount of charges deposited by a positive
surface discharge tends to be of the same order (in absolute value)
as the one deposited by a negative surface discharge.
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Chapter 6

Study of the dynamics of
reignition of a positive air
discharge at atmospheric
pressure behind a dielectric
plane obstacle

6.1 Introduction

In this chapter, we study the dynamics of propagation of an air discharge
at atmospheric pressure in a point-to-plane configuration with a dielectric
layer obstacle placed in the path of the propagating discharge. The ob-
jective of this study is to find conditions in which a second discharge may
reignite behind the dielectric obstacle. We have used the same geometry
of electrodes as in chapter 5 to compare the interaction of the discharge
with the dielectric layer when the dielectric is on the cathode or in the
gap. It is important to note that in parallel to the presented numerical
studies, an experimental study was carried out at the LPGP laboratory
in Orsay (France). The simulation of the experimental geometry and the
detailed comparison with experiment will be discussed in chapter 8.

The studied point-to-plane geometry and the discharge model are de-
scribed in section 6.2. In Section 6.3 the interaction of the streamer
discharge ignited at the point electrode with a dielectric layer placed in
the path of the discharge between electrodes is studied. Then, in Section
6.4, the influence of two closely spaced dielectric layers on the discharge
dynamics and reignition is discussed.
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6.2 Studied configuration and model

The discharge set-up is shown in Figure 6.1. The electrode geometry
and the mesh are the same as in chapter 5. In this chapter, we consider
that a constant voltage of U,=+13 kV is applied at the beginning of
the discharge simulation. As in the experiments, an electrically floating
dielectric layer, parallel to the plane cathode, is positioned between the
electrodes. In Section 6.3, we study the influence of the thickness A of
the dielectric layer, its permittivity ., its axial position xgi in the gap
and its opacity to radiation on the discharge dynamics. In this work, we
have varied A in the range 176 — 1000 pum, xgi in the range 0.15 cm —
0.35 cm and ¢, in the range 1 — 5. Finally in Section 6.4, the reignition
dynamics behind two dielectric layers will be presented.

Hyperboloid anode

A

Interelectrode Air

gap=5mm
JAN Dielectric layer

X Xdiel
Air

A T

Cathode plane

Figure 6.1: Side view schematics of the discharge set-up. The thickness of the
dielectric layer is A. The axial position of the upper surface of the dielectric
layer is XTgiel-

For the simulations presented in this chapter, as mentioned in Chapter
4, we have used the LDC code. All the details of the model are given in
chapter 1.

In section 6.3, the dielectric layer is first considered to be opaque to radia-
tion. Then, the photoionization source term is calculated separately in the
two air domains above and below the dielectric layer and boundary con-
ditions for the photoionization source term are used at each dielectric-air
interface. To study the influence of the opacity of the dielectric layer on
the discharge reignition, we have then considered that the dielectric layer
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is transparent to the discharge emission leading to the air photoionization.
For this condition, the dielectric layer will be referred to as transparent.
In this case, the photoionization source term for air is calculated in the
whole computational domain between metallic electrodes.

Finally, for all the simulation results presented in this chapter, we have as-
sumed as initial condition, a low uniform density of 10* cm=3 of electrons
and positive ions in air below and above the dielectric layer.

6.3 Study of the reignition of a positive dis-
charge behind a dielectric plane obstacle

6.3.1 Rreignition dynamics behind a thin and opaque
dielectric layer located close to the grounded
electrode

In this section, we present simulations of the discharge dynamics for a
thin (A = 176 um) and opaque dielectric layer with ¢, = 2 located close
to the cathode at xqi; = 0.15 cm. First, Figure 6.2 shows the evolution
of the initial Laplacian potential on the symmetry axis. As expected the
Laplacian potential decreases rapidly in the first air gap (i.e. from the
point to the edge of the dielectric) and then decreases linearly in the di-
electric and in the second air gap between the dielectric and the cathode.

In comparison to the positive CDBD configuration studied in Section
5.3 with the same dielectric layer, approaching the dielectric close to the
anode, decreases the size of the first air gap, which increases slightly the
Laplacian electric field close to the point. In the second air gap, the
Laplacian electric field is nearly uniform on the discharge axis and has
a magnitude of 13.4 kV cm™! which is below the breakdown field in air
and then is too low to ignite a discharge in the second air gap. Figure 6.3
shows the distributions of the electron density and the absolute value of
the electric field at ¢ = 4.9,6.3 and 7 ns. As expected, Figure 6.3 shows
that a streamer discharge is ignited at the point anode and propagates
axially in the first air gap towards the dielectric. As the streamer front
crosses the middle of the first air gap, the peak electric field on the dis-
charge axis has a magnitude of 114 kV ¢cm™! and the electron density is
4.1 x10'* cm~3. This first streamer impacts the dielectric at t = 4.9 ns.
As the first discharge approaches the dielectric surface, the electric field
close to the discharge axis in the dielectric and in the air gap below the
layer increases. Then avalanches originating from seed electrons, appear
in the second air gap, close to the discharge axis. At the time of impact,
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Figure 6.2: Potential on the symmetry azis for the point-to-plane geometry
with a thin and opagque dielectric layer located at xgie) = 0.15 ¢m. The applied
voltage is Uy=-+13 kV. The thickness of the dielectric is A = 176 um and
its permittivity is €, = 2. Laplacian potential at t = 0 ns, total potential at
t = Treigni = 6.3 ns and potential calculated in taking into account only surface
charges deposited on both faces of the dielectric layer at t = Tyeigni.
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Figure 6.3: Dynamics of the discharge in the point-to-plane geometry with a
thin and opaque dielectric layer located at xgie = 0.15 em. The thickness of the
dielectric is A = 176 um and its permittivity is €, = 2. The applied voltage is
U,=+13 kV. Cross-sectional views of the absolute value of the electric field and
electron density at t = 4.9, 6.3 and 7.0 ns. Peak values of the scales of electric
field and electron density are of 150 kV em™" and 10Y c¢m™3, respectively. Peak
values of electric field after the discharge itmpact on the dielectric are higher and
given in the text.
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the peak electron density on the discharge axis in the second air gap just
below the dielectric surface is of 3.0x10° cm ™ and the magnitude of the
peak electric field is 90 kV cm™!. After impact, the first discharge starts
to spread on the upper dielectric surface as observed in Section 5.3 for the
positive CDBD configuration. At ¢ = 6.3 ns, that is to say 1.4 ns after the
first discharge impact, the electron density on the discharge axis below
the dielectric has increased up to 3.0x10'2 em =2 with a magnitude of the
peak electric field of 78 kV cm™! and we observe in Figure 6.3 the start
of the axial propagation of a second discharge from the bottom dielectric
surface towards the cathode. This time is referred to as the reignition time
Treigni 11 the following. When the discharge front crosses the middle of the
second air gap, the magnitude of the peak electric field and the electron
density on the axis are of 85 kV ecm™! and 1.2x10* cm™3, respectively
(Table 6.1). Behind the discharge front, Figure 6.3 shows that the electric
field is significantly reduced in the ionized discharge channel and we can
consider that the second discharge ignited below the dielectric layer and
propagating axially towards the cathode plane is a positive streamer dis-
charge. In Figure 6.3 at ¢t = 7 ns, the second discharge has a cone shape
with a larger radius close to the bottom surface of the dielectric. Indeed,
due to the surface discharge on the upper dielectric surface and the pos-
itive space charge in its discharge front, an increase of the norm of the
electric field is induced below the dielectric layer. As the surface discharge
spreads along the upper dielectric surface, the positive space charge in its
front moves radially and so does the increase of electric field below the
dielectric. Then, as the second discharge propagates axially towards the
cathode, its radius close to the bottom surface of the dielectric becomes
larger than the radius of its front in the gap and the second discharge
has a cone shape. The second streamer discharge arrives at the cathode
at ¢ = 7.5 ns and in the following, the time of arrival of the discharge
at the cathode is referred to as the connection time Teoneet (Table 6.1).
As a reference, we have presented in chapter 1 Section 1.4.1 (test-case 1)
simulations results for the same interelectrode gap without any dielectric
layer. In this case a positive streamer propagates from the point anode
to the cathode plane in Teonnect = 6 ns. As expected, placing an obstacle
on the streamer path slows down the propagation of the discharge in the
whole interelectrode gap. For the condition of Figure 6.3, Figure 6.4(a)
shows the time evolutions of the radial profiles of surface charges on both
faces of the dielectric layer. For ¢ > Timpace = 4.9 ns, we note that the
first discharge spreads along the upper dielectric surface and charges it
very weakly with positive surface charges. As observed for the positive
CDBD configuration, the positive surface charge expands radially as the
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Figure 6.4: Time evolutions of the radial profiles of the surface charges on
both faces of the dielectric layer for the point-to-plane geometry with a thin
and opaque dielectric layer located at xgier = 0.15 c¢m from the cathode. The
thickness of the dielectric is A = 176 pm and its permittivity is e, = 2 (a) and

er =5 (b). The applied voltage is Uy=+13 V.
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surface streamer propagates on the upper dielectric surface. Conversely,
Figure 6.4(a) shows that the negative surface charge on the bottom di-
electric surface increases (in absolute value) rapidly after Tippact. Indeed,
as the first discharge approaches and impacts the dielectric, the electric
field below the dielectric close to the axis increases and then avalanches
originating from seed electrons, appear in the second air gap, close to the
discharge axis. As electrons are much more mobile than ions, electrons
drift towards the point anode and are stopped by the dielectric obstacle
and then charge its bottom surface negatively. It is interesting to note
that positive and negative charge depositions on opposite poles of a di-
electric particle have been also observed in (Babaeva et al. 2006) during
the dynamics of an atmospheric pressure air streamer intersecting with a
particle. Figure 6.4(a) shows that positive and negative surface charges
increase (in absolute value) and expand radially as time increases, due to
the surface streamer propagation on the upper dielectric surface.

Electrostatically, depositing a disk of positive surface charges on the up-
per dielectric surface increases the absolute value of the axial electric field
in the air gap below the dielectric on the symmetry axis and then may
enhance discharge reignition. Conversely, depositing a disk of negative
charges on the bottom dielectric surface increases the absolute value of
the axial electric field on the symmetry axis close to the upper dielectric
surface and decreases its absolute value in the second air gap which may
prevent reignition. Figure 6.2 compares the Laplacian potential calcu-
lated on the discharge axis with the potential calculated in taking into
account only surface charges deposited at Tyeigni = 6.3 ns, and the to-
tal potential calculated at t—=Tyeigni. We note that the small amount of
deposited surface charges on both faces of the dielectric layer at the reig-
nition time induces a small peak of negative potential of —473 V at the
surface of the dielectric on the cathode side and then decreases slightly
the electric field in the second air gap. However, in comparison to the
value of the total potential (8780 V) at the same axial position, we note
that the decrease of potential due to surface charges is almost negligible
and then one can assume that surface charges deposited on both faces of
the dielectric layer have a negligible influence on the reignition of the dis-
charge in the second air gap. Figure 6.2 shows that after the first streamer
impact on the dielectric surface, due to the space charges in the streamer
channel, the voltage drop in the first air gap is significantly decreased in
comparison to the initial Laplacian voltage drop. Then at the time of
reignition, Figure 6.2 shows that the most significant voltage drop in the
whole interelectrode gap is applied on the second small air gap, with close
to the bottom surface of the dielectric a peak electric field of 78 kV ecm™!.
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As at t = Tyeigni = 6.3 ns, that is to say 1.4 ns after the first streamer im-
pact on the upper dielectric surface, the electron density on the discharge
axis below the dielectric has increased up to 3.0x10'? em~3, we observe
in Figure 6.3 the start of the axial propagation of a second discharge. Tt is
interesting to note that the reignition of the discharge below the dielectric
in this case, is due to the potential redistribution after the first streamer
propagation in the first air gap and not due to surface charge deposition
on the two faces of the dielectric layer. In this work, we have stopped
simulations at ¢ = 8 ns, shortly after the connection of the discharge at
the cathode.

6.3.2 Influence of the permittivity of an opaque di-
electric layer on the discharge dynamics and
reignition

In this section, we study the influence of the permittivity of the dielectric
layer on the discharge dynamics and reignition and we have carried out
simulations for ¢, = 1,2 and 5 for the same thickness of the dielectric
(A = 176pum) and the same x4, = 0.15 cm as in section 6.3.1. Table 6.1
shows that the impact, reignition and connection times increase slightly
as €, decreases. In the positive CDBD configuration, for a fixed geometry,
the increase of ¢, increases the capacitance of the dielectric layer and the
capacitance of the whole interelectrode gap. This is also the case when
the dielectric layer is located at some distance (xgi > A) from the cath-
ode plane. As a consequence, the Laplacian electric field in the first air
gap increases as €, increases which results in a slightly faster propagation
of the discharge in the first air gap and then an earlier impact on the
dielectric. After the impact, the first discharge starts spreading along the
upper dielectric surface and charging it. For ¢t > Timpact =4.5 ns, Figure
6.4(b) shows the radial profiles of surface charges on both faces of the
dielectric layer for e, = 5. As for £, = 2 in Figure 6.4(a), we note that for
t > Timpact, the amount of charges deposited on both faces increases (in
absolute value) and that the absolute value of amount of negative surface
charges on the bottom surface is larger than the one of positive surface
charges on the upper dielectric surface. As for the positive CDBD config-
uration, Figure 6.4(a) and (b) show that, as e, increases, the amount of
positive surface charges close to the axis on the upper dielectric surface in-
creases faster to higher values. This is also the case for the absolute value
of amount of negative charges close to the axis below the dielectric sur-
face, but the influence of the value of €, is more significant on the amount
of positive charges than on negative ones. It is interesting to note that the
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amount of negative surface charges close to the discharge axis increases
(in absolute value) during the second discharge propagation and we have
observed that this increase becomes steeper as the second discharge moves
closer to the cathode plane. At the connection time T.onnect = 7 ns for
e; = b, the increase of the absolute value of negative surface charge up
to 18 nC cm™2 close to the discharge axis, increases the magnitude of
the electric field in the first air gap close to the upper dielectric surface,
and as a consequence, Figure 6.4(b) shows a steep increase of the positive
surface charge close to the axis on the upper dielectric surface.

It is interesting to note that for all values of ¢, studied in this section, we
have checked that at the time of reignition, the amount of positive and
negative surface charges deposited on both faces of the dielectric layer is
too low to explain the reignition below the dielectric. Then, in all studied
cases, the reignition in the second air gap is due to the potential redis-
tribution in the interelectrode gap after the first streamer impact on the
upper dielectric surface as observed for ¢, = 2 in section 6.3.1. Table 6.1
shows that the peak electric field and the electron density in the discharge
front when it crosses the middle of the second air gap, decrease as ¢, de-
creases. For e, = 2 and 5, in the middle of the second air gap, the peak
electric field in the discharge front is in the range 88 — 101 kV cm™! and
the electron density is in the range 1.2 — 2.2 x 10'® cm ™3, and then these
discharges are positive streamers. Conversely, for ¢, = 1, the reignited
discharge is a weaker ionization front propagating axially with, in the
middle of the second air gap, a peak electric field of 75 kV cm™! and an
electron density of 7.4 x 10'? cm™3.

To further study the influence of €, on the discharge dynamics, we have
carried out simulations for a different position of the dielectric layer
(g = 0.24 cm), closer to the point electrode. Table 6.1 shows that,
as observed for zgie = 0.15 cm, for x4 = 0.24 cm the times of impact,
reignition and connection increase as €, decreases with for the case ¢, = 1,
no observed reignition within the 14.7 ns of the simulated discharge.

Figure 6.5(a) compares the velocity of the surface discharge on the up-
per dielectric surface for the different values of ¢, for x40 = 0.24 cm. We
note that the velocity increases as ¢, decreases as observed for the positive
CDBD configuration. Figure 6.5(b) shows the radial profiles of positive
and negative surface charges when for both values of ¢, the surface dis-
charge front on the upper dielectric surface is located at Rgon = 0.2 cm
which corresponds to t = 7.1 ns for e, = 5 and 6.9 ns for ¢, = 2. As
for the positive CDBD configuration, we note that the slope of dielectric



“These_version jury” — 2014/3/3 — 16:22 — page 111 — #125 QF

PART II - INFLUENCE OF DIELECTRIC SURFACES ON THE PROPAGATION 111
DYNAMICS OF A DISCHARGE AT ATMOSPHERIC PRESSURE

xdie|‘=0.24cn‘1 =5 a
Xg4ig=0.24cme=2 @
Xg4ig=0.24cme=1 m

6 CDBD, X4e=176ume=2 0O 7
A=176 um for all cases

v [107 cm.s'l]

1
(a)O.l 012 014 016 018 02 022 024 026 028 0.3

0.6 : , ] ] ]
i— €=5,t=7.1nS «--@---
05 g-*® =, €r=2, t=6.9 NS —a— -
04 | LN A=176 M Xe;=0.24cm |
: |
0.3 | “a ]
02t 5, ]

a.,
01f . ]
0 ' ' gl —]

05} = .

o' [nC.cm?

1+ -
15 A 1
2Lk ~
-2.5 2l i
< ]
3.5 B L : . L L
(b) 0.00 0.05 0.10 0.15 0.20 0.25 0.30

r [cm]

G [nC.cm'z]
)|

Figure 6.5: (a) Radial velocity of the surface discharge front on the upper
dielectric surface as a function of the radius for a thin dielectric layer (A =
176 um) located at xgie = 0.24 c¢cm with e, = 1,2 and 5 and comparison with a
CDBD configuration (Tgiel = 176 um) for e, = 2. (b) Radial profiles of surface
charges on both dielectric surfaces for the same radial position (Rgont = 0.2 ¢m)
of the surface discharge front for a thin dielectric layer with e, = 2 and 5 located
at Tgiel = 0.24 ¢cm. The applied voltage is U,—+13 kV.
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€ 1 1 2 2
A(pm) 176 176 176 176
Tgiel (M) 1.5 2.4 1.5 2.4
Timpact (11S) 5.1 3.8 4.9 3.5
Treigni (1S) 7.3 - 6.3 9
5Treigni (HS) 2 - 1.4 5.5
Teonnect (11S) 8.8 - 7.5 20
Ey.(kV em™) 75 - 88 48
nsd (em™3) | 7.4x10%2 - | 1.2x10% 2x10'?
£ 5 5 5 5t
A(pm) 176 176 176 176¢
Zgiel (Mm) 1.5 2.4 3.5 3.5¢
Timpact (HS) 4.5 3.3 2 2
Treigni (11S) 2.8 6 - 2.5
OTreigni (DS) 1.3 2.7 - 0.5
Tconnect (HS) 70 128 - 71
E29 (kV cm™!) 101 75.4 - 111
ni .. (cm™@) | 2.2x10%  8.7x10% - | 3.6x10"

Table 6.1: Influence of the permittivity (e;) and azial position (xqi) of a
thin (A =176 pum) dielectric layer on the time of impact Timpact, the reignition
time Treigni, the reignition delay dTieigni = Treigni — Timpact, the time of discharge
connection to the cathode Teonnect, the peak electric field Eyd,. and electron
density nedmaz 0 the discharge front when it crosses the middle of the second
air gap. All cases are for an opaque dielectric layer, except the last column,
where the subscript t is for a transparent dielectric layer as defined in section
1.2. The symbol "-" is used for cases with no reignition during the simulated
time. The applied voltage is Uy=+13 kV.

surface charging behind the surface discharge front is steeper for ¢, =5
than for ¢, = 2. Table 6.2 compares the position of the surface streamer
front on the upper dielectric surface, and total positive and negative sur-
face charges after the same time delay after impact (namely at t = 7,
defined in section 5.3). We note that the amount of deposited positive
and negative surface charges increases (in absolute value) as ¢, increases.
Comparing the amount of positive surface charges at t=7, in Table 6.2
for a dielectric layer at x40 = 0.24 cm and in Table 5.1 for the positive
CDBD, we note that this amount is much higher for the CDBD configu-
ration.

On Figure 6.5(a), we compare the velocity of the surface discharge for
these two cases and we note that the more significant positive charging of
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Er 1 2 5
A(pm) 176 176 176
T diel (mm) 2.4 2.4 2.4
Ts=Timpact +3.9 (nS) 7.7 7.4 7.2
Riont (cm) at t=r; 0.23 0.22 0.20
Q) (nC) at t=7, | 1.4x107% 3.2x1073 2.x1072
Q; (nC) at t=7, | 1.8x10™* 8.6x10™*  0.10

Table 6.2: Influence of the permittivity (e;) on the total surface charges at
Ts = Timpact + 3.9 (ns) for a thin (A = 176 pm) dielectric layer located at
Tdiel = 0.24 c¢cm. The applied voltage 1s Uy=+13 kV.

the dielectric surface for the CDBD configuration corresponds to a slower
propagation of the surface streamer on the upper dielectric surface, in
agreement, with the results of section 5.3.

6.3.3 Influence of the position of the thin and opaque
dielectric layer on the discharge dynamics and
reignition

In this section, we study the influence of the position of the dielectric
layer x4i1 on the discharge dynamics. Figure 6.6 shows the distribu-
tions of the electron density and absolute values of the electric field for
ZTgiee = 0.15,0.24 and 0.35 cm for a thin dielectric layer with ¢, = 5. We
compare the results at the same time of t = 7 ns, which is Teonnect for the
case Tgiel = 0.15 cm. As expected, Figure 6.6 and Table 6.1 show that
the time of impact of the streamer ignited at the point is the smallest
for the dielectric which is the closest to the point (x4 = 0.35 cm) and
then the first discharge starts spreading on the upper dielectric surface
earlier for this g than for the others. Below the dielectric layer, we
note that the discharge dynamics depends strongly on the location of the
dielectric layer. Indeed, when the dielectric layer is the closest to the
cathode (z4ie = 0.15 cm), as discussed in Section 6.3.2, we observe 1.3 ns
after the impact, the ignition of a second streamer discharge below the
dielectric and its fast propagation towards the cathode with a connection
time of 7 ns. As the dielectric layer is placed closer to the point as for
Zaier = 0.24 cm, the reignition delay increases up to 2.7 ns and we observe
the reignition of a weak positive streamer below the dielectric (axial val-
ues of the peak electric field and electron density in the discharge front
as it crosses the middle of the second air gap are of 75.4 kV ¢cm™! and
10" cm™3, respectively) which impacts the cathode at 12.8 ns. Finally,



“These_version jury” — 2014/3/3 — 16:22 — page 114 — #128

CHAPTER 6 - STUDY OF THE DYNAMICS OF REIGNITION OF A POSITIVE
114 AIR DISCHARGE AT ATMOSPHERIC PRESSURE BEHIND A DIELECTRIC PLANE

OBSTACLE
0.6
140
05 120
0.4 100
0.3 80
60
0.2
40
0.1 20
EO'O 0
=
=< 0.6
1014
05
1012
0.4
T T 10 10
0.3
0.2 10°
0.1 10°
0.0 104

-0.4-02 00 02 04 -04-0.200 0.2 04 -0.4-0.200 02 0.4

r fem] | EZzzZzZ2) dielectric |

Figure 6.6: Influence of the position (tqie) of the thin and opaque dielectric
layer on the discharge propagation. The applied voltage is Uy,=+18 kV. Cross-
sectional views of the absolute value of the electric field and electron density at
t = 7.0 ns. The thickness of the dielectric is A = 176 pm and its permittivity
is €r = b. Peak values of the scales of electric field and electron density are of
150 kV em™ and 10* ¢cm™3, respectively. Peak values of electric field after the
discharge impact on the dielectric are higher and given in the text.
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for the case with a dielectric layer located at xg;; = 0.35 ¢cm, we have not
observed any discharge reignition below the dielectric during the 16 ns
simulated in this work. Then these results show, that in a point-to-plane
geometry with a dielectric obstacle, to have the discharge propagation
in the whole interelectrode gap, it is more efficient to place the obstacle
closer to the plane cathode than to the point anode.

It is interesting to note that placing a dielectric layer with fixed values
of thickness and permittivity at different axial positions changes the size
and then the capacitances of the air gaps below and above the dielectric.
Conversely, it has no influence on the capacitance of the dielectric. For a
plane-plane geometry, the axial position of a dielectric layer between elec-
trodes has also no influence on the capacitance of the whole interelectrode
gap. Using the analytical expression of the capacitance for a sphere-plane
geometry (Durand 1966) with a 5 mm gap and considering a thin dielec-
tric layer between electrodes, we have checked that the capacitance of
the whole interelectrode gap increases of only about 10% as the dielectric
layer is moved from x4;, = 0.15 to 0.35 cm, closer to the point electrode.
Then, this variation of the capacitance of the whole interelectrode gap is
too small to explain the significant differences observed on the discharge
dynamics for the different positions of the dielectric layer.

Er 5 5 b} 5
A(pm) 176 176 176 176!
T diel (mm) 1.5 2.4 3.9 35t

QF (nC) [ 87x107% 1.79x10%2 3.77x10 2 | 0.11
Q; (nC) 044  8.67x1072 3.42x1073 | 0.8

Table 6.3: Influence of the position (rgie) of the thin dielectric layer with
er = 5 on total surface charges at t = 7.0 ns. All cases are for an opaque
dielectric layer, except the last column, where the subscript t is for a transparent
dielectric layer as defined in section 1.2. The applied voltage is Uy=+13 kV.

For the applied voltage of U,=+13 kV studied in this work, a streamer
discharge is rapidly ignited at the point electrode and propagates towards
the upper dielectric surface whatever the position of the dielectric layer.
After the impact, on the axis, the voltage drop is very low from the point
electrode to the upper dielectric surface and then most of the voltage
drop is applied to the second air gap. If the dielectric layer is closer to
the anode, the axial propagation of the first discharge is stopped more
rapidly and then as the size of the second air gap is larger, its capacitance
is lower and the electric field in the second air gap is smaller, which is
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Figure 6.7: Influence of the position (xqie) of the thin and opaque dielectric
layer on the surface charge distributions on both faces of the dielectric layer at
t = 7.0 ns. The thickness of the dielectric is A = 176 um and its permittivity
is ;. = 5. The applied voltage is U,=+18 kV.

less favorable for reignition. Furthermore, when the dielectric layer is
closer to the anode, if a second discharge reignites below the layer (as
for xgie = 0.24 cm in comparison to Zgi; = 0.15 cm), we note that this
second discharge is an ionization wave with lower values of peak electric
field and electron density. Then, when the layer is closer to the anode,
the first impact on the dielectric occurs earlier but it is more difficult
for the second discharge to reignite and, as a consequence, the reignited
discharge arrives later at the cathode plane. Figure 6.7 shows the radial
profiles of surface charges on both faces of the dielectric at ¢t = 7.0 for the
different xq;,; and values of total surface charges are given in Table 6.3.
We observe that in all cases, the amount of positive surface charges on
the upper dielectric surface is low. As expected, the highest amount of
positive surface charges is obtained when the dielectric layer is the closest
to the anode point. Indeed, as the impact on the upper dielectric surface
occurs earlier when the dielectric layer is closer to the point, the surface
discharge for z4;; = 0.35 cm has the largest radial spreading on the upper
dielectric surface and then the highest amount of positive surface charges
at t = 7.0 ns. Conversely, the highest amount of negative surface charges
(in absolute value) on the bottom surface of the dielectric is obtained for
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the dielectric layer which is the closest to the cathode plane. Indeed, at
t = 7.0 ns, for x4, = 0.15 cm, the second discharge is almost connected
to the cathode whereas for the two other positions of the dielectric layer,
the dynamics of the discharge below the dielectric layer is much slower.
For a fixed applied voltage of U, = +13 kV, we have put forward that
it is easier to obtain a discharge reignition in the second air gap with an
obstacle which is closer to the plane cathode than to the point anode.
If a discharge reignites in the second air gap, we consider that we have
a discharge propagation in the whole point-to-plane interelectrode gap,
that is to say we obtain the breakdown of the interelectrode gap. Then
results obtained in this work show that the breakdown voltage of the
whole interelectrode gap increases if the obstacle is closer to the plane
cathode than to the point anode. These results are in good agreement
with experiments for high voltage applications reviewed in (Lebedev et al.
2005).

6.3.4 Influence of the thickness of the opaque dielec-
tric layer on the discharge dynamics and reig-
nition

In this section, we study the influence of the thickness A of the dielectric

layer on the discharge dynamics and reignition. Figure 6.8 shows the

distributions of the electron density and absolute values of the electric field
for A =176 pm and 1 mm, with e, = 5 and zg;e = 0.24 cm. We compare
the results at the same times of 9 and 10.5 ns, which correspond to Tyeigni
and Teonneet for A = 1 mm. Table 6.4 gives the values of the impact,
reignition and connection times for the thick dielectric layer located at
ZTgiee = 0.24 cm for ¢, = 5 and also for ¢, = 1 and 2. In comparing
results in Tables 6.1 and 6.4 for x4 = 0.24 cm, we note that the time of
impact decreases as A increases for ¢, = 2 and 5, and remains constant
for e, = 1. For a given point-to-plane geometry, the presence of a thicker
dielectric layer with €, > 1 in the air gap, increases the capacitance of the
whole interelectrode gap. As a consequence, the Laplacian electric field
in the first air gap increases which results in a slightly faster propagation
of the discharge and then an earlier impact on the dielectric. Then, for

e, = 5, Figure 6.8 shows that at ¢ = 9 ns the first streamer discharge is

more spreaded on the upper dielectric surface in the thick case than in

the thin case. Conversely, Tables 6.1 and 6.4 show that for e, = 2 and 5,

as A increases, the reignition delay increases (for e, = 5, from 2.7 ns for

A =176 pum to 6.4 ns for 1 mm). For ¢, = 1, with a thick dielectric, no

reignition has been observed within the 15.7 ns of the simulated discharge.
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Figure 6.8: Discharge dynamics for two thicknesses of the dielectric layer
A =176 pm and 1 mm with T4ie) = 0.24 cm. The applied voltage is Uy=+13 kV
and the permittivity of the dielectric layer is e, = 5. Cross-sectional views of the
absolute value of the electric field and electron density att =9 and 10.5 ns. Peak
values of the scales of electric field and electron density are of 150 kV em™! and
10Y em™3, respectively. Peak values of electric field after the discharge impact
on the dielectric are higher and giwen in the text.
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In the simulations, we have observed for €, = 2 and 5, that the reignited
discharge below the dielectric is more diffuse and weaker for the thick
dielectric layer than for the thin one. For example, for ¢, = 5, in the
middle of the second air gap on the axis, the peak electric field and the
electron density are of 61 kV cm™! and 4.6 x 10'2 cm ™3 in the discharge
front for the thick dielectric layer, and 75 kV ecm™! and 10'® ecm™ for
the thin case, respectively. However, as the size of the second air gap
decreases as A increases, Table 6.4 shows that for ¢, = 2 and 5, the
connection to the cathode is observed earlier in the thick dielectric case
than in the thin one. Indeed, as A increases, the capacitance of the whole
interelectrode gap increases and we note that the connection time of the
discharge decreases. For €, = 5 in Figure 6.8, the propagation of the weak
ionization front in the second air gap is very fast for the thick dielectric,
with an average velocity of 9 x 107 ¢cm s!, about 3 times faster than
for the thin case. Figure 6.9 shows the radial profiles of surface charges
on both faces of the dielectric at ¢t = 9 and 10.5 ns and Table 6.5 gives
at t = 9 ns the total amount of surface charges. At t = 9 ns, as the
surface discharge is more spreaded on the upper dielectric surface for the
thick dielectric, we note that the positive surface charge is also higher
and more expanded radially than for the thin dielectric. Conversely, on
the bottom dielectric surface, the amount of negative surface charges (in
absolute value) is smaller for the thick dielectric than for the thin one as
at t = 9 ns, the second discharge for the thin dielectric is already reignited
which is not the case for the thick dielectric. Between 9 and 10.5 ns, we
note that the evolution of the radial profiles of positive surface charges
is small for both values of A, but is more significant for negative surface
charges. Indeed, between 9 and 10.5 ns, the amount of negative surface
charges increases (in absolute value) particularly close to the axis due to
the propagation of the second discharge below the dielectric.

In all cases studied in this work, when the dielectric layer is thin, we
have observed that the amount of positive surface charges deposited on
the dielectric before reignition is too low to explain the discharge reig-
nition below the dielectric. For the thick case of Figure 6.8, Figure 6.9
shows that the amount of positive surface charges on the upper dielectric
surface after the impact is more significant. We have calculated that, at
the reignition time (9 ns in this case), surface charges on both dielectric
faces enhance the magnitude of the electric field below the dielectric of
12.5 kV em™! which is less than the magnitude of the total electric field
(48.2 kV em™'). Therefore, even in the thick case, surface charges have
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OBSTACLE
Er 1 2 5
A(pm) 1000 1000 1000
Tdiel (mm) 2.4 2.4 2.4
Timpact (11S) 3.8 3.0 2.5
Treigni (HS) - 14 9
5Treigni (HS) - 11 6.4
Tconnect (HS) - 159 105
B (kVem™) | - A7 61
ng .. (em™) | - 2.7 x10"? 4.6 x10'

Table 6.4: For a thickness of the dielectric layer of A = 1 mm, influence
of permittivity (g;) for an opaque dielectric layer located at xgi) = 0.24 cm
on the time of impact Timpact, the reignition time Treigni, the reignition delay
OTreigni = Treigni— Timpact; the time of discharge connection to the cathode Teonnect,
the peak electric field E9.. and electron density nﬁ?maw in the discharge front
in the middle of the second air gap. The symbol "-" is used for the case e, =1
as no reignition is observed during the simulated time. The applied voltage 1s
Uy=+13 kV.

€y 5 5
A(pm) 176 1000
Tgiel (Mm) 2.4 2.4
T (m0) [ 53x102  0.64
O; mC) | 030  1.4x1072

Table 6.5: Total surface charges at t =9 ns for the condition of Figure 6.9.

only a small influence on the reignition of the discharge below the di-
electric and reignition is mostly due to the potential redistribution after
the streamer propagation in the first air gap. It is interesting to note in
Figure 6.9 that for a given time, for a thin dielectric the radial expansions
of positive and negative surface charges of both faces of the dielectric are
rather close. This is also clearly observed in Figures 6.4, 6.5 and 6.7. As
mentioned in previous sections, for a thin dielectric, the radial expansion
of negative surface charges follows the radial spreading of the surface dis-
charge on the upper dielectric surface. Conversely, for a thick dielectric,
Figure 6.9 shows that at a given time the radial expansion of negative sur-
face charges is less than the radial expansion of positive surface charges.
As a consequence, for a thick dielectric, the second discharge has a more
cylindrical structure in comparison to the cone shape observed for a thin
dielectric.
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Figure 6.9: Radial profiles of surface charges on both faces of the dielectric
layer for the same conditions as Figure 6.8.

6.3.5 Study of the reignition of a discharge behind a
thin and transparent dielectric layer

In this section, we assume that the dielectric layer is transparent to the
part of the discharge radiation responsible for the air photoionization.
We present results for the case where the thin dielectric layer with e, =5
is located at x4iq = 0.35 c¢m, for which no reignition was observed when
the dielectric is opaque (Figure 6.6 and Table 6.1). Figure 6.10 shows
the distributions of the electron density and the absolute value of the
electric field at ¢t = 2, 2.5 and 6.0 ns. The last column of Table 6.1 gives
the impact, reignition and connection times. As expected, the time of
impact is the same (2 ns) for the transparent and opaque dielectric lay-
ers. Figure 6.10 shows that at ¢ = 2 ns the electron density below the
dielectric has significantly increased (peak value of 1.02 x10'° em™3) due
to the photoionization source term in the second air gap during the first
discharge propagation. Therefore at t = Tyeigni = 2.5 ns in Figure 6.10,
the electron density reaches on the discharge axis close to the bottom
surface of the dielectric layer a peak value of 1.05x10'® cm ™2 with a peak
electric field of 84 kV ecm~! and we observe the start of the axial propa-
gation of a second discharge from the bottom dielectric surface towards
the cathode. This second discharge is a positive streamer with, on the
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axis, a peak electric field of 109 kV cm™! and an electron density of 3.4

x10* ¢m™2 in the discharge front as it crosses the middle of the second
air gap. As already observed in Section 6.3.1, the second streamer ig-
nited below the dielectric has a cone shape which is more clearly seen
in Figure 6.10 as the size of the second air gap is larger. This discharge
propagates rapidly in the second air gap and impacts at ¢ = 7.1 ns the
cathode plane. If we compare with other conditions studied in this work
with a thin opaque layer with ¢, = 5, we note that this is the shortest
connection time. It is interesting to note however, that it is 1.1 ns longer
than the connection time without any dielectric layer in the interelectrode
gap. Figure 6.11 shows the surface charge distributions on both faces
of the dielectric layer at ¢ = 2.5, 6 and 7.0 ns for the same condition
as Figure 6.10. At { = Teigni = 2.5 ns, the reignition time, as already
observed for thin opaque layers, the amount of positive surface charges is
very small and then has no influence on the second discharge reignition.
As expected, due to the photoionization source term in the second air
gap during the first streamer propagation, the deposition of negative sur-
face charges starts earlier for a transparent dielectric than for an opaque
one and this may prevent reignition. However, at t = Tiejgni = 2.5 ns,
the amount of deposited negative surface charges is rather small and the
electric field and the charged species density in the second air gap volume
are high enough to reignite a second discharge. We note that the amount
of negative surface charges increases (in absolute value) rapidly as the
second discharge propagates in the second air gap. As a consequence, the
magnitude of the electric field above the dielectric layer increases which
enhances the positive surface charge deposition on the upper dielectric
surface. The amount of positive surface charges on the upper dielectric
surface reaches at t = 7 ns a value of 11 nC ¢cm™2, much higher than the
amount of positive charges obtained at ¢ = 7 ns for all thin and opaque
dielectric test-cases listed in Table 6.1. Table 6.3 shows that at t = 7 ns,
total amounts of positive and negative surface charges are much higher
(in absolute value) for the transparent than for the opaque dielectric lo-
cated at the same axial position.

As a conclusion, the results obtained in this section show clearly that
the radiation emitted by the first discharge may have a significant influ-
ence on the reignition below the dielectric obstacle and the dynamics of
charging of the dielectric layer.
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Figure 6.10: Dynamics of the discharge in the point-to-plane geometry with
a thin and transparent dielectric layer located at xqie1 = 0.35 ¢cm for an applied
voltage of Uy—=+18 kV. The thickness of the dielectric is A = 176 um and its
permittivity is €, = 5. Cross-sectional views of the absolute value of the electric
field and electron density at t = 2, 2.5 and 6.0 ns. Peak values of the scales of
electric field and electron density are of 150 kV em™' and 10'° em™3, respec-
tively. Peak values of electric field after the discharge impact on the dielectric
are higher and given in the text.
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Figure 6.11: Radial profiles of surface charges on both faces of the dielectric
layer at t = 2.5, 6 and 7.0 ns for the same condition as Figure 6.10.

6.4 Study of the reignition of a discharge be-
low two parallel dielectric layers

In this section we study the influence of placing two thin and opaque
dielectric layers with e, = 5 at xgie;1 = 0.24 cm and zgie2 = 0.15 cm on
the discharge path. Figure 6.12 shows the distributions of the electron
density and the absolute value of the electric field at ¢ = 5.6 and 8.9 ns.
The first streamer discharge ignited at the point impacts the first layer
located at 241 = 0.24 cm at t = 3.2 ns, that is to say, 0.1 ns earlier
than for the case with one opaque layer at this position. Indeed the
presence of the second thin layer increases slightly the capacitance of the
whole interelectrode gap and then the first streamer discharge impacts
slightly earlier the first layer when two layers are present. After the
impact, the first discharge starts to spread on the upper surface of the first
dielectric and at ¢ = 5 ns a second discharge starts to propagate axially
in the second air gap from the bottom of the first dielectric layer towards
the upper surface of the second dielectric. This second discharge is a
streamer discharge with, on the axis, a peak electric field of 96 kV cm™!
and an electron density of 1.46x10'® c¢cm™3, when the discharge front
crosses the middle of the second air gap. This second streamer discharge
impacts the second layer at £ = 6.2 ns and starts to spread on the upper
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Figure 6.12: Dynamics of the discharge in the point-to-plane geometry with
two thin and opaque dielectric layers located at rgie) = 0.24 cm and Tyl =
0.15 ¢m for an applied voltage of Uy=+13 kV. The thickness of both dielectric
layers is A = 176 um and their permittivity is e, = 5. Cross-sectional views
of the absolute value of the electric field and electron density at t = 5.6 and
8.9 ns. Peak values of the scales of electric field and electron density are of
150 kV em™' and 105 e¢m™3, respectively. Peak values of electric field after the
first discharge impact on the first dielectric layer are higher and given in the
text.
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Figure 6.13: Radial profiles of surface charges on both faces of the two dielec-
tric layers at t = 8.9 ns for the same condition as Figure 6.12.

surface of the second dielectric. At ¢t = 8 ns, a third discharge starts to
propagate axially in the third air gap below the second dielectric towards
the plane cathode. As the discharge front crosses the middle of the third
air gap, the peak electric field on the axis is of 106 kV ¢m™! and the
electron density is of 2.97x10'® ¢cm~3. Then this third discharge is also a
streamer discharge. Figure 6.12 shows that for both discharges reignited
below the two closely spaced dielectric layers, the radial expansion of these
discharges close to the bottom surfaces of the dielectric layers is related to
the radial expansion of the surface discharge on the upper surface of the
corresponding layer. Finally, we have observed that the third streamer
discharge impacts the cathode plane at ¢t = 9.1 ns. It is interesting to
compare this connection time with the one obtained for one layer. As
shown in Table 6.1, for one layer located at x4, = 0.24 cm, the connection
time is 12.8 ns and then a second layer located at x4, = 0.15 cm, allows
to speed up the propagation of the discharge in the whole interelectrode
gap of 3.7 ns. Conversely, for one layer located at xqq = 0.15 cm,
the connection time is only of 7.3 ns and then placing a second layer at
Zaiee = 0.24 cm slows down the propagation of the discharge in the whole
interelectrode gap of 1.8 ns. It is also interesting to compare the discharge
dynamics with two closely spaced thin dielectric layers and with a thick
dielectric. Indeed, for the case studied in this section, the upper surface of
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the first layer is located at x4 = 0.24 cm and the distance between this
surface and the bottom of the second dielectric layer is 1.076 mm. Then
this test-case can be easily compared with the case of a thick dielectric
with A =1 mm, e, = 5 at g4 = 0.24 cm. Tt is interesting to note that
the connection time in the thick case is 10.5 ns, which is 1.4 ns longer
than for the case of two layers. Figure 6.13 shows the amount of surface
charges on both faces of the two dielectric layers at ¢ = 8.9 ns, during
the propagation of the third discharge in the interelectrode gap. We note
that, as expected, the radial spreading of positive and negative surface
charges on the first dielectric layer located at xgi;1 = 0.24 cm is larger
than on the second layer located at zg;e2 = 0.15 cm. We have calculated
the corresponding total charges on both layers at ¢ = 8.9 ns, which are
of +0.14 nC and -0.99 nC on the first layer and +1.73x1073 nC and -
0.19 nC on the second layer. Then, we note that the amount of positive
and negative charges (in absolute value) is the highest for the dielectric
layer which is the closest to the point electrode. Similar results have
been obtained for the surface charges on several particles placed on the
streamer path by (Babaeva et al. 2006). It is interesting to note that for
one layer located at x4;s = 0.24 cm, as shown in Table 6.5, the amount of
positive charges at 9 ns is much less than those obtained for the two layer
configuration at t = 8.9 ns. Then the presence of a second layer below the
first one allows to charge more efficiently the first layer. Conversely, for
the case of one layer located at xq5 = 0.15 cm, Table 6.3 shows that at
t = 7 ns, the amount of positive and negative surface charges (in absolute
value) is already higher than the amount of surface charges at ¢ = 8.9 ns
for the two layer configuration. Then, as expected, the presence of a
second layer, above the considered layer, decreases the amount of surface
charges on the considered layer during the discharge dynamics.

6.5 Conclusion

The main results obtained in this chapter on the study of the dynamics of
a positive air discharge at atmospheric pressure behind a dielectric plane
obstacle can be summarized as follows:

e In a point-to-plane geometry with a dielectric layer in the inter-
electrode gap, the first air discharge ignited at the point is stopped
in its axial propagation towards the cathode by the dielectric ob-
stacle and spreads along the upper dielectric surface. Depending
on the location of the dielectric layer, its permittivity, its thickness
and its opacity to radiation, we have shown that a second discharge
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may reignite or not below the dielectric. In particular, when the
dielectric layer is close to the cathode plane, or when the dielectric
layer is thin and transparent to radiation, the second discharge is a
positive streamer propagating from the bottom surface of the dielec-
tric layer towards the cathode. Otherwise, in all other cases with
reignition shown in this chapter, the second discharge is a weaker
ionization front. Surface charges are deposited on both faces of the
dielectric layer during the discharge dynamics in the interelectrode
gap. Positive charges are deposited on the upper surface of the
dielectric layer and negative charges on the bottom surface. The
amount of deposited charges depends on the location of the dielec-
tric layer, its permittivity, its thickness and its opacity to radiation.
In this chapter, we have shown that the discharge reignition below
the dielectric is mostly due to the potential redistribution in the in-
terelectrode gap after the first positive streamer propagation in the
first air gap. We have checked that surface charge deposition on the
two faces of the dielectric layer has a small influence on reignition.
e Finally, with two closely spaced thin dielectric layers in the discharge
path, we have observed a series of discharge spreading/reignition for
each dielectric layer. Both faces of the dielectric layers are charged
during the discharge dynamics in the interelectrode gap, with the
highest amount of positive and negative charges (in absolute value)
for the dielectric layer which is the closest to the point electrode.
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Influence of the polarity and
amplitude of the applied voltage
on the reignition dynamics

7.1 Introduction

In chapter 6, we have studied the reignition dynamics for a constant pos-
itive applied voltage at the beginning of the discharge simulation. In this
chapter, we consider the same point-to-plane geometry with a fixed posi-
tion of the dielectric layer between electrodes, and we study the influence
of the polarity and amplitude of the applied voltage on the conditions of
the reignition below the dielectric layer obstacle. It is interesting to note
that these last years, studies on plasma jets have addressed also the ques-
tion of discharge reignition. Indeed, experimental and numerical results
show that after an ionization wave exit from a source tube, it impacts
the outer surface of a spatially separate and electrode-less second tube
and produces a new ionization wave inside the second tube (Xiong et al.
2013; Lu et al. 2009; Wu et al. 2011; Johnson et al. 2011). In (Xiong
et al. 2013), this reignition process was called plasma transfer. In (Xiong
et al. 2013), it was shown with 2D numerical simulations that whatever
the polarity of the primary ionization wave ignited in the source tube,
the secondary ionization wave ignited in the transfer tube is positive. It
is interesting to note that a good qualitative agreement with experiments
was obtained on the dynamics of the discharge reignition in the transfer
tube in (Xiong et al. 2013) for both polarities of the primary discharge.
So in this work, we will compare results for different polarities on the reig-
nition dynamics of a discharge at atmospheric pressure with the results
of (Xiong et al. 2013).
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In Section 7.2, we present the studied discharge set-up and the discharge
model. In Section 7.3, for a positive polarity at the point electrode,
we study the influence of the applied voltage on the simulation of the
dynamics of reignition behind a dielectric obstacle. Then in Section 7.4,
we go into the results obtained for the simulation of the dynamics of
reignition for a negative polarity at the point electrode.

7.2 Studied configuration and model

The discharge set-up is similar to the one used in chapter 6 and shown
in Figure 6.1. In chapter 6, we have studied the discharge dynamics
for a positive constant voltage of U, = +13 kV applied at the point
electrode at the beginning of the simulation. In this chapter, we study
the influence of the value of the applied voltage and its polarity on the
discharge dynamics. We consider variations of U, in the range 13 to 18 kV
for positive polarity and from —9 to —15 kV for negative polarity. For all
simulations presented in this chapter, we have considered as a reference
a simulation time of t%" = 16 ns. If a discharge reignites in the second

Srm
air gap before t/" simulations are stopped after the propagation of the
reignited discharge in the second air gap. If there is no reignition in the
second air gap before t7 the calculation is stopped at ¢m .
In chapter 6, we have varied the value of the thickness A of the dielectric
layer, the axial location of its upper surface xq;, and its permittivity ..
In this chapter we consider fixed values of A = 176um, x4 =0.35 cm
and e, = 5. For the simulations presented in this chapter, as mentioned
in chapter 4, we have used the explicit parallel OPENMP discharge code
with the PaStiX solver. All the details of the model are given in chapter
1. The mesh is the same as in chapter 5.
For a negative applied voltage at the point electrode, as already mentioned
in the negative CDBD configuration in Section 5.4 and as will be detailed
in Section 7.4, we have observed that in some conditions, the negative
surface charge on one side of the dielectric layer is high enough (in absolute
value) to reverse the electric field close to the dielectric surface. In this
case, we have studied the influence of allowing or not electrons deposited
on the dielectric surface to be released into the gas phase depending on
the drift velocity calculated at the air/dielectric interface. The influence
of boundary conditions at the dielectric/air interface on the results will
be discussed in Section 7.4.

As in chapter 6, we have assumed, as initial condition, a low uniform
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density of 10* em ™2 electrons and positive ions in air below and above the
dielectric layer.

7.3 Influence of the amplitude of a positive
voltage applied at the point electrode on
the discharge reignition below the dielec-
tric layer

max lane
Ua Tigni  Timpact tI K[ Emoy (tI) Trei T

connec

kV | (ns) (ns) (ns) (kV.em™')  (ns)  (ns)
+13 ] 0.8 2.0 26 17.72 32 - -
+14 1 0.7 1.7 24 215 35.2 - -
+15 | 0.6 1.4 2.0  26.65 38 4.5 11.9

+16 | 0.5 1.2 1.7 32.35 40.9 3.4 7.5
+18 | 0.4 0.9 1.3 45.5 46.6 2.1 4.5

Table 7.1: Influence of the amplitude of the positive applied voltage U, on
Tigni, the time of ignition of the first discharge at the point electrode, Timpact,
the time of impact of the first positive discharge on the upper surface of the
dielectric layer, t; the time at which the mazimum of the ionization integral
K7 4s reached, Emoy(t[) the average electric field in the second gap at t = tj,
Trei the time of reignition of a second discharge below the dielectric layer, and

ré”é,%ﬁic, its time of impact at the grounded plane.

In chapter 6, for a dielectric layer located at xq; =0.35 cm and an applied
voltage of U, = +13 kV, no reignition was observed during the 16 ns
simulated. In this section, we study for this position of the dielectric
layer, the influence of the applied voltage U, in the range 13 kV to 18 kV
on the reignition of the discharge. For U, = 18 kV, Figure 7.1 shows the
distributions of the electron density and absolute values of the electric field
at t = 0.9, 2.1 and 4.5 ns and Table 7.1 gives some characteristics of the
discharge dynamics. First we observe the ignition of a positive streamer
discharge at the point electrode at 7;4,, = 0.4 ns. This first discharge
propagates in the gap and impacts the dielectric layer at 7jpeer = 0.9 ns.
Then the discharge starts to spread on the upper surface of the dielectric
layer. As expected, we note in Table 7.1 that 7;,,; and 7;;,p. decrease as
the applied voltage increases.

As the first discharge approaches the dielectric surface, Figure 7.1 shows
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Figure 7.1: Discharge dynamics with a dielectric layer (A = 176 um and
er = 5) located at xgie = 0.35 cm. A positive voltage U, = 18KV is applied at
the point electrode. Cross-sectional views of the absolute value of the electric
field and electron density at t = 0.9, 2.1 and 4.5 ns.
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that the electric field close to the discharge axis in the dielectric layer
and in the air gap below the layer increases. Then avalanches originating
from seed electrons appear in the second air gap, close to the discharge
axis. Figure 7.1 shows that for U, = 18 kV, a second discharge reignites
just below the dielectric layer at 7,..; = 2.1 ns. This second discharge
has a positive discharge front and propagates from the bottom dielectric
surface towards the grounded plane. When the discharge front crosses
the middle of the second air gap at ¢ = 3.8 ns, the values of the peak
electric field and the electron density on the axis are 97 kV cm™! and
2 x 10" em ™3, respectively. Behind the discharge front as it propagates,
the electric field is significantly reduced in the ionized channel and we
consider that the second discharge ignited below the dielectric layer is a
positive streamer discharge. Figure 7.1 shows that this second positive
streamer discharge connects at the grounded plane at 724" = 4.5 ns.
This dynamics of reignition is in good agreement with the dynamics of
plasma transfer observed for a positive polarity in (Xiong et al. 2013)
and called top-down process.

Figures 7.2 (a) and (b) show the time evolutions of the radial profiles
of surface charges in absolute value on both faces of the dielectric layer
for the same condition as Figure 7.1. For ¢t > 7,00 = 0.9 ns, the first
positive discharge spreads along the upper dielectric surface and charges
it. As expected, Figure 7.2 (a) shows that the surface charge on the
upper dielectric surface is positive and is due to positive ions deposited on
the dielectric surface. We note that the positive surface charge increases
slowly in time and has only a peak value of 0.1 nC cm™2 at t = 7,.;. In the
second gap, as avalanches originating from seed electrons occur, electrons
which are much more mobile than ions, drift towards the point anode and
are stopped by the dielectric obstacle and then charge its bottom surface
negatively. Then, Figure 7.2 (b) shows that for ¢ > 7,0, a negative
surface charge is deposited on the bottom dielectric surface and increases
(in absolute value) rapidly to reach a peak absolute value of 6.5 nC ¢cm ™2
at t = 7,¢;. Figures 7.2 (a) and (b) show that for ¢t > Tipeee = 0.9 s,
positive and negative surface charges increase (in absolute value) and
expand radially, due to the surface streamer propagation on the upper
dielectric surface.

To check the influence of surface charges on the reignition below the
dielectric layer, Figure 7.3 compares the Laplacian potential calculated on
the discharge axis at ¢ = 0 s, with the potential calculated in taking into
account only surface charges deposited at t = 7., and the total potential
calculated at t = 7..;. We note that the small amount of deposited surface
charges on both faces of the dielectric layer at the reignition time induces a
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small peak of negative potential of —1.76 kV at the surface of the dielectric
on the grounded plane side and then slightly decreases the electric field
in the second air gap. However, in comparison with the value of the total
potential (16.2 kV) at the same axial position, we note that the decrease
in potential due to surface charges is almost negligible and then one can
assume that surface charges deposited on both faces of the dielectric layer
have a negligible influence on the reignition of the discharge in the second
air gap. We have checked that this conclusion is valid for all cases with
a second discharge reignition (i.e. for U, > 15 kV) in Table 7.1. For
U, = 18 kV, Figure 7.3 shows that after the first streamer impact on the
dielectric surface, due to the space charges in the streamer channel, the
voltage drop in the first air gap is significantly decreased in comparison
with the initial Laplacian voltage drop. Then at the time of reignition,
Figure 7.3 shows that the most significant voltage drop in the whole
interelectrode gap is applied on the second air gap. Then, for an applied
voltage of U, = 18 kV, Figure 7.1 shows that at ¢t = 7,.; = 2.1 ns, that is to
say 1.2 ns after the first streamer impact on the upper dielectric surface, a
second positive streamer discharge reignites below the dielectric layer and
impacts the grounded plane at t = 7P/4"¢ = 4.5 ns. Table 7.1 shows that
for U, > 15 kV, as expected, the reignition time of the second discharge
and its connection time at the cathode decrease as the applied voltage
increases.

To study more precisely the influence of the applied voltage on the
reignition in the second gap for a dielectric layer located at x4;; =0.35 cm,
we have calculated the ionization integral K on the length of the second
air gap (i.e. | = Zgey — A) on the symmetry axis. In an attaching gas as
air, the ionization integral is given by (Raizer 1991):

ko= [ o (@) -n(E6)] o

where « is the impact ionization coefficient and 7 is the attachment co-
efficient. Both coefficients are dependent on the local reduced electric
field E/N (x). According to the Meek’s criterion, if K; = Kpjeer >~ 18
to 21, the exponential avalanche multiplication is such that the electric
field of its space charge reaches a value of the order of the external field.
However, it is important to note that this criterion has been derived ini-
tially for an homogeneous external field with no dielectric boundaries. As
shown on Figure 7.1, the electric field in the second air gap is highly non
homogeneous. Then, we have also calculated the average absolute value
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Figure 7.2: Time evolutions of the radial profiles of positive surface charges oy,
deposited on the upper dielectric surface and absolute value of negative surface
charges oy deposited on the bottom surface of the dielectric layer for the same
condition as Figure 7.1.
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Figure 7.3: Absolute value of the potential on the symmetry azxis for the same
condition as Figure 7.1. Laplacian potential at t = 0 ns, total potential at
t = Tvei = 2.1 ns and potential calculated in taking into account only surface
charges deposited on both faces of the dielectric layer at t = Tyei.

of the axial electric field F,,,, in the second air gap:

For all conditions studied in this chapter, we have noted that during
the first streamer propagation, the value of K increases and reaches
a peak value at time t = ¢;. Then, the coefficient K; decreases, all
the more rapidly that a second discharge reignites below the dielectric
layer. Table 7.1 shows that, as the applied voltage increases, the value
of t; decreases and the value of K7"** increases. We also note that the
value of the average electric field E,,,,,(t;) increases as the applied voltage
increases. For all studied voltages in the range 13 to 18 kV, we note that
FEpmoy(tr) is higher than 30 kV cm™, the breakdown electric field in air.
However, Table 7.1 shows that no reignition is observed in the second gap
for U, < 15 kV. For all studied voltages, we note that the peak value of
K" is reached between 0.4 and 0.7 ns after the first discharge impact on
the upper dielectric surface. Table 7.1 shows that K" > Kjj.e, for U, >
13 kV, but to observe a reignition in the second gap, the applied voltage
has to be increased to values higher than 15 kV. So for the conditions
studied, a minimum value of K" = K?m’Jr ~ 26 has to be reached to
observe the breakdown of the point-to-plane interelectrode gap.
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7.4 Influence of a negative voltage applied on
the point electrode on the discharge reig-
nition below the dielectric layer

In this section, we study the reignition dynamics for a negative applied

voltage at the point electrode for an applied voltage U, in the range —15
to —9 kV. Figure 7.4 shows the distributions of the electron density and
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Figure 7.4: Discharge dynamics with a dielectric layer (A = 176 um and
er = 5) located at xqie = 0.35 cm. A negative voltage U, = —15kV is applied
at the point electrode. Cross-sectional views of the absolute value of the electric
field and electron density at t = 1.0, 3.4 and 8.2 ns.
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the absolute value of the electric field at ¢ = 1, 3.4 and 8.2 ns for an
applied voltage of U, = —15 kV and Table 7.2 gives some characteristics
of the discharge dynamics. First, we observe the ignition of a negative
streamer discharge at the point electrode at 7;4,;— 0.3 ns. This first neg-
ative discharge propagates in the gap and impacts the dielectric layer at
Timpact = 1 1. Then the negative discharge starts to spread on the upper
surface of the dielectric layer following the same dynamics as in the nega-
tive CDBD configuration studied in Section 5.4. Table 7.2 shows that as
|U,| decreases, as expected, Tgn; and Tppace increase. If we compare both
polarities for |U,| = 13 to 15 kV, in Tables 7.1 and 7.2, we note that the
times of ignition and impact are shorter for a negative polarity.

Figures 7.5 (a) and (b) show the axial profiles of charged species den-
sities and the axial electric field close to the upper dielectric surface at
t = Timpact = 1 ns and ¢t = 2 ns for the same conditions as Figure 7.4.
At Timpaet = 1 18, the first negative discharge impacts the dielectric layer
and close to the upper dielectric surface, low densities of charged species
are obtained whereas a quite high positive value of the axial electric field
(about 150 kVem™!) is reached. Then, a sheath forms and at ¢ = 2 ns,
as shown on Figure 7.5 (b), a low (even slightly negative i.e. directed
towards the grounded plane over about 10 um above the dielectric sur-
face) axial electric field and high densities of electrons and positive ions
are obtained close to the upper dielectric surface. The dynamics of the
sheath formation is interesting to point out. First at Tj,peee = 1 1s,
the electric field is directed towards the point electrode as shown on Fig-
ure 7.5(a), and then negative charges (mostly electrons which are much
more mobile than negative ions) rapidly accumulate on the upper sur-
face of the dielectric layer. On the axis of symmetry, due to the large
amount of negative surface charges deposited on the upper dielectric sur-
face, we have observed a reversal of electric field close to this dielectric
surface. Due to this field reversal at the air/dielectric interface, in this
chapter, we have tested different boundary conditions for electrons as in
the negative CDBD configuration (Section 5.4). First, we have consid-
ered that electrons deposited on the dielectric surface are not allowed to
be released from the surface based on the sign of their drift velocity at
the interface. In this case, we observe that after the impact of the first
negative streamer on the upper dielectric surface, due to the high amount
of negative charges rapidly deposited on the dielectric surface, the axial
electric field rapidly changes of sign and becomes negative (and then is
directed towards the grounded plane) on a thickness of 10-15 um above
the dielectric surface. The reversed axial electric field reaches an absolute
value of about 150 kV ¢m~!. Due to this high value, positive charges



“These_version jury” — 2014/3/3 — 16:22 — page 139 — #153

PART II - INFLUENCE OF DIELECTRIC SURFACES ON THE PROPAGATION 139
DYNAMICS OF A DISCHARGE AT ATMOSPHERIC PRESSURE

drift to the upper dielectric surface to reduce the value of the deposited
negative surface charge and then the electric field decreases to very low
values. In this case, it is interesting to note that it takes about 1 ns to
obtain the sheath formation on the axis of symmetry. Second, we have
allowed electrons deposited on the dielectric surface to be released into
the gas phase due to the field reversal, based on the sign of their drift
velocity at the interface. As a consequence, we have observed that in less
than 0.5 ns, close to the axis of symmetry, the negative surface charge
on the upper dielectric surface decreases and the electric field close to
the upper dielectric surface decreases rapidly to very low values. Then it
is interesting to note that with both boundary conditions, at t = 2 ns,
we have the same profiles of charged species densities and axial electric
field on the symmetry axis as shown on Figure 7.5 (b). It is important to
point out that, the choice of one of these two boundary conditions has a
negligible influence on the reignition dynamics below the dielectric layer.
As the first discharge approaches the dielectric surface, Figure 7.4 shows
that the electric field close to the discharge axis in the dielectric layer and
in the air gap below the layer increases. Then avalanches originating from
seed electrons appear in the second air gap. It is interesting to note that
the reignition dynamics is different from the one obtained for a positive
applied voltage. Indeed, for a negative applied voltage at the point elec-
trode, electrons in the second gap drift towards the grounded plane and
then Figure 7.4 shows that at t = 7,.; = 3.4 ns a discharge reignites in the
second air gap, at a small distance below the dielectric layer. Figures 7.6
(a) and (b) show the time evolutions of the axial electric field and of the
electron density on the symmetry axis in the second air gap from ¢ = 2 to
8 ns. For t < 7,.; = 3.4 ns, we observe that the electron density increases
in the second air gap, with a maximum which moves from the vicinity
of the dielectric layer toward the grounded plane, in a slowly varying
electric field. At ¢ = 3.4 ns, the maximum electron density is located at
r = 0.27 cm and is of 2.1 x 10" ¢cm™3. For ¢t > 3.4 ns, on Figures 7.4
and 7.6, we observe the ignition and the propagation of a double headed
discharge, with positive and negative discharge fronts. The positive dis-
charge front propagates towards the bottom surface of the dielectric layer.
This discharge has only a small distance to develop and impacts the di-
electric surface at 74¢ — 6.4 ns. We observe that the positive discharge
front is rather smooth as it starts propagating and becomes sharper as
it comes closer to the dielectric surface with at ¢ = 6 ns a peak electric
field of about 88 kV cm™! and a maximum electron density of the order
of 4 x 10'2 cm ™3 behind the discharge front. The negative discharge front

propagates towards the grounded plane and impacts it at 72/9"¢ — 8.2 ns.
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We observe that the peak electric field in the negative discharge front
and the maximum electron density behind the discharge front increase
as the negative discharge propagates toward the grounded electrode. At
t = 8 ns, just before the connection at the grounded plane, the peak elec-
tric field in the negative discharge front is of about 79 kV c¢cm™! with a
maximum electron density of the order of 9.6 x 10'? cm ™ behind the dis-
charge front. Table 7.2 shows that for |U,| > 13 kV, the connection times
of the positive and negative fronts on the dielectric surface and grounded
plane respectively, decrease as the absolute value of the applied voltage
increases. In (Xiong et al. 2013), for plasma transfer with a negative
polarity of the first ionization wave, the reignition process is described as
a bottom-up process. In their conditions, the second gas gap is between
two dielectric layers. They observe that avalanches in the transfer chan-
nel start from the bottom dielectric surface and a positive ionization wave
propagates to the top wall dielectric surface of the transfer tube. In our
conditions, the second air gap is between a dielectric layer and a grounded
plane. In this case, we observe a slightly different dynamics with a double
headed discharge with one positive discharge front propagating towards
the dielectric surface and a negative discharge front propagating towards
the grounded plane. However, in this study, as in (Xiong et al. 2013), we
note that the reignition dynamics is different depending on the polarity
of the first ionization wave.

Ua | Tigni Timpact  t1 K7 Euoy(tr)  Teei Tiomnee  Tiommee
kV | (ns) (ns) (ns) (kV.em™!) (ns) (ns) (ns)
-9 1 09 3.7 10.8 1.9 23.2 - - -
-11 ] 0.6 2.1 3.7 6.7 27.3 - - -
-13 | 0.4 1.4 2.2 14.25 32.5 12 21.8 18.8
-14 1 04 1.2 1.8 189 35.1 4.5 10 11.8
-15 1 0.3 1.0 1.5 241 37.7 3.4 6.4 8.2

Table 7.2: Influence of the amplitude of the negative applied voltage U, on
Tigni, the time of ignition of the first discharge at the point electrode, Timpact, the
time of impact of the first positive discharge on the upper surface of the dielectric
layer, t; the time at which the mazimum of the ionization integral K% is
reached, Epmoy(tr) the average electric field in the second gap at t = ty, Tre; the
time of reignition of a second discharge below the dielectric layer, T4 . the

time of impact on the bottom surface of the dielectric and rPlane ibe time of
impact on the grounded plane.
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Figure 7.5: Azial profiles of charged species densities and of the axial electric
field close to the upper dielectric surface at t = Timpact= 1 ns and t = 2 ns for
the same conditions as Figure 7.4.
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Figure 7.6: Time evolutions of the axial profiles of electron density on the
symmetry axis and of the axial electric field in the second air gap for the same
conditions as Figure 7.4.
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Figure 7.7: Time evolutions of the radial profiles of the absolute value of
negative surface charges o, deposited on the upper dielectric surface and positive

surface charges oy deposited on the bottom surface of the dielectric layer for the
same conditions as Figure 7.4.



“These_version jury” — 2014/3/3 — 16:22 — page 144 — #158

144 CHAPTER 7 - INFLUENCE OF THE POLARITY AND AMPLITUDE OF THE
APPLIED VOLTAGE ON THE REIGNITION DYNAMICS

Figures 7.7 (a) and (b) show the time evolutions of the radial profiles of
surface charges on both faces of the dielectric layer for the same condition
as Figure 7.4 for ¢ = 2 to 7 ns. For t > Tjpeee = 1 18, the first negative
discharge spreads along the upper dielectric surface and starts to charge
it. As expected, Figure 7.7 (a) shows that the surface charge on the up-
per dielectric surface is negative and is due to electrons, depositing on
the dielectric surface. For ¢ > 2 ns, the maximum of the absolute value
of the negative surface charge is out of axis and moves radially following
the spreading of the negative surface discharge on the dielectric layer. As
for the negative CDBD configuration (Section 5.4 on Figures 5.4 to 5.5
(bottom Figures)), the front of the negative discharge is located on the di-
electric surface as it moves radially. At ¢t = 3 ns, shortly before 7,.; = 3.4
ns, the amount of negative surface charges on the upper dielectric surface
has a peak absolute value of 17.3 nC cm~2. We observe that the value
of this peak decreases as the negative surface discharge expands radially
on the dielectric surface. On the axis of symmetry, on Figure 7.7 (a), we
note that for t = 2 ns to 4 ns, the absolute value of the surface charge
decreases and then for t > 4 ns, it increases, slowly at first and then more
rapidly as the positive discharge front of the second discharge reaches the
bottom surface of the dielectric layer. It is interesting to note that the
time evolution of radial profiles of negative surface charges on the upper
dielectric surface is quite different from the one obtained in the negative
CDBD configuration on Figure 5.9. In the negative CDBD configuration,
the maximum of amount of surface charges is always on the axis of sym-
metry. On Figure 7.7 (b), on the bottom dielectric surface, we note that,
during the ignition and propagation of the second discharge, a small, al-
most negligible, positive surface charge deposits and accumulates in time
due to positive ions drifting towards the point electrode and stopped by
the dielectric obstacle.

To check the influence of surface charges on the reignition below the
dielectric layer, Figure 7.8 compares the Laplacian potential calculated
on the discharge axis at ¢ = 0 ns, the total potential at t = 7.,; = 3.4 ns
and the potential calculated in taking into account only surface charges
deposited on both faces of the dielectric layer at t = 7.;. We note that
the large amount of negative charges deposited on the upper surface of
the dielectric induces a peak of negative potential of —6 kV at the surface
of the dielectric on the grounded plane side. On figure 7.8, at the same
axial location, the total potential has a value of —13.7 kV. Then, Figure
7.8 shows that in this simulation, the negative charges deposited on the
upper surface of the dielectric accounts for 47.7% of the total potential
close to the bottom dielectric surface at the time of reignition. Com-
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Figure 7.8: Absolute value of the potential on the symmetry azxis for the same

condition as Figure 7.4. Laplacian potential at t = 0 ns, total potential at

t = Tvei = 3.4 ns and potential calculated in taking into account only surface

charges deposited on both faces of the dielectric layer at t = Tye;.

pared to results shown in Section 7.3 for a positive polarity of the first
discharge, in the case of a negative discharge impacting the upper surface
of the dielectric plane, negative surface charges deposited on the upper
dielectric surface of the dielectric layer, have a non negligible influence on
the reignition dynamics in the second air gap.

To study more precisely the influence of the negative applied voltage on
the reignition in the second gap for a dielectric layer located at x4, =0.35 cm,
we have calculated as in Section 7.3 the ionization integral K; and E,,,
on the length of the second air gap on the symmetry axis. For all condi-
tions studied in this chapter, we have noted that during the first streamer
propagation, the value of K increases and reaches a peak value at t = t;.
Then, the coefficient K decreases, all the more rapidly that a second dis-
charge reignites below the dielectric layer. Table 7.2 shows that, as |U,|
increases, the value of ¢; decreases and the value of K}"** increases. For
all studied voltages, we note that the time difference between the first
discharge impact on the upper dielectric surface at ¢ = 7pace and the
time moment t; when the coefficient K; reaches its maximum, decreases
as the applied voltage increases. For U, = —13 to —15 kV, it is interesting
to point out that this time difference is of about 0.5 to 0.8 ns, close to
values obtained for U, = 13 to 15 kV in Table 7.1. Table 7.2 shows that
the value of the average electric field E,,,,(t;) increases as the applied
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voltage increases. It is interesting to point out that a reignition in the
second gap is observed for |U,| > 13 kV, which corresponds to conditions
in which FE},,0,(t;) is higher than 30 kV em ™, the breakdown electric field
in air. Table 7.2 shows that to obtain a reignition in the second gap and
then, the breakdown of the whole interelectrode gap, a minimum value
of the ionization integral K™ ~ 14 has to be obtained. As shown on
Figure 7.4 for U, = —15 kV, the reignited double headed discharge is
weaker than a double headed streamer discharge in air at atmospheric
pressure (Bourdon et al. 2007). Then, as expected, the minimal value
of the ionization integral to have a reignition in the second gap Kﬁim’f is
less than Kjpeer.

Finally, it is interesting to compare the influence of the polarity on the
breakdown of the whole point-to-plane interelectrode gap. We note that
the breakdown voltage, for the studied geometry is about |U,| = 13 kV
in negative polarity and is higher and about U, = 15 kV for a positive
polarity. This breakdown voltage difference between positive and nega-
tive polarities is in agreement with experimental results in high voltage
applications |(Lebedev et al. 2005) and references therein|. Interestingly,
we note that the value of the average electric field in the second air gap is
a good criterion for the reignition for a negative polarity. If the average
electric field in the second gap reaches the breakdown electric field in air,
reignition is observed. Conversely for a positive polarity, the results of
Table 7.1 show that even if the average electric field in the second gap is
higher than the breakdown electric field in air, no reignition may be ob-
served. Based on the different voltages, it was shown that the minimum
ionization integral to have reignition in the second air gap (or breakdown
of the whole point-to-plane interelectrode gap) for the studied geometry is
Kﬁim’_ ~ 14 for a negative polarity and is higher and equal to K}im* ~ 26
for a positive polarity.

7.5 Conclusion

The main results of this chapter on the influence of the polarity and
amplitude of the applied voltage on the reignition dynamics can be sum-
marized as follows:

e For a positive or a negative voltage applied at the point electrode,
first, a streamer discharge ignites at the point and propagates to-
wards the dielectric layer. The polarity of the first streamer dis-
charge is the same as the applied voltage. After the impact on the
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dielectric surface, the streamer discharge spreads along the upper
dielectric surface and charges positively or negatively depending on
its polarity. On the bottom surface of the dielectric layer, a surface
charge with an opposite polarity is deposited. When we compare
results for a positive applied voltage at the point electrode, where
the reignition below the dielectric is mostly due to the potential re-
distribution in the interelectrode gap after the first streamer prop-
agation in the first air gap and that surface charges deposited on
both faces of the dielectric layer have a small influence on reignition,
conversely, for a negative applied voltage, negative surface charges
deposited on the upper surface of the dielectric layer have a signifi-
cant contribution on the discharge reignition.

e We have shown that the dynamics of reignition of air discharges
below a dielectric layer depends on the polarity of the voltage ap-
plied at the point electrode. For a positive applied voltage, if a
discharge reignites below the dielectric layer, it is a positive ioniza-
tion wave propagating from the bottom dielectric surface towards
the grounded plane. For a negative applied voltage, if a discharge
reignites below the dielectric layer, it is a double headed discharge
with positive and negative discharge fronts. The positive discharge
front propagates towards the bottom dielectric surface and the neg-
ative discharge front towards the grounded plane.

e Finally, we have compared the conditions to obtain a discharge reig-
nition in the second gap, that is to say to have breakdown in the
whole interelectrode gap, as a function of the polarity of the ap-
plied voltage at the point electrode. It is shown that the minimum
applied voltage to have a discharge reignition is lower in absolute
value for a negative applied voltage than for a positive one. For the
geometry studied in this chapter, we have shown that the minimum
ionization integral to have reignition in the second air gap is about
14 for a negative applied voltage and of about 26 for a positive
applied voltage.
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Chapter 8

Comparisons of experimental
and simulation results on the
reignition dynamics

8.1 Introduction

In the framework of the ALVEOPLAS project, in this chapter, we present
the comparison of experimental results obtained at LPGP with numerical
results on the reignition dynamics behind a dielectric plane obstacle of
an air discharge at atmospheric pressure.

First in Section 8.2, we present the experimental set up and the numerical
model. In Section 8.3, we compare experimental and numerical results
in the experimental point-to-plane geometry without the dielectric plane
obstacle. Then in Section 8.4, we compare experimental and numeri-
cal results with the dielectric plane obstacle placed in the inter-electrode
gap. In Section 8.5, we discuss the experimental and numerical results
to identify physico-chemical processes that could improve the experimen-
tal/modelling comparison. Finally in Section 8.6 we present a numerical
study on the influence of emission processes at the cathode surface on the
reignition dynamics.

8.2 Experimental set up and numerical model
description

Figure 8.1 shows the experimental point-to-plane geometry used in the
experiments at LPGP. The point electrode is a sharp anode with a radius
of curvature of 50 yum. A segmented cathode is set at 1 cm from the
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tip of the anode. A positive square voltage pulse is applied to the point
electrode. The maximum applied voltage U, ranges from 16 kV to 30 kV.
The applied voltage has a rise time of t,. = 2 ns and the duration of the
pulse is equal to tpyse = 20 ns.

In the experiments, a dielectric layer of thickness A is placed in the

e e e e e e e e
—_—— _———

~ —_
—~—— —

Ring holder of

the dielectric layer

Rod anode
Applied voltage U,
Air

Interlectrode
gap=10mm - -
A Dielectric layer &

. Xdiel
Air ﬁ
X

Segmented Y
cathode plane

Y

Figure 8.1: FEzxperimental point-to-plane geometry at LPGP.

inter-electrode at a distance xgiq from the cathode. Different dielectric
layers have been used (Glass, Alumina, TOPAS ...) and the influence on
the reignition dynamics of their location in the inter-electrode xgj; and
their thickness A was investigated.

It is important to mention that the experimental geometry is presented on
Figure 8.1 with the point anode on the top and the segmented cathode on
the bottom whereas in the experiments the point electrode is on the bot-
tom and the segmented cathode on the top. Around the point electrode,
a dielectric ring is used to hold the dielectric layer in the inter-electrode
gap.

It is important to point out that for reignition studies, the experiments
are single shot. As diagnostics, current measurements with the segmented
cathode are coupled to optical emission measurements with an ICCD cam-
era.

The simulated experimental point-to-plane geometry is shown on Figure
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Figure 8.2: Simulated point-to-plane geometry

8.2 and is close to the geometry used in experiments. The anode is a
500 pum rod ended by a semi-sphere with a radius of curvature of 50 pm.
The cathode plane is located 1 cm from the tip of the anode. In the air
gap, when a dielectric plane is considered, its location xgje, its thickness
A and its relative permittivity e, will be given. In the simulations, we
have considered that the cathode plane is continuous and not segmented.
We have also neglected the dielectric ring holder in the simulations. The
computational domain is 2 cmx7 cm. For 0 < x < 1 c¢m, an axial mesh
size of 10 pum is used and is refined to 1 um close to the anode tip and
close to the air/dielectric interfaces. Then for 1 < z < 2 cm, the mesh
size is increased from 1 pym to 30 pm. Radially, a mesh size of 5 um is used
and is refined to 1 um close to the axis of symmetry and for 0.5 < r <2
cm, the radial mesh size is increased from 5 pm to 30 um. This level of
refinement required a grid size of n, x n, = 3062 x 2400.

Other conditions of the simulations (boundary conditions, time-step cal-
culation) have been presented in detail in chapter 1. As mentioned at the
end of chapter 4, the MPI-OPENMP discharge code using domain de-
composition has been used for all simulations presented in this chapter.
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Ignition and propagation of a discharge

without a dielectric plane obstacle: com-
parison with experiments

8.3.1 Experimental results without a dielectric plane
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cone shape
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Figure 8.3: FExperimental pictures showing the influence of the mazimum ap-
plied voltage on the discharge structure ignited at the point anode without a

dielectric plane. Credits LPGP
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As a first step in the experiments, the influence of the maximum applied
voltage on the discharge structure ignited at the anode was studied. Fig-
ure 8.3 shows that by increasing the maximum applied voltage U, at the
point anode, the number of filaments ignited at the point anode decreases.
If U, > 22 kV, experimental results show that a single conical discharge
is ignited at the point anode.

For U,= 28 kV, Figure 8.4 shows on optical emission measurements that
the maximum diameter of the discharge is DX’ ~ 8 mm. By current
measurements, the discharge propagation velocity in the air gap was es-
timated to be in the range of v, = 2.6 — 3.2 10% cm.s™!.

In order to compare experimental and numerical results using a 2D axi-
symmetric code, in this work we have carried out simulations only for
U, > 22kV, the conditions in which a conical discharge is observed.

-
o rm §

Figure 8.4: Ezperimental pictures showing the impact of a single conical dis-
charge with o mazimal diameter of ~ 8 mm for Uy= 28 kV. Credits LPGP

8.3.2 Numerical results without a dielectric plane

First, Figure 8.5 shows the applied voltage used in the simulations. As
in experiments, a rise time of 2 ns is used. In this section, results are
presented for a maximum applied voltage U,= 30 kV. In the simulations,
the applied voltage is assumed to be constant for t>3 ns. As initial con-
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Figure 8.5: Applied voltage at the anode point in the simulations.

dition, we have assumed a uniform preionization of electrons and positive
ions in the air gap with a density of 10%cm 3.

Figure 8.6 shows the distributions of the electron density and absolute

values of the electric field at t=1.7, 3.1 and 4.7 ns. It is interesting to
note that the time of ignition of the discharge iy, is equal to 0.9 ns which
corresponds to an applied voltage of U, = 12kV. It means that the dis-
charge is already ignited 1.1 ns before the applied voltage at the anode
reaches its maximum value of U, = 30kV. On Figure 8.6 at t= 1.7 ns,
we see the development of a spherical discharge that starts to propagate
towards the plane cathode. At t= 3.1 ns, the discharge front is located
in the middle of the gap. It is interesting to note that at t= 3.1 ns, the
discharge reaches its maximal diameter of DS™ = 8 mm. Due to the
small radius of curvature of the point and the high applied voltage, this
large diameter of the discharge is required to shield the high laplacian
electric field at the anode tip (Eapode = 2.2 MV.cm™! when the applied
voltage is equal to U, = 30kV).
For t> 3.1 ns, the discharge propagates on the axis of symmetry towards
the cathode and the axial electric field in the head of the discharge in-
creases from 90 kV.em™! at t= 3.1 ns to 144 kV.em™! at t=7pPlane = 4.7
ns when the conical discharge impacts the cathode.
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Figure 8.6: Discharge dynamics without a dielectric plane obstacle for the
applied voltage shown on Figure 8.5. Cross-sectional views of the absolute value
the electric field and electron density at t=1.7, 3.1, 4.7 ns

If we now calculate the propagation velocity of the discharge in the sim-
ulations v, we obtain:

d

Unum = plane

Teonnec — Tigni

which is in good agreement with experiments.

=2.6x 10® cm.s™!, where d=1 cm

(8.1)
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Current calculation without a dielectric plane

Starting from the charge conservation, the current flowing through an
enclosed volume (delimited by the surface S) in the air gap is conserved
following the equation (more details are given in Appendix A):

//J-dS:O, (8.2)

where the total current density J is defined as:

) OE . .

J=jc+ 60% , where e = qe) (83)
where j. is the current density, j is the flux of charged species and ¢, is
the absolute value of electron charge.

By integrating J over a surface perpendicular to the x-axis of symmetry,
we obtain the net current I shown on Figure 8.7.

T T
Current without dielectric

Al
IS

t[ns]

Figure 8.7: Discharge current for the simulation with the point-to-plane ge-
ometry without a dielectric plane obstacle.

On Figure 8.7, we see an increase of the current from 1=0.4 A to I=7 A
at t=1.3 ns. This increase is due to the capacitive current induced by
the fast increasing voltage applied at the anode point. It is interesting
to note that on current calculation, there is no peak of current at the
ignition time of the discharge 7ig,i=0.9 ns. The current is almost constant
from t=1.3 ns to t=1.6 ns with a small increase at t=1.6 ns. We recall
here that the voltage is still increasing between t=1.3 ns and 1.6 ns. This
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means that the space charge created by the ignited discharge is sufficiently
strong to shield the laplacian electric field at the point anode. Then for
t>1.6 ns, the current decreases until t=3.5 ns to a value of 1=3.7 A. This
corresponds to the time at which the discharge has finished its radial
expansion and starts to propagate towards the cathode. For t>3.5 ns, the
current starts to slowly increase to a value of [=4.8 A until t=7plane =
4.7 ns when the conical discharge impacts the cathode. This increase is
due to the slow increase of the electric field in the head of the discharge
from 90 kV.cm™! at t= 3.1 ns to 146 kV.cm™! at 7P10¢ = 4.7 ns. After
the impact, Figure 8.7 shows a fast increase of the current due to the
conductive channel established between the anode point and the cathode
plane. In this work, the simulation is stopped shortly after the connection

to avoid the transition to the spark regime.

Optical emission of the discharge without a dielectric plane

To compare with experiments it is interesting to compute the optical
emission of the discharge. In air at atmospheric pressure, the emission
spectrum of a streamer discharge is usually considered to be dominated
by the emission from the second positive band of nitrogen:

Ny(C°IL,) — No(BS)) + hw (8.4)

In this work, as in (Bourdon et al. 2010), we have calculated the time
evolution of the concentration [No(C®II,)] using a fourth order Runge-
Kutta time integration scheme. It is interesting to point out that the
time evolution of the excited state NQ(C3Hu) is solved simultaneously
with streamer equations. In the experiments, to record the optical emis-
sion shown on Figure 8.4, the ICCD camera is opened for 10 ns and so to
compare with experiments, the simulated emission is time integrated on
the whole discharge propagation dynamics (from t=0 ns to t=4.8 ns). Af-
ter computing the axially symmetric intensity, a direct Abel transforma-
tion is performed. More details on the optical emission model are given in
Appendix B. Figure 8.8 shows the spatial distribution of the (Abel trans-
formed time integrated over 4.8 ns) 2P emission intensity. Comparing
Figure 8.8 and Figure 8.4, we note that we obtain qualitatively the same
conical shape with the same maximal diameter of 8 mm.

In conclusion of this section, for the point-to-plane geometry used in the
experiments with a sharp point (50 pm of radius of curvature) and an ap-
plied voltage higher than 22 kV, in experiments and simulations a conical
discharge structure is observed. A good agreement between experiments
and simulations is obtained on the maximal discharge diameter and the
discharge propagation velocity.
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Figure 8.8: Spatial distribution of the numerically time-integrated-over-4.8-ns
Abel-integrated 2P emission intensity with the experimental geometry without a
dielectric plane obstacle in the inter-electrode gap.

8.4 Ignition and propagation of a discharge
with a dielectric plane obstacle: compar-
ison with experiments

8.4.1 Experimental results with a dielectric plane ob-
stacle

In the experiments, to determine the occurrence of the reignition process
behind a dielectric plane obstacle, current measurements with the seg-
mented cathode are coupled to optical emission measurements.

In current measurements, several peaks (usually 4) of current are recorded.
The first peak of current is taken as the reference time t;. This first cur-
rent peak corresponds to the capacitive current due to the increasing
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voltage and the ignition of the discharge at the point anode. The second
peak of current occurs at At;_s ~6 ns from the first peak. It is interesting
to note that this second peak of current is almost of the same amplitude
as the first one. With a high speed camera, no optical emission in the
second air gap between the dielectric plane and the cathode surface is
observed for this second peak. Then, a third current peak is measured at
Atq_3 ~13 ns from the first peak of current. The amplitude of the third
current peak is almost the same as the first one and again at that time,
no optical emission is observed in the second air gap. At the fourth peak
of current at At;_4 ~18 ns, the current peak amplitude is higher than
the previous ones. Figure 8.9 shows that for this fourth current peak,
the optical emission of a reignited discharge starting close to the bottom
surface of the dielectric and impacting the cathode surface is recorded.
It is important to point out that the optical emission in the first air gap
between the point anode and the upper surface of the dielectric is not
recorded by the camera due to the obstruction by the opaque ring holder
(Figure 8.1).

Experimental results show that when the dielectric layer is thick, the

Dielectric plane

Segmented cathode

Figure 8.9: Optical emission measurement with a ICCD camera at Aty_y4 ~18
ns showing the reignition of a discharge ignited close to the bottom surface of
the dielectric and impacting the cathode surface. Credits LPGP

reignited discharge is centered on the axis of symmetry. Out of all the
materials tested in the experiments, the thickest dielectric layer studied
is of TOPAS polymer (A—1 mm) with a relative permittivity ¢, = 2.2.

Then to compare with experimental results, in the following section we
simulate a dielectric layer of thickness A=1 mm with a relative permit-
tivity €, = 2.2. In the experiments, the dielectric layer is placed at 0.5
cm from the cathode plane (i.e. zgiq= 0.5 cm in Figures 8.1 and 8.2).
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Figure 8.10: Experimental delays Atgﬁ’ay between the ignition at the point of
the discharge and the impact on the cathode of the reignited discharge follow-
ing the experimental methodology for the TOPAS polymer dielectric of various
thickness A € [50 pm : 1000 pum] located at xgie1= 0.5 em. Credits LPGP

Following the experimental methodology which coupled current and emis-
sion measurements, the reignited discharge is considered to correspond to
the fourth current peak. The delay between the ignition of the first dis-
charge at the point anode and the impact of the reignited discharge on the
cathode surface At;_4 is called the experimental reignition delay Atz);f’ay
in the following. Figure 8.10 presents reignition delays as a function of
the applied voltage U, =€ [30.8 kV : 32 kV] for TOPAS dielectric layers
of different thicknesses. For A=1 mm, the experimental reignition delay

is Atge,, = Atig € [18 ns: 24 ns].

8.4.2 Numerical results with a dielectric plane obsta-
cle

We present, here simulation results in the point-to-plane experimental ge-
ometry with a dielectric plane obstacle. As discussed in the previous
section, the dielectric layer of thickness A—1 mm and relative permittiv-
ity e, = 2.2 is located at xgiq= 0.5 cm. As initial condition, we have
assumed a uniform preionization of electrons and positive ions in both air
gaps (above and below the dielectric layer) with a density of 10*cm™3.

For a maximum applied voltage U, = 30kV with a rise time of t,s.=2
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Figure 8.11: Discharge dynamics with o dielectric plane obstacle for the ap-
plied voltage shown on Figure 8.5. Cross-sectional views of the absolute value
the electric field and electron density at t=2.6, 4.9, 6.5 ns

ns applied at the point anode (Figure 8.5), Figure 8.11 shows the distri-
butions of the electron density and absolute values of the electric field at
t=2.6, 4.9, 6.5 ns.

It is interesting to note that the discharge dynamics is similar to the pos-
itive discharge reignition dynamics described in chapters 6 and 7. For the
conditions of Figure 8.11, we observe the ignition of a positive streamer
discharge at the point electrode at 7;4,; = 0.9 ns. This first discharge
propagates in the gap and impacts the dielectric layer at Timpeer = 2.6 ns.
Then the discharge starts to spread on the upper surface of the dielectric
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layer. At the same time we observe that the amplitude of the electric field
in the second air gap below the dielectric plane increases. At 7,..;=4.9 ns,
a second positive discharge is ignited close to the bottom surface of the
dielectric plane. It is interesting to note that on this experimental geom-
etry the time delay between the time of impact and the time of reignition
is small: 7,¢; — Timpaer=2.3 ns and comparable to delays found in Table
6.1 (in chapter 6, Section 6.3.2). Figures 8.12 (a) and (b) show the time

1

10

PNWWA S

.......

Figure 8.12: Time evolutions of the radial profiles of positive surface charges
oy deposited on the upper dielectric surface and absolute value of negative sur-
face charges oy deposited on the bottom surface of the dielectric layer for the
same condition as Figure 8.11.

evolutions of the radial profiles of surface charges on both faces of the
dielectric layer for the same condition as Figure 8.11. As the first positive
discharge spreads on the upper surface of the dielectric plane, the upper
surface is charged positively by positive ions and its bottom surface is
charged negatively mostly by electrons and negative ions. As in chapters
6 and 7, we have checked that the amount of surface charges is too low
at 7,,—4.9 ns to have an influence on the reignition process. Then, the
increase of the electric field in the second air gap is mostly due to the
potential redistribution in the interelectrode gap after the first positive
streamer propagation in the first air gap. It is interesting to note that
in the second air gap, for t>2.6 ns, we observe an almost homogeneous
electric field which is > 50 kV.cm™!, higher than the breakdown field.
As a consequence, the charged species density increases rapidly due to
ionization processes in the second air gap. Then at t=4.9 ns, a second
positive discharge ignites close to the bottom surface of the dielectric and

impacts the cathode at 72/4"¢ = 6.5 ns.
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The numerical results show that in the experimental geometry, the dy-
namics of the reignited discharge is fast (only 7222 — 7,,=1.6 ns). If
now we compute the numerical delay between the impact on the cathode
of the reignited discharge and the time of ignition of the first discharge

at the point anode, we obtain:

Athan = TP — Tigni = 5.6 s . (8.5)
Compared to the experimental delays Atg. = At;_4 € [18 ns: 24 ns],

delay
the numerical delay Atj%" = 5.6 ns is much shorter.

delay —
Current calculation with a dielectric plane

Figure 8.13 shows the calculated current in the experimental point-to-
plane geometry with the dielectric plane obstacle. As in the simulation

T T
Current with dielectric

1Al
a

t[ns]

Figure 8.13: Discharge current for the simulation with the point-to-plane ge-
ometry with the dielectric plane obstacle

without the dielectric plane, the first peak of current is due to the capac-
itive current induced by the increasing voltage at the point anode. Then
a second peak of current representing the impact of the first discharge on
the upper surface of the dielectric at 7j,peer = 2.6 ns is observed. It is
due to the change of direction of propagation of the first discharge that
is stopped in its axial propagation by the dielectric plane and starts to
spread radially on its surface. It is interesting to note that no current
peak is observed at the time of reignition 7,..;=4.9 ns. After the impact
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on the cathode at 7P/%"¢ = 6.5 ns, Figure 8.13 shows that the current
increases and reaches a maximum value of 6.45 A at t=7.8 ns. Indeed
due to the presence of the dielectric plane in the inter-electrode gap, there
is no conductive channel between the point anode and the cathode and
thus the dielectric plane limits the current increase at the cathode. It is
important to note that we have stopped the simulation at t==8 ns, rapidly

after the connection of the reignited discharge at the cathode.

Optical emission with a dielectric plane

Figure 8.14 shows the spatial distribution of the simulated 2P emission
intensity. This intensity is Abel-integrated and time integrated over the
duration of the discharge propagation between the point electrode and
the cathode plane (i.e. over 6.6 ns in this case).

We note that the optical emission intensity coming from the first dis-

In2p aper (6.6 ns)
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Figure 8.14: Spatial distribution of the simulated 2P emission intensity (time-
integrated-over-6.6-ns Abel-integrated).
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charge spreading on the upper dielectric surface is high (10176 Rayleigh).
It is also interesting to point out that the maxima of intensity are mainly
located close to the upper surface of the dielectric and close to the point
anode. On the other hand we note that the optical emission intensity in
the second air gap is at least one order of magnitude less (10'* Rayleigh)
than the emission intensity in the first air gap. The simulated optical
emission from the first air gap is shown here to compare the emission
intensity coming from the first and the second air gaps, even though in
the experiments the optical emission intensity from the first air gap is
obstructed by the dielectric ring holder.

8.5 Discussion on the comparison of experi-
ments and simulations

In the previous sections, we have shown that for the same voltage condi-
tions with a 1 mm thick TOPAS layer located at xg;q= 0.5 cm, the experi-
mental delay Aty = € [18 ns : 24 ns| is much longer than the simulated
one Atgg =5.6 ns. To improve the experiment /modelling agreement, in
this section we propose first to analyze in more detail the different current
peaks measured and, second to discuss which physico-chemical processes

could be missing in the simulations.

a) Analysis of the current peaks measured:

It is worth mentioning that in the experiments, a second peak of current
is measured at At;_, ~6 ns, close to the peak of current obtained in the
simulation at Atggl =5.6 ns. In the experiments, no emission is recorded
at At;_s ~6 ns. However Figure 8.14 shows that the simulated emission
intensity of the reignited discharge is quite low. This low emission inten-
sity could maybe explain why in the experiments, the camera is not able
to record the emission intensity of a reignited discharge at At; o ~6 ns.
This could mean that the second peak of current measured in the experi-
ments could correspond to the impact of a first reignited discharge on the
cathode surface.

It is important to note that after the impact of the first discharge on
the upper surface of the dielectric layer, the discharge spreads on the di-
electric surface and expands radially towards the radial surfaces (metallic
and dielectric) of the plasma reactor. Then, due to charge accumula-
tion on the different dielectric surfaces of the reactor, we suggest that
the second, third and fourth current peaks could correspond to different
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consecutive discharge reignitions. After each reignition event, the dielec-
tric plane obstacle is charged more and more negatively on its bottom
surface. Maybe for the fourth peak of current which occurs at the end
of the voltage pulse, the sudden release of surface charges accumulated
after two previous reignition events could be high enough to explain the
reignited discharge emission recorded in the experiments.

b) Additional processes to be considered in the simulations:
In the simulations presented in previous sections, it is assumed that the
initial level of seed charges in air is 10* cm™3. For the air gap above the
dielectric layer, due to the high electric field induced by the sharp point,
we have considered that a low value of 10* cm™ allows to accurately
simulate the discharge ignition at the point. For the discharge propaga-
tion towards the upper dielectric surface, the photoionization is the key
source term and the low level of seed charges of 10* cm ™ has a negligible
influence on the discharge dynamics.
As shown on Figure 8.11, after the first discharge impact on the up-
per dielectric surface, the electric field is uniform and higher than the
breakdown field in the second air gap. Then, even with a low preion-
ization density of 10* cm™ in the second gap, a fast reignition process
is observed. So first, we have questioned the value of 10* cm ™3 for seed
charges below the dielectric plane for our conditions.
As the experiments are single shot, there are at least few minutes between
each applied voltage pulse. In (Pancheshnyi 2005), it is pointed out that
different key physical and chemical processes occur in the post-discharge
after the end of a voltage pulse:

e First at 300 K, electrons quickly attach to Os:

e + 02+ 02 — O;—l- OQ, with Atl = 20 ns . (86)

e Then, the ion-ion dissociative recombination of O, and O} occurs:

O; + Of = Oy + Oy + Oy,
Oy + Of +M — Oy + Oy + Oy+ M, with M= Ny, O, ,
Aty = 10— 100 ns .

(8.7)

e Then ion diffusion losses at the reactor surfaces and the cathode
have to be considered: Ats = 80 ms.
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According to (Pancheshnyi 2005), after a few seconds, the level of seed
charges is ~ n,, = 10* em™. For a longer time between two consecu-
tive applied voltage pulses, the diffusion of ions to the reactor surfaces
decreases the level of seed charges to lower values.

First, it is interesting to point out that in previous sections, we have used
ne, = 10* em™3, that is to say we have assumed an instantaneous detach-
ment of electrons from negative ions as soon as an electric field is applied.
For an initial density of seed charges of n,, = 10* cm™, as the electric
field becomes rapidly higher than £ > 50 kV.cm ™ in the second gap, we
have estimated using the same finite detachment rate as in (Tholin and
Bourdon 2013), that the delay induced in the discharge dynamics by de-
tachment is at maximum of a few nanoseconds for the conditions studied
in this work. So we conclude that this effect is too small to explain the
difference between experimental and numerical reignition delays.
Second, if we consider that there are several minutes between consecutive
voltage pulses, according to (Pancheshnyi 2005), the level of seed charges
is n,, < 10* em™ in the second air gap. As a first approximation, in this
work, we have considered the limit case with no seed charges in the sec-
ond air gap. As the electric field in the second air gap is directed towards
the cathode plane, we have assumed that the only source of electrons in
the second air gap is the metallic cathode surface. To test the reigni-
tion dynamics with this hypothesis we present simulation results with at
t=0 ns no initial seed charges in the second air gap and with an electron
emitted from the cathode (averaged density over a cylinder of 100x100
pum) at t=7,=16.5 ns, close to the time at which a discharge reignition is
observed in experiments.

Figure 8.15, shows the distributions of the electron density and abso-
lute values of the electric field at t=18, 19.4, 22.8 ns. As in previous
sections, we note that after the impact of the first discharge on the upper
surface of the dielectric plane, the electric field in the second air gap is
almost homogeneous and higher (£ > 50 kV.cm™!) than the breakdown
field. Then after the electron emission at the cathode at t=7.=16.5 ns,
we observe at t=18 ns, an increase of the electron density in the second
air gap as electrons drift towards the dielectric plane. At t=19.4 ns, a
double headed discharge ignites in the second air gap with a positive head
propagating towards the cathode surface and a negative head propagat-
ing towards the bottom surface of the dielectric plane. At t=7Flanc —22.8
ns, the positive head impacts the cathode and 0.1 ns later the negative
head impacts the bottom surface of the dielectric plane. It is important
to note that for 16.5 <t < 22.8 ns, the amount of surface charges is very
low and has no influence on the reignited discharge dynamics.
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Figure 8.15: Discharge dynamics with a dielectric plane obstacle. At t=16.5
ns an electron is emitted from the cathode (averaged density over a cylinder of
100x 100 um,). Cross-sectional views of the absolute value the electric field and
electron density at t=18, 19.4, 22.8 ns
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In this simulation, the numerical reignition delay is equal to At =21.9 ns

that is to say in the range of the experimental delays Aty =~ € [18 ns : 24 ns).
It is interesting to note that with the emission of an electron at t= 7.=16.5

ns and the time of impact on the cathode surface 77/4"¢ =22 8 ns, the du-
ration of the formation and propagation of the reignited discharge in the
second air gap is Ay = 6.3 ns.

As this simplified test case has given promising first results, in the follow-
ing section we propose to carry out a detailed analysis of the processes

that could explain an electron emission from the cathode surface.

8.6 Influence of emission processes at the cath-
ode surface on the reignition dynamics

In this section, we investigate the physical processes that could allow an
electron emission from the cathode surface. In the literature, two emis-
sion processes are put forward:

a) The thermionic emission process.
The current density Jp_g [A.cm™2] at the cathode surface is calculated
with the Richardson-Schottky equation (Murphy and Good Jr 1956):

¢ _ F1/2
JR*S = Al exp (—T> with F o ﬂEcath s (88)

where ¢ is the work function in eV representing the energy required for
an electron at the energy Fermi level to be released outside of the metallic
cathode and [ is the amplification factor of the electric field at the cath-
ode surface F.u, (that represents microscopic roughness at the cathode
surface). The thermionic effect represents the emission of electrons from
a metallic cathode surface induced by the temperature of the cathode
surface (here T=300 K). The presence of an exterior electric field at the
cathode surface lowers the surface barrier and increases the emission cur-
rent.

b) The field emission process.
The current density Jr_y [A.cm™2] at the cathode surface is calculated

with the Fowler-Nordheim equation (Murphy and Good Jr 1956):

By¢*'?

Jr_n = Asexp (— ) with F o< BE ., , (8.9)
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For field emission, the electrons tunnel easily through the field deformed
surface barrier.

It is interesting to note that the field emission process coupled with the
positive-ion bombardment at the cathode was used in negative streamer
simulations to demonstrate the role of the field-effect emission in both
the ignition and development of negative coronas (Reess and Paillol 1997;
Paillol et al. 2002).

In this work, as the experimental reignition delay 18 ns < Atff;{’ay < 24 ns,
we have carried out simulations during a total simulation time of tg,,—24
ns. At t=0 ns, we have considered no seed charges in the second air gap.
In order to calculate the time required to emit one electron from the cath-
ode surface, we have integrated in time the flux of electrons emitted at the
cathode surface induced by the thermionic and field emission processes.

B ¢

3 [eV] 3.5 eV] | 3.8 [eV] | 4 [eV]

220 | 3.1 ns 3.9 ns 4.8 ns 6.2 ns

200 | 3.3 ns 4.5 ns 6.9ns | > 24 ns
180 | 3.7 ns 6.0ns | >24ns| > 24 ns
160 | 4.3 ns - 24 ns - 24 ns - 24 ns
140 | 64ns | > 24ns | > 24 ns | > 24 ns
120 | > 24ns | >24ns | > 24 ns | > 24 ns
100 | > 24ns| >24ns| >24ns| > 24 ns

Table 8.1: Infiuence of the value of the work function ¢ and the amplification
factor B on the time T. required for an electron to be emitted at the cathode
surface by thermionic and field emission processes. The notation > 24 ns stands
for cases for which 7, is longer than the simulation time of tsymy=>24 ns.

We have varied the value of the work function ¢ € [3 eV : 4 eV] which
corresponds to usual values for metallic electrodes. In (Reess and Paillol
1997), a value of =120 for the amplification factor was used, albeit it
was for a point metallic cathode. Nevertheless in (Little and Whitney
1963), it was found that even on a polished flat metallic cathode, small
point like structures of 2 um in height were experimentally found and a
value of §—100 was defined as an acceptable amplification factor. As in
the experiments, a segmented cathode is used, and so it is quite difficult
to estimate the value of 3. Therefore, in this work, we have varied the
amplification factor § € [100 : 220]. In the simulations, we have assumed
that the chosen values of ¢ and [ are constant on the entire cathode
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surface.
In Table 8.1, the time to emit an electron from the cathode surface is

given for different values of ¢ € [3 eV :4 eV] and 5 € [100 : 220]. For
a fixed value of the work function ¢=3 eV, we note that when the value
of # decreases from 220 to 140, the time required to emit an electron
increases from 7.=3.1 ns to 6.4 ns. When the value of § becomes less
than 120, the time required to emit an electron increases significantly
and becomes larger than 7, > 24 ns. We note that the transition between
T, < 7 ns and 7, > 24 ns occurs for higher values of 5 as ¢ increases from
3 to 4 eV. For a fixed value of =220, we see that when the value of the
work function increases from 3 eV to 4 eV, 7, increases from 3.1 ns to 6.2
ns. As [ decreases and is between 200 and 140, we observe a transition
between conditions with 7. < 7 ns and with 7. > 24 ns. We note that the
transition occurs at lower values of ¢ as [ decreases. For § < 120, we
have 7. > 24 ns for all values of ¢ € [3 eV : 4 eV].

B ¢
3 [eV] 3.5 [eV] 3.8 [eV] 4 |eV]

220

200 N, = 2.1107!
180 Ne = 511072 | N, = 6.8107*
160 N, = 861072 | N, = 73107 | N, = 6.01077
140 N, = 5210° | N, = 1.810% | N, = 7.710° !
120 | N, = 761073 | N, = 3410 | N, = 341078 | N, = 6.510716
100 | N = 241077 | N, = 14107 | N, = 251078 | N, = 4.9 107%

Table 8.2: Infiuence of the value of the work function ¢ and the amplification
factor B on the time required for an electron to be emitted at the cathode surface
by thermionic and field emission processes. The notation stands for a case
when an electron is emitted at the cathode for t<tgimw=24 ns.

In Table 8.2, the number of electrons accumulated at the cathode surface
at tgmu=24 ns is given for the same conditions as in Table 8.1. For a fixed
value of the work function ¢=4 eV, we see that when the amplification
factor decreases from =200 to 100, the number of electrons accumulated
at the cathode surface decreases from N, = 2.1 107! to N, = 4.9 102!,
For ¢p—4 eV, by just increasing the value of g from 200 to 220, an electron
is emitted at 7.=6.2 ns. Finally, the results presented in Tables 8.1 and
8.2 show that the time 7. to emit an electron at the cathode surface is
strongly dependent on the values of 5 and ¢.

To be close to the value of the experimental reignition delay Atg} €
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[18 ns : 24 ns|, the emission of an electron has to occur at 7, < tgin, = 24 ns.
In Table 8.1, the only conditions to emit an electron from the cathode sur-
face with 7. < 24 ns, give an emission time 7. € [3.1 ns : 6.9 ns]. As after
the electron emission from the cathode, the dynamics of the discharge is
close to the one observed in Figure 8.15, the duration of the formation and
propagation of the reignited discharge in the second air gap is of about
Age = 6.3 ns. Then we can estimate that the maximal simulated reigni-
tion delay is of about Ag+7"**=6.3+6.9 ns =13.2 ns. This reignition
delay is longer than the one obtained in assuming an uniform preioniza-
tion of 10*cm™? in the second air gap (Atj4n = 5.6 ns), but is still slightly
shorter than the experimental reignition delay Atgr. € [18 ns : 24 ns].

delay

During the preliminary tests carried out in this work, to better under-
stand the influence of the emission processes at the cathode on the dis-
charge reignition, we have carried out a simulation with no initial charges
in the second air gap and the instantaneous electron fluxes at the cath-
ode surface due to thermionic and field emission processes for ¢p—=4 eV
and 5=100. Results presented in Table 8.2 shows that for ¢p=4 eV and
£=100, the amount of electron accumulated at t,,,,=24 ns is equal to
N. = 4.9 1072, that is to say much less than one electron. As in this
work we use a fluid model for the discharge simulation, this test-case is
therefore rather non physical. Nevertheless, we propose to present here
briefly the reignition dynamics obtained in this case as it is slightly dif-
ferent from the reignition dynamics obtained in previous sections. Figure
8.16 shows the distributions of the electron density and absolute values
of the electric field at t=19, 20, 21.7 ns for ¢—4 eV and f=100. Due
to the high electric field (higher than the breakdown field) in the sec-
ond air gap for t> 2.6 ns (as shown on Figure 8.11), small amount of
electrons emitted at the cathode surface produce avalanches and drift to-
wards the bottom dielectric surface. Therefore at t=19 ns, Figure 8.16
shows an increase of electron density close to the bottom surface of the
dielectric plane. At t=20 ns, we observe the ignition of weak ionization
wave close to the bottom surface of the dielectric plane where the electric
field in the head of the discharge is increasing from 60 to 90 kV.cm™!.
The reignited discharge propagates towards the cathode and impacts its
surface at t=7Plane  =21.7 ns,

Those results clearly show that even in this extreme case with very low
fluxes of electrons at the cathode, as in the second air gap the electric
field (E > 50 kV.cm™ ') is higher than the breakdown field, the elec-
tron density increases rapidly up 103 cm™3, and the reignition of a weak
discharge is observed.
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Figure 8.16: Discharge dynamics with a dielectric plane obstacle. The emis-
ston of electrons from the cathode surface is due to the thermionic and field
emission processes where ¢=4 eV and F=100. Cross-sectional views of the
absolute value the electric field and electron density ot t=19, 20, 21.7 ns
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8.7 Conclusion on the experiment /modelling
comparison

In the framework of the ALVEOPLAS project, in this chapter, we have
studied the reignition process and compared experimental and numerical
results for the experimental geometry and we have shown that:

e Without a dielectric plane obstacle in the inter-electrode gap, ex-
perimental and numerical results show that for a maximum voltage
of about 30 kV applied at the point anode, a single conical dis-
charge is ignited. We have compared the propagation velocity of
the discharge to cross the inter-electrode gap and found a quite
good agreement between experimental and numerical results. A
good agreement on the maximum diameter of the discharge on ex-
perimental and simulated optical emission measurements has also
been obtained.

e With a dielectric plane obstacle in the inter-electrode gap, in the ex-
periments, the reignition process is characterized by the occurrence
of a current peak (usually the fourth one) at the segmented cathode
coupled with optical emission recorded with a fast camera. Using
this methodology, experimental results show that the time delay be-
tween the ignition at the point anode and the impact on the cathode
of the reignited discharge is in the range of Aty € [18 ns : 24 ns].
Conversely, the numerical results show that the reignition process
is faster with a numerical delay of At§ =5.6 ns.

To improve the agreement between experimental and numerical results
on the reignition behind a dielectric obstacle, we have proposed first a
new insight in the interpretation of experimental results and second we
have studied which physico-chemical processes could be missing in the
simulations. The two main results of this analysis are:

e We have shown that maybe the second peak of current measured in
the experiments at At=6 ns, could correspond to the impact of a
first reignited discharge on the cathode. Indeed, this reignition delay
is close to the numerical delay of Atgi ) =5.6 ns. In the simulations

the optical intensity of the reignited discharge below the dielectric

plane is weak. It may explain the difficulty for a high speed cam-

era to detect it. We suggest that successive current peaks obtained
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in the experiments could correspond to successive reignition events
during the voltage pulse due to surface charges deposition on the
different dielectric surfaces of the reactor.

e We have also shown that no matter the level of seed charges in the
second air gap, the reignition process occurs due to the high value
of the electric field in the second air gap. Therefore we have investi-
gated the influence of electron emission processes from the cathode
in the extreme case with no initial seed charges in the second air
gap. We have taken into account the thermionic and field emission
processes at the cathode surface. We have found that the time to
release an electron from the cathode surface is greatly influenced by
the work function of the metallic cathode ¢ and the amplification
factor 8. For the set of values for ¢ and  studied in this work, we
have shown that the time to release an electron from the cathode
surface is at maximum of 6.9 ns and then the delay for the reignition
process is at maximum of Atj4"® =13.2 ns, slightly shorter than the

delay

experimental reignition delay A‘tg’;{’ay € [18 ns : 24 ns].
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Chapter 9

Simulation of the ignition and
propagation of a helium and air
discharge at atmospheric
pressure in a dielectric tube

9.1 Introduction

From chapters 6 to 8, we have studied the dynamics of an atmospheric
pressure air discharge with a dielectric plane obstacle placed on the path of
the discharge. In this case, it can be considered that the dielectric obstacle
is an axial constraint on the discharge dynamics. These last few years,
with many experimental and numerical studies on plasma jets, a lot of
attention has been focused on the ignition and propagation of discharges
in rare gases (mostly helium) at atmospheric pressure in dielectric tubes
and then in ambient air. In this case, the dielectric tube can be considered
as a radial constraint on the discharge dynamics.

In order to simulate the ignition and propagation of a helium discharge
in a dielectric tube and then in ambient air for plasma jets, it has been
shown that a simple chemical model can be used with only one type of
positive helium ions and electrons (Naidis 2010a; Jansky and Bourdon
2011a; Boeuf et al. 2013). Nevertheless, in order to go further and
carry out quantitative comparisons with experiments, a more complex
chemistry needs to be implemented including several helium ions, excited
He atoms and nitrogen ions and excited states in presence of impurities.
So far, there is no reference kinetic scheme for a He — Ny mixture for
plasma jet studies and different chemical models are used (Naidis 2011a;
Breden et al. 2012; Yousfi et al. 2012). It is interesting to note that



“These_version jury” — 2014/3/3 — 16:22 — page 178 — #192

CHAPTER 9 - SIMULATION OF THE IGNITION AND PROPAGATION OF A
178 HELIUM AND AIR DISCHARGE AT ATMOSPHERIC PRESSURE IN A DIELECTRIC
TUBE

previous works on high pressure gas lasers (Pouvesle et al. 1982) on
He—N, mixtures have put forward that three body Penning ionization and
charge exchange reactions have to be considered at atmospheric pressure.
These reactions are absent of the kinetic schemes used so far for He —
Ny discharge simulations in tubes and plasma jets. Then, in this work,
we propose to study the influence of these three-body reactions on the
dynamics of propagation in a dielectric tube of discharges in a He — Ny
mixture at atmospheric pressure. This work is a first step towards the
derivation of a reference kinetic scheme for He — Ny discharge simulations
at atmospheric pressure for plasma jet applications. In Section 9.2 we
present the discharge model used for a He — Ny mixture. Then in Section
9.3, the results of the discharge dynamics in a dielectric tube with and
without the three body Penning ionization and charge exchange reactions
are discussed.

To better understand the role of the radial constraint induced by the
dielectric tube on the discharge structure and dynamics, in Section 9.4,
we propose to compare the discharge dynamics for a dielectric tube filled
either with a He — Ny mixture or with air at atmospheric pressure. The
influence of the tube radius on the air discharge structure is discussed.

9.2 Discharge model for a discharge in a He—
Ny mixture at atmospheric pressure

In this work, we consider that the studied gas is composed of helium
with nitrogen admixture. The amount of admixture is equal t0 Ximp =
Nx,/Nog = 1073 where No= 2.45x 10! ¢m =3 is the neutral helium density.
In this work, we have taken into account 3 positive ions (He*, Hej and
N3 ), 1 excited specie (He*) and electrons. For the discharge simulation,
drift-diffusion equations of charged species are coupled to Poisson’s equa-
tion. The kinetic scheme used in this work is shown on Table 9.1 and
was used in (Zhang and Kortshagen 2006) for a study on a atmospheric
pressure glow discharge in helium with some nitrogen impurities. In this
kinetic scheme, rate coefficients for three body charge transfer and Pen-
ning reactions are taken from (Pouvesle et al. 1982). In this work, the
helium ionization coefficient is taken from (Mari¢ et al. 2005). The nitro-
gen ionization coefficient and the electron impact excitation coefficient of
helium and electron transport coefficients are calculated with BOLSIG+
(Hagelaar and Pitchford 2005) with cross sections from (Morgan 2011) for
He and N,. For the electron impact excitation coefficient of helium, the
total excitation cross section is used. Positive ion mobilities pge+=10.0,
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Hier=17.5 and py+=20 cm?V™'s™" are taken from (Ellis et al. 1976).
The diffusion coefficient for ions is evaluated using Einstein relation with
temperature T=300 K.

Process Reactions Rate coefficient

Direct ionization He + e~ — Het + 2¢~ f(E/N)
Ny +e” — NJ +e” f(E/N)

Excitation He + e~ — He* e~ f(E/N)

He™ conversion He' + 2He — Hej + He 1.5 x 1073 [em®s™!]

Stepwise ionization He* + He* — HeJr +He+e” 8.7 x 10_10[cm3s_1]
He* + He* — Hey + e~ 2.03 x 107%[cm3s™!]

De-excitation He*+e~ — He+e™ 2.9 x 107 %[cm?®s™ 1]

Penning ionization He* + Ny — He + NJ + e~ 7.6 x 107" [em3s™]
He* + Ny + He — 2He + NJ + e~ 3.3 x 10_30[cm6s 1

Charge transfer Hejy + Ny — Nj + 2He 1.1 x 1072[cm3s™]
Hejy + Ny + He — NJ + 3He 1.36 x 10729 [cmf’s 1

Recombination Het +e” +e” — He+e™ 8.0 x 10720( £)4[em®s™]
Hey + e~ — He + He 9.0 x 10~ [Cmsl]
Ny +e” = N+N 2.0 x 107 [em?®s™!]

Table 9.1: Kinetic scheme for a helium discharge with nitrogen impurities
taken from (Zhang and Kortshagen 2006). The rates of the three first reactions
are given in the text. T, is derived from the Einstein relation for electrons.

For the photo-ionization model we have used the model developed in (Jan-
sky et al. 2012) based on the work of (Naidis 2010a). It is assumed that
the ionizing radiation emitted by excited helium species is absorbed by
nitrogen molecules of the admixture and ionize them. Here the ionizing
radiation is assumed to be proportional to the excitation rate of helium
atoms by electron impact with a factor of 0.01. It is assumed that the
absorption length of radiation depends on the level of nitrogen admixture
as 1/ Apnion = NoXimpOphion, Where for the photo-ionization cross section,
a typical value of oppion = 3 X 10717 ¢cm? is used. The photo-ionization
source term is derived from the numerical solution of the SP3 approxima-
tion presented in Chapter 1, assuming only one absorption length (instead
of 3 for air). The code used in this chapter is presented in Chapter 4 in
Section 4.3.
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9.3 Dynamics of a He— N, discharge at atmo-
spheric pressure in a dielectric tube

The discharge set-up is shown on Figure 9.1. This geometry is very close
to the experimental set-up used in (Algwari and O’Connell 2011). In
(Jansky et al. 2012), the dynamics of this discharge was simulated with a
more simple kinetic scheme than in Table 9.1. In this section, we propose
to carry out simulations with the kinetic scheme of Table 9.1 and in par-
ticular to study the influence of three body charge exchange and Penning
reactions on the discharge dynamics.
On Figure 9.1, the dielectric tube (g, = 4) filled with the He — Ny mix-
ture, has an inner radius of 0.2 ¢cm, a thickness of 0.1 ¢cm and is placed
from x=0 c¢m to 3.5 cm. For x<0 cm and x>3.5 ¢cm, the helium channel
is surrounded by air (¢, = 1). In this work, we have assumed that the
helium-air mixing outside the tube has a small influence on the discharge
dynamics inside the tube and close to the tube exit. A high voltage ring
electrode is placed from x=3.0 to 3.2 cm and a grounded ring electrode
is placed from x=0.3 ¢cm to 0.5 cm. To ensure as in (Jansky et al. 2012)
that the potential decreases down to zero far from the set-up, grounded
planes are placed at 5 and 7.5 cm from the left and right edges of the
tube respectively. As in (Jansky et al. 2012), the single voltage pulse
=Cathode ring
@ Anode ring

. T - T . \' h \. 0.3
Air | Dielectric | Air 02

6.5cm
Helium - 0

r [cm]

-0.2

| | 03
== ey B .
= A 0 1 2 3 4 =
x [eml

Figure 9.1: Schematics of the discharge set-up for the helium discharge with
nitrogen impurities at atmospheric pressure.

used in the experiments (Algwari and O’Connell 2011) is approximated
by a sinusoidal voltage pulse with a maximum voltage of Uy, = 6 kV
and a half period of 3.5 us.

The grid used in this study is identical to the one used in (Jansky et al.
2012) with a mesh size of 20 and 10 pm in the axial and radial directions,
respectively, in the region of discharge propagation (from x=0 to 6 cm
and from r=0 to 0.0205 c¢cm). Outside of this domain, the mesh size is
expanded using a geometric progression until reaching the boundaries of
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the computational domain (from x=-5 to 11 cm and from r=0 to 10 cm).
As a result, a grid with n, x n,=3114x276 cells is used.

A Neumann boundary condition for the potential is used at the radial
open boundary of the computational domain. At each gas-dielectric inter-
face, surface charges obtained by time integrating charged particle fluxes
to the dielectric tube surface are taken into account and we have also con-
sidered secondary emission of electrons at the dielectric tube surface by
ion bombardment (with a secondary emission coefficient of v = 0.1). As
in (Jansky et al. 2012) a uniform initial density of electrons and positive
ions Het of n,;—10° cm™3 is taken into account, assuming that several
discharges have occurred before the simulated one.
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Figure 9.2: Simulation results of the He — No discharge for Upax = 6 kV.
Cross-sectional view of absolute values of the electric field, profile of axial elec-
tric field on the axis of symmetry, profile of surface charges on the inner surface
of the dielectric tube and the distributions of the electron density at t=0 ns.



“These_version jury” — 2014/3/3 — 16:22 — page 182 — #196

CHAPTER 9 - SIMULATION OF THE IGNITION AND PROPAGATION OF A
182HELIUM AND AIR DISCHARGE AT ATMOSPHERIC PRESSURE IN A DIELECTRIC
TUBE

5 0.0 E [kV/cm]

o=l

Ey [kVem™]
fdarst
| I I O | I I |

atidn
|

hroor
2

-6

B R S I D D D S D S S S S S S S S S s sl o
e R ]
BEFEFLASEDLLIIH ST DI IAI SO LTSS TEAIC IO IO OIS

S Sl
£ i e )

% [cm]

Figure 9.3: Results at t=500 ns for the same conditions as in Figure 9.2.

Figures 9.2 to 9.7 show for t=0, 500, 750, 1000, 1050 and 1300 ns the
absolute values of the electric field, the profile of axial electric field on
the axis of symmetry, the profile of surface charges on the inner sur-
face of the dielectric tube and the distribution of the electron density
for Upax = 6 kV. At t=0 ns on Figure 9.2, we observe on the profile
of axial electric field on the axis of symmetry that there is a minimum
of -1.5 kV cm™! and a maximum of 1.5 kV cm™! on the left and right
edges of the powered ring electrode respectively. Then on Figure 9.3 at
t=>500 ns, we observe that at the axial locations of these peaks of electric
field, 4 ionization fronts are ignited inside the dielectric tube. Two posi-
tive streamer discharges are ignited: one propagating to the left toward
the cathode ring and the other one propagating to the right toward the
cathode plane on the right side. We also observe two weak negative fronts
ignited below the powered ring that propagate toward each other. Below
the powered ring, on Figure 9.3, we observe a high deposition of negative
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Figure 9.4
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Figure 9.5: Results at t=1000 ns for the same conditions as in Figure 9.2.
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Figure 9.6: Results at t=1050 ns for the same conditions as in Figure 9.2.
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Figure 9.7: Results at t=1300 ns for the same conditions as in Figure 9.2.
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surface charges on the inner dielectric tube surface with a peak value of
-2 nC em™2. At the same time as in (Jansky et al. 2012), a depletion
zone of electrons is formed below the grounded ring and the volume of
this zone increases in time. Figure 9.4 at t=750 ns shows the propagation
of the two positive discharge fronts on both sides of the powered ring.
Both discharge fronts have a rather homogeneous radial structure with a
peak value of the magnitude of the electric field equal to E=10 kV cm™!
and a electron density equal to n, = 10" cm™3. As in (Jansky et al.
2012), the amount of negative surface charges deposited on the dielectric
surface below the powered ring increases (in absolute value) and as a re-
sult during the propagation most of the applied voltage is distributed in
the material of the dielectric tube.

On Figure 9.5 at t=1000 ns, we clearly observe the increase of negative
surface charges (in absolute value) deposited on the dielectric surface be-
low the powered ring to a value of 8 nC ¢cm™2 (in absolute value). Between
t=750 ns and t=1000 ns, we note that the discharge propagating towards
the cathode ring arrives close to the cathode in the region with volumes
depleted of electrons. Due to the photoionization source term, some elec-
trons are created in these depleted volumes as the discharge propagates,
but we note nevertheless that the discharge structure slightly changes
from t=750 to 1000 ns. At t=1000 ns, the discharge front is located on
the axis of symmetry, where the electron density ahead of the discharge
is the highest.

At t=1050 ns on Figure 9.6, the positive front of the discharge is below
the grounded ring. We note that the radius of the discharge increases and
the discharge front impacts the dielectric surface below the grounded ring
(due to the electrostatic effect between the positive head of the discharge
and the grounded ring). Below the grounded ring, the positive discharge
becomes tubular while the second positive discharge front propagating to
the right outside the dielectric tube has still a rather homogeneous radial
structure. On Figure 9.7 at t=1300 ns, we observe an increase of positive
surface charges on the dielectric surface below the grounded ring and at
the same time an increase of the negative surface charges (in absolute
value) on the dielectric surface below the powered ring. At t=1300 ns,
we observe that after impacting the dielectric surface below the grounded
ring, the front of the discharge is re-centered around the axis of symme-
try. For t>1300 ns this discharge propagates toward the grounded plane
on the left i.e. after the grounded ring. Figures 9.8 to Figure 9.10 show
cross-sectional views of Het, Hej, NI and He* density at t=750, 1050
and 1300 ns. At t=750 ns, Figure 9.8 shows that He™ ions are produced
in the fronts of the two positive discharges and are quickly converted to
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Figure 9.9: Cross-sectional views of He™, He;, N;’ and He* densities at
t=1050 ns for the same conditions as in Figure 9.2.
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Figure 9.10: Cross-sectional views of He™, He;, N; and He* densities at
t=1300 ns for the same conditions as in Figure 9.2.
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He;. We also observe that He* is produced mainly in the discharge front
where the electric field is high and the He* density decreases slowly be-
hind the discharge front. At t=1050 ns, Figure 9.9 shows that the main
formation area of NJ ions is in the discharge channel. The formation of
N3 ions is mainly due to the Penning ionization process. At t=1300 ns,
Figure 9.10 shows an increase of He* density close to the tube surface
below the grounded cathode ring. This increase of the direct excitation
process is due to the increase of the electric field in the head of the im-
pacting discharge below the cathode ring shown in Figure 9.7.

In a second step to study the influence of the three body reactions:

e Penning ionization: He* + Ny + He — 2He + N +e™
e Charge transfer: Hej + N, + He — NJ + 3He ,

we have simulated the discharge without these two reactions. Figure 9.11
shows in this case cross-sectional views of He™, He; , NJ and He* densities
at t=1050 ns. It is important to note that removing three body Penning
and charge transfer reactions has no major influence on the discharge
structure and dynamics inside the tube. If we compare results at t=1050
ns on Figures 9.9 and 9.11, we observe that without these three body re-
actions, the discharge propagation is slightly slower. These results clearly
show the need to take into account three body charge exchange and Pen-
ning reactions to go towards quantitative comparisons with experiments.
Currently different research groups are measuring He* densities in jets
and close to the tube exit. In a future work, it would be interesting to
investigate in current kinetic schemes used in plasma jet simulations the
influence of reactions involving different excited states of He and also He}.
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Figure 9.11: Cross-sectional views of Het, Hef, NI and He* density at
t=1050 ns for the same conditions as in Figure 9.2 but without taking into
account three body Penning and charge exchange reactions.

9.4 Influence of the tube radius on the struc-
ture of air discharges at atmospheric pres-
sure

In Section 9.3, we have observed the propagation of a rather homogeneous
He — N, discharge inside a dielectric tube with an inner radius of 2 mm.
To study the influence of the radial constraint of the dielectric tube on
the discharge structure, we propose to compare the discharge dynamics
of a discharge in air and in He — Ny at atmospheric pressure for the same
inner tube radius. Therefore, in this section, we present air discharge
simulations for the same geometry as in Section 9.3, except that a longer
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Figure 9.12: Schematics of the set-up with a long dielectric tube.

tube is considered. For clarity, the discharge set-up used in this section is
shown on Figure 9.12. A mesh size of 10 and 5 pum in the axial and radial
directions, respectively is used, in the region of discharge propagation
(from x=0 to 6 cm and from r=0 to 0.0205 cm). Outside of this domain,
the mesh size is expanded using a geometric progression until reaching
the boundaries of the computational domain (from x=-5 to 11 c¢cm and
from r=0 to 10 cm). As a result, a grid with n, x n,=6114x481 cells is
used. The code used is the same as in Section 9.3. For air, the source
terms and transport parameters are given in chapter 1.

In order to ignite an air discharge inside the dielectric tube, in compari-
son to helium in section 9.3, we have increased the voltage to U, = 40 kV
to have an electric field on the axis of symmetry higher than 30 kV cm™!
(|Eaxis] =36 kV em™! at t=0 ns for U, = 40 kV). For air simulations,
we have considered a constant applied voltage. Figures 9.13 to 9.17 show
for t=0, 10, 20, 50 and 100 ns the distribution of absolute values of the
electric field, the profile of axial electric field on the axis of symmetry,
the profile of surface charges on the inner surface of the dielectric tube
and the distribution of the electron density. At t=10 ns, Figure 9.14
shows that two positive surface discharges are ignited on both edges of
the anode ring close to the inner surface of the dielectric tube. At the
same time, we observe a high deposition of negative surface charges on
the dielectric surface below the powered ring (|0, ,.|=13.2 nC cm™2). At
t=50 ns on Figure 9.16, the electric field in the head of the positive sur-
face air discharge between the ring electrodes is equal to 297 kV cm ™! and
the electron density is equal to 3.37 10'* ¢cm™=3. It is interesting to note
that in time for t=10 to 100 ns, from Figure 9.14 to Figure 9.17, negative
surface charges on the dielectric surface below the powered ring increases
(in absolute value) to reach |0, ..|>40 nC em™2 at t=100 ns and as soon
as the left hand side positive surface discharge reaches the grounded ring,
a high amount of positive charges are deposited (|o;F  |>40 nC cm™2 at
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Figure 9.13: For an air discharge in a tube with a inner radius of 0.2 cm
and for a constant applied voltage U, = 40 kV, cross-sectional view of absolute
values of the electric field, profile of azial electric field on the axis of symmetry,
profile of surface charges on the inner surface of the dielectric tube and the
distributions of the electron density at t=0 ns.
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t=100 ns) on the dielectric tube surface below the cathode ring. It is
important to note that during all the propagation dynamics, the positive
discharges propagate only on the dielectric surface and so with an inner
tube radius of 0.2 ¢cm and for a constant applied voltage of U, = 40 kV,
the ignited positive air discharges have a tubular structure. In Section
9.3, for a He — Ny mixture, for a lower applied voltage, the discharge is
shown to fill more homogeneously the tube. It is also interesting to note
that to cross the 2.5 ¢cm ring-ring interelecrode gap, it takes ony ~ 100 ns
for a discharge in air whereas in a He — Ny mixture it requires ~ 1 us.
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Figure 9.14: Results at t=10 ns for the same conditions as in Figure 9.135.
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Figure 9.15: Results at t=20 ns for the same conditions as in Figure 9.13.
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Figure 9.16: Results at t=50 ns for the same conditions as in Figure 9.135.



“These_version jury” — 2014/3/3 — 16:22 — page 198 — #212

CHAPTER 9 - SIMULATION OF THE IGNITION AND PROPAGATION OF A
198 HELIUM AND AIR DISCHARGE AT ATMOSPHERIC PRESSURE IN A DIELECTRIC
TUBE

E : E [kWicm]

Ey [kVem™]

a [nC.cm'z]

S S S S S i e
O e O B L L OO OO e 080 0800800800
e e e e e el e e e e e e e ettt el
IS SIS S S S DS S S S DS S S S DS S S DS S S S DS S S DS S S S DS NS S S S S DS S S S MM S

L R X o S S S SR KR

R

e S S o S S S SRS

SIS SRS IS SO S S SXSC SCBCS M SHESCSSCSIH MBS NI L
R A S B S

%
L o
R Ny e S T T St e L T T ta T e !
s e e

Figure 9.17: Results ot t=100 ns for the same conditions as in Figure 9.13.

In (Jansky et al. 2010) in a point-to-plane geometry with the point elec-
trode set inside a dielectric tube, it was shown that by decreasing the
inner radius of the dielectric tube from 300 pm to 100 pm, the structure
of an air discharge at atmospheric pressure propagating in the dielectric
tube changed from tubular to homogeneous structure. Then, we have
investigated if similar changes could be obtained inside a dielectric tube
for a ring-ring electrode geometry when the tube radius is decreased.

Figures 9.18 and 9.19, show at t=0 and 10 ns, first simulation results of
the discharge in air for a constant applied voltage U, = 60 kV for an
inner tube radius of 200 um. The applied voltage has been increased
from U, = 40 kV to 60 kV, in order to have an electric field on the
axis of symmetry higher than 30 kV em™! (for U, = 60 kV, at t=0ns,
|Eaxis] =47 kV em™). At t=10 ns, Figure 9.19 shows that by decreas-
ing the inner tube radius, two more homogeneous positive air discharges
are ignited in the tube at the edges of the powered ring and propagate
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away from the powered ring. At t= 10 ns, The maximum electric field
in the head of the discharge is equal to 620 kV cm™! and the maximum
electron density is equal to 1.93 10 cm ™3 close to the dielectric surface.
These first results seem to show that if the tube radius is adapted to the
studied gas, homogeneous discharge in tubes could be obtained for other
gases than rare gases used so far in plasma jets. These first results on the
influence of the tube radius on the discharge structure could be also of
interest to optimize the structure and the production of active species in
current plasma jets using rare gases.

t=0ns

E [kWicm]

Ey [kVem™]

o dnbhdorial —rowon
O OoOooOoDOOO
T T TITrTTT

-

w
[w]
T
|

(=]

g [nC.cm™2]
(n

(=)

T

|

r [cm]
(=]
(=]
(=]
T

0.0 1.0 2.0 3.0 4.0 50 6.0

% [cm]

Figure 9.18: For an air discharge in a tube with a inner radius of 200 um
and for a constant applied voltage U, = 60 kV, cross-sectional view of absolute
values of the electric field, profile of azial electric field on the azis of symmetry,
profile of surface charges on the inner surface of the dielectric tube and the
distributions of the electron density at t=0 ns.
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Figure 9.19: Results at t=10 ns for the same conditions as in Figure 9.18.
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9.5 Conclusion

The main results of this chapter on the simulation of the ignition and
propagation of He — Ny and air discharges at atmospheric pressure in a
dielectric tube with a ring-ring electrode geometry can be summarized as
follows:

e In a He— Ny mixture, in tubes with a inner radius of 2 mm, two posi-
tive discharges ignite at the edges of the powered ring and propagate
away from it. We have shown that when three body Penning and
charge exchange reactions are taken into account, the propagation
of the discharge is slightly faster. It would be of great interest to
investigate further the chemistry of He — Ny mixtures to go towards
quantitative comparison with experiments in tubes and plasma jets.

e We have shown that to have a discharge with a rather homogeneous
radial structure, a inner tube radius of 0.2 ¢m is well adapted for a
He — Ny mixture. In air, a much smaller discharge radius of 200 pym
is required. As expected to ignite a discharge in air in the same
geometry as for a He — Ny mixture, a much higher voltage needs
to be applied at the powered ring. Finally, we have shown that the
propagation dynamics in air is faster (~ 100 ns) than the one in a
He—Nj mixture (~ 1 us) to cross the 2.5 cm ring-ring interelectrode
gap considered in this work.
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Contributions of this thesis

In this Ph.D. thesis, we have carried out numerical simulations to study
the influence of dielectric surfaces on the propagation dynamics of dis-
charges at atmospheric pressure.

2D simulations of streamer discharges at atmospheric pressure are known
to be computationally expensive. If not optimized, the simulation capabil-
ities of a discharge code are rapidly limited in terms of the size of the sim-
ulation domain and the number of species considered. Then, in this work
we have implemented modern parallelization techniques into the existing
sequential discharge code to increase its computational efficiency. In a
streamer discharge code, based on a fluid model, drift-diffusion equations
for each charged species are coupled with Poisson’s equation. Poisson’s
equation is solved at each time-step and is the most expensive equation
to solve from a computational point of view. As a first step, we have
introduced OPENMP protocols in the discharge code and implemented a
parallel OPENMP direct solver PaStiX for the resolution of the Poisson’s
equation. By doing so, we significantly decreased the computational time
of the discharge code for small simulation domains where the amount of
memory required by the direct solver remains moderate. However, the
memory required by the direct solver increases very rapidly with the size
of the simulation domain and rapidly exceeds the memory available on a
regular node on the "igloo" cluster used to carry out the calculations pre-
sented in this thesis. To avoid this limitation, we have used the parallel
MPI-OPENMP iterative solver SMG from the HYPRE library. Finally,
we have developed a new hybrid MPI-OPENMP discharge code using do-
main decomposition which considerably decreases the computational time
on large simulation domains. In a second step, we have implemented a
simple "semi-implicit" scheme to remove the constraint of the dielectric
relaxation time-step. This has allowed to decrease the computational time
by at least one order of magnitude. We have also improved the numerical
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scheme used for the transport of charged species to increase the robust-
ness of the discharge code. Indeed in the head of a streamer discharge,
a transport scheme needs to handle density gradients of several orders of
magnitude. And so we have tested and implemented a simple non oscil-
latory, positivity preserving third order convection scheme called UNO3
(Li 2008). We have demonstrated that the UNO3 scheme increases the
general robustness and accuracy of the discharge code compared to the
Improved Scharfettel-Gummel (ISG) scheme used in the initial code.
Recently, in (Duarte et al. 2012), advanced numerical techniques with
adaptive time-splitting schemes coupled with adaptive mesh resolution
(AMR) techniques have been developed. These methods allow a signif-
icant reduction of the computational cost. In further studies, it would
be interesting to implement these advanced techniques to simulate larger
simulation domains and even carry out 3D discharge calculations as in
(Montijn et al. 2006; Pancheshnyi et al. 2008; Kolobov and Arslanbekov
2012).

In the second part of this thesis, first, we have investigated the dynam-
ics of impact and spreading of an air discharge at atmospheric pressure
on a dielectric layer in a point-to-plane geometry where the dielectric is
placed on the cathode plane (CDBD configuration). For a positive (or
negative) applied voltage at the point electrode, a positive (or negative)
discharge ignites at the point electrode and propagates in the gap. After
the impact on the dielectric, the positive (or negative) surface discharge
starts spreading on the dielectric surface and charging it with positive (or
negative) surface charges. By comparing the dynamics of spreading on
the dielectric surface of a positive and negative discharge, we have shown
that the structure of a negative discharge is different from the one of a
positive surface discharge. For a negative surface discharge, the discharge
head is on the dielectric surface and the sheath is formed directly behind
the front whereas in the positive discharge case, the radial front is located
at a small distance from the dielectric surface and the formation of the
sheath is much slower.

Then, we have studied the influence of placing a dielectric plane obstacle
in the inter-electrode gap on the propagation dynamics of an air dis-
charge at atmospheric pressure. The objective of this study was to find
conditions in which a second discharge may reignite behind the dielectric
obstacle. In the same point-to-plane geometry as in the CDBD configu-
ration with a dielectric layer placed in the inter-electrode gap and with a
positive applied voltage at the point electrode, the first positive air dis-
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charge ignited at the point is stopped in its axial propagation towards the
cathode by the dielectric obstacle and spreads along the upper dielectric
surface. Depending on the location of the dielectric layer, its permittivity,
its thickness and its opacity to radiation, we have shown that a second
positive discharge may reignite or not below the dielectric. We have shown
that for the case of a positive discharge spreading on the upper dielectric
surface, the amount of surface charges deposited on the dielectric layer
is too low to have an influence on the reignition process and in fact the
discharge reignition below the dielectric is mostly due to the potential
redistribution in the inter-electrode gap after the first positive streamer
propagation in the first air gap.

Conversely, in the case of a negative discharge ignited at the point, we
have shown that the negative surface charges deposited on the upper sur-
face of the dielectric layer have a significant contribution on the discharge
reignition process. We have also pointed out that the dynamics of reigni-
tion of air discharges below a dielectric layer depends on the polarity of
the voltage applied at the point electrode. For a positive applied voltage,
if a discharge reignites below the dielectric layer, it is a positive ioniza-
tion wave propagating from the bottom dielectric surface towards the
grounded plane. For a negative applied voltage, if a discharge reignites
below the dielectric layer, it is a double headed discharge with positive
and negative discharge fronts. We have then demonstrated that the min-
imum applied voltage to have a discharge reignition is lower in absolute
value for a negative applied voltage than for a positive one.

In the framework of the ALVEOPLAS project, we have compared our nu-
merical results with experimental results obtained at LPGP laboratory.

First we have compared results in the point-to-plane geometry without
dielectric. In experiments and in simulations, for a maximum voltage of
about 30 kV applied at the point anode, a single conical discharge struc-
ture is observed. A good agreement on the maximum diameter of the
discharge and its propagation velocity is obtained. In the experiments,
with a dielectric plane obstacle in the inter-electrode gap, the reigni-
tion process is characterized by the occurrence of a current peak (usually
the fourth one) at the segmented cathode coupled with optical emission
recorded with a fast camera. Using this methodology, experimental re-
sults show that the time delay between the ignition at the point anode
and the impact on the cathode of the reignited discharge is in the range
of Aty € [18 ns: 24 ns]. Conversely, the numerical results show that

delay

the reignition process is faster with a numerical delay of Atg} =5.6 ns.

To improve the agreement between experimental and numerical results
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on the reignition behind a dielectric obstacle, we have proposed first a
new insight in the interpretation of experimental results and second we
have studied which physico-chemical processes could be missing in the
simulations:

e First, we have shown that maybe the second peak of current mea-
sured in the experiments at At=6 ns, could correspond to the im-
pact of a first reignited discharge on the cathode. Indeed, this reig-
nition delay is close to the numerical delay of Atgi =5.6 ns. In the
simulations the optical intensity of the reignited discharge below
the dielectric plane is weak. It may explain the difficulty for a high

speed camera to detect it.

e Second, we have investigated the influence of electron emission pro-
cesses from the cathode in the extreme case with no initial seed
charges in the second air gap. We have taken into account the
thermionic and field emission processes at the cathode surface. We
have found that the time to release an electron from the cathode
surface is greatly influenced by the work function of the metallic
cathode ¢ and the amplification factor §. For the set of values
for ¢ and [ studied in this work, we have shown that the time
to release an electron from the cathode surface is at maximum of
6.9 ns and then the delay for the reignition process is at maximum
of Athy™ =13.2 ns, slightly shorter than the experimental reignition

delay
delay Atgey, € [18 ns: 24 ns].

To go further in the experiment-modeling comparison, first, it would be
of great interest to take into account in the simulations, the exact geom-
etry of the reactor to simulate surface charge deposition on the different
dielectric surfaces of the reactor during the voltage pulse. Then, after
estimating the time evolution of these surface charges between pulses, we
could better study the influence of initial surface charges at the begin-
ning of a voltage pulse on the reignition dynamics behind the dielectric
obstacle.

Second, it would be of great interest to carry out additional experimental
studies with a non-segmented cathode and with different material for the
cathode to study the influence of emission processes from this surface.
Additionally, it would be very interesting to develop an hybrid particle-
fluid code to investigate in more detail the influence of emission processes
at the cathode surface on the ignition of a discharge in the second air gap.
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Finally, we have studied the dynamics of discharges propagating in thin
dielectric tubes at atmospheric pressure. First, in a He — Ny mixture,
in tubes with a inner radius of 2 mm, two positive discharges ignite at
the edges of the powered ring and propagate away from it. We have
shown that when three body Penning and charge exchange reactions are
taken into account, the propagation of the discharge is slightly faster. It
would be of great interest to investigate further the chemistry of He —
N, mixtures to go towards quantitative comparison with experiments in
tubes and plasma jets. We have shown that to have a discharge with
a rather homogeneous radial structure, a inner tube radius of 0.2 cm is
well adapted for a He — Ny mixture. In air, a much smaller discharge
radius of 200 pum is required. These first results seem to show that if
the tube radius is adapted to the studied gas, homogeneous discharge in
tubes could be obtained for other gases than rare gases used so far in
plasma jets. These first results on the influence of the tube radius on the
discharge structure could be also of interest to optimize the structure and
the production of active species in current plasma jets using rare gases.
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Appendix A

Current calculation

In a streamer discharge code, different methods are used to calculate the
current. In this thesis, we present here a quite simple way to calculate
the current starting from the charge conservation equation A.1:

% +V-je=0, where jec=4¢.j, (A.1)

where p is the net space charge density and j. is the current density, j is
the flux of charged species and ¢, is the absolute value of electron charge.
This equation simply states that a change in the value of the net space
charge density is only due to a current of charge in and/or out of a point.
We recall here the formulation of Poisson’s equation:

eV-E=p. (A.2)
Then equation A.1 becomes:

OE

If we integrate equation A.3 on an enclosed volume we have then:

///(EOV v JC) av =0. (A1)

From the divergence theorem equation A.4 becomes:

/S/ (6068_1? +jc) . dS=0, (A.5)
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where dS represents the outward pointing normal vector of the surface
that bounds the enclosed volume V. Equation A.5 can be rewritten as:

//J~dS:O, (A.6)

where the total current density J is defined as:

J=jc+ 60%—? : (A7)
In equation A.7, j. represents the conductive current part and eo%—}f rep-
resents the capacitive current part.
If the volume chosen is a square box with two sides starting from the
x-axis of symmetry and end at the radial boundary of the simulation do-
main, then equation A.7 means that all the current going through the
defined square box is conserved. Then by integrating the total current
density J (equation A.7) on a surface S perpendicular to the x-axis of
symmetry, we can obtain the net current I.
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Optical emission calculation

Usually in the simulation of discharges at atmospheric pressure, we solve
2D axi-symmetric continuity equations for charged species coupled with
Poisson’s equation and we present results as 2D evolutions of the electron
density and of the absolute value of the electric field. However, to compare
with experiments, it is interesting to compute the optical emission of the
discharge.

The emission of a streamer discharge in air at atmospheric pressure in the
visible spectrum is usually considered to be dominated by the emission
from the second positive band of nitrogen:

Ny (C?11,) — Ny(B?IL,) + hw (B.1)

Two other bands can also be considered, the first positive band of nitrogen
and the first negative band of the nitrogen ion N3 :

No(B?IL,) — No(A*SF) + hy (B.2)
N3 (B*L)) — N3 (X*2)) + hw (B.3)

The evolution of the concentrations [No(B?IL,)], [No(C?IL,)] and [N (B*X)]
is given by a system of three ODEs. We have included these ODE in the
discharge code and these equations are solved explicitly with a fourth or-
der Runge-Kutta time integration scheme. It is important to note these
ODE:s for excited states is solved simultaneously with the streamer equa-
tions. This gives a full time-dependent solution of optical emissions in the
modelling of the streamer processes. All coefficients for the three band
systems are taken from (Liu and Pasko 2004) and (Bonaventura et al.
2011).

The experimentally detected intensities of light for the three bands are
directly proportional to the radiative deexcitation rates of the excited
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states (Kozlov et al. 2001):

where k is one of the three excited species N3(k), Anyk) is the Einstein
coefficient of the excited specie N5(k) and T} is a transmission coefficient,
which depends on the characteristics of the optical system and the sen-
sitivity of the detector. In this work, we assume that the transmission
coefficients T}, for the three studied bands are equal to 1. The number
of photons emitted per second from a volume element 6V = 27ridzor,
where ¢ is radial distance and §z* and dr* are the axial and radial sizes
of cell 7, is

If the discharge is observed along a line of sight, the measured optical
emission intensity of each band at a given time is given by:

V), = 10—6/1,c dl, (B.6)
L

where I, is in cm™2s71, [ is in cm and the intensity ¥}, is in Rayleighs, and

the integration is performed along the optical path £. In this work, as
in (Pasko et al. 1997) and (Liu and Pasko 2004), the effects of radiative
transfer between the source of the emission and the observer are not taken
into account. In Equation (B.6), the intensity, I, is an axially symmetric
function of cylindrical radius f(r). Then to calculate the intensity W for
a horizontal line of sight (namely a line perpendicular to the discharge
axis), it is necessary to perform the integration in Equation (B.6) tak-
ing into account the radial profile of I;; this is the classical direct Abel’s
transformation. Then, the emission of each band is time integrated on
the duration of the camera gates used in experiments (typically a few
nanoseconds).
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Appendix C

Discretization of Poisson’s
equation for a dielectric barrier
discharge

In the case of a dielectric barrier discharge, a dielectric material is present
in the interelectrode gas gap. In this case, one has to take into account
that there are two regions in the interelectrode gap with two different elec-
tric permittivities (the gas volume and the dielectric material). Further-
more, during the discharge propagation some charges may be deposited
on the dielectric material interface with the gas. For all the different ver-
sions of the simulation code developed in this thesis, we used the same
approach as in (Jansky et al. 2010; Jansky et al. 2011; Jansky et al. 2012;
Célestin et al. 2008; Célestin 2008). We started from the formulation of
the electric displacement field D:

V-D=p, (C.1)

where D = ¢gE + P and P is the polarization density of the material.
For linear, homogeneous and isotropic dielectric media, D = ¢E = ¢ge, E
where ¢, is the relative permittivity of the dielectric material which then
leads to solve:

V. (e(=VV))=p, (C.2)

Then, we integrate equation C.2 over the volume element (2, ; of the cell

(4, 7):
L/V-M—vwmgz/jam (C.3)
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Using the Gauss-Ostrogradsky theorem one obtains:

jg(e(—VV)) -ndX =Q,,p , (C.4)

where dY. measures the infinitesimal surface of the cell boundaries and n
is the outward unit normal vector. Lets now consider the case of a di-

Dielectric material Air
Ljt1/2
Xi*arj Xi*_l_l,rj
Ti—1/2
L e
X
Xi*4+1/2

Figure C.1: Numerical grid in presence of o plane dielectric. The shaded
domain represents the dielectric material region. The gas/dielectric interface
lies at x;+ 19 and & is the unit vector directed towards increasing x.

electric plane with a dielectric surface located at ;41,2 as in Figure C.1,
although the electrostatic potential is continuous, the axial electric field
in this case is not.

It means that to compute the flux of electric field going from the cell 7, j
to i + 1,7 through the surface ;1,5 ;, we need to take into account the
jump of permittivity and the presence of surface charges located on the
surface of the dielectric. Then the flux of electric field flowing through
the east interface of the cell 7, 5 is equal to:

fir1y25(E) = e1Biv1/2,5i41/2,5

where Ei+1/2,j = M s (C5)
Tit1/2,5 — Liyj

To compute the flux of electric field in equation C.5, we need to compute

the value of the continuous potential Vi located at i+1/2, 5. To cal-

culate it, we need to consider that from a general point of view, the jump

condition for normal electric field E on the interface of two dielectrics of
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permittivity €; (defined in cell 4,j) and ey (defined in cell ¢ + 1, 7) first
without surface charges o located at the interface between the two di-
electrics is:

— €1E1 + 62E2 =0 y (06)

where E1= -FE1é, Eo—= +FE>@ and & is the unit vector directed towards
increasing « on the example shown on Figure C.1.
Discrete form of this equation using forward and backward differences is:

Vi—V; Vit = Vi
— € <—+1/2> e (M) —0. (C.7)
Tit1/2 — T4 Tit1l — Tit1/2

Solving this equation for the potential Vi1 /5 on the interface, we obtain:

[Elvi(xiﬂ — Tiy1/2) + Vi1 (Tig1/2 — Iz)]
Vigr2 =

€1(Tip1 — Tig1/2) + €2(Tiy1/2 — 74)

(C.8)

By combining equation C.8 and C.5, we can compute the flux of electric

field:
6261(‘/2 - Vz‘+1)

; (E) =Y, . , C.9
fiv1/2,4(E) ) + e (@i — Tia) (C.9)
where X;11/0; = TAT?;UQ = 7r(7“]2-+1/2 - 7“?71/2)
If we reformulate it:
fir125(E) = ViE(Vier = Vi) (C.10)

€i+1,5€i,5
€it1,5 (iUz‘+1/2 - xz) + €5 ($i+1 - Iz‘+1/2)

E _ 2
where V& = —mAr;_ )

If now we compute all fluxes of equation C.4 and considering that there
is a jump of permittivity at each cell interface, we can have a generalized
expression:

V}?Vm,j + VZ-’V}/V;,L]- + V},S]-Vi,jq + ‘/Z\](‘/i,jJrl + %gw,j = Wpi,jA$i+1/2A7"]2;1/2 ,

with:
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€i+1.7€5.4
VE = —ane? GRELY ,
€ir1,j(Tig1/2 — Ti) + €5 (Tiy1 — Tig1/2)
W E
Vig = Vitag o
€ 1€ s
N 4,J+1%%,5
‘/'L',j = —27TT‘7‘+1/2AJC7;,1/2 — . — ) ,(Cll)
€ij+1(Tjr1y2 = 15) + € (i1 —Tj1/2)
s _ N
Vis, = Va1
c _ w E S N
Vig = —(Vig +Vi5+Vii+Vij),

— — 2 _ 2 2
where Ay /9 = Ti41/20 — 712 and Arjfl/Q =712~ Tjo1/2°

Dielectric surface with surface charges

If there is a deposition of surface charges on a dielectric surface we also
need to take it into account. The jump condition for normal electric field
E on the interface of two dielectrics of permittivity e; (defined in cell i, j)
and ¢, (defined in cell i + 1, j) with surface charges ¢ in C.cm™2 located
at the interface between the two dielectrics is:

— €1E1 + 62E2 =0, (012)

where E1= -FEé, Eo—= +FE>@ and & is the unit vector directed towards
increasing « on the example shown on Figure C.1.
Discrete form of this equation using forward and backward differences is:

Vi—V Visip = Vi
Tiv1/2 — T4 Tit1 — Tit1/2

Solving this equation for the potential Vi1 /5 on the interface, we obtain:

v - [61W($¢+1 — Tiy1/2) + Vi1 (Tig1/2 — xz):|
i+1/2 =
€1(Tip1 — Tig1y2) + €2(Tiv1y2 — 74)
[ U(Iz’+1 - $i+1/2)($¢+1/2 - xz) } (C 14)
€1(Tiv1 — Tiy1y2) + €2(Tig1/2 — T;)
If now we compute the flux of electric field:
ea(V; -V
firry25(E) = Bit1)2 = 1) ,  (C.15)

62(ﬂ7i+1/2 — ) + €1 (g1 — £B¢+1/2)

_ { o(Tip1 — $i+1/2)($z‘+1/2 — ;)
61(

Yiv125  (C.16
Tiv1 = Tiv1y2) + €2(Tip1y2 — xl)] wi/zi )



“These_version jury” — 2014/3/3 — 16:22 — page 217 — #231

APPENDIX C - DISCRETIZATION OF POISSON’S EQUATION FOR A 217
DIELECTRIC BARRIER DISCHARGE

Including the surface charges will not change the coefficient on the left
hand side of C.11 but it will add an additional source on the right hand
side taking into account the surface charges o only at the point (i = i, j)
and (i =i+ 1,7), such that:

( €i+17j0'j<xi+l/2 - xi+1)(7TAr]2‘—1/2)

’ !
P L= Py .+
T T e (i — Tigay2) + € (Tipaye — i)
(C.17)
, , €05 (L1 — $i+1/2)(7TA7’]2'71/2)
Pirg = Pt S (p o
L €i,j (Iz—&-l xz+1/2) + €it1,5 (xz+1/2 xz)

Where P;,j = pi,jWA%H/zArqu/Q-

Calculation of the electric field in the presence of surface charges
at the dielectric interface

As we consider only the electric field directed outward the dielectric in-
terface so on Figure C.1, the electric field computed is Fs:

Vo = Vi

Fy = (M) : (C.18)
Tiv1 — Tit1/2

Then we use the definition of Vi, /5 from equation C.14 in equation C.18:

o= () [ S e 1)

Tit1 — Tit1/2 Tiy1 — Tiy1/2) + €2(Tiq1/0 — ;)

' ( : ) [EM(% i) bty —5) ml](c.w)
Tip1 — Tit1/2 61(Iz‘+1 - $i+1/2) + 62($i+1/2 - 'rz)
which gives the following expression for Fs:
i —z) taVi—eaV;
b, — [ 0(Tip172 — 1) + €1 €1Viy1 } (C.20)
€1(Tiy1 — Tiv1/2) + €a(Tip1y2 — ¥4)

Following the same development, if £ is the electric field directed out-
ward the dielectric surface its expression is:

(C.21)

B — |:_U($i+1 — Tiy12) + €V, — €2Vz‘+1]
| =
€1(Tig1 — Tig1y2) + €(Tiy12 — 74)

We have carried out different verification test-cases to validate the calcu-
lation of surface charges in our code. We present here the results of two
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academic test-cases:
In the first test case, Figure C.2 presents the calculation of the ax-

20000

T
Axial electric field ———

18000 B
16000 B
14000 6=8nC.cm™ at x=0.4 cm g=8nC.cm atx=06 cm e
12000 B

E(04§x<06)= + o/ ege J=1B070.545 V.cm -
10000 | 4

Ey [kV.em™]

8000 |- E= 0 putside of the dielectri B

o

6000 B

4000 | .

2000 B

-2000 . .

% [em]

Figure C.2: Test case 1. Calculation of the electric field in a gap where
a dielectric plane of e,=5 and the two surface of the dielectric are uniformly
charged on the left with o= 8 nC.cm™2 and on the right with o= -8 nC.cm™2 .

ial electric field in a gap where a dielectric plane of €,=5 and the two
surface of the dielectric are uniformly charged on the left with o= 8
nC.cm™2 at x= 0.4 cm and on the right with o= -8 nC.cm™2 at x—
0.6 cm. The analytical solution gives and electric field equals to E, =
+0/g0e, = 18070.545 V.em ™! in the dielectric plane and 0 elsewhere. As
can be seen on Figure C.2, the electrostatic solution calculated with our
discharge code gives an exact solution compared to the analytical solu-
tion.

Figure C.3, shows another academic test case where the axial elec-
tric field is computed with a dielectric plane of €,=1 and its right sur-
face of the dielectric is uniformly charged with o= 8 nC.cm™2 at x—
0.5 cm. As in the first test case, the electrostatic calculation of our
discharge code gives the same solution as the analytical solution where
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50000

T
Axial electric field ——
40000 —
30000 | —
20000 with surface charge 6=8 nC.cm= at x=0.5 cm -
E(x>0.5cm)= +o/2€eq)= 45176.36 \V.cm i)
E(x<0.5cm)= -6/A2eq)= - 45176.36 Vem ™)
10000 B
g
= 0 i
=
w
-10000 - —
-20000 4
-30000 | B
40000 —
-50000 . . .
0 0.2 0.4 0.6 0.8 1

% [em]

Figure C.3: Test case 1. Calculation of the axial electric field in a gap where
a dielectric plane of e.=1 and its right surface of the dielectric is uniformly
charged with o= 8 nC.cm™2 at z= 0.5 cm.

E.(z > 0.5 cm) = +0/(289) = 45176.36 V.em™ and E,(z < 0.5 cm) =
—0/(2¢9) = —45176.36 V.em ™.

These two academic test-cases demonstrate the accurate implementation
of surface charges in our code.
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Appendix D

Validation of the

MPI-OPENMP discharge code
on Kulikovsky’s test-case

In order to validate the use of the MPI-OPENMP discharge code for
streamer simulations presented in chapter 4, we compare the results ob-
tained using the results obtained by (Kulikovsky 1998) for the same point-
to-plane configuration.

Model description

The parameters of the shape of the hyperboloid anode are

- o

where @ = 1 cm and b = 0.18 c¢m which corresponds to a radius of
curvature of R, = b?/a =324 ym. The anode tip is located at 1 ¢cm from
a grounded metallic cathode plane (x = 0 cm). A constant voltage of
U, =13 kV is applied at the beginning of the discharge simulation at the
point anode.

We have used the same transport parameters and reactions rates as in
(Kulikovsky 1998). In the work of (Kulikovsky 1998), the photoioniation
source term in air is calculated using an optimized integral approach based
on the model proposed by (Zhelezniak et al. 1982). In our work we have
used the SP3 photoionization model developped in (Bourdon et al. 2007;
Célestin 2008). Comparison of the SP3 model and the model used in
(Kulikovsky 1998) was carried out in (Bourdon et al. 2007) and results
show that both approaches are in very good agreement.
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In (Kulikovsky 1998), the computational domain is 6x1.1 ¢m? and is

discretized on a grid n, x n, = 134 x 640. The streamer head is covered
by a moving window with an uniform fine grid (= of 400 cells) with a
cell size of 6.3 pm x 8 pym. In this work we have used a fixed grid. Our
computational domain was 6x10 cm? discretized on a fixed rectilinear
grid with n, x n, = 1328 x 1267 cells. The grid is Cartesian, with a fixed
cell size of 10 pum in the region where the streamer propagates. Beyond
this region (i.e. x € [1.2,6] cm and r € [1.1,10] cm), the grid expands
according to a geometric progression. As in (Kulikovsky 1998), a neutral
plasma spot is placed at the anode tip to initiate streamer formation:

2 2

r T — xg

Np(2,7)[1=0 = Ne(x, 1) |t=0 = np exp —— = % , (D.2)
o o2

where g = a — 0., 0,= 0.025 cm and o,= 0.01 cm. At t=0 there are no

negative ions. The initial maximum density is no— 10 cm=3.

For this simulation we used 12 MPI processes and the simulation was

carried out in less than one hour for a simulation time of 23 ns.

Results

The left panel of Figure D.1 shows the results obtained with our MPI-
OPENMP discharge code and the right panel of Figure D.1 shows the
results of Figure 2 in (Kulikovsky 1998). Figure D.1 shows the contour
lines of the electron density and the magnitude of the electric field. For
both panels in Figure D.1, we can see that we have a good agreement with
the results of (Kulikovsky 1998). In (Célestin 2008), the same comparison
was carried out to validate the legacy discharge code and the compari-
son is shown on Figure D.2. There are some differences in the results as
pointed out in (Célestin 2008) and it can be due to the fact that we use a
different model (SP3 model) to calculate the photoionization source term.
As introduced in (Célestin 2008) the ghost fluid method is used to accu-
rately describe the real geometry of the anode point for the calculation
of electric potential and electric field in this work but not in (Kulikovsky
1998). Finally, the transport scheme used in the MPI-OPENMP dis-
charge code is different where in (Kulikovsky 1998) and (Célestin 2008)
the modified Scharfettel-Gummel scheme (Chapter 1) is used whereas in
our code we use the explicit third order UNO3 scheme for convection and
an explicit second order scheme for diffusion that increased the robustness
and accuracy compared to the modified Scharfettel Gummel scheme on
coarser mesh (Chapter 2) as used in this example. Nevertheless, we have a
good agreement with (Kulikovsky 1998) (Figure D.1) and (Célestin 2008)
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(Figure D.2) thus this test-case validate the use of the MPI-OPENMP
discharge code.
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Figure D.1: Two dimensional isocontours of the electron density and the
magnitude of the electric field ot t=5, 11, 17 and 23 ns. For the electron density,
the isocontours go from 101 to 10'* em™3, with a multiplier step of 10°° ¢m™3.
For the electric field, the isocontours go from 30 to 90 kV.cm™"', with a step of
10 kV.em™1. The left panel presents results from our MPI-OPENMP discharge
code. The right panel is taken from (Kulikovsky 1998)
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Figure D.2: Two dimensional isocontours of the electron density and the
magnitude of the electric field ot t=5, 11, 17 and 23 ns. For the electron density,
the isocontours go from 10 to 10'* em™3, with a multiplier step of 10°° ¢m ™3,
For the electric field, the isocontours go from 30 to 90 kV.cm™!, with a step of
10 kV.cm™'. The left panel presents results with LDC from (Célestin 2008).
The right panel is taken from (Kulikovsky 1998)
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