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1. RANDOM AND OUT-OF-EQUILIBRIUM POTT'S MODELS

1.1. Introduction

This dissertation is an attempt to give a coherent presentation of my research activities during the last fifteen years. I would not have imagined spending such a long time on the Potts model when I started my Ph.D. thesis under the supervision of Bertrand Berche. Neither would I have foretold the recent theoretical developments involving this very simple model. At that time, the critical behaviour of the two-dimensional model was conjectured to be known exactly, thanks to Conformal Theory and a sequence of mappings on different cluster, loop, and vertex representations leading finally to a correspondence with a Coulomb gas. The introduction of cluster algorithms and multicanonical sampling techniques, combined with an exponential increase of computer power, had opened the way to accurate and large-scale Monte Carlo simulations. In the second half of the 1990’s decade, the question regarding the critical behaviour of the two-dimensional random Potts model was more or less believed to be settled. Only mere refinements were expected. The idea that the Ising universality class could encompass many, if not all, random systems was attractive, probably too attractive to avoid the fate of being swept completely. Only a few months after I started to run my first Monte Carlo simulations of the random Potts model, Jacobsen and Cardy published on the arXiv a ground-breaking preprint showing that the critical behaviour of the $q$-state random Potts model depends on the number of states $q$. This paper determined the subject of my Ph.D. thesis and an important part of my activities of these last fifteen years.

In parallel, I was more and more interested in out-of-equilibrium processes, more specifically aging. The latter had been extensively studied in the context of glasses before it was realised that ferromagnets could also undergo a simpler form of aging. In the last two decades, new ideas have regularly emerged. The specific role of domain walls was identified and the particular scaling behaviour of autocorrelation functions was associated to the existence of a growing length scale. The violation of the Fluctuation-Dissipation Theorem attracted a lot of attention, especially because it was believed to offer a possible definition of an out-of-equilibrium temperature. I studied the aging properties of several models, more or less related to the Potts model, quenched at the critical temperature or below.

This dissertation is organised as follows. The first chapter starts with a short presentation of the known critical properties of the pure Potts model, mainly in two dimensions. The influence of disorder coupled to the energy density is then discussed in the general context of temperature-driven phase transitions. A physical explanation for the smoothing of the transition, due to Imry and Wortis, is presented and then applied to explain the phase diagram of the homogeneous random two and three-dimensional Potts
models. It is then extended to the Potts model on irregular graphs and with layered randomness. In the third section, the critical properties at the random fixed point are examined in the light of the series expansion obtained by Renormalisation Group. The multifractal spectrum of scaling dimensions is discussed in the two-dimensional case and a new symmetry is proposed. The predictions of conformal invariance for profiles and correlation functions are compared with numerical data for the two-dimensional random Potts model in strip or square geometries. Finally, the geometrical properties of interfaces induced by symmetry-breaking boundary conditions are analysed in the context of the recent Stochastic Schramm-Loewner Evolution theory.

The second chapter is devoted to the aging properties of homogeneous or frustrated Potts models submitted to a quench below or at their critical temperature. The scaling theory of two-time functions, as well as the more recent Local Scale Invariance theory, are presented in the first section. The violation of the Fluctuation-Dissipation theorem is described and the interpretation of the so-called Fluctuation-Dissipation Ratio as an out-of-equilibrium effective temperature is discussed. These ideas are applied to different spin models. First, one-dimensional systems with the Ising symmetry are considered. The equivalence of the KDH model with a gas of immobile particles subjected to pair-annihilation is exploited to obtain new analytical results. The question of the universality of dynamical exponents and ratios is then addressed in the two-dimensional case. Several lattices and several models in different universality classes are compared. A new model with the same symmetry as the three-state Potts model but with an irreversible dynamics is introduced. Its phase diagram in the steady state is determined and its aging properties on the critical line are studied. Finally, the aging of the Fully-Frustrated Ising and XY models are examined. Emphasis is put on the presence of logarithmic corrections due to the existence of topological defects. Two applications of the Jarzynski relation to the Potts model are presented at the end of the chapter.

A short third chapter introduces the numerical simulations employed to analyse different set of experimental data. Monte Carlo simulations were used to reproduce some magnetic phase transitions in layered nanostructures. Spectroscopic data of surface reconstructions were compared to the electronic band structure obtained by computing the first eigenvectors of the Bloch-Schrödinger equation with a projective technique combined with a multiscale approach.

In the four chapter, I performed the difficult exercise to draw the future orientations of my research activity.

The fifth chapter presents a shorter version of my research activities in french, followed by a curriculum vitae and a list of publications.
1.2. Random Potts models

1.2.1. The pure Potts model

The Potts model is a particularly rich and thus interesting toy model in statistical mechanics. It was introduced as a simple generalisation of the Ising model [265]. While spins are allowed to take only two possible values in the Ising model, the degrees of freedom of the $q$-state Potts model are chosen to be the variables

$$\sigma_i \in \{0; 1; \ldots; q-1\}.$$ 

The Hamiltonian of the Potts model is written as [32, 494, 495]

$$H = -J \sum_{(i,j)} \delta_{\sigma_i, \sigma_j} - h \sum_i \delta_{\sigma_i, 0}.$$ 

The first term is a generalisation of the spin-spin exchange interaction to $q$-state spins. In this thesis, we will consider only interactions between nearest neighbours on the lattice. The second term is the Zeeman interaction with a magnetic field $h$. It breaks the $\mathbb{Z}_q$ symmetry, i.e. the invariance under the cyclic permutation $\sigma_i \rightarrow (\sigma_i + 1) \mod q$, by favouring the state $\sigma = 0$. At zero magnetic field, this symmetry is spontaneously broken at low temperatures and the system is in a ferromagnetic phase characterised by a non-vanishing order parameter

$$\rho = \frac{q \max_{\sigma=0\ldots q-1} \rho(\sigma) - 1}{q - 1},$$

where

$$\rho(\sigma) = \frac{1}{N} \sum_i \delta_{\sigma_i, \sigma}$$

is the density of spins in the state $\sigma$. Depending on the number of states $q$, the pure Potts model undergoes a second-order ($q \leq q_c$) or a first-order ($q > q_c$) temperature-driven phase transition. In two dimensions, the continuous regime was proved to extend up to $q_c = 4$ [43] (see figure 1). In dimension $d = 3$, Monte Carlo simulations showed that the Ising model ($q = 2$) undergoes a continuous phase transition whereas it is weakly first-order for the 3-state Potts model.

The first-order phase transition of the Potts model is of mean-field type which means that it occurs above the upper critical dimension $d_c$. From the above discussion, it follows that $d_c$ depends on the number of states $q$. For the four-state Potts model for instance, the upper-critical dimension is $d_c = 2$. Some exact results are known at the transition temperature: energy density [46], magnetisation [45] and correlation length [83]. At surfaces, the transition is continuous for any value of $q$. In the second-order regime, i.e. when $d \leq d_c(q)$, the critical behaviour is known exactly only in the case of the $q = 2$ Ising model [403]. Exact values of the bulk and surface critical exponents.

(1) The model suggested by C. Domb to his Ph.D. student R.B. Potts is actually not this one but the so-called clock model. The Potts model appears only in a small note at the end of the paper 32.
were conjectured for the two-dimensional Potts model. The assumptions behind this conjecture are presented in the following.

Figure 1: Typical spin configurations of the $q$-state Potts models for $q = 2, 3, 4$ and $8$ at their respective transition temperatures.

1.2.1.1. Fortuin-Kasteleyn representation

The Potts model can be mapped onto a random cluster model \cite{185} that allowed for many analytical as well as numerical developments. For each link joining the neighbouring sites $i$ and $j$, introduce a variable $b_{ij} \in \{0; 1\}$. The partition function of the $q$-state Potts model without magnetic field can be written

$$Z = \sum_{\{\sigma\}} \prod_{(i,j)} \left[ (e^K - 1) \, \delta_{\sigma_i, \sigma_j} + 1 \right]$$

$$= \sum_{\{\sigma\}} \prod_{(i,j)} \left[ \sum_{b_{ij}=0}^{1} (e^K - 1) \, \delta_{\sigma_i, \sigma_j} \delta_{b_{ij},1} + \delta_{b_{ij},0} \right],$$

where $K = \beta J$. A link in the state $b_{ij} = 1$ is said to be active or frozen. It indicates that the two spins at its edges are in the same state, i.e. $\sigma_i = \sigma_j$. In contradistinction, the
state $b_{ij} = 0$ does not provide any information on the relative state of these two spins. The spin degrees of freedom can be integrated out and the partition function reads

$$Z = \sum \left\{ b_{ij} \right\} (e^K - 1) \sum_{\{\sigma_i\} (i,j)} \prod \delta_{\sigma_i, \sigma_j} \delta_{b_{ij}, 1}$$

$$= \sum_{G=\{b_{ij}\}} (e^K - 1)^{b(G)} q^{C(G)}, \quad (2)$$

where $G = \{b_{ij}\}$ is the graph formed by the frozen links, $b(G) = \sum_{ij} b_{ij}$ is the total number of frozen links in the graph $G$ and $C(G)$ the number of connected clusters. This model can also be seen as a generalisation of percolation. Setting $p = 1 - e^{-K}$, the partition function becomes

$$Z = (1 - p)^{-N} \sum_{G} p^{b(G)} (1 - p)^{N - b(G)} q^{C(G)}, \quad (3)$$

where $N$ is the total number of links, frozen or not, of the lattice. When $q = 1$, the partition function of the percolation problem is recovered. In the two-dimensional case, the phase transition of the Potts model occurs at the same temperature as the percolation transition of the Fortuin-Kasteleyn clusters. The number of states $q$ enters into the partition function as a simple parameter and nothing constrains it to take integer values only. The Fortuin-Kasteleyn random cluster model can thus be extended to real values of $q$. A transfer matrix can be constructed in this representation [69]. It has been widely used to study the random-bond Potts model and will be mentioned at multiple occasions in this chapter.

The duality transformation was introduced by Kramers and Wannier for the two-dimensional Ising model [306] and later generalised to the Potts model by Potts himself [423]. Under the assumption of self-duality of the partition function at the critical point, the critical coupling $K_c$ can be determined exactly (2):

$$K_c = \ln(1 + \sqrt{q}). \quad (4)$$

The duality transformation can also be defined in the Fortuin-Kasteleyn representation. Each link of the lattice is associated to a link of the dual lattice, geometrically constructed as the link joining the centres of the two plaquettes (dual sites) at both sides of the original link. The states $b^*_{ij}$ of these dual links are

$$b^*_{ij} = 1 - b_{ij},$$

i.e. a frozen link in a graph $G$ is inactive in the dual graph $G^*$. The number of frozen dual links is thus $b(G^*) = N - b(G)$. Moreover each cluster of a graph $G$ is surrounded by a loop of frozen dual links, i.e. $l(G^*) = C(G)$. Using these two equalities together with the Euler relation

$$C(G) = V - b(G) + l(G) - 1,$$

A rigorous proof that does not rely on the self-duality assumption was given only recently [51].
where \( V \) is the number of vertices, the partition function can be written as \(^{213}\)

\[
Z^* = \sum_{G^*} (u^*)^{b(G^*)} q^{C(G^*)}
\]

\[
= \sum_G (u^*)^{N-b(G)} q^{C(G)+V-N+b(G)-1}
\]

\[
= q^{V-1} \left( \frac{u^*}{q} \right)^N \sum_G \left( \frac{q}{u^*} \right)^{b(G)} q^{C(G)},
\]

where \( u^* = e^{K^*} - 1 \). The partition function (2) is recovered (up to a multiplicative constant) if

\[
\frac{u}{u^*} = q \iff \left( e^K - 1 \right) \left( e^{K^*} - 1 \right) = q. \tag{5}
\]

The duality transformation maps the ferromagnetic phase onto the paramagnetic one, and vice versa. The critical temperature is thus given by the self-duality condition (4).

### 1.2.1.2. From loop and vertex models to the Coulomb gas

The Fortuin-Kasteleyn representation (2) of the \( q \)-state Potts model can be mapped onto a loop model on the so-called medial lattice whose sites are at the centres of the links of the original lattice. For a square lattice, the medial lattice is also a square lattice but rotated by an angle of 45° and shrunk by a factor \( \sqrt{2} \). At each site of the medial lattice, four links meet. To construct the loop model, these links should be first grouped into pairs. For a given Fortuin-Kasteleyn graph, the two links of the medial lattice belonging to such a pair should be on the same side of a link of the original lattice if it is frozen in the FK graph, while it should be on different sides if the bond is inactive (figure 2). As a consequence, the links of the medial lattice form loops that do not cross any frozen Fortuin-Kasteleyn bond. Each cluster of a FK graph is then enclosed by a loop. More details of this construction can be found in references 47 and 46. Using the Euler relation, the partition function can be expressed as a sum over loop configurations:

\[
Z = q^{N/2} \sum_{\{\text{loops}\}} v^n \sqrt{\eta^\ell},
\]

where \( \ell \) denotes the number of loops, \( n \) the total number of FK bonds (or equivalently of sites of the medial lattice) that are enclosed by loops and \( v = u/\sqrt{q} \).

This loop model can then be mapped onto a 6-vertex model (or ice model) \(^{462, 47, 46}\). An orientation is assigned to each loop in such a way that at each site of the medial lattice there are exactly two incoming bonds and two outgoing. There are six such configurations. Let the bonds that form loops meet again at the sites of the medial lattice. During the last step, these four bonds were given a direction. The medial lattice has then to be divided into plaquettes, each one containing a single site of the medial lattice at its centre. The six possible configurations of the plaquettes are represented on figure 3. One can show that the statistical weight of a Fortuin-Kasteleyn graph can be decomposed as a product over the plaquettes. Each one of them contains a single bond of the original lattice and the information about its state \( b_{ij} \) is recovered from
the orientations of the arrows of the plaquette. Consider figure 3 again. If the plaquette is centred on a horizontal bond then only the first, second and fifth configurations can correspond to a frozen bond. These configurations should be given a weight $u$. Since horizontal and vertical bonds should be treated differently, one obtains a staggered six-vertex model. The number of Fortuin-Kasteleyn clusters, or equivalently the number of loops is a non-local information. To distribute the information among the plaquettes, a weight $z^{\alpha_i/2\pi}$ where $\sqrt{q} = 2 \cosh z$ is assigned to each plaquette where a loop undergoes a rotation by an angle $\alpha_i$. Collecting all the terms coming from a loop, the weight $z \sum_i \alpha_i/2\pi$ gives either $z$ or $z^{-1}$ upon its orientation and leads to the appropriate factor $\sqrt{q}$ in the partition function after performing the sum over all vertex configurations and therefore over the two orientations of the loop.

\[ \text{Figure 2 : Construction of a loop configuration on the medial lattice from a Fortuin-Kasteleyn graph. The original square lattice is represented as thin continuous lines and the corresponding medial lattice as the dashed lines. The frozen links of the Fortuin-Kasteleyn graph are the bold segments and the associated loop configuration is drawn in red.} \]

To be exhaustive, one should mention that this six-vertex model can be mapped onto a Solid-On-Solid model (SOS). Each site of the dual lattice is assigned an integer height or a multiple of a minimal height. When going from one point to one of its neighbours, an oriented bond of the six-vertex model is crossed. Depending on the orientation of this bond, the height decreases or increases.

\[ \text{Figure 3 : The six possible configurations of a plaquette around a site of the medial lattice. The loops are represented as dashed curves. They are deformed to meet at the centres of the plaquette and the orientation of the loops are affected to the four branches.} \]

The six-vertex model displays a line of fixed points on which it is exactly solvable and which is given in the Potts language by the self-duality condition (4). Such a critical line is also encountered in several other models, for instance, the Ashkin-Teller model, the $O(n)$ model or the Solid-On-Solid model. In the late 1970s, it was suspected that
all these models could be mapped onto a Coulomb gas model where a line of fixed point is also observed. Some models, like the $O(2)$ model, usually known as the $XY$ model, and the Solid-On-Solid model, can be mapped exactly onto a Coulomb gas. After integrating out the spin-wave degrees of freedom of the $XY$ model, the partition function reduces to that of magnetic charges, topologically associated to vortices of the $XY$ model and interacting through a logarithmic Coulombian potential. For non-quadratic Hamiltonians, such a mapping cannot be obtained exactly. However, using Renormalisation Group arguments, it can be argued that the six-vertex model is related to a more general Coulomb gas of electric and magnetic charges [389, 390]:

$$H = \frac{1}{2g} \sum_{i,j \neq i} e_i G(\vec{r}_i - \vec{r}_j) e_j + \frac{g}{2} \sum_{i,j \neq i} m_i G(\vec{r}_i - \vec{r}_j) m_j + i \sum_{i,j} e_i \Phi(\vec{r}_i - \vec{r}_j) m_j + \sum_i \ln X^e(\vec{r}_i) + \sum_i \ln Y^m(\vec{r}_i),$$

where $e_i \in \mathbb{Z}$ is the electric charge at lattice site $i$, $m_i \in \mathbb{Z}$ the magnetic charge. $G(\vec{r}) \sim \ln r$ is the Coulombian interaction between electric charges and between magnetic charges. $\Phi$ is also a Coulombian potential describing the fact that when an electric charge moves around a magnetic charge, and therefore moves in a magnetic field, it gains a phase factor. $X^e$ and $Y^m$ play the role of fugacities associated to electric and magnetic charges on a given site of the lattice. At high temperatures, the charges are free while they are bounded at low temperatures. Under real-space renormalisation, the fugacities $X^e$ and $Y^m$ acquire contributions from the Coulombian potential at small distances. For different values of $e$ (resp. $m$), the fugacities $X^e$ (resp. $Y^m$) form a set of independent scaling operators. Two infinite sets of correlation functions can therefore be defined:

$$C^e(\vec{r}_i - \vec{r}_j) = \langle e_i e_j \rangle = \frac{\partial^2 \ln Z}{\partial X^e(\vec{r}_i) \partial X^e(\vec{r}_j)},$$

$$C^m(\vec{r}_i - \vec{r}_j) = \langle m_i m_j \rangle = \frac{\partial^2 \ln Z}{\partial Y^m(\vec{r}_i) \partial Y^m(\vec{r}_j)},$$

that decay algebraically on the critical line as

$$C^e(r) \sim r^{-e^2/g}, \quad C^m(r) \sim r^{-m^2/g}.$$

As a consequence, the scaling dimensions of the operators $X^e$ and $Y^m$ are respectively $2 - e^2/2g$ and $2 - gm^2/2$.

On the basis of already known estimations of the thermal exponent $y_t$ of the $q$-state Potts model, a simple relation was conjectured between $y_t$ and the thermal exponent $y^8_v$ of the exactly-solved eight-vertex model [146]:

$$\langle y^8_v - 2 \rangle (y_t - 3) = 3.$$  \hspace{1cm} (7)

Plugging the exact value of $y^8_v$ gives (3)

$$y_t = \frac{3y - 1}{y - 2}, \quad q = \frac{4 \cos \frac{\pi y}{2}}{2}.$$ \hspace{1cm} (8)

(3) This parameter $y$ can be introduced already in the loop model equivalent to the Fortuin-Kasteleyn representation of the Potts model. Extending statistical weight to complex values, a weight $[e^{i\pi y/2}]^{\alpha^2/2}$ is assigned to each plaquette where the loops performs an angle $\alpha$. Taking into account the two possible orientations of the loop, its weight in the partition function is $2 \cos \pi y/2$. To recover the expected factor $\sqrt{q}$, the relation (8) between $q$ and $y$ has to be imposed.
The Ising model corresponds to \( y = 1/2 \) and the four-state Potts model to \( y = 0 \).

Shortly after, the thermal exponent \( y_t \) was calculated exactly using the transfer matrix formalism introduced by Temperley and Lieb and the den Nijs conjecture \cite{64} was confirmed \cite{64}. Using Renormalisation Group, such a relation was then identified between the magnetic exponent \( y_h \) of the Potts model and \( y_t \) \cite{393, 409}:

\[
y_h = d - x_\sigma, \quad x_\sigma = \frac{1 - y^2}{4(2 - y)}.
\]

Since a mapping between the eight-vertex model and the Coulomb gas was known \cite{290, 147}, a relation could be established between the Potts model and the Coulomb gas.

1.2.1.3. Coulomb gas and minimal models

The Coulomb gas Hamiltonian \eqref{eq:6} can be conveniently replaced by the Gaussian action

\[
S = \frac{g}{4\pi} \int (\nabla \phi)^2 d^2 x
\]

that can also be seen as the continuum limit of the \( XY \) model. The scaling dimension of the scalar field \( \phi \) vanishes in dimension \( d = 2 \). Other observables should thus be considered, as for example \( O_e(\vec{r}) = e^{i\epsilon \phi(\vec{r})} \). It can be shown that the correlation function \( \langle O_e(\vec{r})O_{-e}(\vec{r}') \rangle \) decays algebraically with the same exponent as the electric density correlation \( C_e(|\vec{r} - \vec{r}'|) \) of the Coulomb gas. The correlations of the dual field \( O_m \) of \( O_e \) can be shown to behave as the correlation \( C_m \) between magnetic charges. In the complex plane, the Gaussian action reads

\[
S = \frac{g}{4\pi} \int \partial_z \phi \partial_{\bar{z}} \phi d^2 z.
\]

Consider the vertex operators

\[
V_\alpha(z, \bar{z}) = e^{i\alpha \phi(z, \bar{z})}.
\]

Their correlation functions decay as

\[
\langle V_\alpha(z_1, \bar{z}_1) V_{-\alpha}(z_2, \bar{z}_2) \rangle = \frac{1}{|z_1z_2|^{4\alpha^2}}
\]

which means in the language of conformal field theory (CFT) that the conformal weight of \( V_\alpha \) is \( \Delta_\alpha = \alpha^2 \). Since the model is nothing but a Gaussian action for a scalar field, the central charge is expected to be \( c = 1 \). Dotsenko and Fateev introduced a modification of this CFT resulting into a central charge that can be freely tuned by changing the value of an external parameter \cite{163}. They introduced a charge \(-2\alpha_0\) at infinity and calculated the new central charge

\[
c = 1 - 24\alpha_0^2
\]

from the correlations of the energy-momentum tensor, and the conformal weights of the operators \( V_\alpha \)

\[
\Delta_\alpha = \alpha^2 - 2\alpha \alpha_0
\]
from the correlations $\langle V_\alpha V_{-\alpha} \rangle$. They also computed the four-point correlation functions and showed that this model provides a representation of minimal models $^{[190]}$.

The four-point correlations had already been calculated for the q-state Potts model. By identifying them with the same quantities for the deformed Coulomb gas, the Potts model with $q \leq 4$ can be put into correspondence with the minimal models. In the latter, the central charge is quantised by the constraint of unitarity (or reflection positivity) and can be parametrised by an integer $m$ as

$$c = 1 - \frac{6}{m(m+1)}. \quad (10)$$

The Ising model ($c = 1/2$), the 3 and 4-state Potts models ($c = 4/5$, and $c = 1$) correspond to $m = 3$, $m = 5$ and $m \to +\infty$, respectively. More generally, any integer $m \geq 2$ corresponds to a Potts model with a (non-integer) number of states

$$q = 4 \cos^2\left(\frac{\pi}{m+1}\right). \quad (11)$$

In terms of the parameter $y$ used in the loop model and the six-vertex model, this relation reads

$$y = \frac{2}{m+1}.$$

Thermal and magnetic exponents then follow from (8) and (9):

$$\nu = \frac{2m}{3(m-1)}, \quad \eta = \frac{(m+3)(m-1)}{4m(m+1)}.$$

The scaling dimensions of the bulk and surface scaling fields are finally

$$x_\varepsilon = \frac{m+3}{m}, \quad x_\sigma = \frac{(m+3)(m-1)}{8m(m+1)}, \quad x_\sigma^1 = \frac{m-1}{m+1}.$$

The values of these exponents are given in Table 1 for integer numbers of states $q$.

<table>
<thead>
<tr>
<th></th>
<th>$q = 2$</th>
<th>3</th>
<th>4</th>
<th>$q &gt; 4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\nu$</td>
<td>1</td>
<td>5/6</td>
<td>2/3</td>
<td>$1^{st}$ order</td>
</tr>
<tr>
<td>$x_\varepsilon$</td>
<td>$1 - \alpha / \nu$</td>
<td>1</td>
<td>4/5</td>
<td>1/2</td>
</tr>
<tr>
<td>$x_\sigma = \beta / \nu$</td>
<td>1/8</td>
<td>2/15</td>
<td>1/8</td>
<td>-</td>
</tr>
<tr>
<td>$x_\sigma^1 = \beta_1 / \nu$</td>
<td>1/2</td>
<td>2/3</td>
<td>1</td>
<td>3</td>
</tr>
</tbody>
</table>

**Table 1:** Bulk and surface scaling dimensions of the two-dimensional pure $q$-state Potts model.

Being at the frontier between the second-order and first-order regimes, the four-state Potts model corresponds to a tricritical point. In the late 1970s, real-space Renormalisation Group analysis showed that the existence of such a point is due to a scaling field associated to the fugacity of vacancies that becomes marginal at $q = 4$ $^{[391]}$. It induces logarithmic corrections that were later determined by assuming appropriate renormalisation flow equations involving the fugacity of vacancies $^{[387, 99]}$. 
1.2.2. Smoothing of first-order transitions by inhomogeneous perturbations

Disorder may produce important changes to a phase transition. All people living in northern countries have already observed the shift of melting temperature of ice when salt is thrown onto the roads in winter. Besides the transition temperature, the order of the phase transition may also change. The smoothing of first-order phase transitions has been observed in a large number of physical systems. In some cases, the diminution of the latent heat is replaced by a complete disappearance. The transition is then continuous. Such a drastic change of the order of the phase transition was observed, for example in the $4′ - n - \text{octyl} - 4 - \text{cyanobiphenyl (8CB)}$ liquid crystal \cite{497}. The pure system undergoes a weak nematic-isotropic first-order phase transition with a correlation length $\xi \simeq 200 \text{ Å}$. When this fluid was introduced into the pores of a silica aerogel, the diffusion of polarised light revealed that the transition had become continuous. The same effect was observed in the temperature-driven first-order order-disorder phase transition of the interstitial alloy V$_2$H \cite{470}. X-ray diffraction showed a continuous phase transition due to defects when a thin layer was deposited. The mechanism governing this change of the order of the phase transition was identified as due to disorder fluctuations that destabilise the low-temperature phase. A detailed presentation of this mechanism will be given in the first section of this chapter. The specific case of the Potts model will then be considered. Different kinds of disorder, homogeneous or correlated, will be presented for this model and discussed in the light of their corresponding fluctuations.

1.2.2.1. Heuristic arguments and correspondence with the RFIM

Consider a system that undergoes a temperature-driven first-order phase transition, as for example the $q$-state Potts model with $q > 4$. At a temperature close, but below the transition temperature $T_t$, the system essentially consists of clusters in different ordered phases. The characteristic length $\ell$ of these clusters is of the same order of magnitude as the correlation length $\xi$ \cite{44} so the correlations between degrees of freedom in different clusters can be neglected. If the surface tension $\sigma_{o,o}$ between different ordered phases is large, then thermal fluctuations, i.e. subdomains in other phases, will only appear inside a cluster with a very small probability. Therefore, they can be safely neglected and the clusters can be considered as homogeneous. The free energy of the system is the sum of the bulk free energy $f_o(T) \ell^d$ of each cluster, where $f_o(T)$ is the free energy of the infinite homogeneous ordered phase, and of the surface free energy $\sigma_{o,o} \ell^{d-1}$ \cite{5}. When the temperature is increased, the clusters are expected to undergo a transition to the disordered phase. At thermodynamic equilibrium, the system chooses the phase with the lowest free energy so the transition temperature $T_t$ is determined by the equality

$$f_o(T_t)\ell^d + \sigma_{o,o} \ell^{d-1} = f_d(T_t)\ell^d.$$  

The surface tension $\sigma_{o,d}$ between the ordered and disordered phases is not involved in the definition of the equilibrium state because all clusters will switch to the disordered phase at the same temperature. In a real experiment, this is no longer the case since the transformations are never perfectly quasi-static, and thus some of the clusters may

\footnote{4}{It was shown for the $q$-state Potts model that the radii $\ell$ of the correlated clusters are distributed according to the law $\varphi(\ell) = A e^{-\ell/\xi}$ so that the average radius is $\langle \ell \rangle = \xi$ \cite{74}.}

\footnote{5}{It can be shown that the exponent is $d - 2$ when the Hamiltonian is invariant under a continuous symmetry \cite{263}.}
be trapped in one of the metastable ordered phases at the expense of an interface free energy $\sigma_{o,d}\ell^{d-1}$.

Now imagine that impurities are randomly introduced in the system with a given concentration $p$. They are supposed to be frozen and thus shall not be considered as additional degrees of freedom of the system. By altering the local interactions, these impurities will shift the temperature $T_t(p)$ at which the free energies of the ordered and disordered phases are equal. The number of impurities in a cluster is $p\ell^d$ on average but it fluctuates from a cluster to the other with an amplitude $\Delta p\ell^d \sim \ell^{d/2}$ according to the central limit theorem. A local transition temperature $T_t(p + \Delta p)$ may thus be defined for each cluster depending on the local concentration $p + \Delta p$ of impurities. However, as emphasised by Imry and Wortis \cite{ImryWortis1979}, the clusters are interacting and cannot freely jump from one phase to the other. If the neighbouring clusters stay unchanged, the transition will also create an interface between disordered and ordered phases. A transition to a disordered phase will only occur if

$$\ell^d f_d(T, p + \Delta p) + \sigma_{o,d}\ell^{d-1} < \ell^d f_o(T, p + \Delta p) + \sigma_{o,o}\ell^{d-1}. \quad (12)$$

For a temperature $T = T_t(p) - \Delta T$ close but below the average transition temperature $T_t(p)$, the difference between the two free energies reads

$$f_d(T_t - \Delta T, p + \Delta p) - f_o(T_t - \Delta T, p + \Delta p)$$

$$\simeq -\Delta T \frac{\partial}{\partial T} [f_d(T_t, p) - f_o(T_t, p)]_{T_t} + \Delta p \frac{\partial}{\partial p} [f_d(T_t, p) - f_o(T_t, p)]$$

$$= -LT_t(p)\Delta T + \Delta p \frac{\partial}{\partial T_t} [f_d(T_t, p) - f_o(T_t, p)] \frac{dT_t}{dp}$$

$$= -LT_t(p)\Delta T + T_t(p)L \frac{dT_t}{dp} \Delta p,$$

where $L = E_o - E_d$ is the latent heat. The condition (12) may be written as

$$\frac{dT_t}{dp} \Delta p < \Delta T + \frac{\sigma_{o,o} - \sigma_{o,d}}{LT_t(p)} \ell^{-1},$$

where the left-hand side of the inequality corresponds to the shift of the transition temperature of an infinite homogeneous phase under a shift $\Delta p$ of the concentration of impurities. Since $\Delta p \sim \ell^{-d/2}$, the cluster will undergo a transition at the temperature

$$T_t(p) - \Delta T = T_t - \frac{dT_t}{dp} \ell^{-d/2} + \frac{\sigma_{o,o} - \sigma_{o,d}}{LT_t(p)} \ell^{-1}. $$

In dimensions $d > 2$, the fluctuations are larger than the interface free energy for sufficiently small clusters. On the other hand, in dimensions $d < 2$, the largest clusters are the more sensible to fluctuations. The two-dimensional case appears as a marginal situation. If the considerations presented above explain the rounding of a first-order transition in presence of impurities, it does not predict under which conditions the discontinuity of the energy will be completely eliminated.
Figure 4: Phase diagram of the Random-Field Ising Model in the $(h,T)$ plane where $h$ is the amplitude of the random-field and $T$ is the temperature.

The picture presented above is similar to the one that was employed a few years before by Imry and Ma to study the stability of the ferromagnetic phase of the Ising model in presence of a random magnetic field $^{[262]}$. The essential difference is that in this case the first-order transition is driven by the magnetic field and not by the temperature. Below the critical temperature, a change of the sign of the magnetic field is followed by a transition from one ferromagnetic phase to the opposite one. Suppose that the system is initially in the ferromagnetic phase of positive magnetisation, i.e. $\sigma_i = +1$ for all sites $i$ at sufficiently low temperature. Consider a sub-domain of characteristic size $\ell$. A random magnetic field $h_i = \pm h$ is applied. The energy of the infinite ferromagnetic phase is unchanged because the average field vanishes, $\bar{h} = 0$, but, within a small cluster the fluctuations of the number of positive and negative fields may induce a significant energy change:

$$\Delta E = -\sum_i h_i \sigma_i = -\sum_i h_i \simeq \pm \Delta h \ell^{d/2},$$  \hspace{1cm} (13)

where $\Delta h = \sqrt{\sum_i h_i^2}$. If $\sum_i h_i > 0$, the cluster is tempted to undergo a transition to the opposite ferromagnetic phase since the free energies of the two ferromagnetic phases now differ by $2\sum_i h_i \sim 2\Delta h \ell^{d/2}$. Like in the case of the temperature-driven first-order phase transition, this is not a sufficient condition for the cluster to undergo the transition. One has to take into account the free energy $\sigma \ell^{d-1}$ of the interface that is created between the cluster and the rest of the system. The transition of the cluster to the opposite ferromagnetic phase is thus energetically favourable if

$$\sigma \ell^{d-1} < \Delta h \ell^{d/2}. \hspace{1cm} (14)$$

For large clusters, it is clear that the ferromagnetic phase is unstable for $d < 2$ and will break into small clusters whose state depends on the local fluctuations of the random magnetic field. Thus $d_c = 2$ is again the lower critical dimension. Renormalisation group studies in dimensions $d = 2+\epsilon$ allowed to go beyond these heuristic arguments $^{[80]}$. The phase diagram of the RFIM is schematically presented on Figure 4. The pure Ising model fixed point is located at $h = 0$ and $T = T_c$. At zero magnetic field, temperature is a relevant scaling field that brings the system to the stable $T = 0$ and $h = 0$ ferromagnetic fixed point denoted $O$ on the figure. The shaded region corresponds to the basin of
attraction of this fixed point. In this region, the ferromagnetic phase is stable and the system undergoes a first-order phase transition when the sign of the magnetic field is changed. Outside the shaded region, the ferromagnetic phase is unstable. At the critical point $C$ of the pure Ising model, the random magnetic field is a relevant scaling field. The RG flow brings the system to a new $T = 0$ and $h = h_R$ fixed point, the Random-Field fixed point, denoted $R$ on the figure. Above this line, the system is in the paramagnetic phase. The Random-Field fixed-point is thus a tricritical point. In dimension $d = 2$, RG calculations show that this fixed point goes down to $h_R = 0$, confirming the Imry-Ma prediction of the instability of the ferromagnetic phase.

From the Imry-Ma criterion (14), an analogy can be drawn between the Random-Field Ising Model (RFIM) and temperature-driven first-order transitions in presence of impurities. In both cases, the fluctuations $\Delta h$ of the random magnetic field or $\Delta p$ of the concentration of impurities induce a shift of the temperature at which the stability of the phases gets interchanged. The two quantities $\Delta p$ (or more precisely the fluctuations of the energy density) and $\Delta h$ thus play the same role and can be put into correspondence.

The surface tension $\sigma$ counterbalances this effect and prevents a cluster from undergoing a transition to the other phase at this temperature. This analogy, put forward by Hui and Berker, was tested on the random Blume-Emery-Griffiths model \cite{248, 249, 177}. The pure model is defined by the Hamiltonian

$$
-\beta H = J \sum_{(i,j)} \sigma_i \sigma_j + K \sum_{(i,j)} \sigma_i^2 \sigma_j^2 - \Delta \sum_i \sigma_i^2, \quad \sigma_i \in \{-1; 0; +1\}.
$$

At low temperatures, a non-magnetic phase ($\sigma_i = 0$) is favoured if $\Delta > 0$. When the sign of $\Delta$ is changed, the system undergoes a first-order transition into a magnetic phase ($\sigma_i = +1$ or $-1$). The non-magnetic phase is destroyed by thermal fluctuations before the magnetic phase because the latter is stabilised by the exchange interactions. The line of first-order phase transition ends at a tricritical point. At high temperatures, the system behaves as the Ising model and thus undergoes a second-order ferromagnetic-paramagnetic phase transition. Like in the RBPM, disorder is introduced into the system by replacing the exchange coupling $J$ by quenched random variables. Under renormalisation, the three couplings $J$, $K$ and $\Delta$ become random variables. Because of the local fluctuations of $\Delta$, the magnetic and non-magnetic phases may be locally destabilised in the very same way as the ferromagnetic phases are destabilised by a random magnetic field. The first-order transition is smoothed and the tricritical point moves towards lower temperatures. Interestingly, the real-space RG calculations show the total elimination of the first-order transition line at $d = 2$. This result was rigorously proved in the case of the $q$-state Potts model in the next article of the same journal by Aizenman, and Wehr \cite{11, 12}! In two-dimensional systems, an infinitesimal amount of disorder is sufficient to smooth completely a first-order phase transition. This statement was recently extended to quantum systems \cite{211}.

In the case of the Random-Bond Potts Model (RBPM), the correspondence with the RFIM is more than a simple analogy. An exact mapping onto the RFIM can be constructed in the Fortuin-Kasteleyn representation (3) in the limit $q \to +\infty$ \cite{98, 268, 96, 294}. The RBPM is defined from the Hamiltonian (1) of the pure Potts model by replacing the exchange couplings by frozen random variables, i.e.

$$
-\beta H = \sum_{(i,j)} K_{ij} \delta_{\sigma_i, \sigma_j},
$$

(15)
where \( K_{ij} \) is distributed according to the law \( \varphi(K_{ij}) \). In the following, the disorder is assumed to be homogeneous in the sense that the probability distribution \( \varphi(K_{ij}) \) is the same for all bonds of the lattice. Since the RBPM with a given disorder realisation \( \{K_{ij}\} \) is mapped under the duality transformation onto a RBPM with the disorder realisation \( \{K^*_{ij}\} \), self-duality is ensured on average if

\[
\varphi(K) = \varphi(K^*), \quad \forall K.
\]

A popular choice is the binary distribution

\[
\varphi(K_{ij}) = \frac{1}{2} \delta(K_{ij} - K_1) + \frac{1}{2} \delta(K_{ij} - K_2)
\]

with the relation

\[
K_1 = K^*_2 \iff (e^{K_1} - 1)(e^{K_2} - 1) = q,
\]

where the expression (5) of \( K^* \) was used. The amplitude of disorder is usually measured as \( r = K_2/K_1 \). To reveal the correspondence with the RFIM, write this relation as

\[
(e^{K_1} - 1) = \sqrt{q} e^h, \quad (e^{K_2} - 1) = \sqrt{q} e^{-h}.
\]

In the Fortuin-Kasteleyn representation of the RBPM, a weight

\[
u_{ij} = (e^{K_{ij}} - 1) = \sqrt{q} e^{h_{ij}},
\]

with \( h_{ij} = \pm h \), is assigned to a frozen bond \( b_{ij} = 1 \). The partition function then becomes

\[
Z_{K_{ij}} = \sum_G \prod_{(i,j)} \left[ \sqrt{q} e^{h_{ij}} \right]^{b_{ij}} q^{C(G)} = \sum_G \sqrt{q}^{b(G)} q^{C(G)} e^{\sum_{(i,j)} h_{ij} b_{ij}}.
\]

In the limit \( q \to +\infty \), the partition function of the 2D pure Potts model is dominated by two terms: the empty graph \( G = \emptyset \) (\( b(G) = 0 \) and \( C(G) = N \)) and the full graph \( b(G) = 2N \) and \( C(G) = 1 \) corresponding to the paramagnetic phase and the \( q \) ferromagnetic phases. For weak disorder, the partition function of the 2D RBPM is expected to be

\[
Z_{K_{ij}} \simeq q^N \left( 1 + q e^{\sum_{(i,j)} h_{ij}} \right)
\]

The free energy of the paramagnetic phase is

\[
e^{-\beta F_d} = q^N \iff f_d = -k_B T \ln q
\]

while the free energy of the ferromagnetic phase is

\[
e^{-\beta F_o} = q^{N+1} e^{\sum_{(i,j)} h_{ij}} \iff f_o \simeq -k_B T \ln q - \frac{k_B T}{N} \sum_{(i,j)} h_{ij}.
\]

The last term is analogous to the Zeeman energy (13) associated to a random magnetic field \( h_{ij} \) acting on a ferromagnetic phase. One may thus analyse the stability of the
ordered phase using the Imry-Ma argument. The first sub-dominant terms of the large-
$q$ expansion of $Z$ are the graphs with a line of inactive bonds spanning the lattice and
separating two subgraphs either empty of full. These graphs correspond to different
phases separated by an interface. The number of bonds that are removed by forming
this interface is proportional to its length $\ell$. The weight of such a graph is thus of order
$q^{N-\ell}$. The free energy of the interface, i.e. per unit of length the surface tension, is
therefore
$$e^{-\sigma \ell} \sim q^{-\ell} \iff \sigma \sim \ln q.$$
More quantitatively, Chen et al. studied the behaviour of the average probability distribution of the energy $\varphi_L(E)$ with the lattice size $L$. At the transition temperature, this distribution has two peaks, corresponding to the system being either in a paramagnetic or a ferromagnetic phase. In between, the mixed states have a lower probability of order $e^{-\beta \Delta F}$ where the free-energy barrier $\Delta F \sim 2\sigma_{o,d}d^{d-1}$ is due to the interfaces between the coexisting ordered and disordered phases. In the case of a first-order phase transition, $\Delta F$ is expected to grow with the lattice size $L$. In contrast, the surface tension $\sigma_{o,d}$ vanishes at the critical point of a second-order phase transition. Therefore, the free-energy barrier for a finite system shrinks as the lattice size increases. As suggested, by Lee and Kosterlitz, these two very different behaviours can be exploited to distinguish a first-order from a continuous transition with Monte Carlo simulations\cite{315}. The free-energy barrier $\Delta F$ can be estimated as

$$\Delta F = -k_B T \ln \frac{\varphi_L(E_{\text{mixed}})}{\varphi_L(E_o)}, \quad (18)$$

where $E_o$ is the energy of one of the homogeneous phases, i.e. the location of one of the peaks and $E_{\text{mixed}}$ is the energy of smallest probability in the mixed state. In practise, the method of histogram reweighting is usually employed to find the precise temperature at which the two peaks have equal weights \cite{180}. An example of such an analysis of the free-energy barrier is given on figure 9 in the case of the three-dimensional four-state Potts model to be discussed later. The data presented by Chen et al., and later by Yaşar et al.\cite{501}, for the two-dimensional eight-state Potts model unambiguously show a vanishing of the free-energy barrier and thus prove that randomness induces a second-order phase transition. The case $q = 5$, for which the pure model undergoes a weak first-order phase transition, was also studied by Monte Carlo simulations\cite{408}. The magnetic susceptibility and specific heat were shown to diverge, respectively, as $L^{\gamma/\nu}$
and $L^{\alpha/\nu}$ with $\gamma/\nu \simeq 1.72(1)$ and $\alpha \simeq 0$, and not as $L^d$ as expected for a first-order phase transition. The transition is thus continuous.

The transition being continuous, the question of its universality class naturally arises. Chen et al. estimated the critical exponents by Finite-Size Scaling of various observables (magnetisation, susceptibility, specific heat, derivatives with respect to $\beta$ of the logarithm of various moments of the magnetisation, shift of the critical temperature). For two different strengths of disorder, $r = K_1/K_2 = 2$ and $r = 10$, the estimations are in agreement with the exact values of the pure Ising model. Earlier Monte Carlo studies of the site-diluted Baxter-Wu model [395], of the Baxter model [354], and of the random Ashkin-Teller at the four-state-Potts point [490] had already provided evidences of a random fixed point belonging to the Ising universality class. Renormalisation Group calculations for the Baxter model [159, 160, 158], and the Ashkin-Teller model [288] supported the idea of super-universality for two-dimensional random models. These results are however surprising because they contradict RG calculations of the random Potts model in the $q \leq 4$ regime that predict a new universality class for all Potts models [336]. The latter was confirmed by a transfer matrix calculation of the central charge $c$ in both regimes $q \leq 4$ and $q > 4$ [414]. The numerical estimates of $c$ are generally not multiples of 1/2, the value of the central charge of the pure Ising model. Therefore, the random fixed point of the Potts model cannot correspond to an integer number of decoupled Ising models. However, in the special case $q = 8$ studied by Chen et al., the estimate of the central charge is compatible with the value 3/2 and therefore allows for an Ising universality class. A more systematic study was accomplished by Cardy and Jacobsen [98, 268]. By means of transfer matrix calculations, the magnetic scaling dimension was estimated to be $x_\sigma = 0.1415(36)$ in the case $q = 8$. This excludes completely the possibility of an Ising universality class (for which $x_\sigma = 0.125$). The correlation length critical exponent $\nu = 1.01(2)$ is however still compatible with the one of the Ising model. In 1997, we have studied the critical behaviour of the random eight-state Potts model by Monte Carlo simulations [110]. Using Finite-Size Scaling of various observables (figure 7), we estimated the critical exponents:

$$\frac{\beta}{\nu} = 0.153(3), \quad \frac{\gamma}{\nu} = 1.701(8), \quad \nu = 1.023(20).$$

These values corroborate the incompatibility with the pure Ising model universality class ($\beta/\nu = 0.125$, $\gamma/\nu = 1.75$, and $\nu = 1$). They are still up-to-date and were not contradicted by further numerical estimations (see table 2). It is now well established that the magnetic scaling dimension $x_\sigma = \beta/\nu$ grows continuously with the number of states $q$ and reaches the asymptotic value $(3-\sqrt{5})/4$ in the limit $q \to +\infty$. The thermal exponent $\nu$ of the correlation length displays a much slower evolution with the number of states and remains very close to the value $\nu = 1$ of the pure Ising model.
Figure 7: Finite-Size Scaling of the maximum of the bulk susceptibility $\chi_b^{\text{max}}$, susceptibility $\chi_b$ at $T_c$, excess magnetisation $m_s$ at the surface, bulk magnetisation $m_b$ and shift of critical coupling $|K - K_c|$ for the eight-state Random-Bond Potts model.

The limit $q \to +\infty$ is particularly interesting because it can studied directly using combinatorial techniques. The self-duality condition (17) imposes the scaling $K_{ij} \sim \ln q$ of the exchange coupling. To get rid of these logarithmically diverging terms, define $K_{ij} = \tilde{K}_{ij} \ln q$. The partition function in the Fortuin-Kasteleyn representation (3) then reads

$$Z = \sum_G \prod_{(i,j)} (q^{\tilde{K}_{ij}} - 1)^{b_{ij}} q^{C(G)} \sim \sum_G q^{\sum_{(i,j)} b_{ij}} \tilde{K}_{ij} + C(G).$$

In the limit $q \to +\infty$, only those graphs that maximise the function $\phi(G) = \sum_{(i,j)} b_{ij} \tilde{K}_{ij} + C(G)$ will contribute to the sum. While in the pure case the sum is dominated by only two graphs (the full and the empty graphs), an infinite number of graphs have a non-vanishing contribution in the limit $q \to +\infty$. The calculation of the partition function has thus been reduced to an optimisation problem with a cost function $\phi(G)$. The determination of the set of graphs $G^*$ such that $\phi(G^*) = \max \phi(G)$, or at least of a finite subset of them, was done using the simulated annealing technique and an optimisation algorithm [289]. The scaling dimension $x_\sigma = \frac{\beta}{\nu} \approx 0.18(2)$ was found to be compatible with the extrapolated value $0.192(2)$ obtained with the transfer matrix technique [270]. A more elaborated combinatorial optimisation algorithm, the optimal cooperation algorithm, was later developed [23]. It allowed for much more accurate estimates of the critical exponents [22, 365]. The latter were shown to be compatible with the exact values $\beta = (3 - \sqrt{5})/4$ and $\nu = 1$ of the infinite-randomness fixed point of the random transverse-field Ising spin chain. This point will be further discussed in § 1.2.2.5.1.
<table>
<thead>
<tr>
<th>Authors</th>
<th>Year</th>
<th>Numerical technique</th>
<th>$\beta/\nu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chen, Ferrenberg, and Landau</td>
<td>1992</td>
<td>Monte Carlo</td>
<td>0.118(8)</td>
</tr>
<tr>
<td>Cardy, and Jacobsen</td>
<td>1997</td>
<td>Transfer matrix</td>
<td>0.142(1)</td>
</tr>
<tr>
<td>Chatelain, and Berche</td>
<td>1998</td>
<td>Monte Carlo</td>
<td>0.153(3)</td>
</tr>
<tr>
<td>Picco [415]</td>
<td>1998</td>
<td>Monte Carlo</td>
<td>0.153(1)</td>
</tr>
<tr>
<td>Chatelain, and Berche [109, 56]</td>
<td>1998</td>
<td>Monte Carlo</td>
<td>0.1499(1)</td>
</tr>
<tr>
<td>Olson, and Young [397]</td>
<td>1999</td>
<td>Monte Carlo</td>
<td>0.159(3)</td>
</tr>
<tr>
<td>Chatelain, and Berche [111]</td>
<td>1999</td>
<td>Transfer matrix</td>
<td>0.1505(31)</td>
</tr>
<tr>
<td>Jacobsen, and Picco [270]</td>
<td>2000</td>
<td>Transfer matrix</td>
<td>0.1535(10)</td>
</tr>
<tr>
<td>Ying, and Harada [507]</td>
<td>2000</td>
<td>Short-Time Dyn.</td>
<td>0.151(3)</td>
</tr>
<tr>
<td>Chatelain, Berche, and Shchur</td>
<td>2001</td>
<td>Transfer matrix</td>
<td>0.1514(2)</td>
</tr>
<tr>
<td>Yin, Zheng, and Trimper</td>
<td>2004</td>
<td>Short Time Dyn.</td>
<td>0.157(2)</td>
</tr>
<tr>
<td>Fan, and Zhong [179]</td>
<td>2009</td>
<td>Dynamical MCRG</td>
<td>0.167(14)</td>
</tr>
</tbody>
</table>

Tableau 2: Estimates of the critical exponent $\beta/\nu$ of the random eight-state Potts model.

We have also studied the surface critical behaviour of the finite RBPM. The (ordinary) surface transition is already continuous in the absence of disorder with a magnetic critical exponent $\beta_1/\nu = 3$. From Finite-Size Scaling of the surface magnetisation $m_1$, the magnetic susceptibility $\chi_{11}$ associated to a surface field and the excess magnetisation $\sum_i (m_i - m_b)$, we extracted the following surface critical exponents:

$$\frac{\beta_1}{\nu} = 0.467(6), \quad \frac{\gamma_{11}}{\nu} = 0.099(9), \quad \frac{\beta_s}{\nu} = -0.852(4). \quad (19)$$

These values are remarkably different from those of the pure model and, surprisingly much closer to the surface exponents of the pure Ising model ($\beta_1/\nu = 1/2$, $\gamma_{11}/\nu = 0$ and $\beta_s/\nu = \beta/\nu - 1 = -0.875$), albeit error bars exclude the Ising values. We also performed an analysis of the scaling behaviour away from the critical point. The scaling behaviour with the reduced critical temperature allowed us to estimate these surface exponents independently and not as a ratio with $\nu$ [406]. Unfortunately, unlike the bulk quantities, the surface behaviour is strongly influenced by scaling corrections. The comparison of the magnetisation profile with conformal predictions, to be presented in chapter § 1.2.4., confirmed the presence of these corrections and the values (19). The cases $q = 3, 4$ and $6$ were also considered. Interestingly, the magnetic surface exponent $\beta_1/\nu$ was shown to increase with the number of states in a very similar way as the bulk magnetic exponent (with roughly the relation $\beta_1 \simeq 4\beta_s$). In the limit $q \to +\infty$, the magnetic surface exponent was conjectured to be $\beta_1/\nu = 1/2$ [22]. This is a further
evidence that there is not a single random fixed point in the Ising universality class but a line of fixed points.

1.2.2.3. Three-dimensional random Potts models

The three-dimensional random Potts model is expected to display a richer phase diagram than the two-dimensional one. As predicted by Hui and Berker, a first-order phase transition line should survive at weak disorder and eventually terminate at a tricritical point. The transition is then continuous as long as the strongest bonds form a percolating cluster. The study of the three-dimensional random Potts model is however more difficult because the most successful techniques in two-dimensions are not available anymore in three dimensions: RG group calculations based on deformed Coulomb-gas representations of the conformal minimal models are limited to two dimensions and transfer matrices would demand a huge amount of memory. Monte Carlo simulations are essentially the only technique to study the three-dimensional Potts model.

Motivated by experiments on the liquid crystal 8CB in an aerogel, the three-state and four-state Potts models were studied numerically on three-dimensional graphs obtained by diffusion-limited cluster-cluster aggregation \[476, 475\]. A change of the order of the transition, from first-order to second-order, was observed under an increase of the disorder strength. The determination of the critical exponents along the continuous transition line was possible only with large-scale Monte Carlo simulations. This was achieved in the case of the site-diluted three-state Potts model by Ballesteros et al. \[36\]. The pure system undergoes a very weak first-order phase transition with a small latent heat \(\Delta e \simeq 0.1614(3)\) per site and a surface tension \(2\sigma_{o.d} \simeq 0.00163(3)\) \[278\]. A second-order phase transition is clearly observed in the random case. In this regime, critical exponents were measured using the so-called quotient method. The scaling behaviour of any observable \(O\) being \(O(L, |T - T_c|) \sim L^{-x_O} O(L/\xi)\), the critical exponent \(x_O\) can be estimated from the comparison of \(O\) at two different lattice sizes \(L\) and \(L'\) as

\[x_O \simeq -\frac{\ln O(L', |T' - T_c|) - \ln O(L, |T - T_c|)}{\ln L' - \ln L}.\]  

(20)

The usual Finite-Size Scaling technique consists in choosing the temperatures \(T\) and \(T'\) as the critical temperature \(T_c\) of the infinite system and in assuming that the scaling corrections can be neglected. In the quotient method, the simulations are performed away from the critical point at two different temperatures \(T\) and \(T'\) such that

\[\frac{L}{\xi(T)} = \frac{L'}{\xi(T')}\]

Since the scaling function depends only on \(L/\xi\), its value is identical for the two simulations. Therefore, the scaling corrections cancel exactly in the expression (20) of the critical exponent. Using this technique, the critical exponents of the site-diluted three-state Potts model were shown to be independent of the disorder strength for several points on the transition line:

\[\eta = 0.078(4), \quad \nu = 0.690(5).\]  

(21)

Again, this means that the critical behaviour is governed by a single random fixed point. Moreover, the numerical estimates (21) are incompatible with those of the Ising
model. Scaling corrections were shown to be strong with an exponent \( \omega \simeq 0.4 \) for the first subdominant correction. For weak disorder, Ballesteros et al. suspected the presence of a first-order phase transition. The location of the tricritical point was later estimated using Short Time Dynamics simulations in the case of the random-bond three-state Potts model \[506\]. For the binary distribution of exchange couplings \( \beta/\nu \simeq 0.539(2) \). More recently, the site-diluted three-state Potts model has been studied in a series of papers by Murtazaev et al. [379, 385, 380, 381, 382, 378]. The order of the phase transition was confirmed by the study of the Binder cumulant. The critical exponents were estimated by Finite-Size Scaling at several points on the transition line \( (p = 0.95 \text{ to } 0.65) \). Even though a small evolution with the impurity concentration is observed, the critical exponents are nevertheless in good agreement: \( \nu \) goes from 0.671(5) to 0.688(9), \( \alpha \simeq -0.001(12) \) to \(-0.0027(14)\), \( \beta \simeq 0.364(6) \) to 0.376(6) (which leads to \( \beta/\nu \simeq 0.544 \)). Extremely surprisingly, a recent study based on an original time-dependent Monte Carlo Renormalisation Group technique \[204\] led to critical exponents at strong disorder \( \nu \simeq 0.568(2), \beta \simeq 0.32(4), \) and \( \alpha \simeq 0.29(6) \) in contradiction with all previous simulations \[498\]. This disagreement has not been explained yet. Additional simulations are needed using more standard Monte Carlo simulations to confirm or infirm this large positive value of the specific heat exponent.

\[\begin{align*}
\text{Figure 8:} & \quad \text{Transition temperature of the bond-diluted three-dimensional four-state Potts model as a function of the bond concentration } p. \text{ The dashed line is an estimation based on an effective-medium approximation. Its intersection with the x-axis corresponds to bond percolation.}
\end{align*}\]

After Ballesteros et al.’s work, we considered the bond-diluted four-state Potts model \[113, 118, 114\]. This choice was motivated by the fact that the pure four-state Potts model undergoes a much stronger first-order phase transition than the three-state one. We therefore hoped that a first-order regime would be easier to observe. In the second-order regime, the system was studied using the Swendsen-Wang algorithm \[459\]. In the first-order regime, this cluster algorithm is not able to force the system to tunnel through the free energy barrier and explore both the low and high-temperature phases. In that situation, we used a multi-canonical Monte Carlo algorithm based on the Fortuin-Kasteleyn formulation of the Potts model, the multi-bondic algorithm \[273\]. We
determined the transition temperature as the location of the maximum of the magnetic susceptibility (figure 8). The data are nicely reproduced by a simple effective-medium approximation \(^4\). The order of the phase transition was then determined by the Finite-Size Scaling of the free-energy barrier using the Lee and Kosterlitz method \(^1\). At weak disorder, a first-order regime persists up to a tricritical point occurring at the concentration \(p_{TC} \simeq 0.76(8)\). At smaller bond concentration, the transition is continuous as shown by the vanishing of the surface tension in the thermodynamic limit (figure 9). The phase diagram was later confirmed by series expansions of the magnetic susceptibility up to the 18th-order \(^2\). Using Finite-Size Scaling, we estimated the critical exponents at different concentrations. The different values of \(1/\nu\) are compatible within error bars, as expected for a single random fixed point. Unfortunately, this is not the case for \(\gamma/\nu\). We studied in details the scaling corrections but were not able, using non-linear interpolation of the Monte Carlo data, to estimate the exponent \(\omega\) of the first sub-dominant correction. At the concentration \(p = 0.56\), where the scaling corrections appeared to be the weaker, we obtained the values:

\[
\frac{\beta}{\nu} \simeq 0.732(24), \quad \frac{\gamma}{\nu} \simeq 1.535(30), \quad \nu \simeq 0.7468(14),
\]

that we expect to be the closest to the critical exponents at the random fixed point. Like in Ballesteros et al. work, a precise localisation of the tricritical point, and therefore an estimation of the critical exponents at that point, was out of reach. The bond-diluted four-state Potts model was later studied using Short-Time Dynamics \(^5\). The tricritical point was found at a concentration \(p_{TC} \simeq 0.74(2)\), compatible with our estimate (0.76(8)). The critical exponents were determined at three different concentrations in the continuous regime. Again, only the estimates of the exponent \(\nu\) appear to be disorder-independent. At the concentration \(p = 0.56\), the values

\[
\frac{\beta}{\nu} \simeq 0.653(14), \quad \nu \simeq 0.702(25)
\]

were measured. The site-diluted four-state Potts model was considered by Murtzahev et al. \(^3\). From the behaviour of the Binder cumulant, they showed the existence of the continuous transition at the site concentration \(p = 0.65\) and estimated the critical exponents at this point using Finite-Size Scaling:

\[
\beta \simeq 0.514(24), \quad \gamma \simeq 1.133(30), \quad \nu \simeq 0.745(13)
\]

or, for comparison, \(\beta/\nu \simeq 0.69(4)\) and \(\gamma/\nu \simeq 1.52(7)\), compatible both with our estimates and Yin et al.’s one for \(\beta/\nu\).
Figure 9: Probability distribution of the energy of the tree-dimensional bond-diluted four-state Potts model at two concentrations (\(p = 0.56\) on the left and \(p = 0.84\) on the right). The surface tension \(\sigma_{o,d}\) is extracted from the barrier between the two peaks corresponding respectively to the ordered and disordered phases.

The limit \(q \to +\infty\) of the random-bond Potts model was studied using combinatorial techniques for the bimodal distribution \(K_1 = K_c(1 + \delta)\) and \(K_2 = K_c(1 - \delta)\) \cite{366, 367}. In the second-order regime, the critical exponents were estimated to be

\[
\frac{\beta}{\nu} = 0.60(2), \quad \nu = 0.73(1),
\]

independently of the value of \(\delta\). The tricritical point was found at \(\delta_{PT} \simeq 0.658(1)\). In contradistinction to Monte Carlo simulations for finite numbers of states \(q\), the accuracy on the location of this point was sufficient to measure the critical exponents:

\[
\frac{\beta}{\nu} = 0.10(2), \quad \nu = 0.67(4).
\]

Using the mapping of the RBPM onto the RFIM, these exponents are expected to be related to those of the RFIM by \cite{98, 268}

\[
\nu_{\text{Tri}} = \frac{\nu_{\text{RFIM}}}{\beta_{\text{RFIM}} + \gamma_{\text{RFIM}}}. 
\]

Monte Carlo estimates of the critical exponents of the RFIM \cite{370} (\(\nu_{\text{RFIM}} \simeq 1.37(9), \beta_{\text{RFIM}} \simeq 0.017(5), \gamma_{\text{RFIM}} \simeq 2.04(14)\)) lead to \(\nu_{\text{Tri}} \simeq 0.66(9)\).
1.2.2.4. Two-dimensional Potts models on irregular graphs

Randomness coupled to the energy density may be introduced in different ways in the Potts model. Besides the case of random exchange couplings that we have discussed above, one may also consider quenched non-regular lattices. The exchange coupling is assumed to be identical for all bonds but coordination numbers, i.e. the number of bonds attached to a given site, can now fluctuate from site to site. Two classes of irregular graphs have been considered in the literature: quasi-periodic tilings and random graphs. Even though we did not contribute to these works, a presentation of these results is useful to understand the general picture of randomness-induced continuous transitions.

Following the discovery of quasi-crystals, many lattice models have been studied on quasi-periodic structures \[436\]. Surprisingly, simulations of the $q$-state Potts model in the first-order regime reported a softening of the transition but no complete elimination of the latent heat, in apparent contradiction with the Aizenman-Wehr theorem. The $q = 5$-Potts model was studied on the Penrose quasi-periodic tiling using an original multicanonical algorithm \[487, 489\]. The eight-state Potts model was later considered on an octagonal quasi-periodic tiling. The analysis of the free energy barrier \(18\) showed an incomplete smoothing of the first-order transition \[314\]. The introduction of two different couplings $J$ and $10J$ on some definite links of the quasi-periodic lattice was shown not to be sufficient to change the order of the transition \[312\]. A continuous phase transition, separated from the first-order line by a tricritical point, was finally observed in the five-state Potts model but only after random removal of a fraction of the seven nearest neighbours of the Penrose lattice \[488\].

Planar random graphs are easily obtained using the Voronoi-Delaunay algorithm: choose randomly $N$ points inside a square and then construct the segments joining these points. Consider only those segments forming triangles such that their circumcircles do not contain any other random points. This construction is called the Delaunay triangulation. Construct now the bisector of these segments. They should meet at the centres of the circumcircles of the Delaunay triangles and form a lattice known as Voronoi diagram. At each site of this diagram, a $q$-state Potts spin $\sigma_i$ is placed. The Hamiltonian \((1)\) of the pure Potts model is unchanged, except that the interaction involves now pairs of nearest neighbours spins on the Voronoi diagram. This model was studied by means of Monte Carlo simulations in the case $q = 10$ which corresponds to a very strong first-order phase transition on regular lattices \[276, 277\]. The inverse transition temperature was estimated to be $\beta_t \simeq 0.83362(13)$, a value close to that of the triangular lattice. Indeed, it can be shown that each site of a planar Voronoi diagram has on average six neighbours, i.e. the same number as a triangular lattice. Like on quasi-periodic lattices, the transition was shown to remain of first-order. Both the susceptibility and the specific heat scale as $N$, the number of lattice points, while the Binder cumulant vanishes as $1/N$. The contradiction with the Aizenman-Wehr theorem was explained by the fact that the fluctuations of the coordination number scale as $L^{(d-1)/2}$ and not as $L^{d/2}$ \[96, 281\]. Since the free energy of an interface behaves as $L^{d-1}$, it is always dominant for large clusters and there is no lower critical dimension $d_c$. The transition remains of first-order at weak disorder and might become continuous at strong disorder. The Potts model on Voronoi-Delaunay graphs was later considered with an exchange coupling depending on the distance between the two sites: $J_{ij} = J_0 e^{-a||\vec{r}_i - \vec{r}_j||} \[324\]$. The additional parameter $a$ controls the strength of the disorder. For large values of $a$, a continuous transition is observed in the cases $q = 6$ and $q = 8$. 


The 10-state Potts model was later studied on planar $\Phi^3$ gravity graphs \cite{33, 271, 272}. In the context of 2D quantum gravity, space-time interacts with matter so its geometry is annealed and not quenched. Here, we are discussing the case of quenched gravity graphs. In contradistinction to Voronoi diagrams, these gravity graphs are fractal. As a consequence, their intrinsic Hausdorff dimension $d_f$ takes non-trivial values different from 2 and the characteristic length scale of these planar lattices is not $\sqrt{N}$, where $N$ is the number of points, but $N^{1/d_f}$. The 10-state Potts model on these graphs was studied by Monte Carlo simulations. A continuous phase transition is clearly observed, at least for the number of points considered. As expected, the critical inverse temperature $\beta_c \simeq 2.244(1)$ is close to the one of the triangular lattice. The Finite-Size Scaling of various observables, among which the specific heat ($C \sim N^{\alpha/\nu d_f}$) and the susceptibility ($\chi \sim N^{\gamma/\nu d_f}$), was studied. The critical exponents were estimated to be

$$\frac{1}{\nu d_f} \simeq 0.58(1), \quad \frac{\alpha}{\nu d_f} \simeq 0.21(1), \quad \frac{\gamma}{\nu d_f} \simeq 0.71(1), \quad \frac{\beta}{\nu d_f} \simeq 0.12(1).$$

These values are incompatible with the critical exponents of the 2D pure Ising model. Again, to understand why in this case the first-order was completely smoothed, one has to study the fluctuations of the coordination number $z$. In a cluster of size $\ell$, they are expected to grow algebraically as $\langle z^2 \rangle - \langle z \rangle^2 \sim \ell^{d_f} \omega \sim N^\omega$. The wandering exponent was estimated numerically to be $\omega \simeq 0.751(9)$ \cite{281}. As a consequence, the fluctuations of the coordination number grow faster than the interface free energy $\sigma \ell^{d-1} \sim N^{(d-1)/d_f}$ for any dimension $d$ such as $d-1 < \omega d_f$. Since $1 \leq d_f \leq 2$ and $\omega \simeq 3/2$, one can predict that disorder fluctuations will completely smooth the first-order transition.

### 1.2.2.5. Anisotropic perturbations of the two-dimensional Potts model

In the previous sections, disorder was assumed to be homogeneous, i.e. the probability distribution of the exchange couplings was site-independent. We now consider an anisotropic perturbation of the exchange couplings of the two-dimensional Potts models. Using the lattice coordinates $(x, y)$ instead of the site label $i$, the Potts Hamiltonian (15) reads

$$-\beta H = \sum_{x,y} \left[ K^1_{x,y} \delta \sigma_{x,y}, \sigma_{x+1,y} + K^2_{x,y} \delta \sigma_{x,y}, \sigma_{x,y+1} \right].$$

The exchange couplings are chosen to be constant in one direction, i.e. $K^i_{x,y} = K(x)$, and randomly distributed or deterministically defined in the other direction:

$$-\beta H = \sum_{x,y} K_x \left[ \delta \sigma_{x,y}, \sigma_{x+1,y} + \delta \sigma_{x,y}, \sigma_{x,y+1} \right]. \quad (22)$$

The reason for such an apparently unphysical choice is that many analytical calculations can be performed in the case of the Ising model. Applying the technique of transfer matrices, McCoy and Wu determined the expression of the free-energy in the random case \cite{361}. They showed that the transition is of infinite order and consequently that the specific heat displays an essential singularity \cite{361, 360}. The spin-spin correlation functions both in the bulk and at the surface of a finite system were then considered \cite{362, 359}. From the latter, the critical exponent $\beta_1 = 1/2$ was extracted. The bulk critical exponents

$$\beta = \frac{3 - \sqrt{5}}{2}, \quad \nu = 2.$$
were later obtained by Fisher by applying the Dasgupta-Ma Renormalisation Group technique \[137\] to the spin-1/2 quantum chain in a transverse magnetic field obtained from the transfer matrix in the extreme anisotropic limit. The layered structure of the model leads to an infinite anisotropy exponent \( z \). The calculation of the surface magnetisation was shown to be equivalent to the problem of the survival probability of a walker in the neighbourhood of an absorbing surface \[260\].

Following the discovery of quasi-crystals \[436\], one-dimensional aperiodic perturbations of the Ising model were studied using the same techniques. The relevance of these perturbations was shown to depend on the scaling of the fluctuations of the exchange couplings \[335, 259, 334\]. Different examples of relevant, marginal and irrelevant aperiodic sequences were systematically studied \[474, 473, 293\].

### 1.2.2.5.1. McCoy-Wu perturbation of the Potts model

In the extreme anisotropic limit, the transfer matrix of the random Potts model (22) is mapped onto an evolution operator for a random quantum Potts chain. The latter has been studied using Dasgupta-Ma Renormalisation Group \[443\]. The universality class was shown to be same as the Ising chain in a random transverse field independently of the number of states \( q \). This result is especially interesting because the random fixed point of this anisotropic model was numerically shown to also control the isotropic random-bond Potts model in the limit \( q \rightarrow +\infty \).

The regime \( q > 4 \), where the pure Potts model undergoes a first-order transition, has been much less explored. We studied the \( q = 6 \) case by means of Density Matrix Renormalisation Group (DMRG) \[100\]. As expected, randomness induces a continuous transition. Our estimate of the magnetic critical exponent, \( \beta/\nu \approx 0.190(2) \), is compatible with the value \( \frac{3-\sqrt{5}}{4} \), which is exact in the case \( q = 2, 3 \) and 4. The situation is therefore remarkably different from the one of the homogeneous random-bond Potts model. In the latter, the critical behaviour is governed by a line of fixed points depending on the number of states \( q \). As will be discussed in § 1.2.3.2., the disorder strength \( r^* \) at these fixed points increases as \( \ln q \). In the present situation, the fixed point corresponds to an infinite disorder for all values of the number of states \( q \). There is a single fixed point and thus a single set of critical exponents. Note that the line of fixed points of the random-bond Potts model terminates at such an infinite-randomness fixed point in the limit \( q \rightarrow +\infty \). \[22, 305\].

### 1.2.2.5.2. Aperiodic perturbations of the Potts model

We have studied by means of Monte Carlo simulations the phase transition of the eight-state Potts model with different aperiodic sequences of the exchange couplings \[57, 117, 116\]:

\[
K^1_x = K^2_x = K_0 \delta_{n(x),0} + K_1 \delta_{n(x),1},
\]

where the sequence \( n(x) \in \{0; 1\} \) is constructed recursively using substitution rules. In the simple example of the so-called Thue-Morse sequence, these rules are

\[
0 \rightarrow S(0) = 01, \quad 1 \rightarrow S(1) = 10.
\]
When they are iterated, the following sequences are successively generated:

\[
0,
01,
0110,
01101001,
0110100110010110,
\ldots
\]

In the case of the Thue-Morse aperiodic sequence, the length is doubled at each iteration. Other aperiodic sequences with longer substitution rules may display a faster increase of their length. The geometrical properties of the sequence are derived from the so-called substitution matrix whose elements \( M_{ij} \) correspond to the number of figures \( i \in \{0; 1\} \) in the substitution pattern \( S(j) \). For the Thue-Morse sequence, \( M_{ij} = 1 \) for all \( i, j \). At the \( N \)-th iteration, the number \( n_i^N \) of figures \( i \) in the full sequence is linearly related to the numbers \( n_i^{N-1} \) at the previous one:

\[
n_i^N = M_{ij} n_j^{N-1}.
\]

Given an initial distribution \( n_0^0 \), the number of couplings reads after \( N \) iterations

\[
|n^N| = M^N |n^0| = \sum_i \lambda_i^N \langle \phi_i | n^0 \rangle \langle \phi_i | \sim_{N \to +\infty} \lambda_0^N \langle \phi_0 | \langle \phi_0 | n^0 \rangle,
\]

where \( |\phi_i\rangle \) are the right eigenvectors of the substitution matrix for the eigenvalues \( \lambda_i \) and \( \langle \phi_i | \) are their duals defined by \( \langle \phi_i | \phi_j \rangle = \delta_{i,j} \). The largest eigenvalue is denoted \( \lambda_0 \).

The length \( L_N = \sum_{i=0}^1 n_i \) of the sequence is obtained by a projection on the dual vector \( \langle 1 \| = (1 \ 1 \ldots) : \)

\[
L_N \sim_{N \to +\infty} \lambda_0^N \langle 1 | \phi_0 \rangle \langle \phi_0 | n^0 \rangle.
\]

In a similar way, a projection on \( \langle 0 | = (1 \ 0 \ldots) \) gives the number of couplings \( K_0 \) in the sequence after \( N \) iterations

\[
n^N(K_0) = \sum_i \lambda_i^N \langle 0 | \phi_i \rangle \langle \phi_i | n^0 \rangle \sim_{N \to +\infty} \lambda_0^N \langle 0 | \phi_0 \rangle \langle \phi_0 | n^0 \rangle.
\]

The average density of couplings \( K_0 \) is therefore

\[
\rho^N(K_0) = \frac{n^N(K_0)}{L_N} = \frac{1}{L_N} \sum_i \lambda_i^N \langle 0 | \phi_i \rangle \langle \phi_i | n^0 \rangle \sim_{N \to +\infty} \frac{\langle 0 | \phi_0 \rangle}{\langle 1 | \phi_0 \rangle}.
\]

The fluctuations of the finite-size density around its asymptotic value are calculated from (23):

\[
\Delta \rho_N(K_0) = \rho_N(K_0) - \rho_{+\infty}(K_0)
\]

\[
= \frac{\sum_i \lambda_i^N \langle 0 | \phi_i \rangle \langle \phi_i | n(0) \rangle - \lambda_0^N \langle 0 | \phi_0 \rangle \langle \phi_0 | n(0) \rangle}{\lambda_0^N \langle 1 | \phi_0 \rangle \langle \phi_0 | n(0) \rangle}
\]

\[
\sim_{N \to +\infty} \left( \frac{\lambda_1}{\lambda_0} \right)^N \frac{\langle 0 | \phi_1 \rangle \langle \phi_1 | n(0) \rangle}{\langle 1 | \phi_0 \rangle \langle \phi_0 | n(0) \rangle}.
\]
Introducing the length \( L_n \) of the sequence, these fluctuations scale as

\[
\Delta \rho_N(K_0) \sim N \to +\infty \frac{L^{\omega-1}}{L_n},
\]

where the wandering exponent is defined as

\[
\omega = \frac{\ln |\lambda_1|}{\ln \lambda_0}.
\]

The Luck criterion \([38]\) states that an aperiodic sequence is a relevant perturbation at the critical point of a second-order phase transition if \( \omega > 1 - 1/\nu \) \([335, 259, 334]\). For the moment, we are only interested in the first-order regime of the \( q > 4 \) pure Potts model. The Luck criterion is often invoked, with a correlation length exponent \( \nu \) replaced by \( 1/d \), to decide whether the order of the transition will be changed or not. This quick and dirty generalisation is not justified, apart from the agreement with some still rare a-posteriori Monte Carlo simulations. According to the Imry-Wortis criterion, the lower critical dimension at which the low-temperature phase is stable may be obtained from the comparison between the fluctuations of the density of couplings \( K_0 \) and the surface free-energy. Consider a cluster of size \( \ell \). According to \((24)\), the fluctuations of the total number of couplings \( K_0 \) scale as \( \ell^{\omega-1} \times \ell^d = \ell^{1+\omega} \). The surface free energy behaves as \( \sigma \ell \). Therefore, the marginal situation described by Imry and Wortis in the case of homogeneous disorder corresponds to \( \omega = 0 \) in the case of aperiodic sequences. One may thus conjecture a complete smoothing of the first-order phase transition by the aperiodic sequence if the wandering exponent is positive or zero, \( \omega \geq 0 \).

We have studied several aperiodic sequences. The Thue-Morse one has already been presented above. Its wandering exponent is \( \omega = -\infty \). As a check, we considered the periodic sequence

\[
01010101010101010101\ldots
\]

that can be obtained with the substitution rules

\[
0 \rightarrow S(0) = 01, \quad 1 \rightarrow S(1) = 01.
\]

The substitution matrix is the same as for the Thue-Morse sequence and thus \( \omega = -\infty \). At a large scale, we expect the periodic sequence to be equivalent to an homogeneous system with an average exchange coupling \( (K_0 + K_1)/2 \). The transition of the eight-state Potts model should therefore remain of first-order. The Paper-Folding sequence is defined by the more complex substitution rules

\[
00 \rightarrow S(00) = 1000, \quad 01 \rightarrow S(01) = 1001, \\
10 \rightarrow S(10) = 1100, \quad 11 \rightarrow S(11) = 1101,
\]

and the Three-folding sequence by

\[
0 \rightarrow S(0) = 010, \quad 1 \rightarrow S(1) = 011.
\]

Both sequences possess a vanishing wandering exponent.
The two couplings were chosen dual of each other, i.e. $K_0 = K_1^*$. The duality transformation maps the aperiodic system onto a new one which is oriented in the other direction (see figure 10). A rotation by 180° is therefore needed to bring the dual system into the same orientation of the couplings as the original lattice. Because of this rotation and of the condition $K_0 = K_1^*$, the resulting aperiodic sequence is $n^*(x) = 1 - n(L - x)$. For this reason, the system is self-dual only if the sequence is anti-symmetric under a reflexion, i.e. $1 - n(L - x) = n(x)$. This is the case for the periodic sequence, Thue-Morse after an even number of iterations, and Paper-Folding and Three-Folding sequences when the last figure $n(L)$ is omitted, which should result only in a surface effect. It is of course not a general property of aperiodic sequences. The so-called Rudin-Shapiro sequence is not anti-symmetric.

Figure 10: Duality transformation applied to an aperiodic system.

Figure 11: Magnetisation versus the exchange coupling $K_1$ for the aperiodic sequence Thue-Morse. The different curves correspond to different lattice sizes. The insets show typical spin configurations for the couplings $K_1 = 0.4, 0.5$ and 0.52.
Figure 12: On the left, magnetic susceptibility versus the exchange coupling $K_1$ for the aperiodic sequence Thue-Morse. The different curves correspond to different lattice sizes. On the right, Binder cumulant of the magnetisation versus $K_1$.

Figure 13: Magnetisation versus the exchange coupling $K_1$ for the aperiodic sequence Paper-Folding. The different curves correspond to different lattice sizes. The insets show typical spin configurations for the couplings $K_1 = 0.4, 0.67$ and 0.7.
We first studied the average magnetisation, the magnetic susceptibility and the Binder cumulant away from the transition temperature. The numerical data are presented for the Thue-Morse and Paper-Folding sequences on figures 11, 12, 13, and 14. Unfortunately, the lattice sizes are still too small to draw any definitive conclusion on the order of the phase transition from the shape of the Binder cumulant. We estimated temperature-dependent effective critical exponents by combining data at two different lattice sizes $L$ and $L'$:

$$\left(\frac{\beta}{\nu}\right)_{\text{eff.}} = -\frac{\ln m(T, L') - \ln m(T, L)}{\ln L' - \ln L}$$

for example in the case of magnetisation. If the system undergoes a second-order phase transition, the magnetisation is expected to behave as $m(T, L) = L^{-\beta/\nu} M(L|T-T_c|^\nu)$. In the vicinity of the transition temperature $T_c$, the effective exponent should approach the true critical exponent $\beta/\nu$. For a first-order phase transition, magnetisation is discontinuous and therefore the effective exponent should vanish in the thermodynamic limit. Similarly, the effective exponent calculated from the susceptibility should tend to the value $d = 2$. These tendencies are clearly observed for the aperiodic eight-state Potts model: the periodic and True-Morse sequences exhibit a first-order behaviour while Paper-Folding and Three-Folding lead to a critical behaviour with exponents $\gamma/\nu \simeq 1$ and $\beta/\nu \simeq 1/2$. More accurate estimates of these exponents were then obtained using Finite-Size Scaling at the transition temperature. The magnetic susceptibility is shown on figure 15. Effective critical exponents $\gamma/\nu$ were calculated by power law interpolation. The sequences Paper-Folding and Three-Folding show a nice power-law behaviour with an exponent $\gamma/\nu \simeq 1$. In contradistinction, the magnetic susceptibility displays strong cross-over effects for the periodic and Thue-Morse sequences. The first regime corresponds to a lattice size smaller than the correlation length. Percolating clusters can still appear, in a way that is similar to a system undergoing a second-order phase transition. The second regime $L > \xi$ is characteristic of a first-order phase transition with an effective exponent approaching $d = 2$. Our estimates of the critical...
exponents show a small dependence on the ratio $K_0/K_1$. However, a tendency toward a single value is observed as the lattice size is increased. No tricritical point was observed at large values of this ratio for the periodic and Thue-Morse sequences or at small values for Paper-Folding and Three-Folding.
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**Figure 15**: On the left, magnetic susceptibility at the transition temperature versus the lattice size $L_y$ for different aperiodic sequences. On the right, effective critical exponent $\gamma/\nu$ versus the inverse of the smallest lattice size $L_y^{\text{min}}$ that was taken into account in the power-law interpolation of the susceptibility.

The $q = 6$ and $q = 15$ Potts models perturbed by the Thue-Morse, Paper-Folding and Three-Folding aperiodic sequences were recently studied by Monte Carlo simulations \[198\]. The order of the phase transition was determined from the behaviour of the free energy barrier (18) as the lattice size is increased. As expected, this barrier vanishes at large lattice sizes for the Paper-Folding and Three-Folding sequences while it grows quickly for the Thue-Morse one. The critical exponents were estimated using Finite-Size Scaling. Interestingly, together with our results for $q = 8$, the exponent $\beta/\nu$ displays a slow growth with the number of states (table 3). The situation is very similar to the case of homogeneous disorder.

<table>
<thead>
<tr>
<th></th>
<th>$q = 6$</th>
<th>$q = 8$</th>
<th>$q = 15$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Paper-Folding</td>
<td>0.469(5)</td>
<td>0.49(1)</td>
<td>0.509(16)</td>
</tr>
<tr>
<td>Three-Folding</td>
<td>0.433(4)</td>
<td>0.44(2)</td>
<td>0.47(2)</td>
</tr>
</tbody>
</table>

**Tableau 3**: Estimation of the critical exponents $\beta/\nu$ for the $q$-state Potts model perturbed by Paper-Folding and Three-Folding aperiodic sequences.

The results presented above are consistent with the Imry-Wortis criterion. For the periodic and Thue-Morse sequences ($\omega = -\infty$), the fluctuations of the exchange couplings remain finite and cannot compensate the effect of the surface tension. The low-temperature phase is stable and the transition remains first-order. For the Paper-Folding and Three-Folding sequences ($\omega = 0$), the fluctuations scale with the cluster size in the same way as the interface free energy. Like in the case of homogeneous disorder, $d = 2$ is
the lower critical dimension when $\omega = 0$. A continuous phase transition is observed for all ratios $K_0/K_1$. It would be interesting to study other aperiodic sequences, especially with a negative but finite wandering exponent. One would expect in this case a richer phase diagram with a tricritical point separating a first-order line at small ratios $K_0/K_1$ from an inhomogeneity-induced continuous transition at large ratios.

### 1.2.3. The random Potts fixed point

So far we have discussed the random Potts model only in the regime where the pure model undergoes a first-order phase transition. Numerical calculations allowed for the estimation of the critical exponents in the cases where a second-order phase transition is induced by the introduction of disorder. But no analytical calculation was possible in this regime, essentially because a critical point cannot be reached perturbatively from a first-order transition. In contradistinction, many analytical developments could be achieved in the regime where the pure model undergoes a second-order phase transition. Relevance criterions predict whether disorder will be a relevant perturbation or not, i.e. whether the critical behaviour of the pure system will be altered or not. Series expansions of the critical exponents were obtained using Renormalisation Group techniques, combined with conformal invariance results in the two-dimensional case. After two decades of efforts, a very good agreement between numerical and RG calculations has been reached. The critical behaviour is governed by a line of fixed points depending on the number of states $q$, that starts at a tricritical point in dimensions $d > 2$, and ends at an infinite-randomness fixed point. The magnetic critical exponent shows a monotonous increase with no special behaviour at $q = 4$, where the order of the phase transition of the pure model changes. Remarkably, in the case of the layered random Potts model, there is a single infinite-randomness fixed point independently of the number of states.

#### 1.2.3.1. The Harris criterion

Consider a model whose degrees of freedom are spins $\sigma_i$ located on the nodes of a lattice. They interact through the Hamiltonian

$$-\beta H_0(\sigma) = K \sum_{(i,j)} \varepsilon_{ij}(\sigma),$$

where $\sigma$ denotes the set of spins $\{\sigma_i\}_i$ and $\varepsilon_{ij}$ is the local energy on the bond $(i,j)$. In the case of the $q$-state Potts model, $\sigma_i \in \{0; \ldots; q - 1\}$ and $\varepsilon_{ij} = \delta_{\sigma_i, \sigma_j}$. Randomness is introduced in the system as site-dependent couplings:

$$-\beta H(\sigma) = \sum_{(i,j)} (\bar{K} + \delta K_{ij}) \varepsilon_{ij}(\sigma) = -\beta H_0 - \beta W. \quad (25)$$

The couplings are random variables distributed according to a probability law $\wp(K)$. Consider a given realisation $\{K_{ij}\}$ of exchange couplings. The free energy reads

$$F = -k_B T \ln \mathcal{Z} = -k_B T \ln \left[ \sum_{\sigma} e^{\sum_{(i,j)} (\bar{K} + \delta K_{ij}) \varepsilon_{ij}(\sigma)} \right].$$
In the limit of weak disorder, i.e. $\delta K_{ij} \ll \bar{K}$, it can be expanded as

$$F \simeq -k_B T \ln \left[ \sum_{\sigma} e^{-\beta H_0(\sigma)} \left( 1 + \sum_{(i,j)} \delta K_{ij} \varepsilon_{ij} + \frac{1}{2} \left[ \sum_{(i,j)} \delta K_{ij} \varepsilon_{ij} \right]^2 + \ldots \right) \right]$$

$$= -k_B T \ln \left[ \mathcal{Z}_0 \left( 1 + \sum_{(i,j)} \delta K_{ij} \langle \varepsilon_{ij} \rangle_0 + \frac{1}{2} \sum_{(k,l)} \delta K_{ij} \delta K_{kl} \langle \varepsilon_{ij} \varepsilon_{kl} \rangle_0 + \ldots \right) \right]$$

$$\simeq F_0 - k_B T \sum_{(i,j)} \delta K_{ij} \langle \varepsilon_{ij} \rangle_0 - \frac{k_B T}{2} \sum_{(i,j), (k,l)} \delta K_{ij} \delta K_{kl} \left[ \langle \varepsilon_{ij} \varepsilon_{kl} \rangle_0 - \langle \varepsilon_{ij} \rangle_0 \langle \varepsilon_{kl} \rangle_0 \right] + \ldots$$

(26)

where $\mathcal{Z}_0$ is the partition function of the pure system and $\langle \ldots \rangle_0 = \frac{1}{Z_0} \sum \ldots e^{-\beta H_0}$ the unperturbed thermodynamic averages. The average free energy reads

$$\bar{F} \simeq F_0 - k_B T \sum_{(i,j)} \delta K_{ij} \langle \varepsilon_{ij} \rangle_0 - \frac{k_B T}{2} \sum_{(i,j), (k,l)} \delta K_{ij} \delta K_{kl} \left[ \langle \varepsilon_{ij} \varepsilon_{kl} \rangle_0 - \langle \varepsilon_{ij} \rangle_0 \langle \varepsilon_{kl} \rangle_0 \right] + \ldots$$

(27)

Since $\bar{K}$ was defined as the average coupling, it implies that $\delta K_{ij} = 0$. Therefore the first-order term of the expansion vanishes and the free energy difference between random and pure systems is proportional to the variance of disorder $\sigma^2 = \delta K_{ij} \delta K_{kl}$ and to the unperturbed energy-energy connected correlation. In the continuum limit, the free energy difference (26) becomes

$$\Delta F \simeq -\frac{k_B T V}{2} \int_V \sigma^2(\vec{r}) \left[ \langle \varepsilon(0) \varepsilon(\vec{r}) \rangle_0 - \langle \varepsilon \rangle_0^2 \right] d^d \vec{r}.$$

Away from the critical point, the unperturbed energy-energy correlation function decays exponentially as $e^{-\tau/\xi}$. Therefore, the integration domain is essentially restricted to the correlation volume $\xi^d$ instead of the volume $V$ of the system. Inside this volume, the system develops critical correlation functions:

$$\langle \varepsilon(0) \varepsilon(\vec{r}) \rangle_0 - \langle \varepsilon \rangle_0^2 \sim 1_{r \gg 1} r^{-2x_\varepsilon},$$

(28)

where $x_\varepsilon$ is the scaling dimension of the energy density. In the case of uncorrelated disorder, i.e. when $\sigma^2(\vec{r}) = \sigma^2 \delta(\vec{r})$, the fluctuations scale as $\sigma^2(\vec{r}) = b^{-d} \sigma^2(\vec{r}/b)$. As a consequence, the difference of free energy density $\Delta f$ reads

$$\Delta f \simeq b^{-2x_\varepsilon} \int_{(\xi/b)^d} \sigma^2(\vec{u}) \left[ \langle \varepsilon(0) \varepsilon(\vec{u}) \rangle_0 - \langle \varepsilon \rangle_0^2 \right] d^d \vec{u}.$$

The dependence of the integral on the correlation length is removed by setting $b = \xi$. In the neighbourhood of the critical point, the difference of free energy density behaves as

$$\Delta f \sim \xi^{-2x_\varepsilon} \sim \frac{1}{2} \left( T - T_c \right)^{2(d\nu - 1)},$$

where the relations $\xi \sim \left| T - T_c \right|^{-\nu}$ and $x_\varepsilon = d - 1/\nu$ have been used. On the other hand, the unperturbed free energy density is singular:

$$f_0 \sim \xi^{-d} \sim \left| T - T_c \right|^{\nu d}.$$
The dominant scaling behaviour of the random free energy is dictated by disorder if

\[ 2x_\epsilon < d \Leftrightarrow \alpha > 0 \]

when the hyperscaling relation \( \alpha = 2 - \nu d \) holds. Since the free energy is the generating function of all thermodynamic quantities, the critical exponents will be changed if \( \alpha > 0 \). In the opposite case, i.e. \( \alpha \leq 0 \), the expansion (26) has to be extended to highest orders. This result, known as Harris criterion, also constrains the specific-heat exponent at the random fixed point. Strengthening the disorder by a small amount is equivalent to adding a weak perturbation \( \sum_{(i,j)} \delta K_{ij} \epsilon_{i,j} \) to the random fixed point. According to the Harris criterion, the latter is expected to be unstable if the specific heat exponent of the random system is positive. The stability of the random fixed point requires \[ \alpha \leq 0 \Leftrightarrow \nu \geq 2/d. \]

The particular distribution of random exchange couplings or impurities, either fixed number or fixed average, was shown to be irrelevant \[ ].

1.2.3.2. Critical behaviour at the two-dimensional random fixed point

According to the Harris criterion, the universality class of the two-dimensional \( q \)-state Potts model in the second-order regime \( q < 4 \) is expected to be affected by the introduction of disorder in the cases \( q = 3 \) and \( q = 4 \), or more generally for \( 2 < q \leq 4 \) in the Fortuin-Kasteleyn representation. The case of the Ising model, which corresponds to a marginal situation \( \alpha = 0 \), was widely debated in the literature. It is now established that the disorder is marginally irrelevant and manifests itself only by logarithmic corrections and a double logarithmic behaviour of the specific heat \[ ]:

\[ \chi \sim t^{-7/4} \ln \left| t \right|^{7/8}, \quad C \sim \frac{1}{g_0} \ln \left[ 1 + \frac{4g_0}{\pi} \ln \left| t \right| \right], \]

where \( g_0 \) depends on the strength of disorder and \( t \) denotes the reduced temperature \( T - T_c \). These theoretical predictions were extensively tested by numerical simulations \[ ] and high-temperature series expansions \[ ]. In the cases \( 2 < q \leq 4 \), the first analytical studies, based on the Migdal-Kadanoff real-space Renormalisation Group procedure \[ ] or the renormalisation on hierarchical lattices \[ ] confirmed the prediction of the Harris criterion and suggested an evolution of the critical exponents with the number of states \( q \).

The full calculation of these critical exponents by Renormalisation Group techniques was pioneered by Ludwig \[ ]. Several difficulties had to be overcome to reach this result. First, the calculation of the average of the free energy is more complicated in the case of random system because the expression of \( F \) involves the logarithm of the partition function. Equation (26) gives an example of such a calculation up to second order. A much more convenient approach is to make use of the identity \[ ] known as replica trick. Forgetting for a moment that \( n \) is not an integer, \( Z^n \) can be interpreted as the partition function of \( n \) uncoupled replicas of the system with the
same perturbed couplings $K_{ij}$. The average over randomness will couple these replicas. Consider again the Hamiltonian (25). The average partition function of $n$ replicas is in the limit of weak disorder:

$$
\mathcal{Z}^n = \sum_{\sigma^{(1)}, \ldots, \sigma^{(n)}} e^{n \sum_{\alpha=1}^{n} [H_0(\sigma^{(\alpha)}) + \delta K_{ij} \epsilon_{ij}(\sigma^{(\alpha)})]}
$$

$$
\simeq \mathcal{Z}_0^n \left[ 1 + \sum_{\alpha=1}^{n} \sum_{(i,j)} \delta K_{ij} \langle \epsilon_{ij}(\sigma^{(\alpha)}) \rangle_0 
+ \frac{1}{2} \sum_{\alpha, \beta=1}^{n} \sum_{(i,j), (k,l)} \delta K_{ij} \delta K_{kl} \left( \langle \epsilon_{ij}(\sigma^{(\alpha)}) \epsilon_{kl}(\sigma^{(\beta)}) \rangle_0 - \langle \epsilon_{ij}(\sigma^{(\alpha)}) \rangle_0 \langle \epsilon_{kl}(\sigma^{(\beta)}) \rangle_0 \right) + \ldots \right].
$$

If $\delta K_{ij} = 0$, the coupling between replicas is proportional to the variance of disorder. Since the replicas were uncorrelated in the pure model, the unperturbed connected correlation $\langle \epsilon_{ij}(\sigma^{(\alpha)}) \epsilon_{kl}(\sigma^{(\beta)}) \rangle_0 - \langle \epsilon_{ij}(\sigma^{(\alpha)}) \rangle_0 \langle \epsilon_{kl}(\sigma^{(\beta)}) \rangle_0$ vanishes unless $\alpha = \beta$. The pure Hamiltonian being the same for all replicas, the partition function is

$$
\mathcal{Z}^n \simeq \mathcal{Z}_0^n \left[ 1 + \frac{n}{2} \sum_{(i,j), (k,l)} \delta K_{ij} \delta K_{kl} \left( \langle \epsilon_{ij}(\sigma) \epsilon_{kl}(\sigma) \rangle_0 - \langle \epsilon_{ij}(\sigma) \rangle_0 \langle \epsilon_{kl}(\sigma) \rangle_0 \right) + \ldots \right]
$$

The last step is to assume that this expansion, obtained with an integer number of replicas, is also true for real values of $n$ in order to be allowed to use the replica trick (29). As expected, the expansion (27) is recovered:

$$
\lim_{n \to 0} \frac{\mathcal{Z}_n^n - 1}{n} \simeq \lim_{n \to 0} \left[ \frac{\mathcal{Z}_0^n - 1}{n} + \frac{\mathcal{Z}_0^n}{2} \sum_{(i,j), (k,l)} \delta K_{ij} \delta K_{kl} \left( \langle \epsilon_{ij} \epsilon_{kl} \rangle_0 - \langle \epsilon_{ij} \rangle_0 \langle \epsilon_{kl} \rangle_0 \right) \right]
$$

$$
= \ln \mathcal{Z}_0 + \frac{1}{2} \sum_{(i,j), (k,l)} \delta K_{ij} \delta K_{kl} \left( \langle \epsilon_{ij} \epsilon_{kl} \rangle_0 - \langle \epsilon_{ij} \rangle_0 \langle \epsilon_{kl} \rangle_0 \right).
$$

The second difficulty in the analytical study of the random Potts model is that, in contradistinction to the $O(n)$ model [225], there is no Ginzburg-Landau action for the pure Potts model with $q > 2$. However, conformal invariance constrains the various correlation functions $\langle \epsilon_{ij}(\sigma^{(\alpha)}) \epsilon_{kl}(\sigma^{(\beta)}) \rangle_0$ that may appear in the expansion of the partition function $\mathcal{Z}_n^n$. At the operator level, these constraints take the form of the Operator Product Expansion (OPE)

$$
\phi_i(\vec{r}) \phi_j(\vec{r}') \xrightarrow{\vec{r}' \to \vec{r}} \sum_k c_{ijk} \phi_k(\vec{r}),
$$

where $x_i$ is the scaling dimension of $\phi_i$. The coefficients $c_{ijk}$ are universal quantities whose values are known for the minimal models and thus for the Potts model with $q \leq 4$.

---

(6) This calculation is meant as a basic example. As will be discussed later (§ 1.2.3.6.) the symmetry between replicas may be broken during the Renormalisation Group process.
Using these techniques together with a real-space Renormalisation Group approach, Ludwig computed the scaling behaviour of the specific heat of the random-bond Potts model \[336\]. The expansion parameter is \(1 - x_\varepsilon\), where \(x_\varepsilon\) is the scaling dimension of the energy density in the pure system. As a consequence, the calculation holds in the neighbourhood of the Ising model for which \(x_\varepsilon = 1\). The thermal exponent was calculated to two-loop order:

\[
y_t = 1 - \frac{1}{2}(1 - x_\varepsilon)^2 + O((1 - x_\varepsilon)^3).
\]

The expansion can be recast as a series in powers of the small parameter \((7)\)

\[
y_t = 1 + \frac{1}{8}y^2 + O(y^3).
\]

(32)

Finally the expression of the thermal exponents as a function of \(q - 2\) may be obtained using the know expression \((8)\) for \(y_t\). In a similar way, the central charge was later computed to three-loop order \([339]\):

\[
c(q) = \frac{1}{2} \left( 1 + \frac{7}{4}y - \frac{9}{16}y^2 - \frac{5}{64}y^3 \right) + O(y^4).
\]

(33)

The calculation of the magnetic scaling dimension was more involved because the first non-vanishing correction appears only at third order \([165, 166, 164]\):

\[
x_\sigma = x_\sigma^{\text{Pure}} + \frac{\Gamma^2(-\frac{2}{3})\Gamma^2(-\frac{1}{3})}{32\Gamma^2(-\frac{1}{3})\Gamma^2(-\frac{1}{6})}y^3 + O(y^4),
\]

(34)

where \(x_\sigma^{\text{Pure}}\) is the magnetic scaling dimension of the pure Potts model.

A very good agreement has been achieved between the series expansions \((33)\) and \((34)\) and the numerical estimates of the central charge and of the magnetic scaling dimension. This was made possible by a detailed analysis of the strength of disorder \(r^*\) that minimises the scaling corrections due to the pure and percolation fixed points. \(r^*\) is expected to reflect the location of the random fixed point. It is efficiently determined by the study of the effective central charge \(c(r)\). The latter can be computed by transfer matrices using the Finite-Size Scaling \([67]\)

\[
\tilde{f}(L) = \tilde{f}(\infty) - \frac{\pi c}{6L^2} + O\left(\frac{1}{L^4}\right)
\]

(35)

of the free energy density on a strip of width \(L\). In practice, the next-order term \(A/L^4\) has to be taken into account in the interpolation. As observed by Jacobsen and

\[\text{(7)}\]

This parameter \(y\) is not the same as the one introduced in equation \((8)\). The latter, that will be denoted \(y'\) here, is related to \(y\) by

\[
\frac{y}{2} = \frac{2y' - 1}{y' - 2} \iff y' = 2 \frac{1 - y}{4 - y} = \frac{2}{\pi} \arccos \sqrt{\frac{q}{2}}.
\]

(31)
Cardy \cite{98, 268}, the effective central charge $c$ measured in this way depends on the strength of disorder $r$ and displays a maximum at a finite value of $r$ which is interpreted as $r^*$. The apparent contradiction with Zamolodchikov’s theorem, that states that the effective central charge should decay along the renormalisation flow, is due to the fact that this theorem holds only for unitary conformal theories. As shown on figure 16, the optimal disorder strength $r^*$ depends on the number of states $q$ as $r^* \sim \ln q$. The value $c(r^*)$ of the central charge at this maximum is in excellent agreement with the series expansion \cite{33} (figure 17). The data for a number of states $q > 4$, unreachable by RG calculations, seem to fall nicely on the same smooth curve as the values in the regime $q \leq 4$ (figure 17). Based on data for large numbers of states, a simple law $c(q) = \frac{1}{2} \ln_2 q$, was conjectured \cite{270}. The comparison with the data is presented on figure 17.

![Figure 16: Effective central charge $c(r)$ of the random Potts model as a function of the strength of disorder $r$ for several numbers of states $q$. To make comparison easier, the data were normalised by dividing them by their value at the maximum $r^*$. On the right, the location $r^*$ of the maximum is plotted versus $q$ in a logarithmic scale.](image)

The more accurate estimates of the magnetic scaling dimension $x_\sigma$ were obtained from the exponential decay of the spin-spin correlation functions on the strip, accessible by transfer matrices \cite{98, 268, 111, 112, 270}, and by interpolating the magnetisation profile in a square calculated by Monte Carlo simulations with the conformal prediction \cite{111}. As can be seen on figure 18, a good agreement is achieved with the series expansion \cite{34} (see also table 4). The same result was obtained for bond-diluted Potts models \cite{115} and for different distributions of exchange couplings in the random-bond case \cite{397, 112}. As for the central charge, the estimates of the magnetic scaling dimension that were obtained in the regime $q > 4$ and discussed in \$ 1.2.2.2. seem to fall on the same curve as the data for $q \leq 4$ (figure 18). The surface magnetic exponent was shown to follow the same trend \cite{406}, going from $\beta_1 = 0.542(10)$ for $q = 3$ to $0.597(23)$ for $q = 8$. We may thus conclude that the (yet unknown) effective theory describing the random Potts model depends on the number of states $q$ in a way that is not related to the order of the phase transition in the pure model.
Figure 17: Central charge $c$ of the random Potts model. The dashed curve corresponds to the pure model. The red curve is the series expansion (33). The symbols correspond to numerical estimates as published in 111 (PRE 99) and 112 (Nucl. Phys. 00).

Figure 18: Magnetic scaling dimension $x_\sigma$ of the random Potts model in the regime where the pure system undergoes a continuous transition. The dashed curve corresponds to the pure model. The red curve is the series expansion (34). The symbols correspond to numerical estimates as published in 110 (PRL 98), 111 (PRE 99) and 112 (Nucl. Phys. 00).

The thermal scaling dimension $y_t$ is more difficult to estimate numerically. Moreover, a comparison with the series expansion (32) requires a high accuracy because $y_t$ remains very close to the value $y_t = 1$ of the Ising model.
Tableau 4: Magnetic critical exponents $\beta/\nu$ obtained by numerical simulations for the $q = 3$ and $q = 4$ two-dimensional random Potts models.

### 1.2.3.3. Three-dimensional random fixed point

Because the specific heat exponent $\alpha$ of the three-dimensional Ising model is positive ($\alpha \approx 0.1103(1)$), the Harris criterion predicts a change of universality class upon the introduction of disorder. The first Renormalisation Group studies of the $O(n)$ model in dimension $d = 4 - \varepsilon$ predicted a new fixed point for $1 < n < 4 - 4\varepsilon$ but were inconclusive in the case $n = 1$ corresponding to the Ising model $^{225, 333}$. Shortly after, it was understood that the random fixed point was reachable with a series expansion in powers of $\sqrt{\varepsilon}$, and not of $\varepsilon$, when $n = 1$ $^{215}$. The critical exponents were estimated to be $\eta \approx -0.0094$ and $\nu \approx 0.6277$ for the three-dimensional diluted Ising model. The calculation was extended up to six-loop order $^{410}$. As in the two-dimensional case, an agreement between analytical predictions and numerical estimations was not reached before the second half of the 1990s. No change of universality class could be observed in the first Monte Carlo simulations $^{308}$. The magnetic critical exponent $\beta$ was later shown to be larger ($\beta \approx 0.39(3)$) than in the pure model ($\beta \approx 0.304(3)$) $^{75}$. Because of strong scaling corrections, the effective critical exponents that were obtained numerically showed a dependence on the strength of disorder $^{244}$. Accurate measurements were achieved in the case of the site-diluted Ising model by Ballesteros et al. $^{35}$. By a careful analysis of the data, the following values were obtained:

$$\frac{\beta}{\nu} \approx 0.519(3), \quad \frac{\gamma}{\nu} \approx 1.963(5), \quad \nu \approx 0.6839(53)$$

in excellent agreement with RG calculations at six-loop order $^{410}$. Strong scaling corrections were observed and the exponent of the sub-dominant one was estimated to be $\omega \approx 0.37(6)$. Compatible values were reported at the concentration $p = 0.8$ $^{91}$. The site-diluted Ising model was later studied by Murtazaev et al. $^{384, 377}$ and Prudnikov et al. $^{425}$. We studied the bond-diluted Ising model $^{58, 59, 54}$. The critical line, joining the pure fixed point for $p = 1$ to the percolation fixed point $p_c \approx 0.2488$, was estimated...
from the location of the maximum of the magnetic susceptibility (figure 19). The strong cross-overs with the pure and percolation fixed points, make extremely difficult the estimation of the critical exponents by the Finite-Size Scaling technique. We had resort to an analysis of the temperature behaviour in the neighbourhood of the critical line and estimated the critical exponents:

\[
\frac{\beta}{\nu} \simeq 0.515(5), \quad \frac{\gamma}{\nu} \simeq 1.97(2), \quad \nu \simeq 0.68(2).
\]

Even though less precise, these values are compatible with (36). A larger-scale Monte Carlo simulation allowed for the determination of the exponents by Finite-Size scaling [229]:

\[
\frac{\beta}{\nu} \simeq 0.518(3), \quad \nu \simeq 0.683(2).
\]

The exponent \( \gamma \simeq 1.305(5) \) was obtained by series expansion. Recent Monte Carlo estimations of the critical exponents for the random-bond three-dimensional Ising model showed a good agreement with the results previously obtained for the site-diluted and bond-diluted model [193, 463, 499].

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure19.png}
\caption{Critical line of the bond-diluted three-dimensional Ising model as a function of the concentration \( p \) of bonds. The dashed curve is the result of an effective-medium approximation [472, 471]. Its intersection with the \( x \)-axis corresponds to bond-percolation.}
\end{figure}

For a number of states \( q > 2 \), the pure three-dimensional Potts model undergoes a first-order phase transition. As previously discussed, a second-order regime is induced at large disorder (§ 1.2.2.3.). In the very same way as the two-dimensional random Potts model, the critical exponent \( \beta/\nu \) in the second-order regime displays a smooth increase with the number of states \( q \), regardless of the order of the transition of the pure model.
1.2.3.4. Aperiodic and irregular graphs in the second-order regime

1.2.3.4.1. Potts models on irregular graphs

In the spirit of the Harris and Luck criterions, a relevance criterion was established for random graphs \[281\]. We give here another derivation, much closer to the presentation of the Harris criterion given above. For a given graph, the Potts Hamiltonian is written as

\[-\beta H = \sum_{i,j} A_{ij} \varepsilon_{ij},\]

where \(A\) is the so-called connectivity matrix whose elements \(A_{ij}\) are equal to one if the sites \(i\) and \(j\) are nearest neighbours on the graph and zero otherwise. Introduce the connectivity matrix \(A^{(0)}\) of the closest regular lattice and denote \(\delta A_{ij} = A_{ij} - A_{ij}^{(0)} \in \{-1; 0; 1\}\). In the limit of small differences, the average free energy can be expanded in a way similar to (26)

\[\bar{F} \simeq -k_B T \ln \left[ \sum_\sigma e^{\sum_{i,j} A_{ij} \varepsilon_{ij}} \right] \simeq F_0 - k_B T \sum_{i,j} \delta A_{ij} \langle \varepsilon_{ij} \rangle_0 - \frac{k_B T}{2} \sum_{i,j,k,l} \delta A_{ij} \delta A_{kl} \left[ \langle \varepsilon_{ij} \varepsilon_{kl} \rangle_0 - \langle \varepsilon_{ij} \rangle_0 \langle \varepsilon_{kl} \rangle_0 \right] + \ldots\]

With an appropriate choice of \(A^{(0)}\), the average difference \(\delta A_{ij}\) vanishes on average. To evaluate the second-order term, the approximation

\[\sum_{i,j} \delta A_{ij} \varepsilon_{ij} \simeq \sum_i \left[ \sum_j \delta A_{ij} \right] \left[ \sum_j \varepsilon_{ij} \right] = \sum_i \delta A_i \varepsilon_i\]

is used. The sum \(\sum_j \varepsilon_{ij}\) is the total energy on site \(i\). Since \(\sum_j A_{ij}\) is the number of neighbours of site \(i\), \(\sum_j \delta A_{ij} = \delta A_i\) is the variation of this number with respect to the regular lattice. As a consequence, the second-order term of the expansion of the free energy involves the product of the fluctuations of the number of neighbours with the energy-energy correlation function:

\[\bar{F} \simeq F_0 - \frac{k_B T}{2} \sum_{i,k} \delta A_i \delta A_k \left[ \langle \varepsilon_i \varepsilon_k \rangle_0 - \langle \varepsilon_i \rangle_0 \langle \varepsilon_k \rangle_0 \right].\]

The latter behaves in the neighbourhood of the critical point as (28). The former is assumed to decay algebraically as

\[\delta A_i \delta A_k \sim ||\vec{r}_i - \vec{r}_k||^{a/d_h},\]

i.e. the random graph corresponds to a wandering exponent \(\omega = 1 - a/2d_h\) where \(d_h\) is its Hausdorff dimension. In the continuum limit, sums are replaced by integrals but since \(\sum_i 1 = N = L^{d_h}\) and not \(L^d\), the integrals should be corrected by a power \(L^{d_h/d}\). Under rescaling, the free energy behaves therefore in the continuum limit as \(\tilde{f} = f_0 - \frac{k_B T}{2} b^{-a/d_h - 2x_e + d} \int \delta A(0) \delta A(\vec{r}) r^{-2x_e} d^d \vec{r} \right)^{d_h/d}.\)
The choice \( b = \xi \) suppresses the dependence on \( \xi \) of the integral and leads to \( f \sim \xi^{-a-2x_\varepsilon+d} d_h^{-d/d} \). Comparing to the behaviour \( f_0 \sim \xi^{-d_h} \) of the unperturbed free energy, it can be concluded that the perturbation is relevant if

\[
-a/d_h - 2x_\varepsilon + d > -d \iff \frac{a}{d_h} < \frac{2}{\nu}.
\]

As discussed in § 1.2.2.4., the fluctuations of the coordination number scale as

\[
L^{(d-1)/2}
\]

on a Voronoi-Delaunay random graph \([96, 281]\). In the notations used above, this corresponds to \( a/d_h = (d - 1) \). As a consequence, the perturbation is expected to be relevant if \( \nu < 2/(d - 1) \). In the two-dimensional case, this inequality is satisfied by Potts models with \( q = 2, 3 \) and 4 states (see table 1). The three-state Potts model was studied by Lima \([324]\). Interestingly, in the three-dimensional case, the Ising model, which is the only Potts model that undergoes a continuous transition, seems to fall in the same universality class as the random-bond Ising model \([279, 280]\).

In the case of \( \Phi^3 \) gravity graphs, the wandering exponent was estimated numerically to be \( \omega \simeq 0.751(9) \) \([281]\). As a consequence, the perturbation is relevant if \( \nu < 4 \) which is realised by all Potts models with \( q = 2, 3 \) and 4 states. The cases \( q = 2 \) and \( q = 4 \) were studied numerically \([271]\). As expected, the critical exponents are different from the pure models: \( \beta/\nu d_h \simeq 0.10(1) \) and \( \alpha/\nu d_h \simeq -0.32(1) \) for \( q = 2 \) and \( \beta/\nu d_h \simeq 0.11(1) \) and \( \alpha/\nu d_h \simeq -0.16(1) \) for \( q = 4 \).

On the octagonal quasi-periodic tiling, Monte Carlo simulations showed that the universality class of the Ising model is not affected whereas the three-state Potts model displays new critical exponents: \( \nu \simeq 0.85(2) \) and \( \gamma \simeq 1.40(5) \) \([313]\).

### 1.2.3.4.2. Aperiodic perturbation of the Potts model

Consider now the case of inhomogeneous but deterministic couplings \( K_{ij} \). The main difference is that no average over randomness needs to be taken. An average coupling may still be defined as the average over the lattice: \( \bar{K} = \frac{1}{V} \sum_{(i,j)} K_{ij} \). In the limit of small variations \( \delta K_{ij} = K_{ij} - \bar{K} \) of the exchange couplings, the expansion (26) of the free energy holds. Since the unperturbed average energy is uniform, i.e. \( \langle \varepsilon_{ij} \rangle_0 = \langle \varepsilon \rangle_0 \), the first-order term of the expansion vanishes

\[
\sum_{(i,j)} \delta K_{ij} \langle \varepsilon_{ij} \rangle_0 = \sum_{(i,j)} \delta K_{ij} \langle \varepsilon \rangle_0 = 0.
\]

In the continuum limit, the free energy becomes

\[
F \simeq F_0 - \frac{k_B T}{2} \int_V \delta \bar{K}(\vec{r}) \delta \bar{K}(\vec{r}') \left[ \langle \varepsilon(\vec{r}) \varepsilon(\vec{r}') \rangle_0 - \langle \varepsilon \rangle_0^2 \right] d^d \vec{r} d^d \vec{r}' + \ldots \quad (37)
\]

Restrict now the discussion to the aperiodic sequences introduced in section § 1.2.2.5.2.. The local fluctuations of the exchange couplings are quite complicated. Assume that they can be replaced by spatially averaged quantities:

\[
\delta K(0) \delta K(L) \simeq \left[ \frac{1}{L} \sum_x \delta K(x) \right]^2 \simeq (\rho - \rho_\infty)^2 \sim L^{2(\omega-1)},
\]

where the definition (24) of the wandering exponent \( \omega \) was used. The integration domain of (37) is restricted to the correlation volume \( \xi^d \) by the exponential decay of the energy-energy correlation function. Inside this volume, the correlation decays algebraically as
so the difference of free energy density $\Delta f$ between the perturbed and pure models can be written as

$$\Delta f \sim b^{2(\omega-1)-2x_\varepsilon} \int_{(\xi/b)^d} \delta K(x)\delta K(x')r^{-2x_\varepsilon}dxdy.$$ 

The dependence of the integral on the correlation length is removed by the choice $b = \xi$ so

$$\Delta f \sim \xi^{2+2(\omega-1)-2x_\varepsilon} \sim |T - T_c|^{-\nu(\omega+2+2/\nu)},$$

where the relations $\xi \sim |T - T_c|^{-\nu}$ and $x_\varepsilon = d - 1/\nu$ were used. Comparing with the singular behaviour $f_0 \sim \xi^{-2} \sim |T - T_c|^{2\nu}$ of the unperturbed free energy, the dominant scaling behaviour will be affected by the aperiodic perturbation if

$$1 - \omega < 2 - x_\varepsilon = 1/\nu \iff \omega > 1 - 1/\nu.$$ 

In the case of the Ising model, for which $\nu = 1$, the aperiodic sequence is relevant if $\omega > 0$. For the $q$-state Potts model, the perturbation is relevant when $\omega > \omega_c$ with $\omega_c = -1/5$ for $q = 3$ and $\omega_c = -1/2$ for $q = 4$.

As discussed in § 1.2.2.5., the critical exponents of the McCoy-Wu model, i.e. the layered random-bond Ising model, are known exactly. The calculations have been made possible by the equivalence in the extreme anisotropic limit of the transfer matrix with the evolution operator of a quantum Ising chain in a transverse field. The latter can then be studied by the Ma-Dasgupta real-space Renormalisation Group. The critical exponents differ from the pure Ising model ($\nu = 1$) as predicted by the Luck criterion with a wandering exponent $\omega = 1/2$. The same method was applied to the generalisation of the McCoy-Wu model to three and four-state Potts models by Senthil and Majumdar [443]. The Luck criterion predicts a new universality class in both cases. Senthil et al. showed that the critical exponents are the same as in the original McCoy-Wu model. In contradistinction to the homogeneous random Potts model, the critical exponents do not depend on the number of states $q$. We confirmed this result by means of Density Matrix Renormalisation Group (DMRG) [100]. The surface exponents $\beta_1$ were shown to be equal to $\beta_1 = 1/2$ for all values of $q$.

The influence of aperiodic sequences was studied only in the case of the Ising model and not for $q = 3$ or 4 states.
1.2.3.5. Multifractality at the random fixed-point

1.2.3.5.1. Non self-averaging thermodynamic quantities

In random systems, thermodynamic quantities are the result of two different averages: first an average over thermal fluctuations, denoted $\langle \ldots \rangle$ in this thesis and second an average over disorder realisations $\ldots$. In the case of the random-bond Potts model, the average spin-spin correlation function reads for example

$$\overline{C(r)} = \langle \sigma(0)\sigma(r) \rangle = \int \langle \sigma(0)\sigma(r) \rangle_{K_{ij}} \prod_{(i,j)} \varphi(K_{ij}) dK_{ij},$$

where $\varphi(K_{ij})$ is the probability distribution of the random bonds. The correlation $C(r)$ may decay very differently in two independent disorder realisations. Indeed, for some of them, a higher density of strong couplings might be found in some regions of the lattice, and, as a result, spins will be much strongly correlated. These rare events can even dominate the average over randomness and dictate the bahaviour of the average decay of the correlation function. A simple example is provided by the random Ising chain \(^{152}\). The spin-spin correlation function decays as

$$C(r) = [\prod_{i=1}^{r} \tanh K_i] = [\tanh K]^r$$

if the couplings are independent random variables. The average spin-spin correlation function therefore decays as $e^{-r/\xi_{av}}$ with an average correlation length $\xi_{av} = -[\ln \tanh K]^{-1}$. Consider now the quantity

$$\ln C(r) = [\sum_{i=1}^{r} \ln \tanh K_i] = r \ln \tanh K.$$

The function $\overline{\ln C(r)}$, obviously identical to the average correlation function in the absence of disorder, decays exponentially but with a different correlation length $\xi_{typ.} = -[\ln \tanh K]^{-1}$. In contradistinction to $C(r)$, the probability distribution $\varphi_r(\ln C)$ of $\ln C(r)$ is predicted to be Gaussian by the Central Limit Theorem in the thermodynamic limit. Since the maximum of a Gaussian is equal to its average, $\overline{\ln C}$ is the most probable value. For a single disorder realisation, the typical correlation is therefore $e^{\overline{\ln C(r)}}$ and not $\overline{C(r)}$. Unlike $\varphi_r(\ln C)$, the probability distribution $\varphi_r(C)$ of the correlation displays a long tail:

$$\varphi_r(C) = \varphi_r(\ln C) \left| \frac{d \ln C}{d C} \right| = \frac{1}{\sqrt{2\pi \sigma_{\ln C}^2 C}} e^{-\frac{(\ln C - \overline{\ln C})^2}{2\sigma_{\ln C}^2}}.$$

This distribution is plotted in the case of the two-dimensional random-bond Potts model on figure 20. The long tail corresponds to rare events where the connected correlation decays faster because of a larger number of strong couplings. As a consequence of the asymmetry of the probability distribution, the typical correlation, i.e. the most probable value, may be different from the average one. A thermodynamic quantity is said to be self-averaging if its typical and average values are identical.
Figure 20: On the left, probability distribution $\mathcal{P}(C(r))$ of the spin-spin correlation function in the random-bond Potts model for three different distances $r = 30, 60$ and $80$. Note that the scale is logarithmic on the $x$-axis. On the right, evolution of the average spin-spin correlation function versus the number of disorder realisations used to perform the average. Above, the graph corresponds to a distance $r = 20$ and below, to $r = 60$.

Figure 21: Square width $R_C$ of the average spin-spin correlation function of the random Potts model versus the number of states $q$.

To be more quantitative, one may consider the square width of the probability distribution of any quantity $X$

$$R_X = \frac{\langle X \rangle^2 - \langle X \rangle^2}{\langle X \rangle^2}$$

which is expected to vanish in the thermodynamic limit for a self-averaging quantity. A non-zero ratio indicates that the observable $\langle X \rangle$ fluctuates from sample-to-sample even
in the thermodynamic limit. In random ferromagnets, non vanishing ratios were first reported in the case of the random Ashkin-Teller model by Wiseman and Domany \cite{491} and then extensively studied by Aharony and Harris \cite{8}. As expected when disorder is irrelevant, the observables of the two-dimensional random Ising model were shown to be self-averaging, even at the critical point \cite{465}. In contradistinction, disorder is relevant for the $q > 2$-state Potts model and, as can be seen on figure 21, spin-spin correlation functions for example are non self-averaging.

As emphasised by Derrida and Hilhorst, this may have dramatic consequences on numerical simulations \cite{152}. Indeed, during any numerical simulation, the average over disorder is usually approximated by a sum over a few thousands of disorder realisations only. If this number is too small, the numerical estimate of a non self-averaging quantity may be closer to the typical value than the average one, causing a systematic deviation. The problem is usually believed to be circumvented by considering a cumulant expansion. In the case of the correlation function $C(r)$, the latter reads

$$C = e^{\ln C} = \sum_{p=0}^{+\infty} \frac{1}{p!} \left[ \ln C \right]^p = e^{\ln C + \frac{1}{2} \left[ \left[ \ln C \right]^2 - \ln C^2 \right]} + \ldots.$$ 

Since the probability distribution of $\ln C$ is Gaussian in the one-dimensional case and not far from such a distribution in higher dimensions, the cumulants $\left[ \ln C - \ln C \right]^p$ are small for $p > 2$ and thus the expansion is expected to converge rapidly. The flaw in this reasoning is to consider that the observable $\ln C$ is sampled by the simulation with a Gaussian distribution. The independent random variables of the system are the exchange couplings $K_{ij}$. To each disorder realisation $\{K_{ij}\}$ is associated a correlation function $C_{\{K_{ij}\}}(r)$. The problem is now that rare disorder realisations may induce weak correlation functions with a dominant contribution. These rare events may be undersampled by the numerical simulation. If this is the case, the transformed random variables $\ln C_{\{K_{ij}\}}$ will not be distributed according to a Gaussian law but to an asymmetric deformed one with too low probabilities in the region corresponding to these rare events. There is no way to circumvent undersampling by a simple transformation of variables.

1.2.3.5.2. Multifractal spectrum of random Potts models

As a consequence of the absence of self-averaging, the different moments $\langle X \rangle_n^{1/n}$ of a quantity $X$ take different values depending on the order $n$. In the example of the random Ising chain, the moments of the spin-spin correlation function reads

$$\frac{1}{n} \langle C(r) \rangle^{1/n} = \tanh^\nu K^{r/n}.$$ 

An infinite set of correlation lengths $\xi_n = -n / \ln \tanh^\nu K$ can thus be defined. The average one corresponds to $n = 1$ while the typical one is recovered in the limit $n \to 0$. In the case of the two-dimensional random Potts model, Ludwig showed that these correlation lengths diverge as the critical temperature is approached, with the same exponent $\nu$ (at two-loop order). However, the algebraic decay of the different moments of the spin-spin correlation functions involve independent scaling dimensions $2x_\sigma(n)$:

$$\frac{1}{n} \langle \sigma(0) \sigma(\vec{r}) \rangle^{1/n} \sim_{T=T_c, r \gg 1} r^{-2x_\sigma(n)}.$$
In contradistinction to the fixed point of a pure ferromagnet which is usually characterised by two scaling dimensions \( y_t \) and \( y_h \), the random fixed point possesses an infinite set of independent scaling dimensions \( x_\sigma(n) \), called multifractal exponents. In the neighbourhood of the \( q = 2 \) Ising model, a series expansion of these exponents was computed, first to one-loop order \( [338] \) and then to two-loop \( [321, 322] \):

\[
x_\sigma(n) = x_\sigma^{\text{pur}} - \frac{n-1}{16} \left\{ y + \left[ \frac{11}{12} - 4 \ln 2 + \frac{n-2}{24} \left( 33 - \frac{29\pi}{\sqrt{3}} \right) \right] \frac{y^2}{2} \right\} + O(y^3),
\]

where \( y = \alpha/\nu \). In the case of the Ising model, i.e. \( q = 2 \) and \( y = 0 \), the scaling dimensions \( x_\sigma(n) \) are independent of the order of the moment, as expected since disorder is marginally irrelevant at the pure fixed point. However, the logarithmic corrections still depend on \( n \) \( [337] \):

\[
\langle \sigma(0)\sigma(r) \rangle^{1/n} \sim r^{-1/4}(\ln r)^{(n-1)/8}.
\]

Numerical calculations using transfer matrices confirmed that behaviour \( [320] \).
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**Figure 22**: Multifractal exponents of the moments of the spin-spin correlation functions of the \( q = 2.75 \)-state Potts model. The continuous curves are the series expansion.

In the case of the two-dimensional random Potts model, the numerical calculations confirmed that the multifractal exponents \( x_\sigma(n) \) decay more rapidly with \( n \) for larger values of the number of states \( q \) \( [397, 406, 112, 115] \). The use of transfer matrices in the Fortuin-Kasteleyn representation, instead of Monte Carlo simulations, allowed for much more accurate estimates of the spin-spin correlations. On figure 22, the scaling dimensions \( x_\sigma(n) \) of the \( n \)-th moment for \( q = 2.75 \) are compared to the series expansions. As the average exponent \( x_\sigma = x_\sigma(1) \), the multifractal exponents evolve smoothly with the number of states \( q \) and do not allow to distinguish between the regime of second-order regime \( (q > 4) \) induced by disorder and the regime \( q \leq 4 \) (see figure 23). Moreover, it was shown numerically that these multifractal exponents are the same for several
distributions of exchange couplings, including a continuous one, and for random-bond or site-diluted Potts models. The multifractal exponents $x_\sigma(n)$ associated to the boundary spin-spin correlation functions follow the same trend [406].

Figure 23: Magnetic scaling dimensions of the first five moments of the spin-spin correlation function of various random Potts models.

The multifractal exponents have not been determined yet for the three-dimensional Potts model. The only known result concerns the lack of self-averaging at the critical point of the three-dimensional site-diluted Ising model [493, 492]. In the case of the Potts model on random gravity graphs, the multifractal exponents were computed exactly by Cardy [95]. This prediction has not been confronted to numerical simulations yet.

1.2.3.5.3. Legendre transform of the multifractal exponents

The multifractal exponents $x_\sigma(n)$ are fully determined by the probability distribution $\varphi_r(C)$ of the spin-spin correlation function. Its $n$-th moment is indeed given by

$$\langle C(r)^n \rangle \sim A_n r^{-2X(n)},$$

where $X(n) = nx_\sigma(n)$. Under the change of variable $y = -\ln C$, the probability distribution $\tilde{\varphi}_r(y)$ satisfies the equation $\tilde{\varphi}_r(y) dy = \varphi_r(C) dC$ and therefore the $n$-th moment can be written as

$$\int_0^{+\infty} dy \ e^{-ny} \tilde{\varphi}_r(y) \sim A_n r^{-2X(n)}.$$

The Laplace transform can be inverted via a Mellin-Fourier transform:

$$\tilde{\varphi}_r(y) \sim \frac{1}{2i\pi} \int_{\delta-i\infty}^{\delta+i\infty} dn \ e^{ny-2X(n) \ln r+\ln A_n}.$$

Let $\alpha = y/2 \ln r$ and then use the saddle-point approximation of the integrand to get

$$\tilde{\varphi}_r(y) \sim \frac{1}{2i\pi} \int_{\delta-i\infty}^{\delta+i\infty} dn \ e^{-2\ln r[X(n)-n\alpha]} \sim e^{-2\ln r H(\alpha)},$$
where the multifractal spectrum $H(\alpha)$ is the Legendre transform of $X(n)$:

$$H(\alpha) = X(n^*) - \alpha n^*, \quad \alpha = \left( \frac{\partial X(n^*)}{\partial n^*} \right)_{n^*}. \quad (41)$$

In the case of the two-dimensional random Potts model, a series expansion in powers of $y = \alpha/\nu$ of this Legendre transform was calculated to one-loop order \cite{338} and then to two-loop \cite{321,322}. The multifractal spectrum $H(\alpha)$ was numerically reconstructed for the random eight-state Potts model from the scaling dimensions $x_\sigma(n)$ with $n = 0, 1, 2, 3, \text{and } 4$, estimated by means of Monte Carlo simulations \cite{397}. A better accuracy was achieved using transfer matrices \cite{112}. Since the spin-spin correlation functions decay exponentially along the strip, and not algebraically, the equation (40) had to be adapted. As shown on figure 24, the numerical data are in good agreement with series expansions.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure24.png}
\caption{On the left, multifractal spectrum $H(\alpha)$, i.e. Legendre transform of the exponents $X(n) = nx_\sigma(n)$ of the random $q = 3$-state Potts model, versus $\alpha$. The dashed curves correspond to the series expansions. On the right, the multifractal spectrum is represented for different numbers of states $q$.}
\end{figure}

Lack of self-averaging and multifractality are general features of random systems. They were observed for example in random resistor networks \cite{138}, diffusion-limited aggregation \cite{224} and Anderson localisation \cite{18,283}. In the latter, electrons are coupled to a random potential $V(\vec{r})$. For strong enough disorder, the electronic wavefunction undergoes a transition from a delocalised state over the system to a localised state in regions of smaller potential. At the macroscopic level, the system becomes insulator. A simple model of electrons hopping over a one-dimensional sequence of random potential steps can be solved with a transfer matrix formalism that displays many similarities with the random Ising chain. In particular, the quantum transmission amplitude behaves as the spin-spin correlation and the probability distribution of conductivity is log-normal. A multifractal behaviour is displayed by the wavefunction at the critical point. As the system-size $L$ is increased, the electronic probability density $|\psi(\vec{r})|^2$ does not scale as $L^{-d}$ but with an exponent which is position-dependent. On a lattice, the number of points where the density scales as $|\psi(\vec{r})|^2 \sim L^{-\alpha}$ is $N(\alpha) \sim L^{f(\alpha)}$. Consequently, the
order parameters of the transition, the so-called inverse participation ratios, behave as

\[ Y_q(L) = \int |\psi(\mathbf{r})|^2 d^d \mathbf{r} \sim \int L^{-q \alpha} L^{f(\alpha)} d\alpha. \]  

(42)

In the insulating phase \( f(\alpha) = q \alpha \) while in the metallic state, \( f(\alpha) - q \alpha = -d(q - 1) \). At the critical point, \( f(\alpha) - q \alpha \) takes non-trivial values. In the thermodynamic limit \( L \to +\infty \), the integral (42) can be estimated via a saddle-point approximation:

\[ Y_q(L) \sim L^{-\tau(q)}, \quad \tau(q) = \max_{\alpha} [f(\alpha) - q \alpha] \]  

(43)

i.e. \( \tau(q) \) is the Legendre transform of \( f(\alpha) \). The normalisation of the wavefunction implies that \( \tau(1) = 0 \). The equation (43) is mathematically equivalent to the inverse Legendre transform of (41) for the random Potts model if the two variables \( \alpha \) are put into correspondence. Therefore, the analogy between the Anderson localisation and the random Potts model relies on

\[
\begin{align*}
  f(\alpha) &\leftrightarrow H(\alpha), \\
  q &\leftrightarrow n, \\
  \tau(q) &\leftrightarrow X(n).
\end{align*}
\]  

(44)

\[ \text{Figure 25 : Multifractal spectrum } H(\alpha) \text{ versus } \alpha \text{ for three random } q\text{-state Potts models. The black dots correspond to the numerical data while the red ones were obtained by applying the transformation } H(2X(1) - \alpha) - \alpha + X(1). \]

The symmetry (45) holds if the two curves fall on top of each other.

Recently, the symmetry relation

\[ f(2d - \alpha) = f(\alpha) + d - \alpha \]
was conjectured for Anderson transitions in the conventional symmetry class \cite{372} and checked numerically for different systems. Using \((43)\), the symmetry of \(f(\alpha)\) around \(\alpha = d\) becomes a symmetry of \(\tau(q)\) around \(q = 1/2\):

\[
\tau(q) - \tau(1 - q) = d(2q - 1).
\]

We conjectured that these symmetries can be extended to the random Potts model using the correspondence \((44)\) \cite{375}:

\[
\begin{align*}
H(2X(1) - \alpha) &= H(\alpha) + \alpha - X(1), \\
X(n) - X(1 - n) &= X(1)(2n - 1). 
\end{align*}
\]

Our numerical data for \(X(n)\) and \(H(\alpha)\) are in good agreement with these relations (see figure 25). However, we should mention that the symmetries \((45)\) are not satisfied by the series expansion \((39)\). They are therefore probably not exact but only approximate.

### 1.2.3.6. Replica-symmetry breaking

Analytically, the critical behaviour of random systems is usually studied via perturbative Renormalisation Group. Short-distance fluctuations around the ground state are integrated out to define an effective Hamiltonian from which renormalised couplings will be extracted. In the case of a pure ferromagnet, this ground state is unique and easily determined. This is generally not the case for a random system. For each disorder realisation, the energy landscape may display a large number of local minima. Spin glasses and Random-Field models are the more studied examples \cite{369,508}. In the case of random ferromagnets at the critical point, some regions may be in a ferromagnetic phase because of a higher density of strong bonds. Because there are several ferromagnetic phases, each such region introduces a degeneracy of the ground state \cite{157}. The integration of short-distance fluctuations has to be done for each minima. Applying now the replica trick \((29)\) to cope with the average over disorder, the last term of \((30)\) can now couple the energy densities of two replicas in the neighbourhood of two different minima. As a result, the symmetry between replicas may be spontaneously broken and the Renormalisation Group techniques have to be applied to an effective potential

\[
\frac{1}{2} \int \sum_{\alpha,\beta=1}^n g_{\alpha\beta} \epsilon(\alpha)(\vec{r})\epsilon(\beta)(\vec{r})d^d\vec{r}.
\]

The random fixed point obtained with a symmetric coupling between replicas becomes unstable. In the case of the two-dimensional random Potts model, the question of a possible spontaneously-broken replica-symmetry was raised by Dotensko et al. \cite{162,161}. They calculated in particular the magnetic scaling dimension \(x_\sigma(2)\) of the second moment of the spin-spin correlation function. With broken replica-symmetry, this exponent is

\[
x_\sigma(2) = x^{b,Pure}_\sigma - \frac{1}{16} y + \frac{1}{32} \left( 4 \ln 2 - \frac{5}{12} \right) y^2 + O(y^3),
\]

while in the symmetric case, it reads

\[
x_\sigma(2) = x^{Pure}_\sigma - \frac{1}{16} y + \frac{1}{32} \left( 4 \ln 2 - \frac{11}{12} \right) y^2 + O(y^3).
\]
We estimated this exponent by means of transfer matrices. As seen on figure 26, a good agreement is observed with the scenario involving no breaking of the replica symmetry.

Figure 26 : Scaling dimension $x_{\sigma}(2)$ of the second moment of the spin-spin correlation function computed numerically versus the number of states $q$.

The black dashed curve corresponds to the pure system and the red curves to series expansions when assuming replica-symmetry (continuous curve) or spontaneously-broken replica-symmetry (dashed curve).

1.2.4. Conformal invariance of two-dimensional random systems

Conformal Field Theory finds its root in high energy physics, more precisely in the so-called dual-resonance models which stands for the first string theory introduced to describe scattering caused by the strong interaction. During its time evolution, the string sweeps a two-dimensional sub-manifold $X^\mu(\sigma, \tau)$ of the four-dimensional Minkowski space-time $[512, 363, 210]$. In the case of a closed string, this world sheet looks like a tube. Both the Nambu-Goto and the Polyakov actions are invariant under reparametrisation of this surface. To reveal the conformal invariance of the theory, a complex parameter $z = \tau + i\sigma$ is formed from the space and time parameters $\sigma$ and $\tau$. The world sheet swept by the string is mapped onto the complex plane by the transformation $z \rightarrow z' = e^z$. The plane-wave decomposition of $X^\mu$ takes the form of a Laurent series in the complex plane. Since the time direction of the world sheet is mapped onto the radial direction of the complex plane, the Hamiltonian, i.e. the infinitesimal generator of time translations on the world sheet, is replaced by the generator $L_0 + \bar{L}_0$ of dilatations in the complex plane. The set of transformations leaving the action unchanged are the conformal transformations $z \rightarrow f(z)$ where $f$ is an holomorphic function. While for classical fields the infinitesimal generators $L_n$ and $\bar{L}_n$ of these transformations satisfy a Virasoro algebra, in the case of quantum fields this algebra involves a central extension term.

Remarkably, this theory has become later one of the most important in the study of two-dimensional critical phenomena $[235, 92, 65, 154, 208]$. In statistical physics, the divergence of the correlation length induces a self-similarity of thermal fluctuations under scale transformations. This symmetry is exploited by the Renormalisation Group. When translation and rotation also leave the Hamiltonian invariant, one may assume
that this symmetry can be extended to conformal transformations. In dimensions \( d > 2 \), the conformal group comprehends translations, rotations, dilatation and the special conformal transformations that correspond to an inversion followed by a translation and a second inversion. Conformal invariance determines completely two and three-point correlation functions. In dimension \( d = 2 \), the conformal group is isomorphic to the set of holomorphic functions and therefore is infinite. Consequently, the requirement of conformal invariance imposes an infinite number of constraints on the theory. An infinite family of unitary representations of the Virasoro algebra with central extension was constructed. Among these so-called minimal models, because they owe no other symmetry than conformal invariance, one can identify the Ising model and the three and four-state Potts models. The scaling dimensions of the latter are given by some conformal weights.

Ironically, the cylindrical geometry resulting from the conformal transformation \( z \rightarrow \ln z \) and which corresponds to the world sheet of the string plays also an important role in Statistical Physics. The iteration of a transfer matrix indeed generates such a cylindrical system. As discussed in the case of string theory, the Hamiltonian is the dilatation infinitesimal generator \( L_0 + \bar{L}_0 \) of the original complex plane. The Virasoro algebra leads to the already-mentioned finite-size expansion (35) of the free energy density where the central charge appears in the second-order term.

During the last decade, a bridge has been established between Stochastic Loewner Evolution (SLE) and Conformal Field Theory. The former offers a description of a certain family of stochastic fractal and non-intersecting curves of the complex half-plane. Some properties of these curves, as their Hausdorff dimensions or the probability for them to pass on the left of a given point, were exactly derived. Interfaces in Conformal Field Theories are good candidates for a description by SLE.

In the following, the extension of these ideas to random systems is discussed. There is no theoretical reason for conformal invariance to hold at the random fixed point. In the regime \( 2 < q \leq 4 \), one may nevertheless note that the critical behaviour of the pure \( q \)-state Potts model is described by a Conformal Field Theory. For a given disorder realisation, translation, rotation, dilatation, and conformal invariances are broken. However, after an average over disorder, the homogeneity of the system is expected to be restored, implying translation and rotation invariance of the effective theory. When the transition is of second-order, the existence of a diverging correlation length proves the restoration of dilatation invariance. It is therefore tempting to assume that conformal invariance is also restored after the average over disorder. However, a famous counterexample is provided by randomly branched polymers for which conformal invariance is violated even though they display an isotropic critical behaviour with a correlation length that diverges as \( \xi \sim L^{[371]} \). In the case of the random Potts model, we have already discussed the agreement of the central charge, estimated numerically by means of transfer matrix, with the series expansion in the regime \( q \leq 4 \). In the following, we present further numerical evidences in favour of the restoration of conformal invariance. We then discuss numerical tests of SLE predictions for the random Potts model.

### 1.2.4.1. Conformal covariance of correlation functions

Under a conformal transformation \( z \rightarrow f(z) \), correlation functions of primary fields
are assumed to transform as
\[
\langle \phi_1(z_1, \bar{z}_1) \phi_2(z_2, \bar{z}_2) \ldots \rangle = \prod_i |f'(z_i)|^{\Delta_i} |\tilde{f}'(\bar{z}_i)|^{\tilde{\Delta}_i}
\times \langle \phi_1(f(z_1), \tilde{f}(\bar{z}_1)) \phi_2(f(z_2), \tilde{f}(\bar{z}_2)) \ldots \rangle
\]
where the conformal weights \(\Delta_i\), and \(\tilde{\Delta}_i\) of the field \(\phi_i\) are related to its scaling dimension and its spin. \(|f'(z)|\) being the scale factor of the transformation at the point \(z\), equation (46) should be understood as a generalisation of the scaling behaviour of correlation functions under a dilatation. In the following, we present some numerical tests of this equation in the case of the two-dimensional random Potts model.

We mentioned several times in the previous section the use of transfer matrices to compute spin-spin correlation functions. This technique implies to consider the Potts model on infinite strips or cylinders. Because of the finite-size in one of the two directions, the correlation functions do not decay algebraically at the critical point but exponentially. In the case of the cylinder, i.e. with periodic boundary conditions in the transverse direction, this behaviour is understood by considering the conformal transformation
\[
f(z) = \frac{L}{2\pi} \ln z = u + iv
\]
which maps the radial direction of the complex plane onto the longitudinal direction of the cylinder. Assuming now an algebraic decay of the two-point correlation function in the complex plane, i.e.
\[
\langle \phi(z_1) \phi(z_2) \rangle \sim \frac{1}{|z_1 - z_2|^{2x_\sigma}},
\]
as imposed by conformal invariance, and applying equation (46), correlations on the cylinder are predicted to be \([93]\):
\[
\langle \phi(u_1, v_1) \phi(u_2, v_2) \rangle = \frac{(2\pi/L)^{2x_\sigma}}{2 \cosh \left(\frac{2\pi}{L}(u_1 - u_2)\right) - 2 \cos \left(\frac{2\pi}{L}(v_1 - v_2)\right)}^{x_\sigma}.
\]
In the longitudinal direction of the cylinder, an exponential decay is recovered at large distances:
\[
\langle \phi(u_1, v_1) \phi(u_2, v_2 = v_1) \rangle \big|_{|u_1 - u_2| \gg L} \sim \left(\frac{2\pi}{L}\right)^{2x_\sigma} e^{-\frac{2\pi x_\sigma}{L}|u_1 - u_2|}.
\]
This equation was extensively used to analyse transfer matrix data and provided the more accurate estimates of the scaling dimension \(x_\sigma\) of the random Potts model. The good agreement of the latter with the series expansions gives additional strength to the assumption of restoration of conformal invariance by average over disorder.

We also studied the decay of spin-spin correlation functions in a square with free boundary conditions. The conformal mapping of the half-plane onto the square is performed by the Schwartz-Christoffel transformation
\[
z' = f(z) = u + iv = \frac{N}{2K(k)} F(z, k),
\]
(47)
where \((u, v) \in [-N/2; N/2] \times [0; N]\), \(K(k)\) is the complete elliptic integral of the first kind, \(F(z, k)\) the incomplete elliptic integral of the first kind and \(k\) satisfies the relation \(4\)

\[
k = 4 \left[ \sum_{p=0}^{+\infty} e^{-2\pi(p+1/2)^2} \right]^2 /
\left[ 1 + 2 \sum_{p=1}^{+\infty} e^{-2\pi p^2} \right].
\]

The vertices of the square are the points \(z = -1/k, -1, 1/k,\) and \(1\) of the half-plane. Because of the presence of the free surface, the spin-spin correlation functions in the half-plane are not known exactly. In the upper half-plane \(y > 0,\) conformal invariance imposes the expression \(9\)

\[
C(z_1, z_2) = \langle \phi(z_1) \phi(z_2) \rangle = |z_1 - z_2|^{-2x*} \psi \left( \frac{y_1 y_2}{|z_1 - z_2|^2} \right)
\]

where \(z_1 = x_1 + iy_1\) and \(z_2 = x_2 + iy_2\) and \(\psi\) is an unknown scaling function that behaves asymptotically as \(\psi(\omega) \sim \omega^{x*} \psi_{as,\omega}^{x*}\) when \(\omega \rightarrow 0\) and goes to a constant limit when \(\omega \rightarrow +\infty\). To get rid of this scaling function, we will restrict the study of the correlation functions to curves \(\omega = \frac{y_1 y_2}{|z_1 - z_2|^2} = \text{Cst}\) of the half-plane. Consequently, a pure algebraic decay is expected:

\[
C(z_1, z_2) \sim |z_1 - z_2|^{-2x*} = \left( \frac{y_1 y_2}{\omega} \right)^{-x*}.
\]

According to \(46\), the average spin-spin correlation function of the random Potts model in the square will be

\[
\langle C(z'_1, z'_2) \rangle \sim \left[ |f'(z'_1)||f'(z'_2)| \Im(f^{-1}(z'_1)) \Im(f^{-1}(z'_2)) \right]^{-x*} \psi(\omega(f^{-1}(z'_1), f^{-1}(z'_2))).
\]

**Figure 27**: Spin-spin correlation functions of the eight-state Potts model in a square measured along a curve \(\omega = \text{Cst}\). On the right are displayed the scaling dimensions estimated by a power-law interpolation of the data.

We measured these spin-spin correlation functions for the eight-state random-bond Potts model by means of Monte Carlo simulations \([109, 56, 111]\). One of the point was
chosen close to the surface, i.e. $|z_1| \to 0$, while the second swept all lattice sites in the bulk of the square. The correlation was interpolated along the curves

$$\omega(f^{-1}(z'_1), f^{-1}(z'_2)) = \kappa(z'_1, z'_2) = \text{Cst.}$$

As seen on figure 27, the expected algebraic decay is indeed observed for different values of $\omega$ and the scaling dimensions are in very good agreement with the ones obtained by other methods.
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Figure 28: Scaling function $\omega^{x_\sigma} \psi(\omega)$ versus $\omega$ for the eight-state random Potts model. The dots correspond to data obtained from the spin-spin correlation functions on the square with free boundary conditions. The symbols come from the analysis of the magnetisation profile on strips of length $L$.

According to equation (48), the scaling function $\psi(\omega)$ can be extracted from the spin-spin correlation function once the bulk scaling dimension $x_\sigma$ is known:

$$\psi(\omega) = C(z_1, z_2) \left( \frac{y_1 y_2}{\omega} \right)^{x_\sigma}_{\omega \to 0} \omega^{x_\sigma} \sim \omega^{x_\sigma - x_\sigma}.$$  

On figure 28, the product $\omega^{x_\sigma} \psi(\omega)$ which is expected to scale as $\omega^{x_\sigma}$ is plotted versus $\omega$. A power-law behaviour is observed for very small values of $\omega$ and the surface scaling dimension was estimated to be $x_\sigma \simeq 0.47(3)$ in agreement with previous estimates.

1.2.4.2. Conformal covariance of profile

Besides spin-spin correlation functions, magnetisation profiles, i.e. one-point functions, were considered in both infinite strip and square geometries. On the strip, we studied systems with asymmetric boundary conditions: spins were fixed in the state $\sigma = 0$ on the left boundary and left free on the right one [406]. The system can be equivalently described as coupled to an infinite surface magnetic field on one of its boundaries. The half-plane is mapped onto such an infinite strip by the conformal transformation

$$f(z) = u + iv = \frac{L}{\pi} \ln z.$$ (49)

To obtain the correct boundary conditions on the strip, spins have to be fixed on the negative part of the real axis, i.e. $z \in \mathbb{R}^-$ and left free on the other one ($\mathbb{R}^+$). The
critical magnetisation profile is not known exactly in such a case but scaling arguments lead to the assumption
\[ \langle \phi(x, y) \rangle \sim y^{-\phi_1} G\left(\frac{x}{y}\right) , \]
where the unknown scaling function \( G \) is expected to decay algebraically with the surface exponent \( x_{\phi}^1 \). Applying the conformal transformation \( (49) \), one obtains on the strip \( (50) \)
\[ \langle \phi(u, v) \rangle \sim \left[ \frac{L}{\pi} \sin \left(\frac{\pi v}{L}\right) \right]^{-x_\sigma} \left[ \cos \left(\frac{\pi v}{2L}\right) \right]^{x_{\phi}^1}. \]

The magnetisation profile was computed numerically by transfer matrices for small widths \( L \) and by Monte Carlo simulations for larger ones, up to \( L = 40 \). In the second case, the length of the system in the longitudinal direction has to be finite. Several lengths were considered up to 500. However, as can be seen on figure 29, the lattice sizes are still too small and a systematic deviation from the predicted profile \( (50) \) is observed. We therefore interpolated the data and then extrapolated the resulting profiles to an infinite width. This extrapolation is plotted as black circles on figure 29. The agreement with the conformal prediction \( (50) \) is now much better and the surface scaling dimension \( x_{\phi}^1 \) can be extracted numerically. The conformal prediction \( (50) \) for the magnetisation profile was assumed to hold also for the moments
\[ \langle m(u) \rangle^{n/1} = A \left[ \frac{L}{\pi} \sin \left(\frac{\pi u}{L}\right) \right]^{-x_{\sigma}^{(n)}} \left[ \cos \left(\frac{\pi u}{2L}\right) \right]^{x_{\phi}^1}. \]

By the same technique as for the profile, a multifractal exponents \( x_{\sigma}^{1}(n) \) can be estimated by the interpolation of the average moments with \( (51) \).
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**Figure 29**: On the left, rescaled magnetisation profile for the random eight-state Potts model. The symbols correspond to different strip widths. The small black circles were obtained by an extrapolation to infinite size. The red curve is the interpolation of these data with the conformal prediction \( (50) \). On the right, rescaled moment of order two (zero in the insert) of the magnetisation profile.
Lastly, the magnetisation profile was considered in a square with fixed boundary conditions. In the half-plane, the magnetisation is expected to decay algebraically, i.e. \( \langle \phi(x, y) \rangle \sim y^{-x_{\sigma}} \). Using the Schwartz-Christoffel transformation (47) to map the half-plane onto the square, the transformation law (46) leads to [85, 84]

\[
\langle m(z') \rangle \sim |f'(z)|^{-x_{\sigma}} \left[ \Im(f^{-1}(z')) \right]^{-x_{\sigma}} = \left[ \frac{\Im(f^{-1}(z'))}{\sqrt{(1 - [f^{-1}(z')]^2)(1 - k^2[f^{-1}(z')]^2)}} \right]^{-x_{\sigma}}.
\]

The logarithm of this expression depends linearly on the logarithm of the reduced variable

\[
\kappa(z') = \frac{\Im(z(f^{-1}(z')))}{\sqrt{(1 - [f^{-1}(z')]^2)(1 - k^2[f^{-1}(z')]^2)}},
\]

with a slope equal to the magnetic scaling dimension \( x_{\sigma} \). We computed such magnetisation profile of the random Potts model by Monte Carlo simulations [109, 56, 111]. As seen on figure 30, the expected behaviour is indeed observed. The relative dispersion of the data is compensated by the number of points, equal to the number of sites in the square, which finally leads to an accurate estimate of the scaling dimension. The same procedure was applied to the energy profile, despite a faster decay and a larger dispersion of the data.

**Figure 30**: Magnetisation profile of the random \( q \)-state Potts model in a square with fixed boundary conditions versus the inverse of the scaled variable (52). The dots correspond to the Monte Carlo data and the straight lines are the linear interpolation from which the scaling dimension \( x_{\sigma} \) was extracted. The different set of data are associated to different numbers of states \( q = 3, 8, \) and 64 (from top to bottom).

### 1.2.4.3. Stochastic Schramm-Loewner Evolution
1.2.4.3.1. Random fractal curves in percolation and spin models

We briefly mentioned in the first chapter the fact that percolation corresponds to the limit $q \to 1$ of the Potts model. The phase transition between the percolating and non-percolating phases is purely geometrical. At a critical concentration $p_c$ of sites, or bonds, randomly distributed on the lattice, one of the clusters expands up to the lattice boundaries (see figure 31). The fractal geometry of the clusters in the continuum limit was recognised by Stanley and Mandelbrot \cite{453, 349}. The number of sites belonging to the percolating cluster diverges anomalously as $L^{d_f}$ with a fractal dimension $d_f = 91/48$ in dimension $d = 2$. The perimeter of the hull of this cluster, i.e. the envelope obtained by removing all vacant sites not connected to infinity by a continuous path, scales as $L^{d_h}$ with an exponent that was estimated numerically to be $d_h \simeq 1.74(2)$, i.e. a value compatible with the simple fraction $7/4$ \cite{481, 511}. This perimeter has to be measured by sliding a rigid stick of length equal to the lattice size along the path joining the occupied sites at the frontier of the hull. On the square lattice, the stick is placed on the bonds between nearest neighbouring sites. Interestingly, a different result is obtained with the following procedure: a ball of radius equal to the lattice size rolls on the cluster and the length is computed as the number of turns that were made. Because the ball will roll over small cavities in the frontier, a shorter length is obtained. The latter is called the external perimeter of the cluster and scales as $L^{d_e}$ with a new exponent $d_e \simeq 1.37(3)$ compatible with the fraction $4/3$ \cite{217, 216}. These two fractal dimensions were later shown to be exactly equal to $d_h = 7/4$ and $d_e = 4/3$ by using the equivalence of the percolation problem with the Potts model in the limit $q \to 1$ and the mapping of the latter onto a Coulomb gas \cite{434, 10}.

Figure 31 : On the left, typical configuration of site percolation at the concentration threshold $p_c$. The incipient cluster is coloured in red. On the right, example of loop-erased random walk. The loops that were erased are drawn in grey.

Similar quantities were defined for other models. Since the frontier of the hull does not have any intersection, one may study in the same way random curves with the
same property. The hull of a planar random walk forms at its frontier a self-avoiding walk whose fractal dimension was conjectured to be \( d_h = 4/3 \) \([349]\). This value was later shown to be exact using a quantum gravity formalism \([171]\). Self-intersections of the planar random walk can also be “manually” removed by erasing the loops (see figure 31). The length of the resulting loop-erased random walk was shown to scale with a fractal dimension \( d_h = 5/4 \) \([346]\).

The same approach may be applied to the description of the geometrical properties of the frontiers between clusters in lattice spin models. In the case of the Ising model at the critical point, the clusters constructed from nearest-neighbouring spins in the same state, were indeed shown to be fractal \([455]\). However, because two spins can be in the same state even though they are not correlated, the Fortuin-Kasteleyn representation of the Potts model was believed to be better suited to a geometrical description. Moreover, the critical behaviour of the Potts model is encoded in the geometrical properties of the Fortuin-Kasteleyn clusters. From the scaling of the total number of sites in the percolating Fortuin-Kasteleyn cluster, the length of its hull and its external perimeter, fractal dimensions \( d_f \), \( d_h \) and \( d_e \) were defined \([126, 478, 731]\). Their values are reported in table 5. The reader may check that the following relation between the fractal dimensions of the hull and the external perimeter holds:

\[
(d_e - 1)(d_h - 1) = \frac{1}{4}.
\]

It was much later proved by Duplantier in the more general context of SLE \([172]\). For the geometrical spin clusters, the fractal dimensions \( d_f \), \( d_h \) and \( d_e \) take different values. The fact that the geometrical properties of Fortuin-Kasteleyn and spin clusters are different can be understood by considering the annealed site-diluted Potts model. This model has two non-trivial RG fixed points in the universality classes of the pure Potts model and of the tricritical Potts model, respectively \([148]\). Both fixed points have a representation in terms of a Coulomb gas with two couplings, \( g = \frac{4}{\pi} \text{Arccos} \left(-\sqrt{q}/2\right) \) and \( g' \) respectively, related by \( gg' = 16 \). It is well known that the critical behaviour of the pure Potts model is encoded in the geometrical properties of the Fortuin-Kasteleyn clusters. It was shown that the tricritical Potts behaviour was related to the properties of the spin clusters of the original Potts model \([274, 275]\). Interestingly, the fractal dimensions \( d_h \) and \( d'_h \) of the critical and tricritical Potts model are related by \((d_h - 1)(d'_h - 1) = 1/4\). It means, according to (53), that the fractal dimension of the external perimeter of Fortuin-Kasteleyn clusters is equal to that of the hull of spin clusters.

<table>
<thead>
<tr>
<th></th>
<th>( q = 1 ) (Perco.)</th>
<th>( q = 2 ) (Ising)</th>
<th>( q = 3 )</th>
<th>( q = 4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( d_f )</td>
<td>91/48</td>
<td>15/8</td>
<td>28/15</td>
<td>15/8</td>
</tr>
<tr>
<td>( d_h )</td>
<td>7/4</td>
<td>5/3</td>
<td>8/5</td>
<td>3/2</td>
</tr>
<tr>
<td>( d_e )</td>
<td>4/3</td>
<td>11/8</td>
<td>17/12</td>
<td>3/2</td>
</tr>
</tbody>
</table>

**Tableau 5**: Fractal dimensions of the Fortuin-Kasteleyn clusters of the \( q \)-state Potts model.
1.2.4.3.2. SLE and connection with minimal models

The so-called Stochastic Schramm-Loewner Evolution denotes a Markovian process that generates a one-parameter infinite family of fractal random planar curves without branching nor intersection \([291, 97, 218, 40, 183]\). It was constructed by Schramm \([438]\) on the basis of a work performed by Loewner three quarters of century before \([344]\). Loewner’s original idea was to describe conformally invariant non-intersecting and non-branching curves \(\gamma(t)\) of the upper-half complex plane \(\mathbb{H}\) by their uniformising map \(g_t(z)\). The latter is defined as the conformal transformation \(g_t : \mathbb{H} \setminus \mathbb{K} \to \mathbb{K}\) that maps the hull \(\mathbb{K}\) of the curve, i.e. the curve itself and the domains that are enclosed by the curve, onto the real axis. The tip of the curve is sent to the origin \(O\). Upon an infinitesimal variation of the parameter \(t\), the new curve differs from \(\gamma(t)\) by the addition at its tip of an infinitesimal segment \(\gamma dt\). Under the action of the uniformising map \(g_t(z)\), the curve \(\gamma(t)\) is mapped onto the real axis while the image of \(\gamma dt\) is another infinitesimal segment \(g_t(\gamma dt)\) which is attached by one end to the origin. Assuming that the curve \(\gamma(t)\) is generated in such a way that \(\gamma dt\) depends only on the location of the tip and not on the whole curve (Markovian assumption), the new uniformising map \(g_t + dt\) is the composition

\[
g_{t+dt}(z) = g_{dt}(z) \circ g_t(z),
\]

where \(g_{dt}(z)\) maps the image of the infinitesimal segment \(\gamma dt\) under \(g_t(z)\) onto the real axis. Loewner showed that, together with the hydrodynamic normalisation condition \(g_t(z) \sim z\) as \(z \to +\infty\), the uniformising map satisfies the differential equation

\[
\frac{dg_t}{dt} = \frac{2}{g(t) - \xi_t}, \quad g_0(z) = z.
\]  \(\text{(54)}\)

which is equivalent to say that the infinitesimal segment \(g_t(\gamma dt)\) joins the origin and a point \(\xi_t + 2i\sqrt{dt}\).

Schramm considered the family of random curves \(\gamma : [0; \infty) \to \mathbb{H}\) of the upper-half plane generated by a Loewner chain when the driving function \(\xi_t\) is chosen to be the random Brownian motion \(\sqrt{\kappa}B_t\) characterised by

\[
\langle \xi_t \rangle = 0, \quad \langle \xi_t^2 \rangle = \kappa t.
\]  \(\text{(55)}\)

This one-parameter family of random curves, called chordal SLE and denoted \(\text{SLE}_\kappa\), possesses two important properties: conformal invariance and Markovian property. Consider a curve \(\gamma(t)\) with \(t \in [0; 1]\) joining the two points \(\gamma(0) = a\) and \(\gamma(1) = b\) in a domain \(\mathbb{D}\). Under a conformal transformation \(f(z)\), its image is a curve \(f \circ \gamma(t)\) of the domain \(f(\mathbb{D})\) that joins the points \(f(a)\) and \(f(b)\). The conformal invariance property is the equality of the probabilities of the curve and its image:

\[
\varphi_{f(\mathbb{D})}(f \circ \gamma) = \varphi_{\mathbb{D}}(\gamma).
\]  \(\text{(56)}\)

Consider now a point \(c\) on the same curve \(\gamma(t)\), i.e. \(c = \gamma(t_c)\) where \(t_c \in [0; 1]\), and cut the curve into two pieces. The initial segment \(\gamma_<(t) = \gamma(t/t_c)\) is a curve joining \(a\) and \(c\) while the final segment \(\gamma_>(t) = \gamma((t - t_c)/(1 - t_c))\) joins \(c\) and \(b\). The Markovian property holds if the conditional probability \(\varphi_{\mathbb{D}}(\gamma_>|\gamma_<)\), i.e. the probability of the final
segment $\gamma_>$ knowing the initial one $\gamma<$, is equal to the probability of the final segment $\gamma_>$ in a domain $\mathbb{D} \setminus \gamma<$ where a cut has been performed along the initial segment $\gamma<$:

$$\wp_{\mathbb{D}}(\gamma_> | \gamma<) = \wp_{\mathbb{D} \setminus \gamma<}(\gamma_>).$$  \hfill (57)

Schramm showed that if conformal invariance and Markovian property both hold then the driving function $\xi_t$ has to be a Brownian motion.

The curves, also called traces, of $\text{SLE}_\kappa$ are simple curves when $\kappa < 4$. They present double points when $4 < \kappa \leq 8$ and fill densely their envelope when $\kappa > 8$. Their fractal dimension was shown to be $[50]$

$$d_h = 1 + \frac{\kappa}{8}$$  \hfill (58)

if $\kappa < 8$ and $d_h = 2$ above. From Duplantier’s relation (53), the external perimeter of a $\text{SLE}_\kappa$ trace has a fractal dimension

$$d_e = 1 + \frac{2}{\kappa}, \quad (\kappa \geq 4)$$

which is equivalent to say that the external perimeter of a $\text{SLE}_\kappa$ trace is another trace $\text{SLE}_{\kappa'}$ with a diffusion constant $\kappa' = 16/\kappa$. Schramm showed that the probability that the SLE trace passes at the left of a given point $z = x + iy$ of the upper-half plane is [439]

$$\wp(z) = \frac{1}{2} + \frac{\Gamma(4/\kappa)}{\sqrt{\pi} \Gamma((8 - \kappa)/2\kappa)} \frac{x}{y} {}_2F_1 \left( \begin{array}{cc} 1/2, 4/\kappa, 3/2 \end{array} \frac{x^2}{y^2} \right).$$  \hfill (59)

Note the dependence on $x/y = \cotan \theta$, where $\theta$ is the polar angle, in agreement with the assumption of invariance under dilatation.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure32.png}
\caption{Typical spin configuration of the three-state Potts model at the critical point. Spins are fixed to the state $\sigma = 0$ on the left part of the boundary.}
\end{figure}
while they are free to take the values $\sigma = 1$ or 2 on the right. An interface is generated, depicted in yellow on the figure.

The continuum limit of the loop-erased random walk was shown to be SLE$_2$ [438, 311]. The percolation problem was conjectured to be SLE$_6$ by Schramm. A proof on the triangular lattice was given by Smirnov [449]. Since percolation corresponds to the limit $q \to 1$ of the Potts model, one may hope that the geometrical interfaces in the Potts models be SLE$_\kappa$ traces in the continuum limit. As already discussed above, the frontiers of the spin and Fortuin-Kasteleyn clusters of the Potts model at the critical point are fractal curves too. By imposing boundary conditions that break the symmetry of the Hamiltonian, more convenient fractal interfaces can be generated. An example of such boundary conditions is presented on figure 32. The conformal property (56) of the distribution probability of the curves is expected to be inherited from the conformal invariance of the model. Markovian property (57) is also expected to hold in the case of short-range interactions. Indeed, when a cut is performed along a path $\gamma_<$ of the dual lattice, the weights of all the bonds perpendicular to that path have to be removed from the Boltzmann weight of the spin configuration. The result is identical to the Boltzmann weight that is obtained when an interface is present along this path, i.e. when the spin are in different states on both sides and therefore when the bonds are forced to be in an inactive state.

The connection between the Potts model and SLE was provided by the Coulomb gas and minimal models. From the study of the interfaces of the $O(n)$ model, the diffusion constant $\kappa$ was inferred to be proportional to the inverse of the Coulomb gas coupling $g$ [172]. The mapping of the Coulomb gas representation of the Potts model onto that of the tricritical Potts model is translated into the duality relation $\kappa \kappa' = 16$. Bauer and Bernard constructed an abstract SLE$_\kappa$ process in the Virasoro Lie group and coupled it to Boundary Conformal Field Theory [38, 39]. The central charge $c$ of the CFT and the diffusion constant $\kappa$ of SLE turned out to be constrained by the relation

$$c = \frac{(3\kappa - 8)(6 - \kappa)}{2\kappa}.$$  

Interestingly, the duality transformation $\kappa \to 16/\kappa$, exchanging hull and external perimeters, does not change the central charge. The two fixed points of the annealed site-diluted Potts model have indeed the same central charge. Using relations (10) and (11), the diffusion constant of the SLE$_\kappa$ associated to spin and Fortuin-Kasteleyn clusters are obtained:

$$\kappa_1 = \frac{4}{1 - \frac{1}{\pi} \arccos (\sqrt{q}/2)}, \quad \kappa_2 = 16/\kappa_1.$$  

These predictions have found a mathematically rigorous confirmation in the case of the Ising model ($q = 2$). The frontier of the hull of Fortuin-Kasteleyn clusters was shown to have a well-defined continuum limit corresponding to SLE$_3$ [170]. The $q$-state Potts models with $q > 2$ were studied numerically (see figure 33). In the case $q = 3$, the fractal dimensions of the hull perimeter of the spin and Fortuin-Kasteleyn clusters were computed by Finite-Size scaling [195]. The estimates were shown to be compatible with the SLE predictions for the expected diffusion constants $\kappa = 10/3$ and $\kappa = 48/10$. The left-passage probability was compared with Schramm formula (59). Fractal dimensions
of the hull and external perimeters of the Fortuin-Kasteleyn clusters were estimated in the case $q = 1, 2, 3$ and $4 \, [6]$, for $q = (\sqrt{5} + 3)/2 \, [200]$, and for half-integer values of $q \, [509]$. Finally, we note that the definition of the hull of spin clusters is not completely free of ambiguity. Apart from interfaces obtained from appropriate symmetry-breaking boundary conditions \[195\], domain walls between spin clusters usually intersect and branch. It was shown that in this case a continuous spectrum of fractal dimensions can be defined \[168, 169\]. Other models attracted a special attention, as the Ashkin-Teller whose underlying Conformal Field Theory is not minimal \[416, 419, 417, 418, 101, 261\].
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**Figure 33**: On the left, length of the hull of the Fortuin-Kasteleyn and spin clusters of the Ising and three-state Potts models versus the lattice-size. On the right, effective diffusion constant $\kappa$ obtained by power-law interpolation with respect to the largest lattice size used in the fit.

Few studies addressed the challenging case of random systems (see 108 for a review). For the random Potts model, numerical evidences of a restoration of conformal invariance after disorder average have been presented in the previous section. However, the simple argument in favour of Markovian property for pure systems with short-range interactions cannot be extended easily to the effective Boltzmann weight of a random system.

The first numerical evidences of the validity of SLE in a random system were obtained in the case of the Edwards-Anderson spin glass model

$$ H = \sum_{(i,j)} J_{ij} \sigma_i \sigma_j, $$

where $J_{ij}$ are quenched random couplings with a symmetric probability distribution $\varphi(J) = \varphi(-J)$. When reversing the sign of the exchange couplings $J_{ij}$ along one row of the lattice, spins are usually flipped over a large region. An interface is therefore induced in the ground state between the region where the state of the spins did not change and the one where they flipped. Conformal property of the probability distribution of the interface was shown to hold with different configurations of cuts made in the lattice \[16\]. The driving function $\xi_t$ was iteratively reconstructed from the interface $\gamma(t)$ using a lattice version of (54). The variance $\langle \xi^2 \rangle$ was shown to display the expected behaviour (55) of a Brownian motion and the estimate of the diffusion constant $\kappa$. 
is compatible with previous values of the fractal dimension \( d_h \) (58). Shortly after, further numerical compatibility tests with SLE were applied [561]. Among them, the left-passage probability was interpolated with Schramm formula (59). The diffusion constant obtained in this way was compatible with other independent estimates. Surprisingly, contradictory results were obtained with different coupling distributions \( \varphi(J) \) [428]. With a Gaussian distribution, instead of a bimodal one, incompatible values of the diffusion constant were estimated from the fractal dimension of the interface and the left-passage probability. This issue has remained unexplained.

SLE was also tested for the two-dimensional Random-Field Ising model [457, 458]. Even though the system does not undergo any phase transition, the size of the spin clusters diverges at zero temperature for a critical magnetic field \( h_c \). The interfaces were believed to have the same geometrical properties as percolation and therefore correspond to SLE\(_6\) traces in the continuum limit. The Markovian property was shown to hold. Left-passage probability, fractal dimension of the interface, variance of the reconstructed driving function and crossing probabilities of percolating clusters confirmed the SLE prediction \( \kappa = 6 \).

The two-dimensional Solid-On-Solid model on a random substrate was also considered [440]. However, even though the Schramm formula (59) was apparently well reproduced by the numerical left-passage probability, the resulting estimate \( \kappa \simeq 4.00(1) \) of the diffusion constant was remarkably different from the one \( (\kappa \simeq 2.00(8)) \) obtained from the fractal dimension. This incompatibility has found no explanation.

Finally, the three-state (ferromagnetic) random-bond Potts model was studied both numerically and by Renormalisation Group techniques [269]. The latter predicted the fractal dimension of the Fortuin-Kasteleyn clusters to be \( d_h \simeq 1.61433 \). This value was confirmed by transfer matrices calculations \( (d_h \simeq 1.615(2)) \) and Monte Carlo simulations \( (d_h \simeq 1.614(3)) \). The fractal dimension of the hull of spin clusters \( (d_h \simeq 1.401(3)) \) was also estimated and the two diffusion constants \( \kappa \) (Fortuin-Kasteleyn) and

---

**Figure 34**: On the left, scaling of the length of the interface between spin clusters in the random three-state Potts model with the lattice size. In the inset, the effective fractal dimension \( d_h \) of the pure (square) and random (circles) models are plotted with respect to the inverse of the smallest lattice size used in the interpolation. On the right, square deviation between the numerical left-passage probability and the Schramm formula as a function of \( \kappa \).
\( \kappa' \) (spin) were shown to satisfy the duality relation \( \kappa' = 16/\kappa \). In this context, we studied the left-passage probability of the interface between spin clusters \(^{[107]}\). Despite a small systematic deviation in the region where the probability is large, a good agreement is obtained with the Schramm formula and the diffusion constant was estimated to be \( \kappa = 3.245(10) \), in agreement with the value (3.208(24)) obtained from the fractal dimension (figure 34).
1.2.5. Conclusions

In this first chapter, the influence of inhomogeneous perturbations coupled to the energy density of the $q$-state Potts model was discussed. These perturbations can be either random or deterministic and correspond to a local modification of the exchange coupling or of the coordination number. When the pure system undergoes a first-order phase transition, i.e. when $q > 4$ in two dimensions or $q > 2$ in three dimensions, the Imry-Wortis criterion provides a heuristic explanation of the smoothing of the transition. The latter is caused by an interface free energy which is too small to prevent the ferromagnetic low-temperature phases to be destabilised by the local fluctuations of the perturbation. This criterion was discussed for homogeneous disorder, random graphs, layered randomness and aperiodic sequences. In the case of two-dimensional random bonds, the Aizenmann-Wehr theorem states that an infinitesimal amount of disorder is sufficient to smooth completely the discontinuous phase transition. The example of the eight-state Potts model was discussed. In higher dimensions, a tricritical point may separate a line of first-order transition at weak disorder from a regime of continuous transition. This scenario was encountered in particular in three-dimensional random Potts models.

When the pure Potts model undergoes a second-order phase transition, the critical behaviour may fall into a new universality class. The perturbation is relevant when its fluctuations dominate over the energy-energy correlation function at large-distances. We tried to give a coherent presentation of the different versions of this criterion for random bonds, aperiodic perturbations and random graphs. In the case of homogeneous disorder, the two-dimensional random fixed point has been widely studied both numerically and analytically. A very good agreement between the two approaches has been achieved for several distributions of random couplings and for site or bond dilution. The phase diagram involves a line of fixed points when the number of states $q$ is increased, that is characterised by a monotonously increasing magnetic scaling dimension, and terminates at an infinite-randomness fixed point in the limit $q \to +\infty$. Interestingly, this fixed point governs also the critical behaviour of layered random (“McCoy-Wu”) Potts models for any number of states $q \geq 2$. In the three-dimensional case, the universality class at the tricritical point could not be determined by Monte Carlo simulations. It would be interesting to check the conjecture relating this fixed-point to the Random-Field Ising Model. The multifractal properties of the random fixed point were considered only in the two-dimensional case.

Finally, we presented numerical evidences of a restoration of conformal invariance of magnetisation profiles and two-point correlation functions at the two-dimensional random fixed point after averaging over disorder. This symmetry also seems to exist in the case where the pure system undergoes a first-order phase transition. More recently, the interest was focused on Stochastic Loewner Evolution. Interfaces are induced in spin systems by imposing symmetry-breaking boundary conditions. In the case of the random Potts model, the first calculations performed these last tree years show a compatibility of the geometrical properties of the interfaces between Fortuin-Kasteleyn and spin clusters with the predictions of SLE. Certainly more work needs to be done to achieve a better understanding of the connection between random systems and SLE.
1.3. Out-of-equilibrium processes

In the first chapter, only the static properties of the pure and random Potts models have been discussed. No dynamics was specified. In contradistinction to Hamiltonian dynamics, the Potts Hamiltonian \( H = \sum_{i} \sigma_{i} \sigma_{i+1} \) cannot be the infinitesimal generator of time translations because it does not involve any momentum conjugate to the spin variables \( \sigma_{i} \). It has to be understood as an effective Hamiltonian resulting from the integration of the Boltzmann weight over momenta. Moreover, we are not interested in the dynamics of an isolated system but of a system in interaction with a thermal bath. Many different dynamics are therefore possible and have been studied in the literature. A classification was introduced by Hohenberg and Halperin \[245\]. In the following, we will focus mainly on the so-called model A where the dynamics does not conserve any global observable or momentum of the system.

Two routes have been explored. The first one consists in assuming that the dynamics of the system is stochastic because of the interaction with a thermal bath. A master equation is therefore postulated and the stationary distribution is imposed to be the Boltzmann weight. Glauber applied this procedure to the one-dimensional Ising model and calculated exactly time-dependent one-time and two-time averages \[199\]. These results will be discussed in more details later. This route is also naturally followed by Monte Carlo simulations. The Metropolis algorithm generates a Monte Carlo dynamics essentially equivalent to Glauber’s one in the case of the one-dimensional Ising model \[368\]. Unfortunately, few analytical results can be obtained in this way. Like in the static case, continuous fields are more easily handled by analytical calculations and allow for sophisticated techniques as the Renormalisation Group. A more appropriate dynamics in this case is the Langevin equation \[309\]:

\[
\partial_{t} \phi(\vec{r}, t) = -\Lambda \frac{\delta H[\phi]}{\delta \phi(\vec{r}, t)} + \eta(\vec{r}, t),
\]

where \( \phi(\vec{r}, t) \) is obtained from the local order-parameter after coarse-graining. \( H[\phi] \) is a Ginzburg-Landau functional whose minimum defines the equilibrium state. \( \eta \) is a Gaussian noise describing in an effective way the effect of thermal fluctuations around the equilibrium state. Its variance \( \langle \eta(t) \eta(s) \rangle = \sigma^{2} \delta(t - s) \) is adjusted in such a way that the expected equilibrium fluctuations of \( \phi \) are recovered. It is therefore a function of temperature.

Both the dynamical equations and the initial conditions should be specified to fully pose the problem. When the system is initially prepared at equilibrium, global observables are expected to be conserved. In the large-time limit, the two-time autocorrelation functions \( \langle \phi(t)\phi(s) \rangle \) decay exponentially with a characteristic time \( \tau \) corresponding to the relaxation time of the slowest mode of the system. As approaching the critical point, this relaxation time diverges as

\[
\tau \sim \xi^{z_{c}} \sim |T - T_{c}|^{-\nu z_{c}},
\]

where \( z_{c} \) is the so-called dynamical exponent. In a finite system, the divergence is smoothed and the relaxation time scales as \( L^{z_{c}} \) at the critical temperature of the infinite system. The linear response to an external perturbation, for example a magnetic field, is related to autocorrelation functions by the Fluctuation-Dissipation Theorem (FDT):

\[
R(t, s) = \lim_{h \to 0} \frac{\delta \langle \phi(t) \rangle}{\delta h(s)} = \beta \partial_{s} \langle \phi(t)\phi(s) \rangle, \quad (t > s).
\]
The situation becomes more complicated when the system is initially prepared away from equilibrium. One can for example thermalise the system at a given temperature $T_i$ and then suddenly quench it at a different temperature $T$. In the simplest cases, the system will relax to the new equilibrium state and, at large times, an exponential decay of the global observables will be observed:

$$\langle \phi(t) \rangle = \langle \phi \rangle_T + A e^{-t/\tau},$$

(62)

where $\langle \phi \rangle_T$ is the equilibrium average at temperature $T$ and $\tau$ the relaxation time of the slowest mode. In some situations, this new equilibrium state cannot be reached. The paradigmatic example is provided by glass-forming liquids [21]. When the latter are cooled sufficiently fast, the crystallisation does not take place and the liquid enters into a super-cooled phase where it is trapped in an amorphous state. The viscosity $\eta$ increases extremely rapidly as the temperature is decreased. The experimental data are well reproduced by the empirical Vogel-Fulcher law

$$\eta(t) = \eta_0 e^{A/(T-T_0)}$$

in the case of the so-called fragile liquids. Below the glass temperature $T_g > T_0$, the system appears completely frozen, at least at accessible time-scales. Time-translation invariance of the two-time functions is broken, i.e. $C(t,s) \neq C(t-s)$. Instead, the density-density autocorrelation functions display two distinct regimes. In the second one, which is also the slowest, the relaxation is often approximated by a Kohrausch stretched exponential [412]

$$\phi(t) \sim e^{-t/\tau^\beta},$$

(63)

where the exponent $\beta$ is smaller than one. A similar situation is encountered in spin-glasses where magnetic moments interact via exchange couplings with random signs. The latter are experimentally obtained by diluting magnetic ions into an insulator. The sign of the exchange couplings between them depends in a complicated way on the overlap of their wavefunctions. The same result is obtained with magnetic ions randomly distributed into a conductor. In this case, the interaction is mediated by the conduction electrons with an intensity that oscillates with the distance. The random sign of the couplings causes magnetic frustration, which is an essential ingredient of the glass transition. The static properties were captured by Parisi’s solution of the mean-field Sherrington-Kirkpatrick model [369, 508]. In the $p$-spin model, autocorrelation functions were shown to display the same two-plateau behaviour as structural glasses [133]. The violation of the FDT was observed experimentally [256], numerically [129] and analytically for the $p$-spin model [134, 135, 136]. The following relation was conjectured to hold

$$R(t,s) = \beta X(t,s) \frac{\partial C(t,s)}{\partial s},$$

(64)

where the Fluctuation-Dissipation Ratio (FDR) $X(t,s)$ is a function of the autocorrelation functions, i.e. $X(t,s) = X[C(t,s)]$, in the case of the $p$-spin model. $\beta X(t,s)$ has been interpreted as an effective inverse temperature [132].
1.3.1. Phenomenology and scaling theory of aging ferromagnets

The slow dynamics of glasses is usually referred to as aging. A decade ago, it was realised that homogeneous ferromagnets also undergo such a behaviour. Interestingly, unlike in glasses, aging in ferromagnets can be explained in a very simple manner.

1.3.1.1. Lifschitz-Cahn-Allen growth law

Consider a ferromagnet, for example the Ising model, initially prepared in the high-temperature phase. Suppose that the system is quenched at time $t = 0$ at a temperature $T$ below its critical temperature $T_c$. The new equilibrium state consists of the two ferromagnetic phases. In contradistinction to the high-temperature phase, the typical spin configurations are not similar under the reversal of all spins, i.e. $\sigma_i \rightarrow -\sigma_i$. The transformation maps one ferromagnetic phase onto the other. During its time evolution, the system will therefore be forced to break the symmetry of its initial state. Since the dynamics is local, the choice can only be made locally. Different ferromagnetic domains will grow in different regions of the system, and enter into competition to impose the global state of the system. An example of typical spin configurations at different times is presented on figure 35. In a finite system, one domain will eventually win over all others. In the thermodynamic limit, the time needed to eliminate all domain walls diverge. Therefore, the system never reaches the equilibrium state.

![Spin configurations of the Ising model during a quench in the low-temperature phase. The different snapshots correspond to times $t = 10$, $30$, $100$, and $300$ (from left to right and top to bottom).](image)

**Figure 35**: Spin configurations of the Ising model during a quench in the low-temperature phase. The different snapshots correspond to times $t = 10$, $30$, $100$, and $300$ (from left to right and top to bottom).
Because of the surface tension between the ferromagnetic phases, the domain walls carry a non-vanishing free energy per unit of length. The dynamics being local, a domain wall will try to minimise this surface free energy by reducing its mean curvature $\kappa$. Using a simple phenomenological dynamical equation of the interface, it can be shown that the velocity of the wall should be $v = - (d - 1) \kappa$ \cite{14, 77}. For a domain whose characteristic size is $L$, the velocity behaves as $v \sim \frac{dL}{dt}$ while the curvature is $\kappa \sim 1/L$. The size of a domain is therefore expected to grow as

$$ L(t) \sim t^{1/z}, $$

where the non-critical dynamical exponent $z$ takes the value $z = 2$. Remarkably, this exponent does not depend on temperature. RG studies indeed suggest that the coarsening dynamics in the low-temperature phase is controlled by a $T = 0$ fixed point. The precise value $z = 2$ is imposed by the Langevin equation (60). For a dynamics conserving for example the global magnetisation (model B), the dynamical exponent is $z = 3$. More generally, a modified Cahn-Hilliard equation with $\Gamma \sim |k|^\mu$ as $k \to 0$, leads to $z = 1 + \mu$ \cite{76}. In some models, the domain growth may be slowed down because the walls are pinned by topological defects, like in the XY model \cite{1}, or by impurities in random systems \cite{253}. In these two cases, logarithmic corrections appear in the growth law:

$$ L(t) \sim \left( \frac{t}{\ln t} \right)^{1/2}. $$

(66)

The typical domain size $L(t)$ appears in the scaling behaviour of equal-time correlation functions

$$ C(\vec{r}, t) = \langle \phi(0,t) \phi(\vec{r}, t) \rangle = f(r/L(t)) $$

(67)

or equivalently, in the behaviour of the structure factor

$$ S(\vec{k}, t) = \int C(\vec{r}, t) e^{i\vec{k} \cdot \vec{r}} d^d\vec{r} = [L(t)]^d \tilde{f}(kL(t)). $$

(68)

These relations hold for the spherical model and the Ising-Glauber chain. They were also extensively tested for the Ising and Potts models by means of Monte Carlo simulations in the 1980s. Combined with the growth law (65), they were used to estimate the dynamical exponent $z$. While the earliest numerical calculations showed a dependence of the dynamical exponent on either the number of states of the Potts model or the temperature \cite{432, 296}, a perfect agreement with (65), (67) and (68) started emerging by the end of the decade \cite{307, 310, 439, 250}. More recently, it was also shown that the distribution $n(A, t)$ of hull-enclosed areas can be obtained from the growth law (65).

For a spherical domain of radius $L(t)$, the area $A$ varies as

$$ \frac{dA}{dt} = 2\pi L \frac{dL}{dt} \simeq 2\pi L v \simeq -2\pi (d - 1) L \kappa \sim -2\pi (d - 1). $$

This simple argument shows that all domain areas shrink at the same rate. The distribution $n(A, t)$ therefore can be easily obtained from the initial one. A good
agreement was achieved with numerical simulations in the case of the Ising model. The pure and random Potts models were also studied numerically [29, 332, 331].

Figure 36: Spin configurations of the Ising model during a quench at the critical temperature. The different snapshots correspond to times $t = 10, 30, 100, \text{ and } 300$ (from left to right and top to bottom).

When the system is quenched at the critical point, domains are observed at all length scales. Their interfaces develop a fractal structure because of the absence of surface tension. The characteristic length of the system is now the correlation length which grows as

$$\xi(t) \sim t^{1/z_c},$$

where $z_c$ is a non-trivial critical dynamical exponent. The equal-time correlation function is expected to decay as

$$C(r, t) = \langle \phi(0, t)\phi(r, t) \rangle \sim r^{-(d-2+\eta)} f(r/\xi(t)),$$

and consequently the structure factor is

$$S(\vec{k}, t) = \int C(\vec{r}, t)e^{i\vec{k} \cdot \vec{r}}d^d\vec{r} = k^{-2+\eta} \hat{f}(k\xi(t)).$$
In this context, Renormalisation-Group techniques for the $\phi^4$ model with a Langevin dynamics were introduced by Halperin et al.\cite{221,222} and further developed by Bausch et al.\cite{42}. Soon after, series expansion of the critical dynamical exponent in dimension $d = 4 - \epsilon$ was obtained to order $O(\epsilon^3)$ and shown to depend only on the static exponent $\eta$: $z_c \simeq 2 + [6 \ln \frac{4}{\epsilon} - 1] \eta$ \cite{139}. In the case of the two-dimensional Ising model, the prediction is $z_c \simeq 2.1815$. A calculation was later performed in dimension $d = 1 + \epsilon$ and the results were combined with those at $d = 4 - \epsilon$ to provide a better accuracy at intermediate dimensions \cite{41}. Monte Carlo simulations confirmed these values both for the two-dimensional Ising model\cite{250,207} and the three-dimensional one\cite{485,266}. The expressions (70) and (71) are well reproduced by the numerical data.

### 1.3.1.2. Initial-slip and autocorrelation exponents

At the end of the 1980’s decade, the study of out-of-equilibrium dynamics was extended to other protocols. One of the most famous example was damage-spreading\cite{454,243}. The system is prepared at equilibrium. At time $t = 0$, a copy of the spin configuration is made. In one of the two replicas, one spin is flipped, thus creating a defect with respect to the other spin configuration. The two systems are evolved using the same sequence of random numbers. By monitoring the correlation between the two systems, the spreading of the defect can be traced. The growth of the defect is expected to follow the Lifschitz-Cahn-Allen law (65). Using this technique, more and more accurate estimates of the critical dynamical exponent $z_c$ of the Ising model were obtained\cite{254,345,356,374,209}.

An interesting extension of damage spreading can be considered: at time $t = 0$, not only a spin is flipped but the temperature of one replica is also changed. If the system is initially prepared in the paramagnetic phase and quenched at the critical temperature, an initial spin-flip breaks the symmetry so that the spreading of the defect is actually given by the magnetisation. In this case, there is no need for a replica of the system anymore. The evolution of the magnetisation of the $\phi^4$ field theory, when a small initial magnetisation is imposed, was studied by Renormalisation Group by Janssen et al.\cite{282}. At large times $t$, magnetisation decays algebraically as $M(t) \sim t^{-\beta/\nu}$. This behaviour can be obtained from simple scaling arguments by combining the growth law (69) and the relation $M \sim \xi^{\beta/\nu}$ between the equilibrium magnetisation and the correlation length. However, at short times $t$, the magnetisation was shown to first increase with time as $M(t) \sim t^\theta$. The so-called initial-slip exponent $\theta$ is a new critical dynamical exponent, independent of the static exponents. The counterintuitive behaviour of magnetisation at small times was exploited in the so-called Short-Time Dynamics Monte Carlo simulations\cite{13}. The exponent $\theta$ was estimated to be equal to 0.191(3) for the two-dimensional Ising model, and 0.104(3) in the three-dimensional case\cite{209}.

When a small magnetisation is imposed in the initial state, the magnetisation $M(t)$ at time $t$ can be shown to be equal to the magnetisation-magnetisation autocorrelation function $\langle M(0)M(t) \rangle$ \cite{467}. Independently, autocorrelation functions $C(t, s)$ had already been studied in spin glasses and pure Ising models submitted to a quench and a new exponent $\lambda$ had been introduced as $\lambda$\cite{182,252}

$$C(t, s) = \langle \sigma_i(t)\sigma_i(s) \rangle \sim t^{-\lambda/z}. \quad (72)$$

Monte Carlo simulations showed that the so-called autocorrelation exponent $\lambda$ takes different values depending on whether the quench is performed at the critical temperature.
or below. To distinguish between the two cases, the exponent is usually denoted $\lambda_c$ at $T_c$ and $\lambda$ below. The autocorrelation exponent $\lambda_c$ is related to the initial-slip exponent $\theta$ by

$$
\lambda_c = d - z_c \theta,
$$

(73)

where the appearance of the dimension $d$ is due to the fact that equation (72) involves local spin-spin autocorrelation functions, while the initial-slip exponent is related to autocorrelations of the total magnetisation. Note that a surface autocorrelation exponent can be defined by considering the autocorrelation functions of a spin at the boundary of the system [348].

Below the critical temperature, the autocorrelation exponent $\lambda$ was conjectured to be bounded by $d/2 \leq \lambda \leq d$ [182]. The lower bound was later shown rigorously by Yeung et al. [502]. The proof relies on the Cauchy-Schwartz inequality

$$
C(r, t; 0, s) = \langle \sigma(r, t) \sigma(0, s) \rangle \leq \int \sqrt{S(k, t)S(k, s)} d^d k.
$$

The integral is dominated by the small wavevectors, i.e. the large distances. Since the structure factor $S(k, s)$ is expected to be equal to the magnetisation $M$ for small wavevectors $k$, the correlation is bounded as follows

$$
C(r, t; 0, s) \sim [L(t)]^{-\lambda} \leq [L(t)]^{d/2} \sqrt{M} \int_0^{1/L(t)} \sqrt{f(kL(t))} d^d k \sim [L(t)]^{-d/2}
$$

thus completing the proof. The numerical value of the autocorrelation exponents were estimated by means of Monte Carlo simulations [252, 329, 250]. For the two-dimensional Ising model, these estimates are $\lambda \simeq 1.24$, $\lambda_c/z_c \simeq 0.74(1)$ and therefore $\lambda_c \simeq 1.59(2)$. The autocorrelation exponent was shown to be affected by the presence of long-range correlations in the initial state [79]. If these correlations decay as $C(r, t; 0, s) \sim r^{-(d-\sigma)}$ then $\lambda = (d - \sigma)/4$ if $\sigma > d - 2\lambda$. The exponent is unchanged when $\sigma \leq d - 2\lambda$. Such a modification was also observed in the case of the spherical model [420].

It should be mentioned that the autocorrelation exponent, or equivalently the initial-slip exponent, is not the only exponent characterising the aging regime. The probability that a spin does not flip for a time $t$ was shown to decay algebraically as $t^{-\theta'}$ in the one-dimensional Ising and Potts models [78, 149, 151]. In the same spirit, one may consider the probability that the sign of the total magnetisation does not change during a time $t$ after a quench at the critical temperature [347]. If the dynamics of the global magnetisation is Markovian, which is usually not the case, then the persistence exponent is given by

$$
z_c \theta' = \lambda_c - d + 1 - \eta/2.
$$

### 1.3.1.3. Scaling theory of aging two-point functions

As discussed above, the recognition of the important role of autocorrelation functions in describing aging processes is a major achievement of the 1990’s decade. A further step was made by Furukawa who first noticed that the scaling behaviour of autocorrelation functions

$$
C(\vec{r}, t, s) = \langle \phi(\vec{r}, t) \phi(\vec{0}, s) \rangle \sim [L(t)]^{-\lambda} \mathcal{F}_C \left( \frac{\vec{r}}{L(t)}, \frac{\vec{r}}{L(s)} \right)
$$

...
could equivalently be written as \cite{192, 191}

$$C(\vec{r}, t, s) \sim [L(t)]^{-\lambda} \tilde{F}_C \left( \frac{r}{L(t)}, \frac{L(t)}{L(s)} \right).$$

(74)

At the critical point, autocorrelation functions are expected to scale in a similar way:

$$C(\vec{r}, t, s) \sim [\xi(t)]^{-\lambda_c} F_C \left( \frac{r}{\xi(t)}, \frac{\xi(t)}{\xi(s)} \right).$$

(75)

The dependence on the ratio $L(t)/L(s)$, or $\xi(t)/\xi(s)$ at the critical temperature, is a consequence of the self-similarity of domain walls. By looking at figures 35 and 36, the reader may convince herself that the system at time $t'$ is similar to the one at time $t < t'$ when the lengths are appropriately rescaled. The state of the domains remains frozen if a dilatation with scale factor $1/L(t)$ is performed at each time $t$. It therefore seems more natural to assume that the “distance” between two domain configurations at times $t$ and $s$ is measured by the scale factor $L(t)/L(s)$ ($\xi(t)/\xi(s)$ at the critical temperature) that brings them to the same length scale. Note that the above discussion holds only if all length scales grow as (65). This is the case for domain walls but obviously not for thermal fluctuations whose characteristic length is the equilibrium correlation length.

The full autocorrelation function can be decomposed into two independent contributions

$$C(t, s) = C_{\text{Therm.}}(t-s) + C_{\text{Ag.}}(t/s) \sim \frac{C_{\text{Ag.}}(t/s)}{t-s \sim z},$$

one corresponding to thermal fluctuations, and the other to domain walls. The scaling hypothesis presented above is therefore expected to hold only at time scales larger than the relaxation time $\tau$ of thermal fluctuations.

Below the critical temperature, spin-spin autocorrelation functions are expected to decay exponentially with the distance $r$. One may therefore assume that the scaling function (74) is of the form

$$C(\vec{r}, t, s) \sim [L(t)]^{-\lambda} F_C \left( \frac{L(t)}{L(s)} \right) e^{-r/L(t)}. $$

The $r$-independent term is the one-site autocorrelation $C(0, t, s) = C(t, s)$. In the aging regime $t - s \sim s$, the scaling function $F_C(L(t)/L(s))$ is approximated by $F_C(1)$ that can be obtained from

$$C(s, s) \sim [L(s)]^{-\lambda} F_C(1).$$

Spin-spin autocorrelation function scale finally in this regime as \cite{203, 240}

$$C(t, s) \sim C(s, s) \left( \frac{L(t)}{L(s)} \right)^{-\lambda} \sim M_{\text{eq}}^2(s) \left( \frac{L(t)}{L(s)} \right)^{-\lambda/z}.$$  

(76)

where $C(s, s) \sim M_{\text{eq}}^2(s)$ is the equilibrium magnetisation in a finite domain of size $L(s)$. At the critical temperature, spin-spin autocorrelation functions (75) are expected to decay algebraically with the distance $r$. One may assume

$$C(\vec{r}, t, s) \sim [\xi(t)]^{-\lambda_c} F_C \left( \frac{\xi(t)}{\xi(s)} \right) \left( \frac{r}{L(t)} \right)^{-d-2+\eta}. $$

(76)
In the aging regime \( t - s \sim s \), the scaling function \( \mathcal{F}_C(\xi(t)/\xi(s)) \) is approximated by \( \mathcal{F}_C(1) \) that can be obtained from

\[ C(s, s) \sim [\xi(s)]^{-\lambda_c + d - 2 + \eta} \mathcal{F}_C(1). \]

Spin-spin autocorrelation functions are therefore expected to scale as

\[ C(t, s) \sim C(s, s) [\xi(s)]^{-(d - 2 + \eta)} \left( \frac{\xi(t)}{\xi(s)} \right)^{-\lambda_c} \sim s^{-a_c} \left( \frac{t}{s} \right)^{-\lambda_c/z_c}, \tag{77} \]

where we have defined

\[ a_c = (d - 2 + \eta)/z_c. \]

The autocorrelation function predicted by Renormalisation Group studies

\[ C(\vec{r}, t; 0, s) = r^{-(d - 2 + \eta)} \left( \frac{t}{s} \right)^{1+(d - 2 + \eta - \lambda_c)/z_c} \tilde{\mathcal{F}}_C \left( \frac{r}{(t - s)^{1/z_c}}, \frac{t}{s} \right) \]

is consistent with this scaling behaviour [42, 282].

**1.3.1.4. Response functions and violation of the FDT**

The same scaling assumptions can be made for the response function too, leading below the critical temperature \( T_c \) to [203]

\[ k_B T R(t, s) \bigg|_{t,s \gg 1} \sim s^{-a} \left( \frac{t}{s} \right)^{-\lambda/z}. \tag{78} \]

The exponent appearing in the quasi-equilibrium prefactor is believed to be \( a = 1/z \) when the correlation length is finite [238]. The dependence of the response on \( L(t)/L(s) \) was confirmed by numerical simulations [62]. When combining (76) and (78), the FDR (64) reads

\[ X(t, s) = k_B T R(t, s) \left[ \partial_s C(t, s) \right]^{-1} \bigg|_{t,s \gg 1} \sim s^{-a}. \]

The FDR vanishes in the limit \( s \to +\infty \). As expected, the Fluctuation-Dissipation Theorem (64) is violated because the slow growth and coalescence of domain walls are irreversible processes. However, as shown by example by Monte Carlo simulations [37], the integrated response function displays a second regime at small times where the FDT holds. Reversible processes indeed take place at time scales smaller than the characteristic time of domain coarsening. When the size \( L(t) \) of a domain becomes larger than the equilibrium correlation length \( \xi \), the degrees of freedom inside the domain behave as in an homogeneous ferromagnetic phase. Reversible thermal fluctuations of energy \( \Delta E \sim \sigma \ell^{d-1} \) occur during a time of order \( e^{-\beta \Delta E} \).

At the critical temperature, the response function is assumed to scale as

\[ k_B T_c R(t, s) \bigg|_{t,s \gg 1} (t - s)^{-1-a_c} \left( \frac{t}{s} \right)^{-\lambda_c/z_c}. \tag{79} \]
The autocorrelation exponent $\lambda_c$ usually takes the same value for the autocorrelation and response functions. However, some counterexamples exist, like the XY model with an initially ordered state $^{[63]}$ or the spherical model with a correlated initial state $^{[421]}$. Combining (77) and (79) leads to the FDR (64)

$$X(t, s) = k_B T R(t, s) \left[ \partial_s C(t, s) \right]^{-1} \sim \frac{A_R}{A_C} \left( \frac{\lambda_c}{\lambda_c} - a_c \right)^{-1}.$$

The asymptotic value of the FDR

$$X_\infty = \lim_{s \to +\infty} \lim_{t \to +\infty} X(t, s)$$

depends only on critical exponents and on the ratio of amplitudes, and hence is believed to be universal $^{[203]}$. In the simple cases of the random walk, the Gaussian model or the two-dimensional XY model in the spin-wave approximation, the autocorrelation and response functions are known exactly. In all these cases, the FDR takes the asymptotic value $X_\infty = 1/2$. Remarkably, the same value was obtained for the Ising-Glauber chain $^{[201,328]}$ and for the spherical model in dimension $d > 4$ $^{[202]}$. In lower dimension, the asymptotic FDR of the latter is different: $X_\infty = 1 - 2/d$. The field theory associated to the Langevin equation was extended by the introduction of a new field $\tilde{\phi}$ allowing for the calculation of the response as a correlation function $^{[352]}$. RG estimations of the response of the $\phi^4$ model in dimension $d = 4 - \epsilon$ calculated within this framework led to a FDR $^{[88,90,194]}

$$X_\infty(g = 0) = \frac{1}{2} \left[ 1 - \frac{\epsilon}{4} n + 2 \right] + O(\epsilon^2).$$

The FDR was shown to be sensitive to correlated initial conditions. In the case of the Ising-Glauber chain, $X_\infty$ takes two different values depending on whether the initial state has finitely many domain walls or not $^{[242]}$. The same sensitivity to the initial correlations was observed in the spherical model $^{[420]}$. A non-vanishing initial magnetisation $m_0$ also seems to be a relevant perturbation, thus inducing new exponents and ratios. In the long-range Ising model, the FDR was shown to be $X_\infty = 1/2$ if $m_0 = 0$ and $4/5$ for $m_0 > 0$ $^{[197]}$. RG calculations for the $\phi^4$ model in dimensions $d = 4 - \epsilon$ showed the same tendency, with a FDR

$$X_\infty = \frac{4}{5} \left[ 1 - \left( \frac{73}{480} - \frac{\pi^2}{80} \right) \epsilon \right] + O(\epsilon^2)$$

in presence of non-vanishing initial magnetisation. The same observation was made for the spherical model in dimension $d > 4$ $^{[24,26]}$. Below $d = 4$, $X_\infty$ depends on both the initial magnetisation and the dimension. While approaching $d = 2$, the FDR develops a singular behaviour.

As the experimental measure, the numerical calculation of the linear response is in principle impossible directly because it involves the estimation of the variation of magnetisation caused by the application of an extremely small magnetic field during a time extremely short. In a Monte Carlo simulation, a sufficiently strong magnetic field has to be applied to measure a response larger than the statistical noise due to the finite
number of histories. Therefore, a non-linear response is measured. Experimentally and numerically, it is easier to measure an integrated response, for example

$$\chi_{TRM}(t, s) = \int_0^s R(t, u)du$$

corresponding to the magnetisation at time $t$ when a magnetic field $h = 1$ is applied between the times 0 and $s$. Under the assumption $X(t, s) = X(C)$, the FDR may be estimated as the slope of a plot of $R(t, s)$ versus $C(t, s)$ \cite{37, 203}. The value $X_\infty \approx 0.34$ was estimated in this way for the two-dimensional Ising model \cite{357}.

**Figure 37** : On the left, scaling function $s^{1+a}R(t, s)$ of the linear response function of the two-dimensional Ising model quenched at its critical temperature versus $t/s$. The data have been averaged over 1.382.017 independent histories. On the right, FDR $X(t, s)$ versus $s/t$ (unpublished).

We have introduced an algorithm allowing for a reduction of the statistical noise of the linear response \cite{104}. Consider a spin model with a Markovian dynamics:

$$\varphi(\sigma, t + 1) = \sum_{\sigma'} \varphi(\sigma', t) W(\sigma \rightarrow \sigma').$$

A magnetic field is coupled to the system by modifying the transition rates $W$. The response function of the spin $\sigma_i$ to the introduction of a magnetic field at the site $j$ can be written as

$$R_{ij}(t, s) = \frac{\partial \langle \sigma_i(t) \rangle}{\partial h_j(s)}$$

$$= \frac{\partial}{\partial h_j(s)} \left[ \sum_{\{\sigma, \sigma'\}} \sigma_i \varphi(\sigma, t|\sigma', s + 1) \varphi(\sigma', s + 1) \right]$$

$$= \sum_{\{\sigma, \sigma'\}} \sigma_i \varphi(\sigma, t|\sigma', s + 1) \frac{\partial}{\partial h_j} \varphi(\sigma', s + 1)$$

$$= \sum_{\{\sigma, \sigma', \sigma''\}} \sigma_i \varphi(\sigma, t|\sigma', s + 1) \frac{\partial}{\partial h_j} W(\sigma'' \rightarrow \sigma') \varphi(\sigma'', s)$$

$$= \sum_{\{\sigma, \sigma', \sigma''\}} \sigma_i \frac{\partial \ln W}{\partial h_j}(\sigma'' \rightarrow \sigma') \varphi(\sigma, t|\sigma', s + 1) W(\sigma'' \rightarrow \sigma') \varphi(\sigma'', s).$$
For the Ising-Glauber model, the response reads

\[ R_{i,j}(t, s) = \beta \langle \sigma_i(t) [\sigma_j(s + 1) - \sigma_j^W(s)] \rangle, \tag{80} \]

where \( \sigma_j^W = \tanh(\sum_{k \neq j} J_{jk} \sigma_k) \) is the equilibrium value of \( \sigma_j \) in the Weiss field of its neighbours. The computation of the linear response is reduced to that of a correlation function. Furthermore, there is no need to apply a magnetic field. For this reason, this algorithm was called no-field algorithm. Various versions were proposed \cite{427,326}. From the response, the FDR can be estimated as

\[ X(t, s) = \frac{k_B TR(t, s)}{\partial_s C(t, s)} = \frac{\sum_i \langle \sigma_i(t) [\sigma_i(s + 1) - \sigma_i^W(s)] \rangle}{\sum_i \langle \sigma_i(t) [\sigma_i(s + 1) - \sigma_i(s)] \rangle} \tag{81} \]

An example for the two-dimensional Ising model is presented in figure 37. Using the no-field algorithm, the FDR of the two-dimensional Ising model was estimated to be \( X_\infty \approx 0.328(1) \) \cite{105}.

The question of the interpretation of \( X_\infty \) as an effective inverse temperature attracted a lot of attention. An important requirement is that the FDR takes the same value for all observables. Many articles pointed out the fact that this is not the case for an aging ferromagnet. RG calculations for the \( \phi^4 \) model give different series expansions for the FDR of magnetisation and energy when \( d < 4 \) \cite{89}. While \( X_\infty \approx 0.33 \), for both magnetisation and energy in the two-dimensional Ising model, the FDR of energy in the Ising-Glauber is \( X_E = 0 \) (while \( X_M = 1/2 \)) \cite{357}. In the spherical model, the FDR is the same for various local observables (spin, energy, etc.), but not for global magnetisation and global energy in dimensions \( d < 4 \) \cite{25}. In conclusion, the FDR does not provide a measure of an effective temperature of a ferromagnetic during a quench.

### 1.3.1.5. Local Scale Invariance

The recent Local Scale Invariance theory provided exact expressions for the response and autocorrelation functions during a quench. It is based on the study of the representations of a Lie group of transformations leaving the Langevin equation invariant \cite{240}.

Consider first the simpler case of the diffusion equation \( \partial_t \phi = D \Delta \phi \), which is equivalent to a Schrödinger equation with a complex mass \( m = i/2D \). The latter is invariant under the transformations of the Galilean group. The quantum wavefunction is however a non-projective representation of this group since it acquires a phase during a Galilean boost. The infinitesimal generators of the group are

\[
\begin{aligned}
X_n &= -t^{n+1} \partial_t - \frac{n + 1}{2} t^n r \partial_r - \frac{n(n + 1)}{4} M t^{n-1} r^2 - \frac{x}{2} (n + 1) t^n, \\
Y_m &= -t^{m+1/2} \partial_r - \left( m + \frac{1}{2} \right) M t^{m-1/2} r, \\
M_n &= M t^n,
\end{aligned}
\]

where \( n \in \{-1; 0; 1\} \) and \( m \in \{-1/2\} \), and \( x \) is the scaling dimension of the quantum field \( \phi \). \( X_{-1} \) is the generator of time translations, \( X_0 \) of dilatations, \( X_1 \) of conformal special transformations, \( Y_{-1} \) of space translations, \( Y_{1/2} \) of Galilean boosts and \( M_0 \) of the phase change of \( \phi \). These local transformations generalise the global transformation...
\((\vec{r}, t) \rightarrow (\vec{r}/\beta, t/\beta^2)\) ensuring the invariance of the growth law (65). The factor 1/2 appearing in the expression of \(X_0\) is directly related to the dynamical exponent \(z = 2\) of diffusion. These generators satisfy the Lie algebra:

\[
\begin{align*}
[X_n, X_m] &= (n - m)X_{n+m}, \\
[X_n, Y_p] &= \left(\frac{n}{2} - p\right)Y_{n+p}, \\
[Y_p, Y_q] &= (p - q)M_{p+q}, \\
[X_n, M_m] &= [Y_n, M_m] = -mM_{n+m}.
\end{align*}
\]

The idea behind Local Scale Invariance is to consider the representation of a sub-algebra corresponding to the transformations that are supposed to leave invariant the aging dynamics. In particular, the invariance under time translation is broken by the initial conditions. The generator \(X_{-1}\) should therefore be excluded. The exact expression of the response function \(R(t, s)\) was obtained by imposing its invariance under dilatation and special transformations, i.e. \(X_0R = X_1R = 0\), \([241, 236]\)

\[
R(t, s) = r_0(t-s)^{-1-a} \left(\frac{t}{s}\right)^{1+a-\lambda/z}.
\]

This prediction was widely debated in the literature and compared with numerical results, mostly for two and three-dimensional Ising models \([239, 330, 422, 327]\). Small deviations were usually observed, especially at \(T_c\) where thermal fluctuations play an important role. The theory is indeed based on infinitesimal generators \(X_n, Y_n\) and \(M_n\) corresponding to transformations that leave the noiseless Langevin equation invariant. However, it can be shown that the noise term of the Martin-Siggia-Rose action does not contribute to the response to any order in perturbation. Nevertheless, the limitation to a dynamical exponent \(z = 2\) restricts the application of (82) to zero temperature. The infinitesimal generators \(X_n\) were later extended to dynamical exponents \(z \neq 2\) and a new expression of the response function was obtained \([237]\):

\[
R(t, s) = s^{-1-a} \left(\frac{t}{s}\right)^{1+a'-\lambda/z} \left(\frac{t-s}{s}\right)^{-1-a'}.
\]

involving now a new parameter \(a' \neq a\). A good agreement with numerical data was reported in the case of the two-dimensional Ising model, even though the presence of small deviations was claimed to prove that (83) was not exact \([127]\). We will discuss this prediction of the response in the context of the Potts model with an irreversible dynamics.

1.3.2. Out-of-equilibrium dynamics of the Potts model

In this section, we present our results concerning the out-of-equilibrium dynamics of a one-dimensional Ising-like model and of two-dimensional models with the same symmetry as the Potts model.
1.3.2.1. Aging in one-dimensional spin models

In a celebrated paper, Glauber introduced a Markovian dynamics for the Ising model and calculated exactly the one-point and two-point functions in the one-dimensional case \([199]\). We briefly summarise here these results. Consider a chain of \(N\) spins \(\sigma_i\). The probability to observe a given spin configuration \(\sigma = \{\sigma_i\}_i\) at time \(t\) evolves according to the master equation

\[
\begin{align*}
\partial_t \varphi(\sigma, t) &= \sum_{\sigma'} \left[ \varphi(\sigma', t) W(\sigma' \rightarrow \sigma) - \varphi(\sigma, t) W(\sigma \rightarrow \sigma') \right],
\end{align*}
\]  

(84)

where \(W(\sigma' \rightarrow \sigma)\) is the rate of a transition \(\sigma' \rightarrow \sigma\). Glauber assumed that these transition rates are limited to spin flips \(\sigma_i \rightarrow -\sigma_i\):

\[
W(\sigma \rightarrow \sigma') = \frac{1}{N} \sum_i \omega(\sigma_i) \prod_{j \neq i} \delta_{\sigma_j, \sigma'_j}.
\]

The most general transition rates depending only on the states of the two neighbouring spins \(\sigma_{i-1}\) and \(\sigma_{i+1}\) and preserving the global symmetry \(\sigma_i \rightarrow -\sigma_i\) for all \(i\), is

\[
\omega(\sigma_i) = \frac{\alpha}{2} \left[ 1 - \frac{\gamma}{2} \sigma_i (\sigma_{i-1} + \sigma_{i+1}) + \delta \sigma_{i-1} \sigma_{i+1} \right].
\]

(85)

The parameter \(\alpha\) can be absorbed into a renormalisation of the time \(t\). Glauber then imposed the constraint that the stationary distribution \(\varphi_{st}(\sigma)\) be the Boltzmann weight for the Ising Hamiltonian. A solution can easily be found if the detailed balance condition holds, i.e. if the expression within the brackets in (84) vanishes. The parameters of the transition rates are then related to the exchange coupling \(K = \beta J\) by

\[
\gamma = (1 + \delta) \tanh K.
\]

(86)

Glauber restricted himself to the case \(\delta = 0\). He showed that a closed set of linear evolution equations are obtained for the magnetisation, the equal-time correlation functions and the autocorrelation functions. It is instructive to consider the average magnetisation with homogeneous initial conditions. In this case, the decay is \(m(t) = e^{-(1-\gamma)t}\), i.e. exponential for \(\gamma \neq 1\). At the point \(\gamma = 1\), corresponding to a temperature \(T = 0\), the relaxation time diverges, as expected since the equilibrium Ising model is critical. The dynamics of the domains walls was observed to be equivalent to a model of particles diffusing and annihilating by pair, i.e. \(A + A \rightarrow \emptyset\) in the standard notations \([45\text{I}, 45\text{II}, 15\text{I}, 15\text{II}]\). The average distance between particles, i.e. the average domain size in the spin language, grows as

\[
L(t) = \frac{2\sqrt{\pi}}{1 - m_0^2} t^{1/2}
\]

i.e. as expected (65) for an aging ferromagnet. Let us mention finally that some new correlations were calculated exactly: the probability to have \(n\) consecutive domain walls \([42\text{IV}]\) or the probability that an interval contains an even number of particles \([35\text{III}]\) using the method of intervals \([87]\). We will apply the same techniques to the KDH model.
Figure 38: Typical history of the KDH model near the point $\gamma = 2$ and $\delta = 1$. The vertical direction corresponds to the time direction. The spin configuration of the chain at time $t = 0$ is represented on the upper line.

The full transition rates (85) were considered again by Kimball [301] and Deker and Haake [145]. They showed that a closed set of two evolution equations is obtained for the global magnetisation and a tri-spin product $Q = \sum_i \sigma_{i-1}\sigma_i\sigma_{i+1}$ in the special case $\gamma = 2\delta$, not considered by Glauber. Note that on this line in the $\gamma - \delta$ plane, detailed balance is not satisfied except at the point $\gamma = 2$ and $\delta = 1$, corresponding to zero temperature according to (86). Interestingly, the slowest relaxation time of global magnetisation or tri-spin correlation diverges at this point. The study of its behaviour in the vicinity of $\gamma = 2$ shows that the dynamical exponent is $z = 4$, i.e. very different from the Ising-Glauber value $z = 2$. To understand this difference, it is useful to introduce the following factorisation of the transition rates (85) [407, 128]:

$$\omega_i(\sigma_i) = \frac{\alpha}{2} \left[ 1 - \frac{\gamma}{2(1 + \delta)} \sigma_i (\sigma_{i-1} + \sigma_{i+1}) \right] \left[ 1 + \delta \sigma_{i-1}\sigma_{i+1} \right].$$

By absorbing the last term into an effective parameter $\alpha_{\text{eff.}} = \alpha \left[ 1 + \delta \sigma_{i-1}\sigma_{i+1} \right]$, the usual Glauber transition rates are recovered but with a characteristic time $1/\alpha_{\text{eff.}}$ of the spin flip $\sigma_i \to -\sigma_i$ that now depends on the relative state of the two neighbours. The dynamics is said to be facilitated. At zero temperature, the transition is allowed only if the two neighbours are in the same state. An example of typical history is presented on figure 38. In contradistinction to the Ising-Glauber model, there exists a macroscopically large number $((1 + \sqrt{5})/2) L$ of steady states with an arbitrary number of domain walls. The system is not critical, simply frozen in one of the many absorbing states. The divergence of the relaxation time is due to the fact that it is not possible to tunnel from one steady state to the other at zero temperature. Global autocorrelation and response functions were calculated analytically [173]. Both decay exponentially and not algebraically.

Like the Ising-Glauber model, the dynamics of the domain walls in the KDH model consists in pair-annihilation and diffusion. However, in contradistinction to the Ising model for which the domain walls can always hop from one site to the other, diffusion is not allowed anymore in the KDH model at zero temperature. As a consequence, domain walls behave as a gas of immobile particles that can only annihilate with their neighbours. To be more quantitative, define the kink variable

$$\eta_i = \frac{1 - \sigma_i\sigma_{i+1}}{2} \in \{0; 1\}.$$

In the case $\gamma = 2\delta = 2$, the transition rates associated to single-spin flips can be rewritten in terms of kinks as

$$\omega_i(\sigma_i) = \frac{\alpha}{2} (1 - \sigma_i\sigma_{i-1}) (1 - \sigma_i\sigma_{i+1}) = 2\alpha \eta_{i-1} \eta_i.$$
In the following, the parameter $\alpha$ will be absorbed into a redefinition of time. The transition rates vanish unless two kinks occupy the sites $i$ and $i - 1$. Only in this case, the spin-flip $\sigma_i \rightarrow -\sigma_i$ can happen. In terms of kinks, the transition corresponds to

$$\eta_{i-1} \rightarrow 1 - \eta_{i-1}, \quad \eta_i \rightarrow 1 - \eta_i$$

i.e. to the annihilation of the two kinks. We showed that for some observables having a simple expression in terms of kinks, a closed set of linear evolution equations can be obtained. This is in particular the case of the probability of occurrence of a string of $n$ consecutive kinks \[^{119}\]:

$$C_n(t) = \langle \eta_1(t)\eta_2(t)\ldots\eta_n(t) \rangle.$$ 

When the initial conditions are homogeneous, the evolution equation reads

$$\frac{d}{dt} C_n(t) = -4C_{n+1}(t) - 2(n - 1)C_n(t).$$

We solved this equation by standard techniques: the last term is eliminated by the transformation $C_n(t) = u_n(t)e^{-2(n-1)t}$. A time renormalisation $s = \frac{e^{-2t} - 1}{2}$ leaves

$$\frac{d}{ds} u_n(s) = 4u_{n+1}(s),$$

which is solved by means of a generating function. The solution is finally

$$C_n(t) = \sum_{m=0}^{\infty} \frac{2m}{m!} C_{m+n}(0) \left( e^{-2t} - 1 \right)^m e^{-2(n-1)t}. \quad \text{(87)}$$

The probabilities decay exponentially to zero, apart from the density of kinks $C_1(t)$ which goes to a constant at infinite time $t$. The average distance between kinks, i.e. the domain size, is asymptotically finite, in contradistinction to the Ising-Glauber model. The calculation was generalised to the case of inhomogeneous initial conditions that allowed us to consider in particular the probability in presence of a boundary. Results similar to (87) were obtained on the Bethe lattice. In the spirit of the empty-interval method, we then considered the correlation between two strings of respectively $n$ and $m$ kinks separated by a hole of $k$ sites (see figure 39):

$$C_{n,m}^k(t) = 2^k \left[ \frac{(e^{-2t} - 1)^{k+1}}{(k+1)!} + \frac{(e^{-2t} - 1)^k}{k!} \right]$$

$$\times \sum_{p=0}^{+\infty} \frac{2^p u_{n+m+p+k}(0)}{p!} \left( e^{-2t} - 1 \right)^p e^{-2(n+m-2)t}$$

$$+ \sum_{l=1}^{k} \sum_{a=n, \ b=m} \left[ \sum_{i=0}^{k-l} \frac{u_{a+i,b+k-l-i}(0)}{i!(k-l-i)!} \right] \frac{(e^{-2t} - 1)^{k-l+a+b-n-m}(a-m)! (b-m)!}{(a-m)! (b-m)!} e^{-2(n+m-2)t}. $$
We then extended the problem to the case of two species $A$ and $B$ of immobile particles that can annihilate through the reaction $A + B \rightarrow \emptyset$. The densities of $A$ and $B$ particles are obtained in the same way as the density of kinks presented above:

$$A_n(t) = \frac{1}{2} \left[ A_n(0) - B_n(0) + \sum_{m=0}^{\infty} \frac{2^m}{m!} (A_{n+m}(0) + B_{n+m}(0)) (e^{-t} - 1)^m \right] e^{-(n-1)t},$$

$$B_n(t) = \frac{1}{2} \left[ B_n(0) - A_n(0) + \sum_{m=0}^{\infty} \frac{2^m}{m!} (A_{n+m}(0) + B_{n+m}(0)) (e^{-t} - 1)^m \right] e^{-(n-1)t}.$$

Finally, we showed that a closed set of evolution equations can be obtained and solved for the correlation of two blocks, of respectively $n$ and $m$ particles, separated by $k$ sites, only if all even sites are occupied by a $A$ particle and odd ones by a $B$ particle (or the opposite).

1.3.2.2. Aging in two-dimensional models in the Potts universality class

We tested the universality of the autocorrelation exponent $\lambda_c$ and of the asymptotic FDR $X_\infty$ measured during a quench at the critical temperature. To that purpose, we studied by means of Monte Carlo simulations the two-dimensional Potts models with $q = 2, 3$ and $4$ states on different lattices. In a second step, numerical estimates of $\lambda_c / z_c$ and $X_\infty$ for several models in different universality classes were compared.$^{[105]}$

1.3.2.2.1. Lattice-independence of $\lambda_c$ and $X_\infty$

We considered the Potts model whose Hamiltonian is

$$-\beta H = J \sum_{\langle i,j \rangle} \delta_{\sigma_i, \sigma_j} - \sum_i h_i \delta_{\sigma_i,0},$$
where the magnetic field is introduced only to define a response function

\[ R_{ij}(t, s) = \frac{\delta(\delta_{\sigma_i(t), 0})}{\delta h_j(s)}. \]

The system was evolved using the Glauber dynamics and the response was measured with the no-field algorithm (80). Three different lattices were considered: square, triangular and honeycomb. In the last two cases, we used the exact critical temperatures obtained from the star-triangle transformation [297]. The autocorrelation exponent was extracted from the decay of the spin-spin autocorrelation functions (77). The response turned out to give less accurate estimates. The FDR is estimated numerically using (81). As can be seen on Tables 6 and 7, the three lattices give estimates of both \( \lambda_c/z_c \) and \( X_\infty \) in good agreement. The deviations are systematically smaller than the error bars.

<table>
<thead>
<tr>
<th>Models</th>
<th>Square</th>
<th>Triang.</th>
<th>Honeyc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ising</td>
<td>0.738(21)</td>
<td>0.739(22)</td>
<td>0.731(17)</td>
</tr>
<tr>
<td>3-state Potts</td>
<td>0.844(18)</td>
<td>0.845(20)</td>
<td>0.844(16)</td>
</tr>
<tr>
<td>4-state Potts</td>
<td>0.99(12)</td>
<td>0.99(17)</td>
<td>0.97(8)</td>
</tr>
</tbody>
</table>

**Tableau 6:** Autocorrelation exponents \( \lambda_c/z_c \) of the \( q \)-state Potts models with \( q = 2, 3 \) and 4 on the square, triangular and honeycomb lattices.

These values are in good agreement with those found in the literature for a square lattice and based on the Short-Time Dynamics technique. The autocorrelation exponents presented below were recalculated from the initial-slip exponent \( \theta \) using (73). In the case of the Ising model, our estimates of the autocorrelation exponent is compatible with the values \( \lambda_c/z_c \simeq 0.731(3) \) [209], and 0.732 [396] using the dynamical exponent \( z_c \simeq 2.1667(5) \) [394]. Our values of the FDR are more accurate than previous estimates [357, 435]. In the case of the three-state Potts model, our autocorrelation exponents are compatible with 0.828(2) [441]. In the case of the four-state Potts model, our values agrees with the estimate 0.919 assuming \( z_c = 2.294 \) [27], and with 0.917(11) assuming \( z_c = 2.296(5) \) [28].

<table>
<thead>
<tr>
<th>Models</th>
<th>Square</th>
<th>Triang.</th>
<th>Honeyc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ising</td>
<td>0.328(1)</td>
<td>0.323(1)</td>
<td>0.328(1)</td>
</tr>
<tr>
<td>3-state Potts</td>
<td>0.406(1)</td>
<td>0.402(3)</td>
<td>0.404(1)</td>
</tr>
<tr>
<td>4-state Potts</td>
<td>0.459(8)†</td>
<td>0.460(4)†</td>
<td>0.467(21)†</td>
</tr>
</tbody>
</table>

**Tableau 7:** Asymptotic FDR \( X_\infty \) of the \( q \)-state Potts models with \( q = 2, 3 \) and 4 on the square, triangular and honeycomb lattices. The symbol † indicates possible corrections to scaling.
1.3.2.2.2. Models in different universality classes

To test the universal character of both $\lambda/z_c$ and $X_\infty$, we compared the three-state Potts model to the Ashkin-Teller model at the point of its critical line with the same $\nu$ exponent, and the four-state Potts model to the Baxter-Wu and Debierre-Turban models.

The symmetric Ashkin-Teller model corresponds to two Ising models coupled at each site by their energy densities. The Hamiltonian is

$$-\beta H = \sum_{(i,j)} [J \sigma_i \sigma_j + J' \tau_i \tau_j + K \sigma_i \sigma_j \tau_i \tau_j],$$

where $\sigma_i$ and $\tau_i$ are Ising spins. This model was shown to provide a good description of the order-disorder phase transition of submonolayers of Selenium adsorbed on Nickel (100) surfaces. Obviously, the line $K = 0$ corresponds to two uncoupled Ising models while for $J = J' = K$, the Ashkin-Teller model is equivalent to the four-state Potts model. A four-state spin $\eta_i$ can indeed be constructed from the Ising spins $\sigma_i$ and $\tau_i$ as

$$\eta_i = \frac{1}{2}(\sigma_i + 1) + (\tau_i + 1).$$

One can then check that when $J = J' = K$, the energy per pair of sites $(i,j)$ is $3J$ if $\sigma_i = \sigma_j$ and $\tau_i = \tau_j$ and $-J$ otherwise. The latter can therefore be rewritten as $4\delta_{\eta_i, \eta_j} - 1$. On a square lattice, the phase diagram of the Ashkin-Teller model displays several critical lines. In the $J - K$ plane, a self-dual line

$$e^{-2K} = \sinh 2J = \sinh 2J', \quad \frac{\ln 3}{4} < K < +\infty,$$

joins the Ising ($J_c = \frac{1}{2} \ln(1+\sqrt{2})$) and four-state Potts ($J_c = \frac{1}{4} \ln 3$) critical points. The critical exponents vary continuously along this line:

$$\nu = \frac{2 - y}{3 - 2y}, \quad \beta_\sigma = \frac{2 - y}{24 - 16y}, \quad \beta_{\sigma\tau} = \frac{1}{12 - 8y},$$

where the parameter $y \in [0; 4/3]$ is defined by (8)

$$\cos \frac{\pi y}{2} = \frac{1}{2} [e^{4K} - 1] \Leftrightarrow K = \frac{1}{4} \ln \left[1 + 2 \cos \frac{\pi y}{2}\right].$$

Note that the ratio $\beta_\sigma/\nu = 1/8$ is constant along the critical line. After the four-state Potts critical point $y = 0$, the critical line splits into two branches believed to belong to the Ising model universality class. Between these two branches, the two Ising models forming the Ashkin-Teller model are paramagnetic but they are strongly correlated, i.e. their product $\sigma_i \tau_i$ is in a ferromagnetic state. Like the Potts model, the Ashkin-Teller model can be mapped onto a six-vertex model and then onto a Solid-On-Solid model. The critical exponents were determined exactly using the correspondence with the Coulomb gas. In the following, we will be interested in the point $y = 3/4$ of the critical line. The thermal exponent $\nu$ is the same as for the three-state

(8) Again, this parameter is not the den Nijs parameter defined in equation (8), nor (31).
The Baxter-Wu model corresponds to Ising spins on a triangular lattice interacting by triplet inside each plaquette \[\beta \Delta H = J \sum_{(i,j,k) \in \Delta} \sigma_i \sigma_j \sigma_k.\]

The partition function was calculated exactly using Bethe ansatz. The system is critical at the coupling \(J_c = \frac{1}{2} \ln(1 + \sqrt{2})\) as the Ising model. The similitude does not go further since the Baxter-Wu model belongs to the four-state Potts model universality class \([212]\). The ground-state is indeed four-fold degenerated: the energy is minimised by the spin configurations \(+++, +--\), \(-+-\) and \(--+\) on the plaquette. Amplitude ratios were also shown to be numerically compatible for the two models \([55, 447]\). However, logarithmic corrections affect the critical behaviour of the four-state Potts model but not the one of the Baxter-Wu model \([387, 99]\).

**Figure 40**: On the left, effective exponent \(\lambda_c/z_c\) extracted from the decay of the spin-spin autocorrelation functions \(C(t, s)\) versus the smallest time \(t\) used in the interpolation. The two graphs correspond to the three-state Potts model (top) and the Ashkin-Teller model at the point with the same exponent \(\nu\) (bottom). On the right, asymptotic FDR for the same models. The different symbols correspond to different waiting times \(s\).

The multispin Ising model introduced by Debierre and Turban is defined on the square lattice by the Hamiltonian \([144]\)

\[-\beta H = \sum_{x,y} [J_1 \sigma_{x,y} \sigma_{x+1,y} + J_2 \sigma_{x,y} \sigma_{x,y+1} \ldots \sigma_{x,y+m}],\]

where \(x\) and \(y\) are the lattice coordinates. Spins interact by pairs in the horizontal direction whereas \(m\) spins are coupled in the vertical one. Remarkably, the self-dual line is independent of the parameter \(m\) and is therefore identical to the Ising

---

\(9\) In reference 105, the two models were incorrectly claimed to be in the same universality class. Only thermal exponents are identical.
one, i.e. \( \sinh 2J_1 \sinh 2J_2 = 1 \). The critical exponents estimated by transfer matrix diagonalisation \([144]\) and Monte Carlo simulations \([68]\) are compatible with those of the four-state Potts model. As in the case of the Baxter-Wu model, the ground-state is four-fold degenerated with spin configurations homogeneous in the horizontal direction but with alternating pattern \(+ + +, + − −, − + +−−\) in the vertical one. The observation that the two models have equivalent quantum Hamiltonians in the extreme anisotropic limit confirmed that the multispin Ising model belongs to the four-state Potts universality class \([257]\). The surface exponents were also shown to be the same provided logarithmic corrections are taken into account \([258]\). For \( m = 4 \), the transition was conjectured to be of first-order. This was confirmed by Monte Carlo simulations \([103]\).

**Figure 41**: On the left, effective exponents \( \lambda_c/z_c \) extracted from the decay of the spin-spin autocorrelation functions \( C(t,s) \) versus the smallest time \( t \) used in the interpolation. The three graphs correspond to the four-state Potts model (top), the Baxter-Wu model (middle) and the Debierre-Turban model (bottom). On the right, asymptotic FDR for the same models. The different symbols correspond to different waiting times \( s \).

For these five models, we computed the spin-spin autocorrelation and response functions and extracted the autocorrelation exponent \( \lambda_c/z_c \) and the asymptotic FDR \( X_\infty \). The numerical data are presented on figures 40 and 41 and the final estimates are summarised in Table 8. For the Ashkin-Teller model at the point with the same thermal exponent as the three-state Potts model, the autocorrelation exponent is compatible with the value 0.798 that can be interpolated from Short-Time Dynamics data \([32,33]\). For the Baxter-Wu model, our value is compatible with the previous estimate 1.058(4) \([27]\). A discrepancy is however observed for the Debierre-Turban model: 0.902(10) \([44,48]\) and 0.920(10) \([28]\).

The autocorrelation exponent \( \lambda_c/z_c \) of the three-state Potts model and of the Ashkin-Teller model are slightly outside of the error bars, which is not really a surprise since only their thermal exponents are the same. However, the FDR of these two models are in very good agreement which is much more surprising. For the two models belonging to the four-state Potts model universality class, the situation is more complex. The results for the Debierre-Turban model are compatible with those of the four-state Potts model but this not the case for the Baxter-Wu model. The autocorrelation exponent is
compatible within error bars with the estimate of the four-state Potts model. However, since the latter is very noisy, it makes certainly more sense to compare with the Debierre-Turban model, assuming that it gives a better estimate for the four-state Potts model universality class. The autocorrelation exponents of the Baxter-Wu and Debierre-Turban are not compatible. The FDR follows the same trend: the estimates for the four-state Potts and Debierre-Turban models are compatible but not for the Baxter-Wu model. This singular behaviour of the Baxter-Wu model is probably related to the fact that, in contradistinction to the two other models, its critical behaviour is not affected by logarithmic corrections. Such corrections are perhaps also present in the dynamical behaviour of the Potts and Debierre-Turban models. The quality of our data is not sufficient to take into account such corrections. This point is still unsolved.

<table>
<thead>
<tr>
<th>Models</th>
<th>$\lambda_c/z_c$</th>
<th>$X_\infty$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Potts $q = 3$</td>
<td>0.844(18)</td>
<td>0.406(1)</td>
</tr>
<tr>
<td>Ashkin-Teller</td>
<td>0.802(20)</td>
<td>0.403(8)</td>
</tr>
<tr>
<td>Potts $q = 4$</td>
<td>0.99(12)</td>
<td>0.459(8)</td>
</tr>
<tr>
<td>Baxter-Wu</td>
<td>1.13(6)</td>
<td>0.548(15)</td>
</tr>
<tr>
<td>Debierre-Turban</td>
<td>0.977(25)</td>
<td>0.466(3)</td>
</tr>
</tbody>
</table>

Table 8: Autocorrelation exponents $\lambda_c/z_c$, and asymptotic FDR $X_\infty$ for several models related to the Potts model with three or four states.

1.3.2.3. Potts models with an irreversible dynamics

So far, we have considered only dynamics satisfying the detailed balance condition. The rate of a transition, say $\sigma(t_1) \rightarrow \sigma(t_2)$, was constrained to satisfy

$$\frac{W(\sigma(t_1) \rightarrow \sigma(t_2))}{W(\sigma(t_2) \rightarrow \sigma(t_1))} = \frac{\varphi_{st}(\sigma(t_2))}{\varphi_{st}(\sigma(t_1))},$$

where $\varphi_{st}$ denotes the stationary distribution. Assuming that the latter is the Boltzmann distribution $\varphi_{st} = \frac{1}{Z} e^{-\beta H}$, an Hamiltonian can always be reconstructed from the transition rates. In the case of the discrete-time dynamics governed by the master equation

$$\varphi(\sigma, t + 1) = \sum_{\sigma'} [\varphi(\sigma', t) W(\sigma' \rightarrow \sigma) - \varphi(\sigma, t) W(\sigma \rightarrow \sigma')] ,$$

the probability of an history $\sigma(t_1) \rightarrow \sigma(t_2) \rightarrow \sigma(t_3) \rightarrow \ldots \rightarrow \sigma(t_n)$ in the steady state is

$$\varphi_{st}(\sigma(t_1)) W(\sigma(t_1) \rightarrow \sigma(t_2)) W(\sigma(t_2) \rightarrow \sigma(t_3)) \ldots W(\sigma(t_{n-1}) \rightarrow \sigma(t_n)).$$

When the detailed balance condition holds, this probability is easily shown to be equal to

$$\varphi_{st}(\sigma(t_n)) W(\sigma(t_n) \rightarrow \sigma(t_{n-1})) W(\sigma(t_{n-1}) \rightarrow \sigma(t_{n-2})) \ldots W(\sigma(t_2) \rightarrow \sigma(t_1)),$$
i.e. the probability of the time-reversed history. The dynamics is said to be reversible. However, the detailed balance is not a necessary condition and we are free to consider a dynamics for which it is not satisfied. Such a violation occurs in particular when there exists an absorbing state, i.e. a spin configuration \( \sigma^A \) from which the system cannot escape. This means that the transition rates \( W(\sigma^A \rightarrow \sigma) \) vanish for all \( \sigma \) while there exists at least one spin configuration \( \sigma \) for which \( W(\sigma \rightarrow \sigma^A) > 0 \). The stationary distribution \( \varphi_{\text{st}} \) of an irreversible dynamics is usually difficult to compute since the full stationarity condition

\[
\partial_t \varphi_{\text{st}}(\sigma) = \sum_{\sigma'} [\varphi_{\text{st}}(\sigma',t)W(\sigma' \rightarrow \sigma) - \varphi_{\text{st}}(\sigma,t)W(\sigma \rightarrow \sigma')] = 0
\]

has to be solved. In general, it is not possible to find an Hamiltonian \( H \) such that \( \varphi_{\text{st}} = \frac{1}{Z} e^{-\beta H} \).

### 1.3.2.3.1. The Ising model with an irreversible dynamics

In the case of the one-dimensional Ising model, the more general transition rates (85) were introduced by Glauber. As already discussed, detailed balance is satisfied only when the relation (86) between the two parameters \( \gamma \) and \( \delta \) holds. The two-dimensional case allows for a wider variety of models. Consider a square lattice. The transition rate \( \omega(\sigma_0) \), i.e. the probability that the spin \( \sigma_0 \) undergoes a spin-flip, should involve a linear term in \( \sigma_0 \) in order for one of the two states \( \sigma_0 = \pm 1 \) to be favoured according to the state of the neighbours. The more general transition rate is therefore \( [214] \)

\[
\omega(\sigma_0) = \frac{1}{2} \left[ 1 - \sigma_0 f(\sigma_1, \sigma_2, \sigma_3, \sigma_4) \right],
\]

where \( \sigma_1, \sigma_2, \sigma_3, \sigma_4 \) are the four neighbours of \( \sigma_0 \) on the square lattice. The assumption of up/down symmetry, i.e. of invariance under the reversal of all spins, imposes that the transition rates be a product of an even number of spins. The function \( f \) should therefore be an odd function. Finally, the four neighbours are assumed to be equivalent and to contribute in the same way to the transition rates. Therefore, the function \( f \) can only depend on \( \sum_{i=1}^4 \sigma_i \) and its powers. The more general form of the transition rates is finally

\[
\omega(\sigma_0) = \frac{1}{2} \left[ 1 - \sigma_0 (\gamma + \delta \sigma_1 \sigma_2 \sigma_3 \sigma_4) (\sigma_1 + \sigma_2 + \sigma_3 + \sigma_4) \right].
\]

(88)

Since \( f(0) = 0 \), the transition rates can be equivalently parametrised by the value of the function \( f \) when \( \sum_{i=1}^4 \sigma_i = 2 \) and 4, i.e. by \( f(2) = 2(\gamma - \delta) = x \) and \( f(4) = 4(\gamma + \delta) = y \). It follows that this model can be interpreted as a two-dimensional Ising-Glauber model

\[
\omega(\sigma_0) = \frac{1}{2} \left[ 1 - \sigma_0 \tanh \left( \frac{\sum_{i=1}^4 \sigma_i}{k_B T(|\Delta E|)} \right) \right]
\]

with a temperature \( k_B T(2) = 2/ \tanh x \) and \( k_B T(4) = 4/ \tanh y \) depending on the absolute value of the energy variation \( \Delta E \) caused by the spin-flip. Such a result can be obtained by coupling an Ising model to two reservoirs at different temperatures \( [196, 351] \). During each time step, only one of the two reservoirs is coupled to the system and a spin is flipped according to Glauber’s transition rates. If the choice of the reservoir is
made randomly, an average transition rate can be defined and it can be shown that it 
takes the form (88).

As discussed by de Oliveira et al. \[142\], the detailed balance is satisfied only if 
y = 2x/(1 + x^2). In the steady state, a critical line in the \(x - y\) plane separates 
a ferromagnetic phase from a paramagnetic one at small \(x\) and \(y\). Several already-
known models appear as special cases of this more general one. The Ising-Glauber 
model is recovered when the two temperatures \(T(2)\) and \(T(4)\) are equal, i.e. when 
\(\frac{1}{4} \tanh x = \frac{1}{2} \tanh y\). The intersection with the critical line corresponds to the 
Onsager critical point \(k_B T_c = 2 / \ln(1 + \sqrt{2})\). On the line \(x = y\), the transition rates (88) become

\[
\omega(\sigma_0) = \frac{1}{2} \left[ 1 - \gamma \sigma_0 S \left( \sum_{i=1}^{4} \sigma_i \right) \right],
\]

where \(S(x) = x/|x|\) if \(x \neq 0\) and \(S(0) = 0\). This model is known as majority vote 
model \[140\]. Imagine that the spins represent individuals that have to vote yes (+1) 
or no (-1) on a given issue. The transition rates imply that each of them take his 
decision by adopting the majority vote of his neighbours. In the steady state, Monte 
Carlo simulations showed that the model belongs to the Ising universality class \[140\].

When \(\delta = 0\), the transition rates (88) become those of the so-called linear Ising-
Glauber model \[437, 141\]

\[
\omega(\sigma_0) = \frac{1}{2} \left[ 1 - \frac{\gamma}{4} \sigma_0 (\sigma_1 + \sigma_2 + \sigma_3 + \sigma_4) \right], \quad (\gamma < 1).
\]

The latter may be obtained by replacing the function \(\tanh(x)\) present in the usual 
Glauber transition rates by its first-order Taylor expansion \(x\). At the point \(\gamma = 1\), 
the linear Ising-Glauber model is equivalent to the Voter model: at each time step, a 
spin chooses randomly one of its neighbours and adopts the same state. Because of the 
linearity of the transition rates, closed set of linear evolution equations can be written 
and solved for magnetisation, correlations and autocorrelations in any dimension \(d\) \[141\]. 
The system is critical at \(\gamma = 1\) with correlations decaying algebraically as \(r^{-d-2+\eta}\) 
with \(\eta = 1\) for \(d = 1\) but \(\eta = 0\) for \(d \geq d_c = 2\). The dimension \(d = 2\) is therefore the 
upper-critical dimension of the system. Magnetisation displays a jump, which means 
that \(\beta = 0\) while the susceptibility diverges as \((1 - \gamma)^{-1}\). At the upper-critical dimension 
\(d_c = 2\), this algebraic behaviour is modified by a multiplicative logarithmic correction.

The aging properties of the general model (88) were studied along its critical 
line. At the critical point of the majority vote model, the initial-slip exponent was 
estimated to be \(\theta \approx 0.191(2)\), which means according to (73), that the autocorrelation 
exponent is \(\lambda_c/z_c \approx 0.731(4)\), in agreement with the two-dimensional Ising-Glauber 
model \[364, 467\]. This result strengthens the belief that both the static and dynamical 
critical behaviours are the same as the Ising-Glauber model at all points of the critical 
line, except at the Voter point. Indeed, the critical domain coarsening at the Voter point 
is very different from the usual behaviour discussed in this chapter. The asymptotic 
density of domain walls behaves as 1/|ln(1 - \gamma)| when \(d = 2\) but remains finite for 
\(d > 2\) \[141\]. The ferromagnetic state is therefore never reached above the upper-critical 
dimension \[52\]. Besides the fact that the growth is much slower at \(d_c = 2\), \(L(t) \sim \ln t\), 
the curvature does not seem to play any role in the dynamics of domain walls \[156\]. 
This was interpreted as a complete vanishing of the surface tension. The dynamics is
governed only by noise fluctuations at the interface. The persistence displays an unusual behaviour \( P(t) \sim e^{-A(\ln t)^{2}} \) at the upper-critical dimension \(^{[247]}\). The dynamical and autocorrelation exponents are known to be equal to \( z_c = 2 \) and \( \lambda_c = d \) \(^{[52]}\). At the upper-critical dimension \( d_c = 2 \), logarithmic corrections affect the algebraic decay of both autocorrelation and response functions. The asymptotic FDR was shown to take the same value \( X_\infty = 1/2 \) as the one-dimensional Ising-Glauber model \(^{[435, 226]}\).

### 1.3.2.3.2. The Potts model with an irreversible dynamics

In a way similar to the Ising case discussed above, we have constructed the most general transition rates for three-state Potts spins on a square lattice \(^{[121]}\). The transition rates \( W(\sigma \to \sigma') \) are assumed to depend only on the final state \( \sigma' \) and on the states of the four neighbours. For three-state Potts spins, the number of transition rates to specify is therefore \( 3^5 = 243 \). Using the \( \mathbb{Z}_3 \) symmetry to permute the three states and the equivalence between the four neighbours, this number is lowered to twelve. These independent transition rates are presented in Table 9. The number of independent parameters can still be reduced by assuming, for instance, that the final states \( \sigma' = 2 \) and \( 3 \) should be equiprobable if the four neighbours are in the state \( \sigma_i = 1 \). Finally, only five independent parameters, denoted \( p_1 \) to \( p_5 \), remain. Note that in the four-dimensional hypervolume defined by \( p_1 = 1 \), the three ferromagnetic states are absorbing states.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1111</td>
<td>( p_1 )</td>
<td>((1 - p_1)/2)</td>
<td>((1 - p_1)/2)</td>
</tr>
<tr>
<td>1112</td>
<td>( p_2 )</td>
<td>( p_5 )</td>
<td>( 1 - p_2 - p_5 )</td>
</tr>
<tr>
<td>1122</td>
<td>( p_3/2 )</td>
<td>( p_3/2 )</td>
<td>( 1 - p_3 )</td>
</tr>
<tr>
<td>1123</td>
<td>( p_4 )</td>
<td>((1 - p_4)/2)</td>
<td>((1 - p_4)/2)</td>
</tr>
</tbody>
</table>

**Table 9:** Inequivalent transition rates \( W(\sigma \to \sigma') \). The final state \( \sigma' \) is given on the first line while the first column corresponds to the state of the four neighbours.

Despite the apparent complexity inherent to the large number of parameters, the situation is similar to the Ising case discussed above. Similar models are encountered in some regions of the five-dimensional phase diagram. The three-state Potts model with a Glauber dynamics is recovered on the line where the five parameters are

\[
\begin{align*}
    p_1 &= \frac{r^4}{2 + r^4}, \\
    p_2 &= \frac{r^3}{1 + r + r^3}, \\
    p_5 &= \frac{r}{1 + r + r^3}, \\
    p_3 &= \frac{2r^2}{1 + 2r^2}, \\
    p_4 &= \frac{r}{2 + r},
\end{align*}
\]

where \( r \) is related to the exchange coupling \( K \) by \( r = e^K \). The location of the critical point separating ferromagnetic and paramagnetic phases is known exactly on this line: \( K_c = \ln(1 + \sqrt{q}) \). On the line, parametrised by \( p \),

\[
\begin{align*}
    p_1 &= p_2 = p_3 = p_4 = p, \\
    p_5 &= (1 - p)/2,
\end{align*}
\]
the final state $\sigma'$ is the same as the majority of the neighbours with probability $p$ and random otherwise. This model is a generalisation of the majority vote model. Monte Carlo simulations showed that it belongs to the three-state Potts model universality class [81, 82, 466, 468]. The critical point was determined numerically.

Figure 42: Spin configurations of the three-state Voter model during a quench. The different snapshots correspond to times $t = 10, 30, 100, \text{and } 300$ (from left to right and top to bottom).

Finally, on the line parametrised by $\gamma$

$$p_1 = \frac{1}{3} \left( 1 + 2\gamma \right), \quad p_2 = \frac{1}{3} \left( 1 + \frac{5}{4} \gamma \right), \quad p_5 = \frac{1}{3} \left( 1 - \frac{1}{4} \gamma \right),$$

$$p_3 = \frac{1}{3} \left( 2 + \gamma \right), \quad p_4 = \frac{1}{3} \left( 1 + \frac{1}{2} \gamma \right),$$

the model is equivalent to the linear three-state Potts-Glauber model

$$\omega(\sigma_0) = \frac{1 - \gamma}{q} + \frac{\gamma}{4} \left( \delta_{\sigma_0,\sigma_1} + \delta_{\sigma_0,\sigma_2} + \delta_{\sigma_0,\sigma_3} + \delta_{\sigma_0,\sigma_4} \right)$$

that is obtained by replacing the tanh($x$) function of the Glauber transition rates by its first-order Taylor expansion around $x = 0$. The static critical properties in the
steady state, as well as the dynamical critical behaviour, of this model were calculated exactly \[227\]. The universal quantities were shown to be independent of the number of states \(q\). Consequently, the conclusions drawn in the Ising case can be extended to the linear three-state Potts model. In particular, the critical point is located at \(\gamma = 1\) and the upper-critical dimension is \(d_c = 2\). The correlation length diverges as \((1 - \gamma)^{-1/2}\), i.e. \(\nu = 1/2\). The critical behaviour \((1 - \gamma)^{-1}\) of the magnetic susceptibility is affected by logarithmic corrections at \(d = 2\). Autocorrelation and response function decay algebraically with an autocorrelation exponent \(\lambda_c/z_c = d/2\), again with logarithmic corrections in the case \(d = 2\). Finally, the asymptotic FDR takes the value \(X_\infty = 1/2\).

Note that the critical point is the natural generalisation of the Voter model to \(q\) states.

Comparison of these predictions with Monte Carlo simulations will be presented in the following.

\[ \begin{align*}
p_1 &= p_3 = b, \\
p_4 &= a, \\
p_2 &= b \left(1 + \frac{a - b}{2}\right), \\
p_5 &= \frac{b}{2}(1 - a) + \frac{1}{2}(1 - b)^2.
\end{align*} \]

We restricted ourselves to a two-dimensional section parametrised by \(a\) and \(b\) of the full five-dimensional phase diagram. The Voter model is expected to be at the point \(a = 1/2\) and \(b = 1\). The line \(b = 1\) corresponds to the absorbing phase. We have performed large-scale Monte Carlo simulations in the steady state. Because the dynamics is local, the autocorrelation time is very large (up to \(\tau \simeq 7231\) while \(\tau \simeq 25\) with the Swendsen-Wang algorithm). The location of the critical line was determined as the maximum of the magnetic susceptibility and the crossing points of the Binder cumulant. The latter provided an estimate less affected by Finite-Size corrections but nevertheless, a better accuracy was obtained with the former. The critical line is presented on figure 43. We have estimated the critical exponent \(\gamma/\nu\) by Finite-Size Scaling. As seen on figure 43, the Voter point \(a = 1/2\) displays a behaviour very different from all other points on the critical line. The susceptibility was then studied as a function of \(b\) when approaching the Voter point. Evidences of

**Figure 43**: On the left, critical line in the \(a - b\) plane, as obtained from the maximum of the magnetic susceptibility. The different curves correspond to lattice sizes from \(L = 16\) to \(L = 128\). An extrapolation was then performed. On the right, effective critical exponent \(\gamma/\nu\) along the critical line. The dashed line corresponds to the exact values for the three-state Potts model (\(\gamma/\nu \simeq 1.733\)), and the Voter model (\(\gamma/\nu = 2\)).
logarithmic corrections were given. Finally, the exponent \( \nu \) was estimated from the Finite-Size Scaling of the correlation length. The scaling functions of the correlation length and the Binder cumulant were shown to be universal along the critical line, except for \( a = 1/2 \).

We then studied the aging proprieties of this model on the critical line. The spin-spin autocorrelation functions \( C(t, s) \) were shown to decay algebraically with an autocorrelation exponent estimated to be \( \lambda/z \simeq 0.806(5) \), \( 0.817(4) \), \( 0.820(4) \) and \( 0.818(3) \) for \( a = 0.63158 \), \( 0.76316 \), \( 0.89474 \), and \( 1 \), respectively. These values are close, even though incompatible, to the numerical estimates \( 0.828(2) \) \[441\] and \( 0.844(19) \) \[105\] for the three-state Potts model. The Local Scale Invariance prediction \( (83) \) of the response function was shown to provide a better fit of the numerical data than the scaling hypothesis \( (79) \) (figure 44). The asymptotic FDR \( X_{\infty} \) is close to the value \( X_{\infty} \simeq 0.406 \) of the three-state Potts model \[105\]. The Voter point was studied separately. As predicted, the autocorrelation functions were shown to display logarithmic corrections and our numerical estimate of the FDR \( X_{\infty} \) was compatible with \( 1/2 \).

Figure 44 : On the left, scaling function \( s^{1+\alpha_c} R(t, s) \) of the response function versus \( t/s \). On the right, scaling function \( s^{1+\bar{\alpha}_c} \left( (t-s)/s \right)^{1+\bar{\alpha}_c} R(t, s) \) predicted by Local Scale Invariance at the critical point \( a = 1 \). The bold line is the expected algebraic decay \( (t/s)^{-\lambda/z} \) with \( \lambda/z = 0.844 \).

### 1.3.3. Aging in fully-frustrated models

In this section, the aging properties of the fully-frustrated Ising (FFIM) and XY (FFXY) models are discussed. Despite the presence of magnetic frustration, i.e. the impossibility for the system to satisfy simultaneously all bonds, these models display a behaviour during a quench which is similar to that of random ferromagnets.

#### 1.3.3.1. Fully-Frustrated Ising Model

By Fully-Frustrated, it is meant that for each plaquette of the lattice, an odd number of bonds are anti-ferromagnetic while all others are ferromagnetic. As a consequence, one bond is necessarily unsatisfied in the ground state. For a single plaquette, the latter may be constructed in the following way: first choose the sign of one of the spins and then walk around the plaquette, assigning to each newly encountered spin the state imposed by the bond that was followed when leaving the previous spin.
When the initial spin is reached again, the sign has been changed as many times as anti-ferromagnetic couplings were followed around the plaquette. If this number is odd, the final state is opposite to the initial spin. Consequently, one bond cannot be satisfied.

The paradigmatic example of such a FFIM is the anti-ferromagnetic Ising model (AFIM) on a triangular lattice. Because of frustration, no long-range order can develop in the system at finite temperature $^{[246]}$. The entropy per site was shown to be $s \simeq 0.3383 k_B$ at zero temperature, meaning that the number of ground states grows exponentially with the number of sites $^{[219], [220]}$. The system is critical at zero temperature. An exact calculation of spin-spin correlation functions on a given sublattice indeed showed an algebraic decay at zero temperature with a critical exponent $\eta = 1/2$ $^{[456]}$. A mapping of the AFIM onto a Solid-On-Solid model was later discovered.

As a preliminary, note that each bond of a triangular lattice is shared by two triangular plaquettes so the removal of a bond leads to the union of these two plaquettes into a diamond. Since in the ground states exactly one bond is unsatisfied in each plaquette, the graph of satisfied bonds associated to any spin configuration at zero temperature corresponds to a particular covering of the lattice with diamonds. Seen in three-dimensions, the latter looks like a random surface in the cubic lattice. Another way to construct a mapping of the AFIM onto a Solid-On-Solid model is to sweep each plaquette clockwise if the triangle points upwards and anti-clockwise otherwise. A height difference $+1$ is affected to satisfied bonds and $-2$ to unsatisfied ones. The phase transition of the AFIM corresponds to the roughening transition of this Solid-On-Solid model. From this mapping, it was concluded that the specific heat should diverge with an exponent $\alpha = 1/2$ $^{[66], [392]}$. The mapping onto the Solid-On-Solid model was later confirmed by Monte Carlo simulations $^{[503]}$. Coarse-grained spin variables were shown to behave as expected for a Gaussian model. At finite temperature, ferromagnetic plaquettes of the triangular lattice are equivalent to vortices of charges $\pm 6$ in the Solid-On-Solid model. These charges were shown to interact via a logarithmic potential, i.e. a two-dimensional Coulomb interaction. This establishes a connection with a Coulomb gas ($\S$ 1.2.1.2.). Monte Carlo simulations gave evidences of such a logarithmic interaction between defects $^{[376], [503]}$. Interestingly, Monte Carlo simulations and transfer matrix calculations provided evidences of a Berezinskii-Kosterlitz-Thouless transition, driven by the magnetic field and not the temperature $^{[71]}$. The critical phase extends up to $H \simeq 0.27(1)$ $^{[70]}$.

A fully-frustrated Ising model can also be constructed on a square lattice $^{[479]}$. The Hamiltonian is chosen as

$$-\beta H = J \sum_{x,y} \left[ \sigma_{x,y} \sigma_{x+1,y} + (-1)^{f(x,y)} \sigma_{x,y} \sigma_{x,y+1} \right],$$

where $x$ and $y$ are the lattice coordinates. The function $f(x,y) \in \mathbb{N}$ is chosen in such a way that each square plaquette contains an odd number of anti-ferromagnetic couplings, i.e. such that the circulation $\sum_{(x,y) \in \Box} f(x,y)$ be an odd integer. The cases considered in the literature are $f(x,y) = x + y$ (Zig-Zag configuration), and $f(x,y) = x$ (Piled-up Domino configuration). The Mattis transform $\sigma_{x,y} \rightarrow (-1)^{1+(y \mod 3)} \sigma_{x,y}$ is equivalent to the exchange of the Zig-Zag and Piled-up Domino coupling configurations $^{[355]}$. Thanks to the translation invariance of the Piled-up Domino configuration in the $y$ direction, a transfer matrix can be constructed. Exact results were obtained: long-range order was excluded at finite temperature and the entropy per site was shown to be

...
finite, \( s \simeq 0.2406 \), at zero temperature \(^{20}\). The spin-spin correlation functions decay algebraically with an exponent \( \eta \) that was shown to take the same value \( 1/2 \) as the AFIM, first using a mapping of the ground states of the FFIM onto a special point of the Baxter \( F \) model \(^{184}\) and later using the equivalence of the transfer matrix with a quantum spin chain \(^{41,1}\). Note finally that a Fully-Frustrated three-state Potts model was studied numerically \(^{187,188,186}\). While the Zig-Zag configuration gives similar results for both Ising and Potts models, the transition of the three-state Potts model with a Pile-Up Domino configuration occurs at finite temperature and displays a reentrant behaviour.

**Figure 45**: Scaling function \( C(t,s)(t - s)^{\eta z} \) of the equilibrium spin-spin autocorrelation function versus \( (t - s)/\ln(t - s) \) for the AFIM (left) and the FFIM (right). The different curves correspond to different temperatures. In the inset, the relaxation time, extracted from a power law interpolation, is plotted versus \( \beta = 1/k_B T \). The red line are the interpolations \( \tau = \tau_0 e^{3.92(2)\beta} \) (AFIM) and \( \tau = \tau_0 e^{4.097(26)\beta} \) (FFIM).

At finite temperature, the system is in the paramagnetic phase and therefore relaxation functions are expected to decay exponentially. However, it was claimed that, below the temperature at which the Fortuin-Kasteleyn clusters percolate in the pure Ising model, the exponential decay of the relaxation functions is replaced by a stretched exponential \(^{63}\), like in spin-glasses \(^{181,189}\). Monte Carlo estimates of the exponent \( \beta \) of the stretched-exponential law display a strong dependence on temperature. We argued recently that the relaxation is not stretched-exponential but exponential with logarithmic corrections due to the presence free topologic defects in the paramagnetic phase \(^{483}\). Consider the one-time correlation function \( C(\vec{r}, t, |T - T_c|) \). Under a rescaling of lengths by a factor \( b \), we inferred the following behaviour:

\[
C(\vec{r}, t, |T - T_c|) \underset{b^2}{\sim} C(\vec{r}/b, t/b^z, |T - T_c| b^{1/\nu}).
\]

The choice \( b = t^{1/z} \) leads in the two-dimensional case to

\[
C(\vec{r}, t, |T - T_c|) \sim t^{-\eta/z} C(\vec{r}/t^{1/z}, |T - T_c| t^{1/\nu z}).
\]

According to \((61)\), the quantity \( \tau \sim |T - T_c|^{-\nu z} \) is the relaxation time. In the paramagnetic phase, the correlation functions are expected to decay exponentially as
(62). Since \( C \) depends on \( t/\tau \), the usual behaviour \( C(t) \sim e^{-t/\tau}/t^{\eta/z} \) is recovered. We made two modifications to apply this scaling behaviour to the FFIM. Since the correlation length is known to diverge as \( e^{2\beta} \) as the temperature is decreased, the relaxation time is assumed to behave as

\[
\tau \sim \xi^z \sim e^{2\beta z},
\]

where \( \beta = 1/k_B T \). Second, we used the modified growth law (66) to take into account the existence of unbounded topological defects in the paramagnetic phase. The correlation function is therefore expected to decay as

\[
C(t) \sim \frac{e^{-t/\tau \ln t}}{t^{\eta/z}}.
\]

We computed the equilibrium spin-spin autocorrelation function \( C(t, s) \) at different temperatures in the paramagnetic phase of both the AFIM and the FFIM. We interpolated the data with a stretched exponential (63), an exponential decay and an exponential with logarithmic corrections (90). These three ansätze fit reasonably well the data. From the interpolation, we extracted the relaxation time \( \tau \) and compared its temperature dependence with (89). For both the AFIM and the FFIM, the relaxation function (90) gives by far a much better compatibility (see figure 45).

**Figure 46**: On the left, effective exponent \( a_c \) of the FFIM versus the scaling variable \( s \ln t/t \ln s \). The different curves correspond to the different pairs of waiting times \( s \) used in the estimation of \( a_c \). In the inset, the same quantity is considered when no logarithmic correction is taken into account. On the right, scaling function \( s^{a_c} C(t, s) \) versus the scaling variable \( s \ln t/t \ln s \). The different curves correspond to the different waiting times \( s \). Note the collapse of the data for the largest waiting times.

We have also studied the aging of the FFIM during a quench at zero temperature [484]. As a preliminary, we estimated the dynamical exponent \( z_c \) by a power-law interpolation of the autocorrelation function \( C(t, s) \sim (t - s)^{-\eta/z} \) at equilibrium. Note that we do not have to worry about logarithmic corrections because in the critical phase, vortices are bounded by pair and do not affect the dynamics. Our estimate \( z_c = 2.004(9) \) is compatible with the expected value \( z_c = 2 \) and in disagreement with
the recent claim of a sub-diffusive growth with $z \simeq 2.33$ in the AFIM \cite{298, 299}. The system is then initially prepared in the paramagnetic phase and quenched at $T = 0$. Using the growth law (66) involving logarithmic corrections due to topological defects, spin-spin autocorrelation functions are assumed to scale as

$$C(t, s) \sim s^{-a_c} F_C \left( \frac{t \ln s}{s \ln t} \right).$$

We first extracted the exponent $a_c$ by combining data at different times $(t_1, s_1)$ and $(t_2, s_2)$ such that

$$\frac{t_1 \ln s_1}{s_1 \ln t_1} = \frac{t_2 \ln s_2}{s_2 \ln t_2}.$$

An effective exponent $a_{eff}$ can then be computed as

$$a_{eff} = -\frac{\ln C(t_2, s_2) - \ln C(t_1, s_1)}{\ln s_2 - \ln s_1}.$$

As seen on figure 46, the expected value $a_c = \eta/z_c = 1/4$ is recovered at large waiting times $s$. If logarithmic corrections are not taken into account, no stable exponent is obtained. Similarly, a collapse of the scaling function $s^{a_c} C(t, s)$ is observed at large waiting times $s$ only with the scaling variable $t \ln s / s \ln s$ and not with $t/s$. Finally, we extracted the autocorrelation exponent from the decay of $C(t, s)$ with $t/\ln t$. We obtained the value $\lambda_c/z_c \simeq 1.02(2)$ when taking into account logarithmic corrections, in contradistinction to the estimate $\lambda_c/z_c \simeq 0.86$ obtained without logarithmic corrections \cite{298, 299}. The presence of logarithmic corrections was later confirmed in the case of the AFIM \cite{295} and was shown to hold in all the field-induced Berezinskii-Kosterlitz-Thouless critical phase.

### 1.3.3.2. Fully-Frustrated XY Model

A Fully-Frustrated version of the XY model can be constructed via the Hamiltonian

$$-\beta H = J \sum_{(i,j)} \cos(\theta_i - \theta_j - A_{ij}).$$

This model is relevant for the description of arrays of Josephson junctions in a transverse magnetic field, $\theta_i$ being the phase of the superconducting wavefunction and $A_{ij} = \frac{2e}{\hbar c} \int_\gamma \vec{A} \cdot d\vec{\ell}$ the circulation along a path joining the sites $i$ and $j$ of the vector potential $\vec{A}$ associated to the applied magnetic field \cite{461}. In the FFXY, the energy of a bond $(i, j)$ is minimal when $\theta_i - \theta_j - A_{ij}$ is a multiple of $2\pi$. However, it is not always possible to find an angle configuration for which this condition is fulfilled at every bond of the lattice. Indeed, the circulation of $\theta_i - \theta_j$ around a closed path is trivially equal to $\sum_{(i,j) \in \text{Loop}} (\theta_i - \theta_j) = 0$. Consequently, the system is not frustrated only if the circulation of $A_{ij}$ along all loops of the lattice is a multiple of $2\pi$. For a Fully-Frustrated system, this condition is expected to be maximally violated around each plaquette of the lattice. On a square lattice, this will be the case with the choice $A_{ij} = \pi/4$. For Josephson-junction arrays, such a frustration is obtained when the magnetic flux through each plaquette is equal to half a quantum.
Figure 47: Example of a spin configuration $\vec{\sigma}_i = (\cos \theta_i, \sin \theta_i)$ of the FFXY model on the square lattice at zero temperature. In the plaquettes where the spins turns clockwise (resp. anti-clockwise), chirality is chosen $-1$ (resp. $+1$).

Another possible definition of a FFXY model on the square lattice may be obtained with the bond configurations discussed above in the case of the FFIM \cite{479}:

$$- \beta H = J \sum_{x,y} \left[ \cos(\theta_{x+1,y} - \theta_{x,y}) + (-1)^{f(x,y)} \cos(\theta_{x,y+1} - \theta_{x,y}) \right],$$

where $f(x,y)$ is defined in such a way that each plaquette of the lattice contains an odd number of anti-ferromagnetic bonds. The ground-state is constructed in the following way: the orientation of a first spin is chosen randomly. This spin belongs to four plaquettes of the square lattice. One of them is swept clockwise or anti-clockwise, starting from the initial spin. Each new spin encountered during the sweeping is given the angle of the previous one plus $\pi/4$ if the bond is ferromagnetic or $3\pi/4$ if it is anti-ferromagnetic. Now, four spins have been defined. Each of them can be used to sweep a new plaquette of the lattice. However, the orientation of the sweeping is now imposed by the spins already defined. An example of spin configuration at zero temperature is shown on figure 47. It can be noticed that the orientation of the plaquettes alternates on the lattice. The chirality of a plaquette is defined as \cite{480}

$$\chi = \text{Sign} \left[ \sum_{(i,j) \in \square} (-1)^{f_{ij}} \sin(\theta_i - \theta_j) \right],$$

where $i$ and $j$ denote nearest-neighbouring sites on the edges of a given plaquette. By construction, chirality takes the value $-1$ (resp. $+1$) if the plaquette was swept clockwise (anti-clockwise) during the construction of the ground-state. As seen on the figure, chiralities are ordered anti-ferromagnetically. The degeneracy of the ground-state is infinite but does not increase with the lattice site, in contradistinction to the FFIM for example. The ground-state is indeed completely defined once the orientation of an initial spin and the chirality of a plaquette are given. This choice breaks the invariance of the Hamiltonian under the global rotation of all spins and the reversal of all chiralities, i.e. under the transformations of the symmetry group $U(1) \otimes \mathbb{Z}_2$. The spontaneous breaking of the $\mathbb{Z}_2$ symmetry should be followed by a phase transition, possibly in the Ising model universality class. At high-temperature, the anti-ferromagnetic order of chiralities is expected to be destroyed by thermal fluctuations. The order parameter of
the transition is the staggered chirality. The spontaneous breaking of the global $U(1)$ symmetry is accompanied by the proliferation of Goldstone modes, i.e. spin waves in this case, that destroy the order of the ground state at any finite temperature. The system can nevertheless give rise to a Berezinskii-Kosterlitz-Thouless phase transition (BKT) due to the binding of topological defects at low-temperature. This transition is signaled by a jump of the helicity modulus, or spin stiffness, $\Upsilon$. The question regarding the coincidence of the two phase transitions was widely debated in the literature.

Like in the XY model, the topological charge of the vortices are constrained to be integer. The presence of frustration in the FFXY leads to additional half-integer charges and the walls between domains of different anti-ferromagnetic chirality orderings induce other topological defects of charges $1/4$ [223]. Such a picture is provided by a mapping of the FFXY onto a Coulomb gas on the dual lattice. Topological defects are associated to magnetic charges and frustration manifests itself as a background medium with a charge $f = \frac{1}{2\pi} \sum_{(i,j) \in \Box} A_{ij} = \frac{1}{2}$. The Coulomb gas Hamiltonian (6) is therefore

$$H = \frac{g}{2} \sum_{i,j \neq i} \left( m_i + \frac{1}{2} \right) G(\vec{r}_i - \vec{r}_j) \left( m_j + \frac{1}{2} \right)$$

and the ground state corresponds to a chessboard lattice of alternating charges $+1/2$ and $-1/2$. In this framework, each corner of the walls between domains of different chiralities appears to be associated to a charge $\pm 1/4$. Because it consists in two corners, a kink carries a charge $\pm 1/2$. As the $\mathbb{Z}_2$ transition temperature is approached, the free energy of the domain walls vanishes and these corners become more and more probable. Their fractional charge destabilises the binding of $U(1)$ integer charges by screening individual charges. Consequently, the BKT transition cannot occur above the $\mathbb{Z}_2$ transition. The same mechanism was discussed in the case of the anti-ferromagnetic XY model on a triangular lattice [304, 305]. The half-integer charges, corresponding to kinks and anti-kinks, also interact logarithmically and so, in principle, they can form bound pairs of opposite signs. Their unbinding leads to a Berezinskii-Kosterlitz-Thouless transition but it was later shown that the associated BKT temperature is lower than the vortex BKT transition and is therefore not realised in the FFXY [303]. Different conclusions were drawn from a mapping of the FFXY onto two coupled XY models that leads by Renormalisation-Group argument to a coupled Ising-XY model [500, 205, 206].

In earlier Monte Carlo simulations, a single phase transition was observed with a specific heat diverging logarithmically, as in the Ising model [460, 373, 60, 477]. Measurements of a central charge larger than $c = 3/2$ [464] ($c = 1/2$ for the Ising transition and $c = 1$ for the BKT transition) and Monte Carlo simulations [207, 316, 426] contradicted this picture of two uncoupled transitions at the same temperature. More recent Monte Carlo simulations proved the existence of two separated transitions, the BKT transition occurring at a slightly lower temperature than the second-order one [317]. This result is compatible with the scenario of vortex screening by fractional charges presented above. Furthermore, it was argued that the free kinks induce a loss of phase coherence between domains of different chirality orderings. Therefore, the long-range interaction between vortices can only develop when the domain walls have vanished or said differently, the BKT transition can only take place at a lower temperature than the $\mathbb{Z}_2$ transition [303]. This mechanism was confirmed by Monte Carlo simulations [400]. Finally, the critical behaviour at the second-order phase transition was shown to be in
the universality class of the Ising model \cite{39, 399, 230, 375, 231}. Short-Time Dynamics simulations are compatible with these results \cite{341, 342, 343, 340}.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure48.png}
\caption{On the left, critical exponent $\eta$ extracted from the decay of spin-spin autocorrelation functions in the low temperature phase compared to previous estimates found in the literature and to the prediction of the spin-wave approximation (dashed line). On the right, scaling function $(t-s)^{\eta/2} C(t,s)$ versus $(t+s)/\sqrt{ts}$ at the Berezinskii-Kosterliz-Thouless temperature.}
\end{figure}

We studied the aging properties of the FFXY by means of Monte Carlo simulations \cite{482}. We first considered a quench in the low-temperature phase, i.e. at a temperature $T < T_{\text{BKT}}$. The system is initially prepared in the ground state using the algorithm presented at the beginning of this section. We made the assumption that chiralities are frozen so that spin-waves are the only possible excitations of the system. From the mapping of the FFXY onto two coupled XY models, the system is expected to behave as a XY model with an effective exchange coupling $J/\sqrt{2}$ \cite{500}. In the spin-wave approximation, the two-time spin-spin autocorrelation functions of the XY model were predicted to behave as \cite{431}

$$C(t,s) \sim (t-s)^{-\eta/z} \left( \frac{t+s}{\sqrt{ts}} \right)^{\eta/z},$$

where $\eta$ is the static exponent at the temperature of the quench and the dynamical exponent is equal to $z = 2$. This behaviour is well reproduced by Monte Carlo simulations \cite{63, 5}. We assumed that this behaviour holds for the FFXY too. We first analysed the spin-spin autocorrelation functions along the curves defined by

$$\frac{t+s}{\sqrt{ts}} = \text{Cst.}$$

From the remaining algebraic decay $(t-s)^{-\eta/z}$ of the autocorrelation, we extracted the exponent $\eta/z$. As can be seen on figure 48, our estimates are in good agreement with results from different techniques: Short-Time Dynamics \cite{343}, Monte Carlo simulations at equilibrium \cite{230, 375} and relaxation of one-time functions \cite{510}. At low temperature, the linear dependence of $\eta$ with the temperature ($\eta = \sqrt{2k_BT/2\pi J}$) in the spin-wave approximation is reproduced. Note that these results imply that $z = 2$ throughout
the low-temperature critical phase, in contradistinction with strongly temperature-dependent dynamical exponents previously reported \cite{318,287}. We then tried to extract a second estimate of $\eta$ from the decay of $(t - s)^{\eta/2}C(t, s)$ with $(t + s)\sqrt{ts}$. The results are compatible at small times $t$ but systematic deviations are observed for large $t$. A good collapse of the scaling function $(t - s)^{\eta/2}C(t, s)$ versus $(t + s)/\sqrt{ts}$ is nevertheless observed (figure 48). We then studied the behaviour of the response function. In the spin-wave approximation, one expects $R(t, s) \sim (t - s)^{-1 - \eta/z} \left( \frac{t + s}{\sqrt{ts}} \right)^{\eta/z}$.

When combining this expression with the behaviour of autocorrelation functions, the FDR can be shown to display a divergence at time $t/s = 2 + \sqrt{5}$:

$$X(t, s) = \frac{k_B T R(t, s)}{C(t, s)} \sim \frac{s(t + s)}{t^2 - 4ts - s^2}.$$  

This behaviour was observed in the XY model \cite{5}. In the case of the FFXY, we showed that the location of the divergence increases with the time $s$ and tends to the expected value $t/s = 2 + \sqrt{5}$.

We then considered the case of a quench at the Berezinskii-Kosterliz-Thouless temperature when the system is initially prepared at infinite temperature. Since vortices are free in the high-temperature phase, we expect the domain walls to be slowed down. Using the modified growth law \cite{66}, the scaling behaviour \cite{77} of autocorrelation functions becomes

$$C(t, s) \sim (t - s)^{-\eta/2} f \left( \frac{\xi(t)}{\xi(s)} \right) \sim (t - s)^{-\eta/2} \mathcal{F}_C \left( \frac{t \ln s}{s \ln t} \right).$$

In the aging regime, the scaling function $\mathcal{F}_C(x)$ is expected to decay as $x^{-\phi}$ with $\phi = \lambda/z - \eta/2$. Our numerical data are in good agreement with such a behaviour. We estimated the autocorrelation exponent to be $\lambda/z \simeq 0.84$, i.e. slightly above the value 0.808(3) obtained by Short-Time Dynamics \cite{340}. Both values are incompatible with the estimates for the XY model: $\lambda/z \simeq 0.625$ \cite{340}, 0.738(4) \cite{510}, and 0.738(5) \cite{319}. This discrepancy indicates a contribution of the chirality degrees of freedom to this exponent. Similarly, the FDR was estimated to $X_\infty \simeq 0.385(15)$ while we obtained $X_\infty \simeq 0.215(15)$ for the XY model (see figure 49).

Finally, we considered the aging properties of the chirality degrees of freedom. The system is prepared at infinite temperature and then quenched at the $\mathbb{Z}_2$ critical temperature. Surprisingly, our results are incompatible with those of the Ising model. From the algebraic decay of the chirality-chirality autocorrelation functions $\langle \chi(t) \chi(s) \rangle$, the autocorrelation exponent was estimated to be $\lambda/z = 0.98(5)$, far from the value $\lambda/z \simeq 0.738$ for the Ising model. The FDR $X_\infty = 0.405(5)$ is also incompatible ($X_\infty \simeq 0.328$ for the Ising model). The inclusion of logarithmic corrections influences only very weakly these values, even though a better collapse of $X(t, s)$ is obtained (see figure 49). This discrepancy is still unexplained. We note that, at equilibrium, the critical behaviour of the Ising model is recovered only after a long regime where $\nu \simeq 0.8$ \cite{375}. We note also that we obtained similar values of the FDR for both angle and chirality degrees of freedom. The uncoupling of the two probably occurs at much larger times.
1.3.4. Jarzynski relation

While equilibrium statistical physics is firmly established since the pioneering works of Boltzmann and Gibbs more than one century ago, general results are still relatively sparse for out-of-equilibrium processes. An important breakthrough was accomplished two decades ago with the discovery of the so-called fluctuation theorems. The Jarzynski relation, to be discussed in this chapter, was recognised as a special case of them.

The second principle of classical thermodynamics introduces a distinction between reversible and irreversible processes. In the former case, the variation of entropy of the system is directly proportional to the heat exchanged with the environment and the total entropy is a conserved quantity. In the irreversible case, a production of entropy accompanies the time evolution and provokes an increase of the total entropy. Remarkably, equilibrium statistical mechanics was constructed around another entropy, the statistical or Shannon entropy, which was defined without any relation to the thermodynamical entropy of the second principle. As shown by Boltzmann $H$ theorem, a second principle is recovered for the statistical entropy if the dynamics is not governed by the usual Newtonian equations of motion, which are reversible, but by an effective stochastic dynamics, accounting for the interaction with the many degrees of freedom of the environment. The irreversible nature of the dynamics of a gas of particles is caused by their undeterministic behaviour during a collision.

Statistical entropy is also intimately related to fluctuations. While he was working on the thermodynamics of electromagnetic radiation, Einstein introduced a particularly fruitful derivation of the equilibrium fluctuation-dissipation relation between specific heat and energy fluctuations $[264]$. Combining a second-order Taylor expansion of entropy with the Boltzmann postulate of statistical physics, he wrote the probability distribution of the energy fluctuations as a Gaussian law

$$\varphi(E) \sim e^{-S(E)/k_B} \simeq e^{-(E-\langle E \rangle)^2/2k_BT^2C},$$
whose variance involves the specific heat. In the same spirit, Onsager wrote the probability distribution of a set of observables \( \vec{X} = \{X_\alpha\}_\alpha \) with vanishing equilibrium average \( \langle X_\alpha \rangle \), as

\[
\varphi(X_1, X_2, \ldots) \sim e^{-S(X_1, X_2, \ldots)/k_B} \sim e^{-\frac{1}{2} \sum_{\alpha, \beta} S_{\alpha \beta} X_\alpha X_\beta},
\]

where \( S_{\alpha \beta} = \frac{\partial^2 S}{\partial X_\alpha \partial X_\beta} \). With the further assumptions of an exponential relaxation of \( \langle X_\alpha(t) \rangle \) and of microscopic reversibility

\[
\varphi(\vec{X}', t; \vec{X}, 0) = \varphi_R(\vec{X}, 0; \vec{X}', t),
\]

where \( \varphi_R \) is the probability distribution when the flow of time is reversed, he derived the celebrated reciprocal relations valid for reversible fluctuations close to equilibrium [401, 402, 102].

A theory of irreversible processes was later derived by Onsager and Machlup [404, 405]. They assumed that the kinetic equations of the observables \( X_\alpha \) take the form of (coupled) Langevin equations \( \dot{\vec{X}} + \frac{1}{\tau} \vec{X} - \vec{\eta} = 0 \) where the random force \( \eta(t) \) describes in an effective manner the thermal noise. Since each sequence of random forces \( \eta(t) \) leads in a deterministic way to a different history \( X(t) \), the probability distribution of \( X(t) \) is in the case of a single observable

\[
\varphi[X(t)] \sim e^{-\frac{1}{2\pi\sigma^2} \int \eta^2 dt} \sim e^{-\frac{1}{2\pi\sigma^2} \int [\dot{X} + \gamma X]^2 dt}.
\]

The “classical” path obeys a least-dissipation principle. Far-from-equilibrium, the Onsager-Machlup theory breaks down for complex systems because it is based on linearised kinetic equations. Before introducing recent developments beyond the Onsager-Machlup theory, it is instructive to first consider the simple example of a particle in a potential \( V(x) \) and submitted to a time-dependent force \( f(t) \). The Newtonian kinetic equation reads

\[
m\ddot{x} = -\frac{\partial V}{\partial x} + f(t) - m\gamma \dot{x} + \eta(t).
\]

Assuming as before that the random force is distributed according to a Gaussian law, the probability distribution of an history \( x(t), \) with \( t \in [0; t_f] \), is

\[
\varphi[x(t)] \sim e^{-\frac{1}{2\sigma^2} \int \eta^2 dt} = e^{-\frac{1}{2\sigma^2} \int \left[m\ddot{x} + \frac{\partial V}{\partial x} - f(t) + m\gamma \dot{x}\right]^2 dt},
\]

where \( \sigma^2 = 2m\gamma k_B T \) according to the fluctuation-dissipation theorem. The probability \( \varphi_R[\bar{x}(t)] \) of the time-reversed history \( \bar{x}(t) = x(t_f - t) \) is easily obtained by the transformation \( \dot{x} \to -\dot{x} \). The ratio of these two probabilities is [386]

\[
\frac{\varphi[x(t)]}{\varphi_R[\bar{x}(t)]} \sim e^{-\frac{1}{2\sigma^2} \int \left[m\ddot{x} + \frac{\partial V}{\partial x} - f(t)\right]^2 dt} = e^{-\left(\frac{1}{2}mv^2\right) - W}/k_B T = e^{-Q/k_B T}
\]

according to the first principle of thermodynamics. This relation is a special case of a fluctuation theorem. Since the heat \( Q \) exchanged with the environment is odd under time-reversal, it is usually written as \( \varphi(Q)/\varphi(-Q) = e^{-Q/k_B T} \). This relation is easily generalised to a Markovian process. When detailed balance holds, the quotient of the
probability of an history \((X_1, X_2, \ldots, X_N)\) by the probability of its image under time-reversal is

\[
\frac{\varphi(X_1, X_2, \ldots, X_N)}{\varphi(X_N, \ldots, X_2, X_1)} = \frac{\varphi(X_1) W(X_1 \rightarrow X_2) \ldots W(X_{N-1} \rightarrow X_N)}{\varphi(X_N) W(X_N \rightarrow X_{N-1}) \ldots W(X_2 \rightarrow X_1)} = \frac{\varphi(X_1)}{\varphi(X_N)} e^{-\Delta E/k_B T} \tag{91}
\]

If no work is extracted from the system, the energy variation is \(\Delta E = Q\) according to the first principle. If detailed balance does not hold, one may assume that the heat exchange with the environment is defined as \(Q = \prod_i W(X_i \rightarrow X_{i+1})/W(X_{i+1} \rightarrow X_i)\).

The notion of statistical entropy is generalised by defining \(S = -k_B \ln \varphi(X)\) so that \(S = \langle S(X) \rangle\) \[^{442}\]\.

\[
\frac{\varphi(X_1, X_2, \ldots, X_N)}{\varphi(X_N, \ldots, X_2, X_1)} = e^{-\Delta S/k_B - Q/k_B T} = e^{-\Delta S_{\text{tot}}/k_B},
\]

where \(\Delta S_{\text{tot}}\) is the entropy variation of the universe. Finally, this relation can be recast as

\[
1 = \sum_X \varphi(X_1, X_2, \ldots, X_N) = \sum_X e^{-\Delta S_{\text{tot}}/k_B} \varphi(X_N, \ldots, X_2, X_1) = \langle e^{-\Delta S_{\text{tot}}/k_B} \rangle, \tag{92}
\]

known as integrated fluctuation theorem. Remarkably, it follows from Jensen’s inequality that \(\langle \Delta S_{\text{tot}} \rangle \geq 0\). Therefore, the second principle of thermodynamics does not apply to each history individually but only to the average.

The previous relations can be applied to a system mechanically coupled to the environment and therefore producing a work \(W\). This coupling is introduced as a perturbation of the Hamiltonian: \(H(X) = H_0(X) + \lambda(t) \phi(X)\). If detailed balance holds, transition rates are modified in consequence:

\[
\frac{W_i(X_i \rightarrow X_{i+1})}{W_i(X_{i+1} \rightarrow X_i)} = -\beta \left[ E_0(X_{i+1}) - E_0(X_i) + \lambda(t_i) [\phi(X_{i+1}) - \phi(X_i)] \right].
\]

The quotient of the probability of an history \((X_1, X_2, \ldots, X_N)\) by the probability of its image under time-reversal becomes

\[
\frac{\varphi(X_1, X_2, \ldots, X_N)}{\varphi(X_N, \ldots, X_2, X_1)} = \frac{\varphi(X_1)}{\varphi(X_N)} e^{-[\Delta E_0 + \sum_i \lambda(t_i) \phi(X_{i+1}) - \phi(X_i)] / k_B T}. \tag{93}
\]

The last term is the total thermodynamical work \(W\) extracted from the system while \(\Delta E_0\) is the heat exchanged with the environment. Let us restrict now the discussion to an initial state \(X_1\) at equilibrium, i.e.

\[
\varphi(X_1) = \frac{e^{-\beta E_0(X_1)}}{Z} = e^{\beta [F_1 - E_0(X_1)]}.
\]

Since detailed balance holds, the final state \(\varphi(X_N)\) is distributed according to the Boltzmann distribution too. Therefore, the ratio (93) can be recast as a fluctuation theorem \[^{131}\]

\[
\frac{\varphi(X_1, X_2, \ldots, X_N)}{\varphi(X_N, \ldots, X_2, X_1)} = e^{\beta (F - W)}. 
\]
In a way similar to \((92)\), the Jarzynski relation is finally obtained \([285, 284]\)

\[
\langle e^{-\beta W} \rangle = e^{-\beta \Delta F}. \tag{94}
\]

This result received beautiful experimental confirmations, using a single molecule of RNA submitted to a mechanical stretch \([325]\) or a forced oscillator \([167]\). For a cyclic transformation, one obtains \((10)\)

\[
\langle e^{-\beta W} \rangle = 1.
\]

Applying Jensen’s inequality to this relation, one recovers Thomson’s formulation of the second principle: no work can be extracted from a cyclic transformation at equilibrium. If the work is distributed according to a Gaussian law, i.e.

\[
\varphi(W) = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{(W-\langle W \rangle)^2}{2\sigma^2}}
\]

then the Jarzynski relation implies

\[
\int_{\mathbb{R}_1} e^{-\beta(W-\langle W \rangle)} \varphi(W) dW = e^{\frac{\beta^2\sigma^2}{2}} = e^{-\beta \Delta F}
\]

and therefore the irreversible heat lost during the process is proportional to the fluctuations of the work:

\[
\langle Q \rangle - T \Delta S = \Delta F - \langle W \rangle = -\frac{\sigma^2}{2k_B T}. \tag{95}
\]

The Jarzynski relation has attracted a lot of attention. It offers the possibility to compute numerically a free energy difference. Therefore, it is widely used in computational chemistry and biophysics. The application of \((94)\) has to be carefully performed. If the perturbation is too strong and therefore the work extracted too large, the average is dominated by rare events that are very difficult to sample numerically.

We studied the distribution of the work \(\varphi(W)\) when a magnetic field is coupled to a two-dimensional Ising model \([120]\). Using Monte Carlo simulations, the system is initially prepared at equilibrium and the magnetic field is increased linearly. The work is measured as \(W = -\Delta h \sum_i M_i\) where \(M_i\) is the total magnetisation at the \(i\)-th iteration. In the paramagnetic phase, the work distribution \(\varphi(W)\) is very close to a Gaussian law. We therefore checked the relation \((95)\) by calculating \(\Delta F\) from the Jarzynski relation and from the second moment \(\sigma^2\) of the distribution \(\varphi(W)\). As expected, a very good agreement is obtained for small fields and low ramps, which are the closest to a reversible transformation. For strongly irreversible transformations, the rare events of the distribution \(\varphi(W)\) are too badly sampled and the Jarzynski relation becomes biased. In the stable regime, we used the estimate of \(\Delta F\) provided by the Jarzynski relation to evaluate the correlation length. The system was considered as a set of \(N\) uncorrelated Ising magnetic moments. The similarity of our work distributions

\(^{(10)}\) This equation was often confused with Bochkov and Kuzovlev relation \([72, 73]\). The latter differs from the Jarzynski relation by the fact that it involves the mechanical work and not the thermodynamical one.
with those obtained with a single spin supports that idea $^{350}$. The equilibrium free energy differences should therefore be

$$\Delta F = F(h) - F(0) = -N k_B T \ln \cosh \frac{m h}{k_B T}.$$

We then introduced a phenomenological Langevin equation

$$\frac{\partial M}{\partial t} = -\frac{M(t) - M_{eq}(h)}{\tau},$$

where the equilibrium magnetisation is $M_{eq}(h) = -\frac{\partial F}{\partial h}$. It can be solved exactly and gives a prediction for the average work $\langle W(t) \rangle$. The numerical data are well reproduced by this simple model. In the ferromagnetic phase, the work distribution displays two peaks corresponding to the two different ferromagnetic states. We checked again the Gaussian approximation $^{(95)}$. We observed that the peak corresponding to a magnetisation initially parallel to the magnetic field is almost immobile while the other one moves very fast as the magnetisation tends to reverse itself. Dissipation is mainly due to these configurations with a magnetisation anti-parallel to the magnetic field. Finally, we considered the Ising model at the critical point. Two peaks are again observed but they are not Gaussian. We used the estimates of $\Delta F$ provided by the Jarzynski relation to extract the $\delta$ critical exponent as $F_{\text{sing}}(h) \sim h^{1+1/\delta}$. We note finally that the same study has been later conducted to test the Crooks relation $^{254}$.

**Figure 50**: Order-order surface tension of the three-dimensional Ising model versus temperature. Our data are compared to high-temperature series expansions (Arisue) and Monte Carlo simulations (Hasenbusch-Pinn).

In a second work, we used a Jarzynski relation extended to a protocol involving a time-dependent temperature instead of a magnetic field $^{106}$. Equation (93) is easily adapted to

$$\frac{\phi(X_1, X_2, \ldots, X_N)}{\phi(X_N, \ldots, X_2, X_1)} = \frac{\phi(X_1)}{\phi(X_N)} e^{-\sum_i \beta(t_i)[E(X_{i+1}) - E(X_i)]}.$$

Using again an equilibrium initial state, we obtained the relation

$$\langle e^{-\int E(t) \beta dt} \rangle = e^{-\Delta(\beta F)}. \quad (96)$$
Crooks had already mentioned the possibility to obtain such a relation \cite{130}. Equation (96) was later rederived in the case of a deterministic dynamics with a Nosé-Hoover thermostat \cite{486}. Equation (96) provides a new way to evaluate free energies numerically. It extends the so-called thermodynamical perturbation or the Bennet method \cite{53} and fits into the general category of annealed importance sampling \cite{388}.

We applied equation (96) to measure numerically the surface tension of the three-dimensional Ising model. First, a system with anti-periodic boundary conditions is initially prepared at zero temperature. Because of the boundaries, an interface separates the two different ferromagnetic phases. At sufficiently low temperature, fluctuations can be neglected and the free energy is easily evaluated. The temperature is then increased and the “entropic work” \( \int E(t) \beta dt \) is recorded. Because of the large autocorrelation time of the interface, even with the Swendsen-Wang algorithm \cite{459}, we used an appropriate cluster algorithm introduced by Hasenbusch and Meyer \cite{228}. The protocol is repeated 1000 times. To estimate the free energy of the interface, one has to remove from \( \Delta F \) the contribution of the ferromagnetic phases. The latter is obtained by applying the same procedure to a system with periodic boundary conditions and therefore without interface. On figure 50, our estimates of the order-order surface tension are compared to high-temperature series expansion and Monte Carlo simulations \cite{232}. The same technique has been later applied to the two-dimensional Ising model \cite{255}.

### 1.3.5. Conclusions

In this second chapter, we considered the dynamics of homogeneous lattice spin models initially prepared in their high-temperature phase and then quenched below or at their critical temperature. The more complex case of spin glasses is out of our scope. In ferromagnets, the existence of a divergent relaxation time is explained by the local growth of domains in competition to impose the global order of the system. While reversible thermal fluctuations occur inside the domains, the growth and coalescence of domain walls are irreversible processes. The Fluctuation-Dissipation Theorem (FDT) is therefore violated. The scaling theory of two-time functions is motivated by the assumption of a single characteristic length growing algebraically with time. Two new universal quantities emerged: the autocorrelation exponent \( \lambda \) associated to the algebraic decay of two-time functions and the asymptotic value of the Fluctuation-Dissipation Ratio (FDR) measuring the degree of violation of the FDT.

We studied several models in this framework. We first discussed the one-dimensional KDH model at zero temperature. Exploiting the equivalence with a gas of immobile particles undergoing pair annihilation, we calculated exactly the time-dependence of some correlation functions. In contradistinction to the Ising-Glauber model, only exponential decays were observed. When prepared out-of-equilibrium, the system does not age but only falls in one of the many ground states of the model. We note that if particle diffusion is allowed, the Ising-Glauber model is recovered. This shows that diffusion of defects is an essential ingredient to observe aging.

We then focused our attention to two-dimensional systems, studied by means of Monte Carlo simulations. We introduced the first estimator of linear response. No magnetic field needs to be applied and the FDR is directly accessible without assuming a dependence on autocorrelations, i.e. \( X = X(C) \). In the case of the \( q \)-state Potts model with \( q = 2, 3 \) and 4, we checked that the autocorrelation exponent and the FDR do not depend on the lattice, as expected for universal quantities. We then compared
several models. In particular, we compared the Baxter-Wu and Debierre-Turban models, both in the same universality class as the four-state Potts model. Our estimates of the autocorrelation exponents show a different behaviour of the Baxter-Wu model, as already observed in Short-Time Dynamics simulations. The FDR displays the same trend. This unexpected result is probably related to the fact that the equilibrium critical behaviour of both four-state Potts and Debierre-Turban models is affected by logarithmic corrections but not that of the Baxter-Wu model. Unfortunately, how logarithmic corrections of the static critical behaviour are translated in the case of aging and even whether they appear at all is still an open question. We note that, surprisingly, no logarithmic correction was found in the aging behaviour of the spherical model at its upper critical dimension \cite{174} while such corrections were encountered in the $O(n)$ model \cite{125}. We then considered a generalised three-state Potts model with an irreversible dynamics, i.e. without detailed balance. A universal behaviour was observed, independently of whether detailed balance holds or not. Only at the point where the critical line meets the absorbent phase, the model undergoes a different type of coarsening corresponding to the Voter model.

We finally turned our attention to homogeneously frustrated models. Like the anti-ferromagnetic Ising model on a triangular lattice, the Fully-Frustrated Ising model is critical at zero temperature. Despite the existence of a macroscopically large number of ground states, the aging of this model is similar to that of ferromagnetic systems. However, because of the local dynamics, excited ferromagnetic plaquettes can only be annihilated by pair. They behave as topological defects, interacting via a Coulomb potential, as vortices in the XY model. We therefore assumed that these defects pin the domain walls and slow down the dynamics. As a consequence, logarithmic corrections appear in the scaling behaviour of two-time functions. We showed that these corrections explain the slow dynamics reported in the literature and that no stretched exponential law is needed to reproduce relaxation functions. We also considered the Fully-Frustrated XY model which has the particularity to undergo two very close transitions, a Berezinskii-Kosterliz-Thouless transition followed by a second-order phase transition in the Ising model universality class. We indeed observed the same aging behaviour as the XY model at the first transition. However, we failed to recover that of the Ising model at the second one. Cross-over effects due to the vicinity of the BKT transition is invoked to explain this result. Larger-scale Monte Carlo simulations are needed to resolve this issue.

Finally, we applied the Jarzynski relation to the study of the work distribution in a two-dimensional Ising model under a linearly-increasing magnetic field and to estimate the order-order surface tension of the three-dimensional Ising model. The algorithm introduced in the second case extends thermodynamical perturbation and Bennet method.
1.4. Simulations of experimental systems

Being part of a laboratory mostly composed of experimentalists, I had many opportunities to listen to seminars on experimental topics. Some discussions with colleagues evolved into collaborations. I discuss in this small chapter two applications of numerical techniques to the simulation of real experimental systems.

1.4.1. Magnetic systems

The powerful numerical techniques employed in the simulations of the random Potts model, that were discussed in the first chapter, can, of course, be used to study more realistic magnetic systems.

![Figure 51](image)

**Figure 51**: Total magnetisation versus the applied magnetic field. The jump occurs at non-zero field.

Multilayer magnetic systems deposited by evaporation is one of the speciality of our laboratory. The so-called exchange bias effect attracted the attention of my colleagues. Consider a two-layer system where the upper layer is ferromagnetic while the other is anti-ferromagnetic. As the interface is approached, the ferromagnetic order of the upper layer is progressively destroyed. Because of the coupling with the anti-ferromagnet, magnetisation vanishes at the interface. Under a strong magnetic field, the ferromagnetic order is enhanced in the vicinity of the interface. A small magnetic field is not sufficient to reverse magnetisation. As a consequence, the hysteresis cycle appears to be horizontally shifted. My colleagues studied in particular the system $\text{Fe}_{60}\text{Gd}_{40}/\text{Fe}_{55}\text{Sn}_{45}$\textsuperscript{[176]}. To reproduce the exchange bias, we first assumed the system homogeneous in the planes perpendicular to the magnetic field. The parallel direction is discretised as a chain of $N$ sites. The total energy is chosen as

$$E = \sum_{i=1}^{N} \left[ -J_i \cos(\theta_i - \theta_{i+1}) + D_i \sin^2 \theta_i - \mu_i H \cos \theta_i \right],$$

where $\theta_i$ is the angle made by the magnetic moment with the field, $J_i$ is the exchange coupling, $D_i$ the uniaxial anisotropy parameter and $\mu_i$ the magnetic moment. These
parameters were adjusted with the experimental data. A low temperature, the equilibrium state is given by the minimum energy. Numerically, we discretised the angles $\theta_i$ and constructed a transfer matrix to compute magnetisation profiles. On figure 51, the displacement of the magnetisation jump under a magnetic field is clearly observed.

In a second collaboration, we used Monte Carlo simulations to estimate the magnetic susceptibility of thin magnetic films with an incomplete covering of the last atomic layer $^{[19]}$. It was usually assumed that the transition temperature was smoothly varying when the thickness of the films was increased by depositing more and more atoms at the surface. We showed that a very different scenario takes place: when a new atomic layer is started, a new susceptibility peak appears roughly at the location of the maximum for an infinite system with the same thickness. As more atoms are deposited, the first peak decreases while the second increases. As shown on figure 52, one peak replaces the other.

![Figure 52: Evolution of the magnetic susceptibility versus the exchange coupling $K$ when the covering of the top layer is increased.](image)

### 1.4.2. Electronic systems

We developed a numerical code to estimate the first eigenstates of a single electron in a two-dimensional periodic potential $V(\vec{r})$, i.e.

$$V(\vec{r} + \vec{R}) = V(\vec{r})$$

for any $\vec{R} = n\vec{a} + m\vec{b}$, where $n$ and $m$ are integers. According to Bloch theorem, the eigenvectors of Schrödinger equation are of the form

$$\psi_\vec{k}(\vec{r}) = u_\vec{k}(\vec{r}) e^{i\vec{k} \cdot \vec{r}},$$

where $u_\vec{k}(\vec{r})$ are periodic functions on the first Brillouin zone and satisfy the Bloch-Schrödinger equation

$$\frac{-\hbar^2}{2m} \left( \nabla + i\vec{k} \right)^2 u_\vec{k} + V u_\vec{k} = E_\vec{k} u_\vec{k}.$$
To work in non-rectangular cells, we found more convenient to use the tensor formalism:

\[
- \frac{\hbar^2}{2m} \left( \partial_\mu + ik_\mu \right) \left( \partial^\mu + ik^\mu \right) u_\vec{k}(\vec{r}) + V(\vec{r}) u_\vec{k}(\vec{r}) = E_\vec{k} u_\vec{k}(\vec{r}), \tag{97}
\]

where \( k_\mu \) are the components of the dual vector \( \vec{k} \) in the dual basis \( (\vec{a}^*, \vec{b}^*) \) while \( k^\mu = g^{\mu\nu} k_\nu \). The metric tensor \( g_{\mu\nu} \) is defined as the dot product of basis vectors, for example \( g_{12} = \vec{a} \cdot \vec{b} \). Note that the unit vectors \( \vec{a} \) and \( \vec{b} \) are constant so the tensor metric is uniform and the Laplacian \( \Delta = \frac{1}{\sqrt{g}} \partial_\mu (g^{\mu\nu} \sqrt{g} \partial_\nu) \) is reduced to \( \partial_\mu \partial^\mu \).

The unit cell is discretised by introducing a rectangular mesh. Functions on the unit cell, as \( u_\vec{k}(\vec{r}) \) and \( V(\vec{r}) \), are replaced by vectors. The Bloch-Schrödinger equation is reduced to a linear relation \( H |u\rangle = E |u\rangle \). To find the first eigenvectors, we used a projective method. Let \( |\phi_i\rangle \) the eigenvectors of \( H \) for the eigenvalues \( \varepsilon_i \). Then, for most of the trial vectors \( |u_0\rangle \),

\[
H^N |u_0\rangle = \sum_i \varepsilon_i^N |\phi_i\rangle \langle \phi_i|u_0\rangle \rightarrow_{N \to +\infty} \varepsilon_{\text{max}}^N |\phi_{\text{max}}\rangle \langle \phi_{\text{max}}|u_0\rangle,
\]

where \( \varepsilon_{\text{max}} \) is the largest eigenvalue of \( H \). The eigenvector \( |\phi_{\text{max}}\rangle \) is obtained after normalisation of \( H^N |u_0\rangle \). The eigenvalue is computed by applying once more \( H \). The second largest eigenvalue can be estimated by considering a second trial vector \( |u_1\rangle \). Applying \( N \) times the operator \( H \) and using the Gramm-Schmidt orthogonalisation procedure at each application, \( H^N |u_1\rangle \) tends to the second eigenvector. In quantum mechanics, we are actually not interested in the largest eigenvalues but in the lowest. In principle, the latter can be obtained by applying the above procedure to the operator \( \Lambda - H \), where \( \Lambda \) has to be chosen larger than \( \varepsilon_{\text{max}} \) in order to avoid an oscillatory behaviour. Numerically, \( \Lambda \) cannot be too large compared to the smallest eigenvalue, otherwise truncation errors would accumulate at each application of \( \Lambda - H \). We found easier to use the following algorithm to estimate the \( n \) eigenvectors corresponding to the smallest eigenvalues:

1. Choose randomly \( n \) trial vectors \( |u_1\rangle, \ldots, |u_n\rangle \),
2. Construct \( n \) new vectors \( |v_i\rangle = H |u_i\rangle \),
3. Apply the Gramm-Schmidt orthogonalisation procedure to the \( 2n \) vectors \( |u_1\rangle, \ldots, |u_n\rangle, |v_1\rangle, \ldots, |v_n\rangle \). A basis \( |e_1\rangle, \ldots, |e_{2n}\rangle \) of a subspace of the Hilbert vector space is obtained.
4. Construct the \( 2n \times 2n \) Hamiltonian matrix whose elements are \( H_{ij} = \langle e_i|H|e_j\rangle \).
5. Diagonalise this matrix. Sort the eigenvalues. Select the \( n \) eigenvectors associated to the \( n \) smallest eigenvalues

\[
|\phi_i\rangle = \sum_{j=1}^{2n} \phi_{ij} |e_j\rangle
\]

and reconstruct their components in the full Hilbert space using the known components of \( |e_i\rangle \).
6. Go to step 1 using \( |\phi_i\rangle \) as new trial vectors.
A criterion has to be introduced to stop the iteration when a sufficient convergence has been achieved. During step 3, we computed the component of $H|u_i\rangle$ orthogonal to $|u_i\rangle$. The trial vector $|u_i\rangle$ was considered sufficiently close to the exact eigenvector when this component was smaller than a pre-defined parameter $\epsilon$, i.e. when

$$||u_i\rangle - |H|u_i\rangle|| < \epsilon.$$ 

The algorithm is stopped when all eigenvectors have converged.

The operator $H$ of the above algorithm has to be replaced by the Bloch-Schrödinger Hamiltonian ($g_7$). The fastest implementation of the derivatives consists in replacing them by finite differences on the lattice:

$$\partial_\mu u(\vec{r}) \simeq \frac{u(n+1,m) - u(n,m)}{a}.$$ 

However, the spectral approach provides a more stable implementation. A Discrete-Fourier Transform of $u(\vec{r})$ is first calculated. The derivative $\partial_\mu u(\vec{r})$ is then estimated by taking the inverse Discrete-Fourier Transform of $ik_\mu u(\vec{k})$. The computational cost of these two steps is of order $O(N \ln N)$ when Fast-Fourier Transforms are employed. The application of the potential $V(\vec{r})$ on the wavefunctions is more suitably performed in real space and not in Fourier space. The algorithm requires therefore to go back and forth between real and Fourier spaces.

The convergence can be significantly improved by first starting with a small lattice. We chose initial lattices allowing for an exact diagonalisation. The number of lattice points is then slightly increased. The wavefunctions on the new lattice are extrapolated from the previous one. The best results were obtained using the following algorithm:

1. Perform a Discrete-Fourier Transform of the wavefunction $u$ on the $N \times N$ lattice.
2. To extrapolate to a $N' \times N'$ lattice, extend the $N \times N$ Fourier spectrum of $u$ to a $N' \times N'$ one by filling the new high frequencies with zeroes.

A plane-wave shape is preserved by this extrapolation. Moreover, high-frequencies have high kinetic energies so they do not contribute much to the lowest states. This explains why the method works well with free electrons confined in a potential.

This technique has been used to compare theoretical predictions with images obtained by Scanning Tunnelling Microscope (STM) [155]. The system under consideration was a surface reconstruction Au(23 23 21) of gold. Different steps between hcp and fcc phases are self-organised on the surface and form a regular lattice. They act as a potential barrier for conduction electrons. Schokley states, i.e. electronic states corresponding to evanescent wavefunctions and therefore localised at the surface, are trapped between these steps. Using STM images of the surface reconstruction, we made numerical calculations for different potential shapes and compared to STM images of the electronic density inside the wells (see figure 53).
Figure 53: On the left, electronic density measured by STM inside the wells formed by the surface reconstruction. On the centre, the numerically calculated densities. On the right, comparison between the computed density of states and the photo-emission spectrum. Below (c), the reconstructed potential used in the numerical calculations.

Figure 54: Electronic density of Schockley states trapped in truncated hexagonal Ag pyramids obtained by STM (above) compared to numerical calculations (below).

The numerical method was then employed to reproduce the electronic density of Schockley states trapped in isolated truncated hexagonal Ag pyramids, grown by epitaxy on Cu(111) (figure 54) [469]. The pyramids are four to six atomic layers high.
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