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Abstract

Humans are creatures of habit, often developing a routine for their day-to-day life. We propose a way to identify routine as regularities extracted from the context data of mobile phones. Mobile phones have become the de facto wearable sensor device, used and carried on person over most of the day. We study existing approaches to this problem, and deem past results not satisfactory, with regard to the ever richer context data available, that is not being exploited. Subsequently, we choose Lecroq et al.'s existing state of the art algorithm as basis for a set of modifications that render it suitable for the task, foremostly addressing performance issues. This algorithm is itself an evolution of a dynamic programming based local alignment algorithm, which is frequently used in biological sequence analysis. Our approach searches alignments in sequences of \(n\)-tuples of context data, which correspond to the user traces of routine activity. Our key enhancements to this algorithm are exploiting the sequential nature of the data to reduce algorithmic complexity by a factor equal to the number of data sources available, and using an early maximisation approach to reject non-optimal alignments in favour of optimal alignments.

We develop a generator of context-like data to allow us to evaluate our approach automatically, without relying on manual annotation of ground truth. Additionally, we collect and manually annotate a mobile phone context dataset to facilitate the evaluation of our algorithm. The results are promising, allowing us to prove the concept of our approach, while also outlining the limitations. Our contribution can be used as a filter for a domain expert (e.g. the user of the mobile phone himself) to determine whether a certain interval of data corresponds to an actual activity based habit, reducing the workload compared to a pure manual approach. The configurability of the algorithm allows the expert to have control over which patterns are filtered or retained.
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## Nomenclature

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>API</strong></td>
<td>Application Programming Interface. A set of exposed functions available to programmers to make use of an established software platform.</td>
</tr>
<tr>
<td><strong>BIDE</strong></td>
<td>BI-Directional Extension based frequent closed sequence mining. A closed sequential pattern mining algorithm by Wang and Han (2004)</td>
</tr>
<tr>
<td><strong>BLAST</strong></td>
<td>Basic Local Alignment Search Tool. An approximative but fast local alignment algorithm by Altschul et al. (1990).</td>
</tr>
<tr>
<td><strong>BLOSUM</strong></td>
<td>BLOcks SUbstitution Matrix - A substitution scoring matrix for the alignment of proteins. The matrix entries are determined by statistical analysis of a database of evolutionary observations.</td>
</tr>
<tr>
<td><strong>BT</strong></td>
<td>Backtrack - Second step of a dynamic programming algorithm; in our case a trace along elements in a score table, marking the operations required to convert one sequence into another.</td>
</tr>
<tr>
<td><strong>DNA</strong></td>
<td>Desoxyribonucleic acid. A molecule that encodes genetic information in a sequence.</td>
</tr>
<tr>
<td><strong>FASTA</strong></td>
<td>fast - All. A sequence mining software suite developed by Lipman and Pearson (1985).</td>
</tr>
<tr>
<td><strong>FP-growth</strong></td>
<td>Frequent Pattern; Introduced with the FP-growth algorithm by Han et al. (2000).</td>
</tr>
<tr>
<td><strong>GPS</strong></td>
<td>Global Positioning System – Satellite based time-of-flight positioning system</td>
</tr>
</tbody>
</table>
GSM  Global System for Mobile communication – European standard for second
generation digital cellular networks for mobile phones.

GSP  Generalized Sequential Patterns. An Apriori-type sequential pattern mining
algorithm developed by Agrawal and Srikant (1996)

indel Insertions and deletions in sequences. A single term is sufficient to describe
both these inverse operations, due to the symmetry of the alignment opera-
tion with respect to the order of the input sequences.

LAN  Local Area Network - a computer network with scope limited to a small
geographic entity and using local addressing.

LZ   A set of compression algorithms proposed by Ziv and Lempel in 1977 and
1978.

MASS Minimum Accumulated Similarity Score. This value is the criterium whether
two sequences are to be considered similar or not.

MDC  Nokia Mobile Data Challenge. A data mining and visualisation competition
held over the first half of 2012, on a mobile phone dataset gathered by Nokia.
The dataset is explained in Subsection 2.1.2, and one of the competition tasks
is presented in Annex A.

RMD  Reality Mining Dataset. See subsection 2.1.1.

RNA  Ribonucleic acid. A functional molecule that encodes genetic information in
a sequence.

sensor In this work: a source of discrete context data. This can be anything from
a Boolean indicator to a fusion of multiple semantically linked context data
readings, such as orientation, linking the data of an accelerometer and mag-
netometer.

SPADE Sequential PAttern Discovery using Equivalence classes. A sequential pat-
tern mining algorithm proposed by Zaki (1998)

SPAM  Sequential PAttern Mining. An algorithm proposed by Ayres et al. (2002)
for finding all frequent sequences within a transactional database.

SPM  Sequential Pattern Mining
<table>
<thead>
<tr>
<th>Acronym</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>WAP</td>
<td>Web Access Pattern. A user’s trace when navigating across websites.</td>
</tr>
<tr>
<td>WLAN</td>
<td>Wireless Local Area Network. A term encompassing networking as defined in IEEE standards group 802.11.</td>
</tr>
</tbody>
</table>
Introduction

Multiple studies have shown that humans are creatures of habit – from Heidegger’s musings in “Sein und Zeit” to the more concrete works of Gonzalez et al. [2008] and Eagle and Pentland [2009]. Although routine is not universal, for those that adhere to it, it provides a stable framework of activities. If a computer system can be made to be aware of this routine, then it can be proactive and anticipatory in nature, preparing for commonly encountered situations, or even alerting the user when routine is unexpectedly broken at some point. Routine can also be used to enhance a computing system which adapts itself to current events. When historical data can be linked to the present state, activities and contexts can be recognised with increased certainty. All this is beneficial, when developing ubiquitous computing systems – specifically with regard to ambient, passive interfaces.

We assume that habits (i.e. activity patterns indicating routine) can be derived from user context data. “Context” classically refers to the entirety of the environment of a human-computer interaction – slightly varying definitions have been proposed by Schmidt et al. [1999], Chalmers [2004] and Dourish [2004]. Examples of context data are factors such as physical environment (e.g. place, light, noise), social environment, system status and simultaneous tasks. For the purpose of determining routine, we are primarily interested in specific aspects of context, that are characteristic to an activity. This does not necessarily imply that the context data allows one to infer the actual activity, but it is sufficient to identify recurrences. One theme of this thesis is in fact that of the title of Schmidt et al. [1999] “There is more to context than location”: there exists a large body of work on spatio-temporal routine detection, but our aim is to go further, and include other context data to obtain a model of routine that is richer in information and higher in resolution.
Currently, the most widespread device in use with the capability to observe a reasonable amount of context, is the mobile phone. These phones are equipped with a number of sensors and an almost constant network connectivity which allows queries to nearby fixed sensors. For many people, their mobile phone is a constant companion allowing the capture of context data for a large number of activities. Furthermore, as multi-purpose mobile computing terminals, these same phones also form the interface to the computing system that benefits the most from having access to routine information. With regard to the definitions of context previously given, there is one further remark to make: context is defined as being linked to an interaction. At first glance, capturing data over the course of a day, to observe routine, is a passive process and does not fall under the traditional view of an interaction. But – within the concept of ambient interfaces – even just carrying a mobile phone (or in fact, even not carrying it) becomes an interaction, because we instrument the phone. Therefore, this implicit interaction happens within a context, which is duly recorded.

Routine conveys important information all by itself, but can also be used to enhance current context information. A key use of context data is directly on mobile devices, which are situated within a certain context, used within a certain context and thus ideally exploit this data to better fulfil their purpose, as well as adapt and respond to changes in context. One pertinent example for such a mobile application that uses routine and current context data, is the Magitti leisure guide [Bellotti et al., 2008]. Similar applications in the domain of prediction and recommendation are presented by Anand and Mobasher [2007]. Wesson et al. [2010] discuss the benefits of adapting the mobile user interface of a computing system to the current context. Baldauf et al. [2007]’s survey of context aware systems essentially covers many more examples, where having additional context information based on a routine model can improve the user experience. The spectrum of approaches covers safety, security, entertainment and education. Mobile guidance and navigation systems can also be made to be context sensitive and routine dependent [Brush et al., 2010, Li and Willis, 2006].

Our technical goal is to detect patterns in the context data of a mobile phone user, with the expectation that patterns in the data correspond to routine activities. Raw context data can be understood to be a number of time series of physical values. Based on this representation, there exist multiple ways to analyse the data: Statistical approaches based on state transition probabilities (e.g. Ashbrook and Starner [2002]), database oriented approaches based on sequential apparition frequency (e.g. Giannotti et al. [2007]) and sequence based approaches based on edit distances and similarity measures (e.g. Sigg et al. [2010]). As the title of the work suggests, we ultimately pursue an
approach that performs approximate string matching by aligning pairs of sequences. This algorithm determines local similarity scores for sequences of context data – we suppose that highly similar sequences of context data correspond to similar contexts and thus to actions of the same type. But we must also consider potential shortcomings of the data on which we base our study: sensor noise may render an activity difficult to recognise, and an activity is not repeated identically every time, leading to potential variations in duration and values in the corresponding context data, which must also be accounted for.

Our alignment algorithm – an adapted version of the algorithm introduced by Lecroq et al. [2012] – is based on a representation of context data as a sequence of \( n \)-tuples. In this structure we calculate local alignments. To determine if these alignments correspond to context patterns, we devise an evaluation procedure. This procedure is in one case applied to synthetic data, generated according to predefined parameters, and in another to real world data which we gathered during a data collection campaign. The results from a large spectrum of test conditions allows us to characterise the suitability of our algorithm for the routine activity detection problem. The final results indicate that the algorithm reliably performs as a filter for context data, to limit the function of a domain expert to approving or rejecting the extracted data as being correspondent to a routine activity. Conversely, there are limitations to using it as a general, fully automated routine extraction approach.

This work is structured as follows:

- In the second chapter, we examine the state of the art for both available context datasets and pattern detection approaches. We study the datasets for their suitability for routine context extraction and their data collection methods. The pattern detection approaches are divided into statistical and sequence mining approaches. We briefly discuss statistical approaches, and explore the various sequence mining approaches in more detail. We split the latter field into sequential pattern mining approaches, which take a database oriented view on sequences, and on string mining, which is focused on comparing long, individual sequences. We conclude this chapter with a direct comparison of the most promising approaches and an argumentation for our choice of approach, as well as identifying the limitations upon which our solution has to improve.

- The third chapter introduces our context model and algorithmic contributions. The context model defines a similarity measure for a pair of context sequences, which the alignment algorithm then uses to find maximally similar subsequences.
from a pair of sequences. Our algorithmic contribution is divided into two parts. The first part reduces algorithmic complexity by simplifying the state of the art approach, the second part details our local maximisation approach to further increase performance.

- The fourth chapter is dedicated to the experimental evaluation of our approach, on synthetic and real world data. It describes a data generator we developed with the goal of creating well-understood data with context-data-like characteristics and a high degree of configurability to allow the reproduction of a variety of scenarios. We also document our results obtained on five different such scenarios. A set of variable parameters for each scenario allows us to gain a further insight on the theoretical performance of our algorithm and its behaviour under varied conditions. We also present our data collection campaign in some detail. We used part of that data for a second evaluation, which is also described in this chapter.

- The final section gives a summary of our contributions and results, presents our conclusions and discusses limitations to our approach as well as potential future work to address these limitations and propose extensions.
State of the Art

As we laid out in the introduction, our approach to identifying routine activities is to find patterns in time series of context data. In this section we present and discuss different possible approaches, which should theoretically reveal such temporal patterns. We briefly revisit the notion of “context” and examine how context data is represented in actual context datasets. By class of approach, we present existing routine activity detection solutions.

We examine the varying approaches for a number of criteria, relevant to our task. These criteria are:

1. The ability to process data that has the volumetric characteristics of context data, regarding both algorithmic complexity and real world constraints;
2. The degree of pre-treatment of context data required;
3. The flexibility of the underlying model, to accept situation-specific tuning;
4. The resilience of the approach against the inherent noise and unreliability in sensors and slight variations in how activities are repeated;
5. The impact of temporal effects, such as desynchronisation of data and dilation or contraction of the time-scale of an activity;
6. The effort required to parametrize the underlying model and
7. The suitability to a (partial) deployment on mobile platforms.

We will refer to these criteria by their number in the following sections, whenever a relevant bit of information is touched upon.
Our examination of the state of the art is split into three sections. First, we take a look at existing context datasets, to situate our goal with regard to available data. Then, we survey the state of the art for relevant methods that allow us to match, compare or extract patterns in time series data, by studying two fields of specific interest: Statistical approaches to pattern mining and sequence mining based approaches. Finally, we cross-compare the most suitable approaches and datasets, to determine the course for this work.

2.1 Context Datasets

When examining user behaviour over the long term, a large dataset of context data is crucial to verify our hypothesis. In this section, we look at a number of different context datasets to learn more about available context data, and the utility of this data for our task.

A small dataset, that can be understood to be a pioneering precursor, is that of Raento [2004]. Another early dataset by Mäntyläri et al. [2004] was limited to a strict set of scenarios, and did not actually consist of a recording of real world data. Kotz and Essien [2005] present a simple location-focused dataset, obtained by studying the movement of wireless network users of Dartmouth college.

Two specific context data sets have caught our attention, the reality mining dataset (RMD [Eagle and Pentland, 2005]), and the Nokia mobile data challenge (MDC [Kirkkonen et al., 2010]) dataset. They represent, respectively, the first large scale mobile phone dataset ever published as well as the largest and most complete dataset currently available.

2.1.1 Reality Mining Dataset

The RMD is the first large scale mobile phone context data set that has been collected. Due to its public availability, it stands as a reference dataset when it comes to the detection of routine user behaviour. It was designed with this goal in mind and used in the work of Eagle and Pentland [2009] to determine behavioural routines.

The dataset is the result of a broad (100 participants) mobile phone data acquisition campaign the data from which was made available to the scientific community. The RMD was established using the Context Phone application developed by Raento et al. [2005]. It contains primarily finely grained location information, but also application and communication use logs and relative proximity indicators among study subjects.
The specific protocol was established as follows: One hundred MIT students and members of faculty staff were given Nokia smart phones, pre-installed with several applications that track context. This context data comprises call meta data, the set of Bluetooth devices in range, the ID of the connected cellular radio tower, application usage and some phone status variables, such as whether the phone is idling or charging. This data was collected over an academic year, aggregating 450,000 hours of data, with Bluetooth data being logged in five minute intervals. The researchers report some data loss (around 15%) due to some subjects deactivating their phones during the night, and also due to some data corruption events. Finally, there are incidents of forgotten phones, where the phone records data, which has no association with the actual activities of the test subject.

In addition to the context data, there is data from surveys of subsets of the test group to establish some meta-data (relationships between study participants and social activities) to the main data gathered by the phones. Some subjects also kept more detailed activity diaries over part of the data gathering period.

2.1.2 Lausanne Data Collection Campaign

This dataset [Kiukkonen et al., 2010] includes data from 200 users from the Lake Geneva region in Switzerland and consists of the data from around 80 different smart phone context data sources, recorded over a period of over one year. This data was made available to researchers within the framework of the Mobile Data Challenge [Laurila et al., 2012], but is not readily available to the public.

The gathered data can be divided into four groups: Location data, media-related data, social interaction data and behavioural data. The central physical data present in the set are 3D accelerometer readings, location and sound measurements. Additionally logs of applications, communications and the operating system are kept, alongside the agenda and contact list.

A key distinction of this dataset is the heterogeneous study group. Where the RMD only studied students and faculty staff members from the Media Lab, as well as students of one other lab, this campaign stretches much wider. By consequence, the social graph among the participants is much less dense.

Another difference lies in the precision of the location data. Cell tower data is notoriously imprecise, discriminating at around the city block level, whereas more powerful modern phones are equipped with GPS which can reduce this to roughly the street address level, even without further augmentation with wireless networks. Using WLAN access points – as done for this study – increases this precision further, especially in
urban zones. In comparison, the Bluetooth augmentation chosen for the RMD only works in select installations outfitted with a beacon.

This much higher fidelity of the data leads to a much larger challenge, when distributing this data, as pure anonymisation no longer suffices to protect the identity of the subjects.

Furthermore, the higher potential fidelity also implies a potential higher use of the battery. Non-intrusiveness in the routine usage of the phone is a key requirement, as otherwise the impact of adapting to the measuring device would create behaviours and data not corresponding to the reality of the test subject’s day to day life. In an attempt to mitigate these effects, each data source has its own update frequency, in an adaptive event-based system. This allows the sampling to run throughout the day.

To minimise data losses, collected data is transmitted to a database server via wireless networks twice a day.

With regard to ground truth, an initial questionnaire establishes some demographic and social information, but no further information is acquired.

2.1.3 Discussion

A key limitation to the present datasets, is that none of the bases contains any ground truth regarding context routine. Most do not include any manual annotation with semantic data at all. In fact, the large scale nature is somewhat at odds with such demands, as the effort to manually annotate a large dataset by someone other than the subject is immense. Conversely, asking a subject to annotate his or her own data introduces a higher level of effort required to take part in such a campaign and decreases the number of participants.

Another problem is that most datasets are limited to location data, and lack many of the physical sensors present in more modern phones, that we presume to capture physical context more accurately. Although the Nokia MDC-dataset does provide accelerometric data and some sound samples, modern smart phones are also equipped with gyroscopes, compasses, light meters and proximity sensors. Conversely, the approach taken by Nokia for the Lausanne data collection campaign includes a vast number of sensors, some of which are not necessarily of interest for the routine activity detection task, increasing the complexity of the required pre-treatment (2). The asynchronous nature of data collection preserves relative temporal structures in high detail (5).

Finally, the acquisition platforms used for these two previous datasets have been obsoleted by the development of the mobile phone market. Therefore, if a new dataset would be a requirement, this would entail a new development of the data collection software.
The creation of a new mobile context dataset that contains at least sufficient physical sensor values therefore appears possible and necessary. Many of the paradigms put forward for the different collection campaigns remain valid, such as the principle of non-intrusiveness and the need to assure data integrity. Alternatively, it is common to use synthetic data to verify the behaviour of an algorithm. For this type of data, ground truth of the generation step can be used to address the lack of ground truth in real context datasets.

Once a solution to gather the required physical context data is achieved, the next challenge is to find routine data within it.

2.2 Machine Learning and Statistical Analysis

Classic statistical machine learning approaches are a mainstay of much of the work of context data analysis. We focus on three key categories: classification as a means of context and activity recognition and prediction, clustering to determine similarities in data and probabilistic state machines – specifically (hidden) Markov models – as a means of modelling routine.

2.2.1 Classification

Classification algorithms are a class of algorithms that use a set of examples to learn rules that are then applied to determine which label is to be associated to a measurement. Typically, this is represented by the determination of a characteristic vector over the feature space of the observed events.

We discuss two different usages of these types of algorithm, within the scope of the routine activity detection problem: in activity recognition, a current set of measurements of context data are used to determine the current activity; in activity or place prediction, the current state of system is used as a characteristic vector for predicting a future state.

2.2.1.1 Activity Recognition

Supervised classification is the principal component in most activity recognition systems. They function by assigning a characteristic vector to each element of a set of activities, and then estimating from actual measurements the current activity.

In the field of mobile device based activity recognition, supervised classification has been used (for example) in the works of Choudhury et al. [2008], Lester et al. [2006].
Berchtold et al. [2010] and Sigg et al. [2010]. Activity recognition by itself does not solve the routine activity detection problem, but a well functioning activity detector can reduce the complexity of the problem by orders of magnitude by transforming it from a multi-dimensional problem into a uni-dimensional one (1,2). We can nonetheless state a limitation to this approach, in that a supervised activity detection requires knowledge of each of the activities that are to be discerned (6). This renders this approach of limited use, when trying to solve a general version of the routine activity detection problem. Furthermore, feature vectors are understood as a unit, therefore algorithms based on them cannot work around desynchronized data (4,5).

2.2.1.2 Activity and Place Prediction

Another potential application of supervised classification is in the field of predicting future activities. The approach is similar to activity detection, with the difference that characteristic vectors are assigned to subsequent activities or places. This type of approach was frequently chosen by entries for the MDC “next location prediction” task Etter et al. [2012], Wang and Prabhala [2012], Gao et al. [2012], as for that task the known data was restricted to the context data obtained during the “visit” to the directly preceding place. The most successful approaches relies on heuristics which reject certain subsets of the data by declaring it out-of-date information with regard to the prediction task. The benchmarks of three state of the art algorithms – naive Bayes John and Langley [1995], alternating decision trees Holmes et al. [2002] and a sequential minimal optimization based approach Platt [1999] – on the MDC prediction task are available in Annex A.

The Magitti Bellotti et al. [2008] recommendation system predicts next activities using a supervised classification approach Partridge and Price [2009]. The system is based on the assignment of a leisure activity (e.g. “eat” or “watch”) to corresponding locations in town instead of having a location specific activity model. This meta-activity approach avoids the problem of being limited to recognising specific activities, but consequently the result is too general for many applications outside the activity adviser use case they target (3).

2.2.2 Clustering

Where classification assigns one of a pre-defined set of labels to a sample of data, clustering attempts to group a set of data points via a pre-defined distance metric. There are three aspects to clustering that are of relevance to the routine activity detection prob-
lem: Using clustering to segment sensor data, using clustering to segment sequences and clustering entire sequences. The first is an important step towards obtaining a discrete context model, the second helps identifying atomic activities, and the third is a routine activity extraction approach.

2.2.2.1 Context Data Clustering

Context data clustering is a useful first pre-treatment step to reduce the complexity of the routine activity detection problem (1), by transforming the problem from one on continuous data (and essentially a signal processing problem) into a problem over discrete data (2,4). This has been used by Ashbrook and Starner [2002] to derive semantically relevant places from a user’s spatio-temporal positioning data, which then allows the construction of a state-based predictor on the transformed data. Their choice of clustering algorithm was the $k$-means clustering algorithm. In their article they also meet one of the limitations inherent to clustering algorithms: the results often have to be manually verified, or selected from a number of different configurations (3,6).

2.2.2.2 Sequence Segmentation

Sequence clustering can be performed to segment long sequences of context data into locally self-similar subsequences [Clarkson and Pentland, 1999, Himberg et al., 2001]. This can be used as a semi-automatic pre-treatment step to address (1,2,6,7) in routine activity detection approaches, at some potential disadvantage to (4,5). In general, sequence clustering with a simple Euclidean distance does not produce meaningful results [Keogh et al., 2003], requiring the choice of a meaningful metric, before implementation.

2.2.2.3 Sequence Clustering

Clustering can also be used to group subsequences by inter-similarity and thus identify patterns. This has been shown by Laasonen [2005] to be a potential avenue of establishing a routine based user model and subsequently recognising and predicting a mobile user’s routes. This works by classifying some of the locations visited by a user as bases, which are locations where a user rests, and others as transient points. In this case, a place corresponds to the currently connected network cell. An edit distance and item similarity measure serves as basis for the clustering model. Katsaros et al. [2003] have shown a similar sequence clustering solution to predict locations, but without the distinction of location classes. The distance measure for the hierarchical clustering which they employ, is a weighted edit distance. This can have good performance with regard to (4,5) at some
cost to (6). As a statistical approach, there is also a limitation with regard to (1), in that a certain minimal amount of data is required to obtain clusters with acceptable confidence values.

2.2.3 Probabilistic State Machines

In the third type of approach, we look at different kinds of probabilistic state machines, which are relevant for user activity recognition and prediction.

A relevant example of using hidden Markov models [Baum et al., 1970] to find routine in context is the work of [Clarkson, 2003], who studied video streams taken from two worn cameras, with the goal of identifying context recurrences. They use an alignment based approach, similar to dynamic time warping [Myers and Rabiner, 1981]. Ashbrook and Starner [2002] use second order Markov models to predict next locations. This required clustering of geolocation data into discrete locations, which where then studied for transition probabilities.

In the work of Song et al. [2004], multiple predictors based on probabilistic state machines (Markov models and LZ compression [Ziv and Lempel, 1978]) are evaluated on a common dataset from the Dartmouth campus wireless network [Kotz and Essien, 2005]. A state machine approach requires a sequence segmentation to be viable (6). This means that activities are identified either based on supervised activity recognition or based on sequence segmentation. A common drawback to all approaches outlined in this subsection, is that they are not truly suited to treating multiple data sources in parallel (1,5).

2.2.4 Discussion

Within the frame of the routine activity detection problem, statistical approaches can be divided into two categories of application: on the one hand there are data pre-treatment approaches, that reduce the complexity of the actual routine extraction process, and on the other hand there are statistical models that encode routine activity.

The former can be used at different levels of granularity, and comprise classification, clustering and segmentation. A high abstraction approach – as often chosen in the literature we presented – can simplify the routine activity detection problem to the point where it is merely the extraction of frequent state transitions. While in theory this is advantageous with regard to (1), (6) and (7), it invariably has drawbacks, when applying criteria (2), (3) and (5). A low abstraction level has the inverse consequences. Therefore, the choice of abstraction level has to be carefully weighed, when developing
a discrete model.

The routine activity detection approaches – using sequence clustering or probabilistic state machines – are relatively simple propositions (1) which depend heavily on accurate preprocessing (2). The central weakness of these approaches – when used on rich context data – is that they use a simple model derived from data that has been heavily preprocessed and abstracted, which results in abstract routine models. These are easy to interpret but hard to validate against the actual data.

Furthermore, there is a whole host of limitations to automatic context data abstraction that essentially make this class of approaches not suitable for context data that has multiple independent data sources. When working at a finely grained level, with less abstraction, the models become harder to interpret, and lose their appealing simplicity. This downside leads us to examine approaches that are more suited to this kind of data representation: sequence mining algorithms.

### 2.3 Sequence Mining

Context data is inherently of sequential nature: for each aspect of context, one state follows another and each activity is followed by another. Sequence mining is a subset of data mining, which consists of approaches specifically targeted at sequential data.

The field of sequence mining offers a variety of algorithms designed to discover all kinds of features in sequences of discrete elements. As laid out in the introduction, our primary interest is pattern detection. There are two schools of thought, with regard to this problem:

1. **Sequential pattern mining (SPM)** takes an itemset mining and association rule learning approach to finding such patterns, by looking at the frequency of occurrence of subsequences in a corpus.

2. **String mining** is an approach that has its roots in bioinformatics, and can be seen as a generalisation of Hamming and Levenshtein distances. We are particularly interested in alignment problems, where the goal is the identification of similar sequences.

In the following two sections, we will present different approaches and applications of sequential pattern mining and string mining. In the third subsection we will compare the particular advantages and challenges of each class of approach, and evaluate them against our set of criteria.
2.3.1 Itemset Mining and Sequential Pattern Mining

The aim of sequential pattern mining (SPM) is to find within a database of sequences of itemsets (i.e., sets of discrete elements) a subset of interesting sequences. Within the context of the routine activity detection problem, this criterion of interest is that the sequences appear frequently. Sequences in this case are not limited to consecutive elements, but are based on the notion “event $Y$ occurs after event $X$, within an interval window $\delta$”. There are several ways to formulate the routine activity detection problem in terms of an SPM problem, each suited to a specific group of algorithms from the field.

First, context could be abstracted to fit the “sequence of itemsets” paradigm. There is a wealth of classic approaches that find potentially non-consecutive exact sequential patterns. A first challenge in adapting the problem to this formulation lies in finding a useful time-discretisation and temporal splitting interval. The former is achieved by having each sensor value discretised into an item, and by grouping measurements during a predefined time interval into itemsets. The latter requires study of how gravely non-consecutive patterns impact the results. By shortening the sequences, such patterns become less of an issue, but other, larger patterns may disappear. Additionally, there is the question of which level of support is desired as basis for the result.

An early review of examination of patterns in sequential data was performed by Laird [1993]. At this stage, the focus of research was mainly on prediction, extrapolation and modelling of time series.

In the same year, itemset mining was introduced by Agrawal et al. [1993]. This forms the basis for all of the following SPM approaches, which is why we take a closer look at the key approaches of the field. The following classification of the approaches is based on the taxonomies proposed by Mabroukeh and Ezeife [2010] and Mooney and Roddick [2013]. We assign the following classes to differentiate between approaches:

- Apriori-based (including variants for closed patterns or hierarchical data),
- Pattern-growth (including variants for closed patterns),
- Vertical data structures,
- Early-Pruning and
- Hybrid;

and then we also discuss variations of these which take into account hierarchical metadata, specifically and exclusively mine closed or maximal frequent patterns, or mine multidi-
mensional or approximate patterns. All algorithms and challenges identified in the field of itemset mining can be transferred almost exactly to sequential pattern mining.

2.3.1.1 Itemset Mining

Itemset mining has as prerequisite the presence of a database which is partitioned according to a primary criterion (e.g. a user ID or a calendar day). The goal is to find subsets of data that occur multiple times among the sets of data points connected to each instance of the criterion. An example relevant to the field of mobile and context sensitive computing is a database consisting of entries that have been generated by logging discretised context data of a user over time. Splitting the database to obtain individual data per hour, and then searching for co-occurrences of certain context values in these sets across different hours, shall determine which context states are frequently encountered together in temporal proximity.

Once the frequency of appearance of such an item combination is above a certain threshold, the set is considered to be significant. Furthermore, there is an interest in maximising these sets: a single element that appears across multiple sets is of little interest, whereas large sets carry more information. Once these sets are identified, association rules can be created among them.

Association rules can be understood as a way to encode the conditional probability of the presence of an element in an itemset, given a set of elements already present in that set. For example, let there be three context states \(a, b,\) and \(c\) (e.g. loud noise, bright light and medium movement speed) that were recorded during one hour. Furthermore, let the set \((a, b, c)\) appear frequently (and maximally) in a database. Then, it is possible to predict that if \(a\) and \(c\) are present in one set, that \(b\) might also be present in this set (e.g. because all three are present when the user rides his motorcycle on a sunny day) based on the support of the set \((a, b, c)\) (i.e. how often the elements appear together, relative to the overall number of sets created by splitting the database along the key criterion). In terms of context prediction, this means that it is possible to predict context event \(b\) as a function of the presence of context events \(a\) and \(c\). Clearly, this is limited in scope with regard to the routine activity detection problem, but the close link to sequential pattern mining makes it deserving of a study, to introduce the concepts used further on.

Apriori-Based Algorithms

The itemset mining problem has first been approached by means of the Apriori-class of algorithms \cite{Agrawal1994, Mannila1994}. The key property on which the Apriori-class algorithms are built is the downward closure: the fact that each frequent itemset consists of sub-itemsets that are all frequent,
and inversely, extending a non-frequent itemset by any item results in another infrequent itemset. This can be exploited to first find frequent elements, and then iteratively extend these candidates to sets, element by element, until the support frequency-threshold is no longer attained. [Han et al. 2007] offer an extensive list of further improvements to this approach, with regard to distributed and parallel approaches, as well as general efficiency improvements. The key limitation to this approach lies in the high number of database scans – one for each growth operation – that are necessary to determine the support value for each of the valid candidates that have been generated. Compared to the naive approach, the Apriori property enables the rejection of all subsets which are an extension of subsets that by themselves do not have sufficient support in the database.

**Pattern-Growth Algorithms** Another class of approaches avoids the expensive candidate generation aspect of the Apriori-type algorithms. FP-growth is one such algorithm, introduced by [Han et al. 2000b]. This approach uses a divide-and-conquer technique. First, the database is transformed into a list of frequent ordered according to of descending support, and by key-criterion. From this list, a tree is constructed: a node is created for each frequent element, and they are arranged in the tree by their direct prefix item. If an element with an existing identical prefix is found, it is merged into the existing node and the frequency counter of that node is incremented.

From every node in this tree, it is then possible to identify frequent itemsets, by following a path of nodes toward the root, from each leaf corresponding to an item. Each such leaf defines a specific sub-itemset. The support of the itemsets are represented by the support of each leaf. A similar tree-based algorithm has been presented by [Agarwal et al. 2001].

**Vertical Data Structure Algorithms** A third way to approach the problem of frequent itemset mining, is to take an orthogonal view at the database [Zaki 2000]: Instead of assigning to each key criterion a set of items, assign to each item a set of elements from the key criterion. In an example, this would mean that instead of having a set of activities (items) assigned to each day (criterion), to instead assign to each activity the list of days where they occurred. Using this representation, the Apriori property can still be used to generate set extension candidates. Support for a candidate is determined by intersecting the sets that are created by the inversion of the database table. A key advantage is that determining support is as easy as counting the number of elements that are assigned to an item.

What is notable about this approach, is that the corresponding sequential pattern
Concept Hierarchy-Aware Algorithms An important extension to itemset mining is the acknowledgement that items may be related, and that at times it is useful to mine sets not only of items, but of classes of items. By using concept hierarchies, these classes can be established and (hierarchically) interrelated. One approach to mining such itemsets is a top-down specialisation approach, where first top-level general sets are mined, and then their specialisations are examined for sufficient frequency/support. This is possible if the minimal support threshold is constant across all abstraction levels of the concept hierarchy [Han and Fu 1995, Srikant and Agrawal 1995]. Han et al. [2006] present a variation of this approach to problems where minimal support varies by level.

Closed and Maximal Frequent Patterns Two further important concepts that restrict the scope of the problem to obtain more expressive results are the concepts of closed frequent patterns and maximal frequent patterns.

The former are patterns for which no pattern exists that encompasses it, where both have the same support. This eliminates from the results the most trivial subsets of frequent patterns, without reducing the overall information contained in the results compared to mining all frequent patterns. Any two patterns with different support remain separate.

Maximal frequent patterns on the other hand restrict this even further: all frequent itemsets that are subsets of another pattern that is frequent, are discarded. This means that the frequency information for these sub-patterns is lost. There exist Apriori-type algorithms optimised for closed itemsets (e.g. A-Close by Pasquier et al. [1999]) as well as FP-based algorithms (e.g. FPClose by Grahne and Zhu [2003]). Yang [2004] showed that enumerating maximal patterns is an NP-hard problem.

2.3.1.2 Sequential Pattern Mining

Sequential pattern mining, when compared to itemset mining, adds the additional dimension of (temporal) order to the problem. Itemset mining examines merely the co-presence of items with respect to the key criterion, whereas sequential pattern mining respects the order of appearance of the itemsets in the data.

A naive approach to pattern mining is to count the number of instances of every imaginable subsequence of a database (database being used synonymous with databank,
i.e. restricted to the physical storage of data). A subsequence in the context of sequence mining consists of itemsets, therefore the presence of multiple items in such an itemset produces ever more possible subsequences to test against the database. Therefore, much as for itemset mining, the goal remains to reduce the number of subsequences to test and the complexity of counting support.

Sequential pattern mining has relatively frequently been the subject of extensive surveys. Zhao and Bhowmick [2003] present some of the earlier developments in the field, Mabroukeh and Ezeife [2010] have established a taxonomy and cross-comparison of the key approaches to sequential pattern mining and more recently Mooney and Roddick [2013] have proposed a slightly differing classification and comparison on the same subject. Han et al. [2007] present a survey of approaches to the more general frequent pattern mining problem. All four surveys discuss in more detail what has been introduced here.

The following are the main approaches to sequential pattern mining, for the most part mirroring the concepts used in itemset mining:

Apriori-Based Algorithms  On the base of the Apriori property, Agrawal and Srikant [1995] developed an Apriori-type SPM-algorithm, which has then been extended into the “Generalized Sequential Patterns” (GSP) algorithm in Srikant and Agrawal [1996]. This approach uses a similar minimal starting point, and then iterative growth of candidates, but with a fixed and predefined order for the sequential aspect.

An approach that integrates ideas from other algorithms is SPAM by Ayres et al. [2002]. SPAM generates a lexicographic tree and descends along the nodes in depth-first order. The Apriori property determines that any children of a node that does not have minimum support can be discarded from the search. Support is determined by counting incidences in a vertical data structure, which consists of a binary bit map of the sequence, upon which a binary and operation is executed.

Pattern-Growth Algorithms  The divide and conquer approach has also been applied to sequence mining in the PrefixSpan algorithm [Pei et al., 2001, 2004]. PrefixSpan first determines the set of frequent patterns of length one, and then extends the patterns by determining possible prefixes from within this set, in a similar approach to FP-growth. To do this efficiently, the database is transformed into a more suitable representation. In the case of PrefixSpan, this is a projected database, as introduced in FreeSpan [Han et al., 2006a]. The projection mechanism for sequences and subsequences functions as follows: A sequence $S'$ is a projection of its supersequence $S$ with respect to a prefix $P$ if there exists no other supersequence of $S'$ that is also a subsequence of $S$ which shares
the prefix $P$. This means that the extension of $S'$ to $S$ is done purely by extending the prefix $P$.

The database is rearranged according to the prefixes (which are the frequent items in the first step), where each prefix is assigned all occurrences of its postfixes by projection. By matching all postfixes with possible extensions of the prefix – to find frequent patterns – it is possible to determine a new set of prefixes upon which to project the database. A new scan if the database is not necessary, as the relevant sequences to project are already assigned to the prefix used in the previous step. This makes PrefixSpan fast, but the construction of the projected database becomes a major influence on the overall complexity of the algorithm.

Another Pattern-Growth approach uses tree projection instead of database projection. One representative from this group is WAP-mine [Pei et al. 2000]. Similarly to the database projection approach, there are very few scans of the database - in this case two. The first determines the frequent items, the second builds the tree of frequent subsequences related to these items. The initial tree consists of an empty root, to which the frequent elements are added as nodes. The first element to be added is the first frequent item of the first sequence in the database. The second frequent item is added as a child. This is followed through for all frequent elements in their order of appearance in the first sequence. The same is done for the other sequences, but whenever an element is already present in the correct order in the tree, the existing element is used instead. In parallel, a header link table is established. It links each occurrence of an itemset to the next occurrences of the same itemset within the tree, beginning with the first.

To mine this tree, the least frequent item in the tree is chosen, and set as a conditional suffix. Based on this suffix, an intermediate tree is constructed, which consists of those branches that end (whether on a leaf or a node) on this suffix. These are identified by following the header links previously established. The new conditional tree therefore consists of the old tree, minus all the nodes header-linked to the corresponding suffix, and minus the branches that do not contain the suffix at all. For the next step, the suffix is grown by the least frequent item of the new tree, and the process repeated, until only a suffix and the root node are left. Each suffix generated this way is a frequent sequential pattern. This process is demonstrated in Fig. 2.3.1 with the sequences \textit{abdac, eaebcac, babfaec} and \textit{afbacfc}, using the example from [Pei et al. 2000].

Hybrid Algorithms SPAD [Zaki, 2001] can be considered as a hybrid approach, combining Apriori-based and Pattern-Growth characteristics. It uses an orthogonal view approach to itemset mining for sequential pattern mining. Similarly to Apriori-based
Figure 2.3.1.: A WAP-tree and conditional WAP-trees for two subsequences $c$ and $ac$ (Source: Pei et al. 2000)

approaches, this approach generates a large amount of candidate sequences that are then reduced by growing the length of the sequences progressively. SPADE transforms a database into a set of key-value pairs, where a list of pairs of sequences (in which it appears) and partition IDs of the key distinction criterion (e.g. a day) is assigned to each itemset (element of a sequence). The algorithm consists of three steps: first, the frequent sequences of length one are identified, then these sequences are extended to frequent sequences of length two. These are arranged in a lattice structure, which is traversed in the third step, to count support and enumerate frequent sequences. This lattice structure can grow very large, as it defines an order across all frequent patterns. The authors propose to partition the lattice into smaller subsets, that are sufficiently self contained to be given the term equivalence classes. The strength of SPADE is mining maximal sequences, as when mining all frequent sequential patterns the performance is no better than GSP [Mabroukeh and Ezeife, 2010].

**Early-Pruning Techniques**  This class of approaches exploits the sequential nature of the data, by tracking the positions of items that appear in the sequence. Specifically, if the (absolute) last position of an item is smaller than the position of the current sequence under consideration, then that item cannot occur behind this current sequence [Yang and Kitsuregawa, 2005]. LAPIN [Yang et al., 2007] maintains both a list of the last positions of frequent items, as well as a set of prefix border positions for each frequent item to achieve this. The former is a straight forward table, assigning each sequence a

---

1 A lattice is a specific way to represent a (partially) ordered set, with operations defined to determine infima and suprema for pairs of set elements. See Davey and Priestley 2002 for a complete introduction.
list of indices corresponding to items that are frequent over all the database; the latter is
generated from this list, and consists of all occurrences that have last appearances after
the first instance of the item they are related to. By counting the elements in the second
set – and determining whether they have sufficient support – it is possible to find the
frequent patterns without searching the database.

Notable about this approach is that the data structure used is relatively static and
has to be regenerated whenever new entries are added to the database. This makes
determining the update frequency an engineering challenge when used in conjunction
with high frequency data sources.

**Closed Sequential Pattern Mining** These basic approaches return all frequent pat-
terns, particularly including all single elements that are frequent. In most applications
this is undesirable, hence closed sequential pattern mining algorithms such as CloSpan
[Yan et al., 2003] and BIDE [Wang and Han, 2004] have been developed. CloSpan ex-
plots the property that when projecting a database of sequences with respect to two
sequence prefixes, where one prefix is a subsequence of the other, the resulting two pro-
jected databases are equivalent if and only if the number of items of each of the projected
databases is equal. This allows CloSpan to determine whether extending a sequence by
an additional item creates an equivalent sequence or a sequence with different support.
This permits the algorithm to distinguish between redundant candidate sequences and
those that form a separate result. BIDE is an extension to this approach, that uses
projections in two directions to remove non-closed frequent patterns.

This covers the most basic approaches to sequential pattern mining. With regard to
the routine activity mining problem, there are two further characteristics of interest:
multi-dimensional approaches and approximate approaches.

**Multi-dimensional Sequential Pattern Mining** The previously presented notion
of “sequence” covers sequences of itemsets, which could comprise the information from
multiple context data streams in parallel. Adding a clear notion of orthogonality between
the different types of data allows for a more discerning treatment. By assigning each
context data source its own dimension, there is no interaction between different states
of different sensors.

The first “multi-dimensional” sequential pattern mining approach by [Pinto et al., 2001]
was so only with regard to allowing multiple key criteria according to which support is
calculated. This allowed a multi-dimensional notion of support, but the actual item-
sets where still restrained to consist of elements of a single dimension. This work has
been extended with an optimisation for closed multidimensional patterns in the work of Songram et al. [2006] and Boonjing and Songram [2007]. Plantevit et al. [2010] undertook the next logical effort, to treat sequences of multi-dimensional, multi-level data. They develop the bottom-up approach described by Beyer and Ramakrishnan [1999] to mine maximally atomic frequent sequences, which are sequences consisting of a single (hence atomic) multi-dimensional item. This item must be the most specific – with regard to the concept hierarchy model – item that is still frequent in the database. From this point, the sequences of length one are built up to longer sequences using the SPADE algorithm [Zaki, 2001].

Approximate Sequential Pattern Mining The realisation that exact pattern mining is too restrictive for real world problems has been reached by Wang et al. [2000]. The first approach to mining long sequential patterns from noisy data by Yang et al. [2002] uses a probabilistic model to account for the noise: a compatibility matrix consisting of the conditional probabilities, that $x$ is the real value, given that $y$ has been observed, gives a notion of relative proximity of values, with regard to the measurement (or data generation) process. The notion of support is adapted to become noise-tolerant. The actual significance criterion under noisy influences on the data is termed match, and is defined as the maximum conditional probability of an occurrence of a pattern, given any one subsequence of a sequence, averaged across the database. A slightly modified Apriori-property holds for the match measure as it does for support, if subpatterns are defined as a pattern that lacks some symbols present in the respective superpattern.

Although theoretically it is possible to use classical algorithm with this model, the large number of candidates and database scans generated using Apriori-/support-based approaches makes them impractical. Instead, the authors propose a statistical filtering approach to reduce the number of passes, which is based on two criteria: First the additive Chernoff bound [Hoeffding, 1963; Domingos and Hulten, 2000] is used to estimate the size of a pattern (i.e. the points beyond which extending a subsequence reduces its match below the relevance threshold) based on the results of random sampling. This divides the set of candidates into three (probable) classes: frequent, infrequent and ambiguous patterns. The second optimisation deals with the ambiguous patterns – which require further attention – to determine the frequent and infrequent patterns contained within. The specific approach refines the borders (left and right limits of the end of the ambiguously frequent subsequence) obtained during the random sampling approach by collapsing them down to the actual borders. This is done using a hierarchical division of the two estimated borders, which takes at worst $O(\log(n))$ steps to find the correct
border, where a classic linear algorithm would take \( n \) steps. Overall performance of the approach depends very much on the data and the number of ambiguous patterns that cannot be identified during the first probabilistic step.

ApproxMAP [Kun et al., 2003] – another approximate method – borrows some notions from string mining. This algorithm mines consensus patterns (i.e. short patterns that appear in similar fashion across many of the examined sequences) through multiple pattern alignment. It uses a hierarchical edit distance as a similarity measure for pairs of sequences, and thus determines clusters of similar sequences. In a second step, a representative for each cluster is selected. A consensus pattern is determined to be present whenever a sufficient number of sequences in the cluster share this representative to achieve a strength threshold – a notion similar to “minimum support”.

**Applications in Context Pattern Mining**  The main application to context data mining is the field of trajectory mining and more generally spatio-temporal data mining. Due to the limited scope of this problem, compared to the routine activity detection problem, we only briefly introduce a few key approaches.

Rashad et al. [2007b] developed a multi-dimensional PrefixSpan [Pei et al., 2001] specialisation called MobilePrefixSpan (based on the work of Pinto et al. [2001]), to mine movement patterns of mobile users. Their database consists of entries, describing which user was present in which mobile phone network cell, at which time. Using the generated movement profiles, they try to predict future positions of users, with the goal of providing better resource management in the wireless network itself. Compared to the original PrefixSpan, they restrict sequences to consecutive sequences, as they argue that the exact order in which cells are visited is more important than the more global trends that traditional sequence mining detects.

Giannotti et al. [2007] also perform pattern mining on GSM or GPS location data. They extend the basic SPM model with annotations indicating the typical transition times between elements (see also the previous work of Yoshida et al. [2000]) and replace itemsets by spatial points. The calculation of support is not done by exact matching, but instead by an error tolerant neighbourhood function. One of the key problems of this approach, is that of determining Regions-of-Interest – i.e. semantically similar regions, to determine the neighbourhood function – for which they provide a seed-and-growth approach, using popular spatial points as starting points. The actual mining algorithm is introduced in Giannotti et al. [2006] and uses prefix projection (like PrefixSpan [Pei et al., 2001]), but modified to accept time-stamped sequences.

Further work in this field can be found in the works of Kang and Yong [2010], Lei and
2.3.1.3 Discussion

SPM, at first glance, presents a suitable approach to the routine activity detection problem. The blocking metaphor (selecting sequences from a database by a key criterion) works well with the notion of days and weeks structuring human activity. The performance is compatible with the volumetry of context data (1). Although actual algorithmic complexity largely depends on the data, the sample data presented usually scales up to hundreds of thousands of itemsets in the sequences. The notion of closed patterns and maximal patterns allow refining the result to those patterns that should be the most interesting.

The traditional SPM is limited, in that it can only identify exact patterns. Semantic hierarchical models can help with this (3,6). In this case, similar sensor values are grouped under a more general label, to allow for more general patterns to be mined. Additionally, approximative approaches exist, that are able to find patterns in noisy data, or use string mining approaches to identify similar sequences, thus addressing criterion (4).

Although these hierarchical approaches are more realistically employed to solve the routine activity detection problem, there still persists one problem. Treating each sensor merely as one source of items that are all fundamentally equivalent, in that in theory each item can be replaced by any other, leads to a large number of comparisons that can be prevented, if from the start the data is considered multidimensional. Plantevit et al. [2010]’s multilevel and multi-dimensional approach is capable of eliminating these ambiguities, which should in theory allow an optimized treatment of such truly parallel data. On the other hand, this approach is limited to exact matches, which puts higher demands on the preprocessing of the context data. As with the other approaches, the non-consecutive sequences that do not make sense need to be removed from the results. Lastly, tuples (i.e. multi-dimensional datasets) are treated as a unit, so desynchronised context data would prove problematic (5).

A notable drawback then, across almost all SPM algorithms – when dealing with context data – is that in the classical retail shopping scenario, items are numerous and sequences are short, but for the context scenario, sequences are long, and “items” are relatively few. This is the foremost limitation, as non-consecutive patterns can appear by coincidence much more easily in these conditions, without actually indicating a recurring activity. The consecutive approach by Rashad et al. [2007b] provides a solution to this, but inversely the increased requirement for exactness (as now erroneous values are not
skipped) requires more intense preprocessing, which renders an adoption problematic. The time-interval supporting approaches by [Yoshida et al. 2000] and [Giannotti et al. 2006] allow to quantify these intervals between items and use them to determine patterns that take these intervals into account.

Compared to SPM, string mining addresses approximate approaches much more comprehensively, and with less inherent complexity.

2.3.2 String Mining

Strings are finite length character sequences. By assigning to each state of a context or sensor a specific character, it is possible to represent context data sequences with strings. String mining, as a discipline, is closely linked to bioinformatics and computational biology. With the discovery of the structure of DNA, RNA and protein structure, and the ability to obtain base pair sequences and amino acid sequences from cells, the search for meaning in these sequences became a major research topic. This so-called “biological revolution” has motivated a large parallel effort in the development of effective and efficient sequence analysis (i.e. string mining) algorithms.

In their survey of string mining in bioinformatics, [Abouelhoda and Ghanem 2010] provide a taxonomy of the field, discerning principally between repeat-related problems and string comparison problems.

Repeat-related problems try to find repeated or otherwise interesting subsequences within larger sequences, whereas string comparison problems are based on comparisons between two separate strings, and often inspired by a need to determine a similarity metric. Each of these two categories is explored in the following, with a closer look at approaches that are of relevance to our routine activity detection problem.

2.3.2.1 Repeat-Related Problem

Repeat-related problems can be divided into the following subclasses (c.f. Fig. 2.3.2):

**Dispersed Repeats** i.e. finding repeats through a sequence. These repeats can be either approximate or exact, with fixed or variable length.

**Tandem Repeats** i.e. repeats that occur in an adjacent manner. These repeats can also be either exact or approximate in nature.

**Unique Subsequences** i.e subsequences that do not have repeats and appear only once in a sequence.
**Absent Words** i.e. subsequences that do not exist at all in the original sequence. Only the shortest absent words are of interest, as generally there is an infinite number of subsequences not contained within a sequence.

With regard to the class of repeat-related problems, our task falls within the scope of a dispersed longest repeat problem: Find a pair of sub-strings that match, where neither the pairs of preceding elements nor the pairs of succeeding elements match. Alternatively, if a sufficiently powerful classifier were to exist, which could consistently assign a correct activity label to a set of sensor readings, the routine activity detection task could be expressed as an exact repeat problem; otherwise it would be a more general approximate repeat problem. The approximate repeat problem is solved by a local alignment algorithm in $O(n^2)$ [Smith and Waterman, 1981], which technically belongs to the class of comparison problems, and is described in the corresponding – next – subsection.

A naive, brute-force approach to finding (longest) pairs of exact repeats would be to create a scatter plot, and scan along its diagonals for series of matches. Given $n$ lines of input, this type of approach would use $O(n^2)$ time and $O(n)$ space.

```
abcaceddceabcbeccbadacaceddebbbeccdbbac
dispersed exact repeats of size 3

abcaceddceabcbeccbadacaceddebbbeccdbbac
dispersed approximate repeats of size ~5

abcaceddceabcbeccbadacaceddebbbeccdbbac
tandem exact repeats of size 2

abcaceddceabcbeccbadacaceddebbbeccdbbac
tandem approximate repeats of size ~3

abcaceddceabcbeccbadacaceddebbbeccdbbac
unique subsequences of size 2

abcaceddceabcbeccbadacaceddebbbeccdbbac
absent words of size 3:
{aaa,aab,aad,aba,abb,acb,acc,add,aad,baa,bab,bba,bbd,bca,bcb,bcd,
 bda,bdc,bdd,caa,cbe,cbd,cdc,dab,dad,dba,dbd,dca,dec}
```

Figure 2.3.2.: Examples of different types of repeat-related features in a string.
Suffix Tree Approach  A suffix tree [McCreight, 1976] based approach appears more suited for large volumes of data. [Baker, 1992] proposes an exact matching algorithm using the suffix tree structure, that finds pairs of maximal repeats in a sequence of length \( n \) and \( m \) repeats in \( O(n + m) \) time. It follows a description of this approach and an illustration on the example input string abcabc\( % \) (\( % \) is the string termination symbol).

The algorithm consists of four steps:

1. A suffix tree is generated, as follows:
   a) An empty tree is generated (as in Fig. 2.3.3-0);
   b) A leaf containing the entire string (appended with a termination symbol “\%”) is created (as in Fig. 2.3.3-1);
   c) A new leaf containing the first suffix (comprising all but the first element) is created (as in Fig. 2.3.3-2 to -6, and Fig. 2.3.4 for the final three leaves);
   d) If the head (i.e. the first elements of this suffix) is present in an existing leaf, a new node representing this head is created, and two leaves representing each of the possible suffixes to this head are added to it (e.g. in Fig. 2.3.3-4 for \( bc \), when the suffix \( bcabc\% \) is added to the tree which already contains a leaf \( bcbcabc\% \));
   e) Repeat (c) and (d) with the first suffix of the remaining string (as in Fig. 2.3.3 3 to -6 and Fig. 2.3.4 for the final three leaves, 7, 8 and 9). Each newly added leaf representing a new suffix is assigned the index of its first element in the original string.

2. In the suffix tree, identify head nodes (circular nodes in Fig. 2.3.4) which satisfy a minimum length condition (\( \geq 2 \) for this example). They correspond to repeating sub-strings, with differing right elements (as otherwise the head node would already comprise this right element). The left element may still be identical. In the example these are the nodes \( bc \) and \( abc \).

3. Build a list of suffixes, grouped by left elements: For each possible element to the left of the node “head” element, a list is created. Each leaf is added to the corresponding list. In the example, this is shown for node \( bc \) in Fig. 2.3.4 with the left elements \( a \) (in the case \(*abc* \), leaves 2 and 7) and \( c \) (in the case \(*bcs* \), leaf 4). The leaves are emphasised by being enclosed within the dashed ellipses, and labelled with the prefixes.
Figure 2.3.3.: Construction of a suffix tree from $abcbcabc$%. The numbers indicate both the order and the index of the current suffix being added. New leaves and nodes at each step are shaded.

4. Form the cross-product of each distinct pair of lists for all nodes. In the example this is the cross-product of the lists $(2, 7) \times (4) = (2, 4), (7, 4)$ for the node $bc$, meaning that $bc$ is the longest repeat for the instances of $bc$ in the fourth position in the string, with the instances in the second and seventh position.

The pair of leaves 2 and 7 of the node $bc$ in the example are not longest matches, as the preceding character is an $a$ each time. Therefore the actual longest match is to be found elsewhere: in the node $abc$ and the pair of leaves 1 and 6.

**Applications to User Modelling** Within the context of routine activity detection, this approach has been used by Pitkow and Pirolli [1999] to mine users’ web access logs, with the goal of predicting websites that a user will visit in the near future. After extraction of the longest matching subsequences, these subsequences are split, and Markov models (of different orders) are used to obtain transition probabilities. The key use of the longest repeat problem in this case was to optimize performance over a previous approach, by limiting the generation of Markov models to the data contained within longest matching subsequences, while maintaining similar prediction performance.

Similarly, Pauchet et al. [2009] use suffix-tree based repeat-mining to identify recurring
behaviour of users of medical catalogues. This information is then used to present a subset of works from the catalogue to the user, which contains elements which are expected to be part of the desired search result.

In the field of pervasive and mobile computing, Katsaros and Manolopoulos [2005] propose an approach to – for example – track the location of a client in a wireless cellular network. They describe a prediction task, and also use a suffix tree to find longest exact matches, from which they construct a probabilistic model of transitions. Sigg et al. [2010] use exact (or approximate) repeat search as the first stage of their context prediction algorithm. This stage is used to determine “typical” contexts. Suffixes of the observed context are then aligned with these typical contexts, to find the best match. They then predict the next context to be the continuation of the identified typical context.

2.3.2.2 String Comparison Problem

String comparison problems can be categorized as follows:

**global** i.e. compare entire strings;
**semi-global** i.e. search problems – finding short strings within a larger one;

**local** i.e. problems on sets of sub-strings. Local problems can further be subdivided into problems with variable length and fixed length of these sub-strings.

Furthermore, each of these problems has *exact* and *approximate* variations.

When approaching the task of identifying routine activities from context data as a comparison problem, then this problem should be interpreted as local comparison problem, either of exact or approximate nature, and of variable length. Additionally, a dispersed approximate repeat problem can be reformulated in terms of an equivalent comparison problem: comparing pairs of subsequences of the sequence in which approximate repeats are sought.

**Exact Matching** Local exact matches (i.e. identical sub-strings within two larger strings) can be found in a brute force way: Pair all sub-strings of one string of length \( n \) and the other, and check for identity. Due to the identical length requirement, this implies \( O(n^3) \) string comparisons. Search space reduction to strings of length \( l \) further reduces this to \( O(n^2 l) \).

To render the problem more tractable, it is possible to limit the search to maximal exact matches. In this case, Baker’s suffix tree algorithm for finding maximal repeats (see subsubsection 2.3.2.1) can be modified to find maximal exact matches instead. The modifications are the following: The lists of positions (shown in the right part of Fig. 2.3.4) are split into two subsets, one containing those suffixes belonging to the first of the input strings, the other containing those that belong to the second input string. The result is then obtained by forming the Cartesian product of each pair of lists, where both the input string and the left element are distinct. This minimal modification has no effect on algorithmic time and space complexity.

A complete survey of a large number of both recent and early approaches to exact on-line string matching (i.e. finding a known pattern in a string) can be found in a review of the field by Faro and Lecroq [2013]. Each of the algorithms in the survey has been tested against a battery of synthetic and real world data, and characterised in how well it suits two problem characteristics, pattern size and alphabet size. We voluntarily omit detailed study of these approaches, as expressing the routine activity detection problem as a search problem is highly inefficient, due to the combinatorial scale of the possible, unknown, patterns. The identification problem (“Is the current context a known context?”), which these algorithms address, is much less complex than the routine mining problem, and even a worst case \( O(n) \) algorithm [Knuth et al., 1977]
has little impact on the overall performance.

**Applications to User Modelling** One application of this algorithm in the field of context data, is the SHIP algorithm by Cook et al. [2003], which uses exact matching to determine frequencies of following activities, with the goal of predicting future context from recognising frequent sequences. This approach can also be classified as a sequential pattern mining approach, given the fact that the exact matching is used to extract a frequency measure for a part of a sequence. The approach requires permanent access to a history of past activities, in order to perform a matching of the current subsequence with historic data. SHIP is one of multiple algorithms of the MavHome smart home architecture. This is an agent-based multilayer architecture, which uses a predefined set of concepts to transform physical sensor data ("lowest" layer) into abstract, discrete context data, before it is treated by the learning and decision-making modules ("highest" layer).

String matching algorithms have also been adapted to two- or multidimensional data. This is possible through an extension of the string-matching paradigm to "wider" data structures (i.e. where each string element itself is a string of length greater than one) which has been proposed by Baker [1978]. The problem is reduced back to a string matching problem, which allows the use of efficient, well known algorithms. First rows from the search pattern are matched with rows from the subject array, then a table of matches annotated with a row ID is created. In this table, the row IDs are matched with the order of row IDs in the pattern array, column-wise. Therefore, the algorithm effectively represents the problem as the concatenation of two string matching problems.

A similar approach is taken by Zhu and Takaoka [1989]. They use the hashing pattern matching approach of Karp and Rabin [1987] on the columns of the input data to first reduce the array problem to a string problem, and then use the algorithm of Knuth et al. [1977] row by row to find the array patterns.

To the best of our knowledge, these approaches have not been used within the field of context data mining or applied to related fields, but could be considered as candidates, given a suitable framework.

**The k-Error Problem** The $k$-error problem (explored in depth in the work of Navarro [2001]) is a quite specific approximate string comparison problem, where the goal is to match a pattern to a string, without incurring more than a fixed number of modifications, and the more general alignment problem, in either global or local flavour. A global alignment of two strings is the ideal ordered set of operations to transform one string to
another, whereas local alignments are based on the same principle, but look instead to find maximally similar sub-strings within the pair of input strings.

The \( k \)-error problem is too limited in scope, to be of use in the simple string case, as it is restricted to a search functionality, and the constraints of the fixed number of changes make no sense when dealing with context data. Nonetheless, further on we cover some variants of this approach, that generalize it to two dimensions, where the reasonable complexity of the solutions has some more interest. The class of alignment problems on the other hand is more flexible, and thus more interesting of analysis, and can also be used to solve the \( k \)-error problem.

**Global Alignment** The first foray into the field was led by two biologists, Needleman and Wunsch [1970]. They propose a method to find the largest similar subsequence of a pair of amino acid sequences. More specifically, their algorithm finds similar sub-sequences of maximum length. Their original algorithm – which has largely been surpassed by a dynamic programming version – is illustrated for an example in Fig. 2.3.5. Two input strings are orthogonally arranged, so that a table can be spanned between them. In this version, every match of two symbols is given a score (1) in a table – as shown in the left table in Fig. 2.3.5. This value is added to the largest value in the top left sub-table – the empty table is assumed to contain the score 0 – this process is detailed in the right table of Fig. 2.3.5. Following the increases in score across the table, gives the operations required to perform an alignment (denoted by arrows in the example).

Non-deterministic configurations can be encountered, for example when one string contains a sub-string in inverse order as the other string (e.g. `abcd` and `acbd`). In that case, the following value can be based on either of the two previous rows of the table. This is because the incremented value for the `b-b`-match is not in the sub-table from which the maximum is chosen when examining the `c-c`-match. This leads to two equal values, one in each row of the table, and a common value in the following table. Because the top-most of the equal values is to the right of the lower-most, it is not possible to traverse both values, leading to the non-deterministic situation, where one of the two equally valid paths (deletion of `b` or deletion of `c`) has to be chosen.

**Dynamic Programming Algorithm** The formalisation of the dynamic programming algorithm for global sequence alignment [Sankoff, 1972], requires the definition of a few terms. Let \( \Sigma \) be an alphabet of characters and let \( \Sigma^* \) be the set of all possible combinations of characters into sequences. Let \( \varepsilon \) be the empty word. Let \( a \in \Sigma \)
Figure 2.3.5.: Original Needleman-Wunsch algorithm, as introduced by Needleman and Wunsch [1970]. The left table is filled with incrementation markers (“1”) at each location where a pair of values match. In the right table, the values for all the cells have been determined, and the alignment highlighted by arrows and bold values. The alignment (arrows) starts at the maximum value and then follows the maximum values, upwards and to the left in the table. The “skips” between values 5 and 4, and 3 and 2 are indicative of deletions in the row-string.
Figure 2.3.6.: Calculation of the local similarity using the dynamic programming approach. The preceding values in the table are either incremented by the substitution score, in the case of the diagonal predecessor, or decremented by the indel penalty. The maximum value is carried over for all successive operations.

and \( b \in \Sigma \) \((a \neq b)\) be two such characters. For each pair of \((a, b)\), define an elementwise replacement edit distance or substitution distance \(\text{sub}(a, b) \in \mathbb{R}\) where it holds \(\text{sub}(a, a) \neq \text{sub}(a, b)\). In the original paper, the proposed values were 1 for a match and 0 for a mismatch. An alignment can comprise insertions and deletions (indels). These operations are assigned a penalty value \(\text{indel} \in \mathbb{R}\) \((= -1\) in the original paper).

The next step is the accumulation of these values in an array (“accumulated similarity score table”) spanned by the two input sequences. Row by row, the array is filled. Each cell in the array is calculated as the maximum of the sum of values in the directly adjacent cells with already determined values and the indel penalty, and the sum of the value in the diagonally adjacent cell with already determined value and the appropriate substitution score for the position of the cell (cf. Fig. [2.3.6]). Formally: For two sequences \(S_1\) and \(S_2\) with last elements \(a\) and \(b\) respectively, the similarity score \(\text{sim}(S_1, S_2)\) is recursively defined as:

\[
\text{sim}(S_1, S_2) := \max \left( \begin{array}{c}
\text{sim}(S_1^{-1}, S_2^{-1}) + \text{sub}(a, b) \\
\text{sim}(S_1^{-1}, S_2) + \text{indel} \\
\text{sim}(S_1, S_2^{-1}) + \text{indel}
\end{array} \right)
\]

(2.3.1)
where $S^{-1}$ is the prefix of length $|S| - 1$ of a sequence $S$. The initial condition is $\text{sim}(S, \varepsilon) = \text{sim}(\varepsilon, S) = 0$. Once the array has been completely populated, the maximum value in the last row or column is selected as origin. From this point, a trace of maximum values in the array is followed in the opposite direction of its generation. The direction taken at each step corresponds to an alignment operation. A diagonal movement corresponds to a substitution, whereas a movement into a directly adjacent cell corresponds to an indel. The sequence of operations that is returned this way is the sequence of operations required to align one of the input strings with the other.

Using a dynamic programming approach, the algorithm can be implemented within the constraints of $O(n^2)$ time and space. When comparing $k$ sequences (of average length $n$), the complexity is of the order of $O(n^k)$.

**Optimal Global Alignment** [Hirschberg 1975] proposes a linear space algorithm, which computes only the optimal score, and returns only the optimal sequence of alignment operations. This is achieved through a divide and conquer approach. Let $S^i$ be the suffix consisting of the last $i$ elements of a sequence $S$ and $S^{-i}$ be the corresponding prefix.

Given sequences $S_1, S_2 \in \Sigma^*$, with $|S_1| = n$ and $|S_2| = m$, it holds:

\[
\forall 0 \leq i \leq n : M(i) := \max_{0 \leq j \leq m} \{\text{sim}(S_1^{-i}, S_2^{-j}) + \text{sim}(S_1^i, S_2^j)\} \rightarrow M(i) = \text{sim}(S_1, S_2)
\]

This means that, for each position $i$ in $S_1$, there exists a position $j$ in $S_2$ such that the sum of similarity values of the pair of prefixes and the pair for suffixes from these positions is equal to the similarity value of the pair of sequences. Splitting $S_1$ approximately in half (at index $i$) therefore implies an optimal split of $S_2$ at the $j$ where the minimum $M(i)$ is calculated. Repeat this process on the pairs of first and second subsequences generated by the split until only a trivial problem (such as $S_2$ being empty, or $S_1$ containing only a single symbol and $S_2$ being not empty) remains.

The dynamic programming approach is illustrated – for the same pair of strings as in the previous example – in Fig. 2.3.7. Note how the value in each cell depends only on the three neighbouring values (as indicated in equation 2.3.1), which is crucial to Hirschberg’s approach.

**Local Alignment** Global alignments are of interest, when a corpus of known interesting subsequences exists. As referenced above, [Sigg et al. 2010] use global alignment
Figure 2.3.7: Dynamic programming version of the Needleman-Wunsch algorithm. Non-matching substitutions have no penalty, matching substitutions score a value of 1 and insertions and deletions are penalised with a value of -1. The row table shows how a particular cell value is calculated from three predecessor values, the right table shows the complete table and highlights the series of maximal values which indicate the alignment operations.

Note that the traceback follows substitutions over indels in cases of ambiguity (e.g. the 4 → 3 transition marked ±0), the traceback identifies the series of maximal values which indicate the alignment operations. The left table shows how a particular cell value is calculated from three predecessor values, the right table shows the complete table and highlights the series of maximal values which indicate the alignment operations.
to identify known context sequences in a stream of real-time context data. In order to actually identify such repeating patterns in sequences, local alignments need to be found.

The reference local alignment algorithm is Smith and Waterman’s algorithm [Smith and Waterman, 1981], a variation on the dynamic programming Needleman-Wunsch optimal matching algorithm described earlier. The key differences are that negative values are used to represent the similarity of different values, and that in the accumulated similarity score table all negative values are truncated to zero. The similarity function above is modified to:

$$
\text{sim}(S_1, S_2) := \max \left( \begin{array}{c}
0 \\
\text{sim}(S_1^{-1}, S_2^{-1}) + \text{sub}(a, b) \\
\text{sim}(S_1^{-1}, S_2) + \text{indel}
\end{array} \right)
$$

(2.3.2)

and furthermore, a backtrack halts when a zero value is encountered. The result is that – in the accumulated similarity score table – the score rises along pairs of local subsequences that are similar, then drops as they become dissimilar further on, and finally reaches zero. This zero value then serves as a delimiter: any similarity elsewhere is not impacted by the previous values, and thus locality is introduced. The degree of locality is directly dependent on how quickly similarity scores are accumulated to reach zero, from the point that the two subsequences diverge. This means: the dissimilarity of a pair of intervals between two pairs of similar intervals determines whether the two intervals are treated as a single pair of similar sub-strings containing the dissimilar sub-strings, or as two separate pairs.

An example of this is given in Fig. 2.3.8, with two different penalties (-2 and -1 for left and right tables respectively) used to calculate the two tables. The result is that the smaller alignments are each time reset (to a zero score) in the left table, before they can form a larger alignment.

Although Myers and Miller [1988] showed that it is possible to apply Hirschberg’s approach to local alignments, this is not always desirable, as reducing the result to the optimal alignment, discards all other local alignments present in the data.

**Fast Search Algorithms** In bioinformatics, one of the key challenges is to check for the presence of medium length sequences within a genome. This is best achieved by algorithms that are optimized for search, such as FASTA by Lipman and Pearson [1985] and BLAST by Altschul et al. [1990]. These algorithms use heuristics to achieve
Figure 2.3.8.: Two accumulated similarity tables obtained using the Smith-Waterman algorithm. The left has been calculated using a similarity score of 1 for matches, and dissimilarity penalties of -2 for non-matching substitutions and indels. The right table has this penalty reduced to -1. In each case, the alignments with a similarity score of at least 3 have been highlighted. Note how the higher penalty leads to smaller, more local alignments.

much better search performance than exact methods, at the cost of a guarantee that the obtained results are correct. By being limited to search, these approaches do not offer themselves to the more exploratory nature of the routine activity detection problem pursued in this work. A further number of approximate on-line string matching algorithms is exposed in a survey by Navarro [2001], which introduces algorithms that are also based on statistical approaches, automata based approaches, filtering approaches and bit-parallelism based approaches.

**Two-Dimensional Pattern Matching**  
Approximate pattern matching approaches for multiple dimensions can be divided into two classes: error-tolerance-based approaches and alignment-based approaches.

The former use a simple model, that merely counts the number of modifications required to transform one structure into the pattern that is being sought. If the number of operations required exceeds a limit, a mismatch between data and pattern is assumed, similar to the $k$-mismatch approach for strings. Krithivasan and Sitalakshmi [1987] present a row-based approach to this problem, and a simple generalisation of the dynamic programming algorithm. Their model of a pattern is rectangular. The algorithm consists of two steps: first patterns are represented in an optimized fashion, by reducing rows that are identical or similar to a differential representation. Then, the data is searched for occurrences of the first row of the pattern, and for each occurrence it is
verified whether the second row of the pattern follows. The number of required modifications is tracked for the set of occurrences, and whenever the error-limit is exceeded, the occurrence is discarded.

Amir and Farach [1991] present an early algorithm that takes into account general structures, as opposed to merely rectangular ones. To achieve reasonable run time, they use numerical convolutions to perform the approximate matching. Baeza-Yates and Navarro [1998] present an approach of identical optimal complexity, that consists of a filtering step, discarding all rows in the text that cannot possibly contain a pattern, before using a standard dynamic programming algorithm for the final matching.

**Two-Dimensional Motif Extraction** The previously introduced two-dimensional matching approaches do not allow the extraction of patterns from data, but instead solve the problem of finding a known pattern within data. As in the one-dimensional case, matching alone is not the key issue of the routine activity detection problem. Instead, the identification of common patterns in input data, is the key problem of the routine activity detection problem. Such extraction algorithms have first been proposed by Apostolico et al. [2008]. The notion of a pattern in their work is still essentially rectangular, but through the use of “don’t care”-symbols (symbols in patterns that match any symbol in the input data) the actual informational content of a pattern can take arbitrary shapes. Their approach primarily searches for autocorrelations of a single input array. An autocorrelation in their nomenclature is a similarity between the array and its transposed array. They propose an incremental combinatoric approach to detecting a base of patterns. A base is a set of maximally sized and maximally dense patterns, which comprises all patterns of an autocorrelation. Within the framework of the routine activity detection problem, such a base would correspond to a set of recurring contexts of maximal length and specificity, that describes all recurring contexts in a specified time frame.

The incremental algorithm functions as follows: iterating over the cells of the array, in a row-major order, from the lower right corner to the upper right, a base is found for each sub-set of elements contained up to the current position. During the iteration step, new base element patterns are generated, through inclusion of the new symbol. Some of these patterns are novel – i.e. have not been generated previously – and render some old patterns obsolete, either by rendering them more specific, or by extending them in size. New patterns can be not novel, for example when a novel pattern removes an old pattern through extension from the base, but a previously removed pattern does then again become a valid base element, through this removal. Iterating this process across
data of size \( N = m \times n \) requires \( O(N^3) \) time. By reducing the alphabet to a binary alphabet, complexity can be reduced to \( O(N^2) \) \[Rombo 2009\].

**Two-Dimensional Local Alignment** A generalizations of the local alignment by dynamic programming paradigm to two dimensions is presented in \[Lecroq et al. 2012\]. This approach can be seen as an extension of the Smith-Waterman algorithm. It computes similarity scores for each pair of “prefixes” (in the two-dimensional case, this is the array to the top and left of the chosen position) in a table, that has now gained four dimensions. Two of these dimensions correspond to the widths and the other two dimensions correspond to the lengths of the two arrays being locally aligned.

![Figure 2.3.9.: Row and column prefixes, and accompanying notation.](image)

The similarity value in the table entry is computed as a function of the preceding values, much as in the Smith-Waterman dynamic programming algorithm. The difference in the two-dimensional case is that the preceding values now number eight instead of three. First of all, the number of possible deletion and insertion operations has doubled (lines V to VIII in equation 2.3.3), as they can be either in vertical (VII, VIII) or horizontal (V, VI) direction, and furthermore substitutions can be accompanied by different movements in the top-left direction. These directions are either top (IV), left (III) or top-left (in both arrays simultaneously - I and II). Finally, in the case of the top-left movement, the order of the sub-movements (top-left (II) or left-top (I)) influences the score. This is the case, because row prefix and column prefix similarities play a role in the calculation of the substitution scores, taking the place of the per-element substitution scores used in the one-dimensional case. In the following, let \( S \leftarrow \) and \( S \uparrow \) denote the row prefix and column prefix of the bottom-right element of a sequence \( S \) (cf. Fig. 2.3.9).

Column-prefix similarities are added to the similarity score, when doing an in-row substitution movement, and row prefix similarities are added, when doing an in-column...
substitution movement. In the case of the combined diagonal movement, the order then impacts which row prefix and which column prefix is considered.

Let the upper index in $S^{i,-j}$ denote which array prefix is used: $S^{-1,0}$ is $S$ without the last row, $S^{0,-1}$ is $S$ without the last (rightmost) column, and $S^{-1,-1}$ is $S$ without both last row and column. indel($S$) is the indel score of the bottom right element of $S$.

To formalize (compare with equation 2.3.2), the similarity of two arrays $S_1$ and $S_2$ is defined as:

$$
\text{sim}(S_1, S_2) :=
\begin{cases}
0 & \\
\text{max} & \\
\text{sim}(S_1^{-1,-1}, S_2^{-1,-1}) + \text{sim}(S_1 \uparrow, S_2 \uparrow) + \text{sim}(S_1^{0,-1} \leftarrow, S_2^{0,-1} \leftarrow) & (I) \\
\text{sim}(S_1^{-1,-1}, S_2^{-1,-1}) + \text{sim}(S_1^{1,0} \uparrow, S_2^{-1,0} \uparrow) + \text{sim}(S_1 \leftarrow, S_2 \leftarrow) & (II) \\
\text{sim}(S_1^{-1,0}, S_2^{-1,0}) + \text{sim}(S_1 \uparrow, S_2 \uparrow) & (III) \\
\text{sim}(S_1^{-1,0}, S_2^{-1,0}) + \text{sim}(S_1 \leftarrow, S_2 \leftarrow) & (IV) \\
\text{sim}(S_1^{0,-1}, S_2^{-1,0}) + \text{indel}(S_2) & (V) \\
\text{sim}(S_1, S_2^{0,-1}) + \text{indel}(S_2) & (VI) \\
\text{sim}(S_1^{1,0}, S_2) + \text{indel}(S_1) & (VII) \\
\text{sim}(S_1^{0,-1}, S_2) + \text{indel}(S_1) & (VIII) \\
\end{cases}
(2.3.3)
$$

This similarity is then implemented in the same way as the standard Smith-Waterman approach, with time complexity in $O(N \times M)$, where $N$ is the number of elements in $S_1$ and $M$ is the number of elements in $S_2$. Although this algorithm is generally designed to detect patterns in arrays, the actual use in Lecroq et al. [2012] is to identify similar passages of annotated conversations. This kind of data is notably sequential only in the time dimension, whereas the annotation dimension is fixed, and each column has its own alphabet. Therefore, the application is to a problem of finding similar subsequences in sequences of tuples.

With these different approaches having been exposed, we can now compare their suitability for the routine activity detection problem.

2.3.2.3 Discussion

Our look at string mining is focused on alignment techniques, as this class of approaches returns pairs of similar subsequences from two input sequences of symbols and thus allows us to extract information from the data. There are three identifiable ways how to apply this to our routine activity detection problem:
reduce the sensor data to discrete context states, and obtain a single sequence of such states – each similar pair of subsequences should correspond to a routine activity;

formulate the task as a multi-sequence task (to remain coherent with multiple sources of context data) and seek alignments on each sequence – merged similar subsequences should correspond to routine activities;

or

consider context to be a sequence of \( n \)-tuples, with each tuple corresponding to a context state, consisting of multiple discrete context factors – pairwise locally similar subsets should correspond to routine activities.

These three different conceptual approaches are illustrated in Fig. 2.3.10.

In each case, it is required that the context is represented in a discrete format. The difference between the first and following two approaches lies in the alphabet size and tolerance to desynchronisation. A single value that encodes multiple values cannot encode certain intricacies in context data, such as one sensor reading leading or lagging the same sensor reading in another instance (5), with regard to the other sensor data. This restricts the appeal of the single string approach.

Figure 2.3.10.: Three different ways of modelling context for different sequence mining approaches. “Data synchronisation” refers to the need to have a full set of sensor readings available at every time step, irrespective of different sampling frequencies of the actual sensors.
The multi-sequence approach is excellent with regard to desynchronisations, as each sensor is studied at an independent temporal time scale from the others, to find patterns. On the other hand, this complete uncoupling means that coupling effects only get introduced after the first pattern mining pass, introducing additional model parameters (6) to characterise the merge operations.

The multi-dimensional approach is limited, in that there are no efficient ways of mining such patterns. On the other hand – as the illustration makes readily apparent – it is possible to project the data into the plane, which induces “neighbourhood artefacts” where the link between neighbouring sensors is stronger than between those that are projected into areas that are further apart. The Smith-Waterman based two-dimensional local alignment algorithm can find patterns in this data, but at the cost of relatively high complexity (1).

The exact motif-extraction approach of Apostolico et al. [2008] is also capable of extracting information from such projected context data, but the time complexity of its combinatorial approach is even higher (1). Additionally, it will only extract exact patterns, having only the freedom of the don’t care symbol, but not permitting structural variation between pattern instances (5). Although the exact approach means that initial parametrisation is not required, by consequence it is not possible to obtain an intrinsic distance between two patterns, or to allow for substituted elements outside of replacements with the don’t care symbol, which removes all information of the subset of symbols that can appear in those positions. With sufficient pre-treatment of the context data, in theory it could be possible to reliably extract patterns, of flexible shapes. In comparison to the alignment approach the complexity is too limiting, and the amount of pre-treatment too vast, for this approach to be considered suitable for the routine activity detection problem.

Similarly, although the suffix-tree solution to the dispersed repeat problem has efficient solutions (1,7), the fact that it merely covers exact repeats, means that the pre-treatment has to deliver a sequence of activities as input (2,3). Otherwise the variations which one can expect in context data, render the approach unsuitable (4,5). Such a pre-treatment is difficult to obtain in a sufficiently general manner, which renders exact repeat solutions more difficult to apply to the routine activity detection problem than alignment solutions.

2.3.3 Comparison

For each of the two approaches, we have presented similar classes of approaches. Looking back at the list of seven criteria we initially defined, we can rank features of classes of approaches for each one:
Complexity (1) The first criterion favours approaches which have low algorithmic complexity and also an inherent capacity to deal with multidimensional data. Whereas the former is an obvious implication, the latter judgement is based on the fact that any other approach would either require a merging post-processing step or projecting pre-processing, both of which may have unexpected implications on complexity.

Preprocessing (2) The second criterion similarly favours multi-dimensional approaches, as pre-treatment can be reduced to the per-element level and possibly a simple synchronisation.

Adaptability (3) The third criterion is somewhat in opposition with criteria (2) and (6). Complex models are able to closer match the actual data, and give a richer representation. Approaches using multi-level hierarchical or substitution score based models have advantages under this criterion.

Noise (4) Extraction from noisy data is best performed by approximate approaches. Exact approaches require additional pre-treatment to fulfil this criterion.

Time Effects (5) This criterion also favours approximate approaches, specifically those that allow skipping or ignoring individual entries when mining for patterns, as well as treating each sensor with a certain amount of individuality.

Parametrisation Effort (6) The parametrisation effort is lower for substitution based models compared to hierarchical models, as there is no need to define cross-sensor relations.

Partial Mobile Deployment (7) This final criterion mostly an engineering challenge, as all sequence mining based approaches require a large off-line component, that does not need to be based on the mobile device. On the other hand, a recognition or prediction algorithm based on an established model can be deployed on a mobile device with little worry about platform constraints.

For both string mining and SPM, we can at this stage discard the exact one-dimensional approaches – exact repeat mining and the standard sequential pattern mining algorithms – as the demands this would put on the pre-treatment of the data cannot reasonably expected to be met.
Table 2.1.: Comparison of SPM and string mining

<table>
<thead>
<tr>
<th></th>
<th>sequential pattern mining</th>
<th>string mining</th>
</tr>
</thead>
<tbody>
<tr>
<td>approximative</td>
<td>Y</td>
<td>N</td>
</tr>
<tr>
<td>multi-dimensional</td>
<td>Y</td>
<td>N</td>
</tr>
<tr>
<td>(1) complexity</td>
<td>high</td>
<td>low</td>
</tr>
<tr>
<td>(2) preprocessing</td>
<td>high</td>
<td>low</td>
</tr>
<tr>
<td>(3) adaptability</td>
<td>med.</td>
<td>high</td>
</tr>
<tr>
<td>(4) noise tolerance</td>
<td>high</td>
<td>low</td>
</tr>
<tr>
<td>(5) time effects tolerance</td>
<td>low</td>
<td>low</td>
</tr>
<tr>
<td>(6) parametrisation effort</td>
<td>med.</td>
<td>low</td>
</tr>
<tr>
<td>(7) mobile deployment</td>
<td>no</td>
<td>yes</td>
</tr>
</tbody>
</table>

The approximate methods of string mining have a larger maturity compared to the approximate approaches of sequential pattern mining, or in the case of the approach by Kum et al. [2003] is even based on a string mining paradigm. Additionally, there remains a drawback of sequential pattern mining, in that there is no consecutivity criterion present in most algorithms.

Plantevit et al. [2010]’s multi-dimensional approach based on the M3SP algorithm is the only true multi-dimensional algorithm in both fields. To some degree, it shares the drawbacks of the exact sequential pattern mining approaches, but due to the multidimensionality, the pre-treatment of the data becomes much less of an issue, and the underlying hierarchical model can be used to give a semblance of an approximate approach. A way to render it more suitable to the routine activity detection, would be to add a consecutivity criterion, as has been done with the algorithm of Pinto et al. [2001] by Rashad et al. [2007a] or take into account temporal data Giannotti et al., 2006, Yoshida et al., 2000]. The two-dimensional approach by Lecroq et al. [2012] appears to be similarly suitable. The key drawback lies in the required projection of the multi-dimensional context data into the plane in which the algorithm operates, but it takes into account desynchronisations across different sensors, and could be reduced to a lower complexity by taking into account the projection, and thus the incompatibility of data that is adjacent in the sensor-dimension. A side-by-side comparison of the general approaches with regard to the seven criteria is presented in Table 2.1.

\[\text{Plantevit et al. 2010’s multi-dimensional approach based on the M3SP algorithm is the only true multi-dimensional algorithm in both fields. To some degree, it shares the drawbacks of the exact sequential pattern mining approaches, but due to the multidimensionality, the pre-treatment of the data becomes much less of an issue, and the underlying hierarchical model can be used to give a semblance of an approximate approach. A way to render it more suitable to the routine activity detection, would be to add a consecutivity criterion, as has been done with the algorithm of Pinto et al. 2001 by Rashad et al. 2007a or take into account temporal data Giannotti et al., 2006, Yoshida et al., 2000]. The two-dimensional approach by Lecroq et al. 2012 appears to be similarly suitable. The key drawback lies in the required projection of the multi-dimensional context data into the plane in which the algorithm operates, but it takes into account desynchronisations across different sensors, and could be reduced to a lower complexity by taking into account the projection, and thus the incompatibility of data that is adjacent in the sensor-dimension. A side-by-side comparison of the general approaches with regard to the seven criteria is presented in Table 2.1.}\]
2.4 Conclusion and Direction

Our survey of available context datasets has shown that none of them is truly suitable to quantifiably verify that detected patterns correspond to routine activity. The lack of ground truth is the prime limitation, but there is also only a small subset of physical context data present in the existing datasets. This leads us to pursue two strategies to address – separately – each of the shortcomings: A generation algorithm can give us true ground truth knowledge, whereas our own data collection campaign would provide us with as much physical information as required. We also need to annotate some of the real world data with routine activities, to quantitatively verify our claims.

With regard to the algorithms and approaches we studied, none matches our task directly. All require either modification or extensive adaptation to a specific dataset. A common drawback is the substantial effort required to prepare context data for the data model used in conjunction with the algorithms; alignment based approaches minimise this aspect, by only requiring tables of similarity scores, which can be determined using statistical analysis. Alignment approaches are also uniquely tolerant to desynchronisations between sensor streams. In the above comparison to SPM, the alignment approaches win out, barely. Compared to a clustering or a probabilistic state machine approach, the simpler pre-processing of the alignment approach is the deciding factor in its favour.

This leads us to pursue an approach based on $n$-tuple sequence alignment.
Alignment of Sequences of $n$-Tuples

Overview

This chapter presents our algorithmic contributions towards an answer to the routine activity detection problem. First we introduce a model that presents context in a way that an alignment algorithm can use. Next we cover our algorithmic contributions to the alignment algorithms of the state of the art, and finally we discuss the implications of our approach.

3.1 Context Model

Fundamentally, context data is the set of values of a number of context factors, at a specific moment in time. Assuming there are $n$ context factors, this is most accurately reflected as a vector-valued function over time, of the type $C(t) = (c_1(t), c_2(t), \ldots, c_n(t))$. Of course, a digital computer can impossibly treat continuous data of any kind, and a digital sensor can never capture data in a continuous manner. Any context data therefore is a discrete valued time series, unless different context factors are sampled at different rates, in which case the data is in the form of multiple time series. We adhere closely to this natural representation in the following.

3.1.1 Sequence of $n$-tuples

We postulated in the introduction that routine activities correspond to recurrent motives in context data. The state of the art approaches to finding such motives favour the use of a sequence based approach. Consequently, we adopt a model that represents context as a sequence of context states. In specific, we structure context as a sequence of $n$-tuples.
With regard to the natural time series representation, this requires that our context data sources are synchronized and sampled at constant and equal intervals. Each position in a tuple contains a (coarsely – e.g. at a semantically relevant level) discretised or classified reading from one of $n$ context data sources. These context data sources each measure one context factor and are referred to as sensors in the following. Each tuple represents context at a moment in time, which we assume to be valid over the constant interval of time, until the next set of values becomes available.

In Fig. 3.1.1, the process of transformation from physical context into context data and finally into a synchronized and coarsely discretised $n$-tuple representation is illustrated. Discretisation (at the physical digital sensor level) transforms context from the continuous function over time into a number of time series. This is then synchronised into a single time series, and the values are replaced with abstract representative class IDs, column by column. In the example, we excluded possible expansions or contractions in the “width”, due to a single sensor measuring multiple physical properties, or data from multiple sensor being used to determine a class based on multidimensional data. This is merely to aid comprehension — in reality these characteristics may appear in the process chain.

By choosing an $n$-tuple approach to alignment, over a 2D-approach, we can eliminate a degree of freedom from the latter. The fact that each sensor has its own, separate set of values, allows us to fuse the two in-tuple dimensions into a single one, by requiring that any operation performed along one axis has to be equally performed along the other. This enforced translational (across sequences) symmetry not only prevents us from having to define similarity values for nonsensical configurations (e.g.: How similar
Figure 3.1.2.: Linking $w$- and $z$-axes into a single dimension, due to translational symmetry (i.e.: every set of discrete steps taken along the $z$-axis is replicated identically in the $w$-axis).

is a bright light to an upside down mobile device?) but also reduces complexity of the alignment algorithm. The specific consequences are discussed in subsection 3.2.1. Fig. 3.1.2 shows how the four-dimensional alignment problem has been reduced to a three-dimensional one, by linking the in-tuple dimensions.

3.1.2 Blocking and Sampling

Although it is generally possible to find pairs of similar subsequences by searching for local alignments of a sequence with itself, the time and memory required to do so grow by the square of the length of the sequence (cf. paragraph Local Alignment on page 35). There exists a limit from which on it is no longer possible to calculate local alignments, because no computer system has sufficient memory available to perform the computation.

We have identified two means of managing the issues that arise from an increased volume of data:

- A first variable that we can control a priori is the sampling frequency of context data. Depending on the granularity of context patterns we wish to identify, we can reduce or increase the sampling frequency. This also reduces or increases the sequence length, for a given time interval of context data.
Another way to address this problem is by splitting the sequence along regular (time-)intervals into subsequences of $n$-tuples. It is often sensible to do this along semantically relevant lines, for example by choosing 24 hour intervals or seven day intervals. This is illustrated in Fig. 3.1.3 where a long sequence of context data is divided into a set of subsequences with potentially different lengths. The different lengths are artefacts of the data collection, and do not affect the alignment calculation.

Memory constrained situations are defused by using this approach, as the accumulated score tables for each pair of subsequences are much smaller. Fig. 3.1.4 shows how the large table spanned between two long sequences $a$ and $b$ is reduced to many smaller tables, when the long sequences are divided into blocks. The impact on total computation time is negligible, due to high number of alignment operations that result, which also scales to the square of the number of segments. On the other hand, it is trivial to parallelise across pairs of blocks, which reduces the real duration (i.e. wall time) of performing an alignment when more than one processor is available.
Figure 3.1.4.: The reduction of the size of individual accumulated similarity score tables which can be obtained by blocking. \( a \) and \( b \) are two sequences, with the local similarity scores contained in the volume spanned between them.

Another advantage to blocking, lies in that fact that blocks are crucial for a sequence mining approach. Conversely, a downside is that there is an accuracy penalty, even when choosing “convenient” intervals (i.e. such that periods of interest are well away from the beginning or end of a block). Notably, patterns that fall across these boundaries could be represented as two separate alignments, or not at all, because each half might be too short to meet an imposed similarity criterion. One possible means of addressing this shortcoming, is to allow overlaps between adjacent blocks. This practice introduces some overhead, when alignments that can be found in the overlap are “stitched together”.

### 3.1.3 Meta-data

As we pursue a local alignment-based approach, we need to be able to determine local similarities of subsequences. A key requirement is that we define the relation between each pair of discrete states of each sensor by means of a set of similarity scores. These similarity scores are by nature positive, when describing the similarity of identical values, and negative when describing the similarity of non-identical values. We chose to represent these values in the form of \( n \) (one for each element of an \( n \)-tuple) symmetrical tables, containing positive values in the main diagonal, and negative values elsewhere. A small example is given in Fig. 3.1.5.
Figure 3.1.5.: A sample substitution similarity score table from the set of $n$ tables.

We can imagine four ways, how such a set of meta-data can be obtained. The first two are based on statistical analysis of an existing dataset: transition frequencies between sensor states are a possible indicator to an underlying system, but the same can be claimed of substitution probabilities between sensor states for hand-selected patterns. A third approach is to base the values on the physical distances of the underlying classes. In the case of two places, the distance of the shortest route between the two, or the time required to cover that distance, could be such physical pointers. Finally, in absence of such data, a simple model that does not assign different scores at all, except one positive and one negative score to differentiate between same and different values can be used. Each approach requires expert supervision, and of course it is also possible for an expert to project his own view of the problem onto a manually crafted set of meta data that does not directly reference any of the above approaches, or mixes them.

Besides these substitution scores, an alignment-oriented model also requires insertion and deletion scores. Contrary to the affine (for length) and constant (for deleted/inserted value) approach chosen in bioinformatics (cf. BLOSUM-type block transition score tables by Henikoff and Henikoff [1992] and the work of Altschul and Erickson [1986]), we decide to use scores which are a fixed offset of the substitution similarity score.

Our reasoning behind this choice is as follows: in context data it is common for context sources to return a constant value, for a different length of time. Particularly, periods of inactivity (with regard to the mobile device) show this characteristic. An example:
a user sleeps for different lengths of time during two different nights in a week. Our goal in this case is to align the entirety of both instances of “user sleeps”, instead of just the closest matching sub-sequence of the longer interval. The score offset gives a high similarity score for alignments of a subsequence of constant values with another subsequence of identical values but different length, while also penalising non-identical deletions and insertions over substitutions.

This concept is illustrated in Fig. 3.1.6 where two intervals of constant values but different lengths are shown side by side, with two possible ways of defining similarity being shown: To the right, the state-of-the-art approach of assigning negative scores to all deletions and insertions, and to the left an example where the sum of deletion score and substitution score of the two constant values is positive. This allows the inclusion of the entire interval. In practice, a positive score would usually be undesirable, as problems of scale might arise. Often it is sufficient to allow a similarity score to bridge across such intervals without penalizing the accumulated score too much, as activities following longer series of constant values are usually also similar, if the constant values are part of the trace of a significant routine activity. In this case a lightly negative score-sum is preferred.
3.1.4 Discussion

This model – and particularly the definition of a similarity measure – is specific to alignment approaches. Data that is presented according to this model can be transformed to conform to another model, as long as the granularity of the discretisation is not too coarse, and the classification key which is used to map raw values to abstract context values is available. Of specific interest to us, is the transformation to a model that is compatible to a sequential pattern mining approach, because it would enable a direct comparison. Such a conversion would require that the similarity tables are transformed into a similarity hierarchy.

We consider the absence of semantic and physical information in data that conforms to this model to be an advantage: it protects the privacy of the user whose data is being treated. Despite it being possible to infer some semantic information (e.g. which location IDs correspond to home and work) from a stream of data formatted according to this model, there is very little risk of physical information (i.e. where the previously mentioned places are located) to become compromised. This makes our model suitable for data storage and processing on distributed systems, that are not necessarily under direct control of the user, with little risk of a breach of privacy. This hypothesis is reinforced by the evaluation of Voigtmann et al. [2012] of different context analysis approaches and models.

The adaptation of raw data to our model requires some amount of intervention by an expert, but automation is possible to a degree. The influence of this expert in the creation of the model is pivotal. Assuming that an expert has derived a perfect context model, we cannot guarantee that he can transform this model with perfect accuracy into a set of meta-data. This limitation is due to the fact that similarity values are limited in precision and difficult to scale across multiple sensors.

Anecdotally, in the field of biological sequence alignment, research showed that incorrectly obtained substitution score tables (Styczynski et al. [2008]) can in fact increase the accuracy of the used alignment algorithm. In this case an error in the statistical determination of similarity values from a reference dataset was present. We therefore theorise that our similar model would display similar resilience to slight inaccuracies in the similarity value tables. We also have to emphasise that the parametrisation of a model that performs exactly as expected is far from a well understood or intuitive practice.

With this model in place, we examine in more detail our approach to process this data for routine context.
Figure 3.2.1.: Two example context sequences, the resulting context data sequences and an alignment (cells underlaid in grey) that corresponds to two similar subsequences.

### 3.2 Alignment Algorithm

It is our declared goal to find patterns in context data. As we have laid out in our survey of the state of the art (cf. section 2.4 on page 46), the search for local alignments appears to be the most suitable approach to this task. Any such alignment (i.e. a pair of similar subsequences of two sequences from a corpus of context data) corresponds to two instances of similar activities or contexts. Fig. 3.2.1 reprises how context sequences correspond to alignments. Two similar sequences of activities (being at home, working at the hospital in the morning and the laboratory in the afternoon, before playing hockey on one hand and the same activities in a different order on the other) result in two similar sets of context data. A subset of this data attains a locally optimal similarity score and is therefore considered to be in alignment. This alignment then serves as pointer for the original similarity in the activities.

Fig. 3.2.2 illustrates how pairs of context sequences from a corpus (i.e. an established set of subsequences of context data - cf. subsection 3.1.2 on page 49) are generally aligned. This is the key operation to find frequently appearing similar subsequences in
this corpus, which we then understand to be representatives of routine activities.

Before we continue, we briefly discuss the two key terms that we use so frequently in this work: alignment and similarity. An alignment is defined as a result of an alignment algorithm with a specific configuration. More generally, it is a subsequence and the associated operations to transform it into another similar subsequence (cf. subsection 2.3.2 on page 25).

On the other hand, the – rather abstract – notion of similarity is less obvious. With regard to sequences, we can define four key criteria of similarity: Substitution similarity at the elemental level is the most atomic criterion. It stems from the pair-wise similarity values defined beforehand (cf. subsection 3.1.3 on page 51). Another similarity criterion is the density of positive substitution similarities. A high density means a high similarity of a set of values. A third similarity criterion is size: at the same density, a larger set of values can be considered to be more similar, than a smaller one. Finally, we impose a synchronicity criterion. The less gaps need to be opened or filled in a pair of subsequences, given the same size and density, the higher the similarity score for the overall sequence.

In the following, we implement this notion of similarity with a recursively accumulated similarity measure. Basically, we call a sequence “similar” to another, if the last row and column of both sequences are similar, and the remaining sequence is also similar.
(cf. subsection 2.3.2 on page 25 and the next subsection for formal descriptions), while using a standard one-dimensional similarity measure for rows and columns. This measure allows us to describe a very precise notion of what similarity is. By parametrising the context model appropriately, we can craft a measure that corresponds to specific expectations. An expert – who defines a set of rules that effectively links certain kinds of patterns in the data to routine activities – can therefore tune the parameters on a case-by-case basis.

A similarity measure based on this concept lies at the heart of the work of Lecroq et al. [2012] on aligning annotated dialogues to find similar structures. We extend and adapt this approach for use on context data and our context model. Our modifications to their algorithm, which primarily address significant performance issues that arise when attempting to use their approach on long sequences of context data, are detailed in the following.

3.2.1 Contribution I: Reduction to \( n \)-tuple Problem

Our first angle of approach lies in the elimination of unnecessary size of the table of accumulated scores. In the original approach, this table spans four dimensions, to take into account insertions and deletions in horizontal and vertical directions in the plane. As our context model does not allow for any interaction between different elements of the same tuple, we restrict permitted operations from the 2D approach (cf. subsection 3.1.1 on page 47 and Fig. 3.2.2 on the preceding page).

When determining the similarity of a pair of tuples we now only allow substitutions between elements with identical indices. This brings our approach closer to a true \( n \)-tuple approach. As a consequence, insertion and deletion operations are restricted to the sequence dimension, but are not limited to entire \( n \)-tuples at a time. This optimisation reduces the local similarity score table \( T \) to three dimensions, and thereby each cell only depends upon five “predecessor cells”. Each of these cells corresponds to a vertex in the cube marked \( T \) in Fig. 3.2.7.

This step also simplifies and thereby optimises some ancillary calculations. It is often required to calculate row and column similarity scores locally; for the row case, only substitutions are of interest. The local column alignments also mean that the algorithm retains full flexibility when working with data that has a tendency to de-synchronise, by being able to “break up” tuples to form alignments.

As the calculation of the score table is naturally defined in a recursive manner, we will first define ways of selecting individual tuple elements in a sequence with a reference point in the bottom right. For the following, let \( s \) be a sequence of \( n \)-tuples of length \( l \).
**Definition 1.** $s[j,i]$, $i < l \in \mathbb{N}, j < n \in \mathbb{N}$ is the element in the $j$-th position from the end of the $n$-tuple in the $i$-th position from the rear ($l$-th row) of the sequence $s$.

In Fig. 3.2.3, we present three examples (one general, and two similar to the common usage in the following) of how this inverted addressing of elements of a sequence works.

Next, we define a way to express the recursive reduction of the sequence:

**Definition 2.** The $\bullet_{i,j}$ operator represents the sub-sequence consisting of the original sequence, minus the last $i$ tuples and the last $j$ tuple elements. If we understand $s$ to be an ordered set of coordinate-value pairs, this can be expressed as $s_{i,j} := s \setminus s[x,y] \forall x < i \land y < j$.

This operator is illustrated in Fig. 3.2.4, where both a general case is shown, and the
usage that is most common in the following, with indices in the [0,1] range.

To calculate in-tuple and in-column similarity values, we define two operators:

**Definition 3.**

\[ s[i,j] \leftarrow := \{s[i,j + 1], s[i,j + 2], \ldots, s[i,n]\} \]

is the right-to-left sequence of elements to the left of a position in a tuple, and

\[ s[i,j] \uparrow := \{s[i + 1,j], s[i + 2,j], \ldots, s[l,j]\} \]

is the bottom-to-top sequence of all prior elements in a column (i.e. all elements with the same tuple index).

One example of each of these operations is illustrated in Fig. 3.2.5.

---

### Figure 3.2.4.

Example of the \(s_{i,j}\) operator. If the operator is used on the same sequence of \(n\)-tuples, with one pair of indices being higher than the other, the smaller result is a subset of the larger one. In this case the result underlaid in black is a subset of the result underlaid in grey.
Lastly, we require a uni-dimensional similarity measure, to determine what used to be row and column scores:

**Definition 4.** For two sequences $x, y$ of single elements, $\text{sim}(x, y)$ is the

- locally (i.e. before the similarity reaches a zero value) maximum similarity score of the Smith-Waterman algorithm on the reversed column sequences, if $x$ and $y$ are both sequences generated with the ↑ operator.

- maximum accumulated value of substitution similarity scores, if $x$ and $y$ are sequences generated by the ← operator.

Fig. 3.2.6 shows an example to illustrate this, based on 4 steps: First a pair of columns is extracted from a sequence of $n$-tuples, then reversely aligned, one with the other. Once the similarity score reaches zero, the alignment is aborted, and the local maximum in the aligned interval is the score returned by the sim operator.
For two sequences of n-tuples $a, b$ and the accumulated similarity score is:

\[
\text{sim}(a, b) = \max
\begin{align*}
0 \\
\text{sim}(a_{1,1}, b_{1,1}) + \text{sim}(a[0, 0] \uparrow, b[0, 0] \uparrow) + \text{sim}(a[0, 1] \leftarrow, b[0, 1] \leftarrow) \quad & \text{(I)} \\
\text{sim}(a_{1,1}, b_{1,1}) + \text{sim}(a[1, 0] \uparrow, b[1, 0] \uparrow) + \text{sim}(a[0, 0] \leftarrow, b[0, 0] \leftarrow) & \text{(II)} \\
\text{sim}(a_{0,1}, b_{0,1}) + \text{sim}(a[0, 0] \uparrow, b[0, 0] \uparrow) \quad & \text{(III)} \\
\text{sim}(a_{1,0}, b_{1,0}) + \text{sim}(a[0, 0] \leftarrow, b[0, 0] \leftarrow) \quad & \text{(IV)} \\
\text{sim}(a_{0,0}, b_{1,0}) + \text{indel}(b[0, 0]) + \text{sim}(a[0, 0] \leftarrow, b[1, 0] \leftarrow) & \text{(V)} \\
\text{sim}(a_{1,0}, b_{0,0}) + \text{indel}(b[0, 0]) + \text{sim}(a[1, 0] \leftarrow, b[0, 0] \leftarrow) \quad & \text{(VI)}
\end{align*}
\]

The similarity score sim($a, b$) is 0, if $a = \emptyset \lor b = \emptyset$.
In the domain of the accumulated local similarity score table \( T \), each cell contains the similarity values of the subsequences (of sub-tuples) defined by the coordinates (cf. subsection 2.3.2). The iterative algorithm of determining each value in \( T \) is started by initialising the first plane in each dimension of the table with zeroes, to satisfy the end condition of the recursive definition of the similarity scoring function. The other cells are calculated as illustrated in Fig. 3.2.7. Each arrow (labelled I-VI) corresponds to an operation in equation 3.2.1, excluding the column and row similarities. These are the operations that are performed in each case, before choosing the maximum value amongst them:

(I) Substitution and movement to the left (column-row-order): The space diagonal predecessor value is added to the column similarity of the predecessor and the row similarity of the current rows.

(II) Substitution and movement to the left (row-column-order): The space diagonal predecessor value is added to the column similarity of the current columns and the row similarity of the predecessor.

(III) Movement to the left: The \( z \)-axis predecessor value is added to the column similarity of the current columns.

(IV) Substitution: The \( x-y \)-diagonal predecessor value is added to the row similarity of the current rows.

(V) Insertion: The \( y \)-axis predecessor value is added to the row similarity of the current row and preceding row.

(VI) Deletion: The \( x \)-axis predecessor value is added to the row similarity of the preceding row and current row.

The dynamic programming paradigm of the approach is therefore maintained, despite our recursive definition of local similarity.
3.2.2 Contribution II: Locally Optimal Alignments

The state-of-the-art approach selects every position in the accumulated score table where the score is above a minimum similarity threshold as a candidate for a backtrack (BT) – and by extension as an alignment. This leads to a large number of alignments being calculated, especially if high-scoring alignments (i.e. large alignments with a high similarity density) are present in the data.

In such a high-scoring alignment, the minimal score is reached long before the end of the alignment. Each cell with a similarity score above this minimum generates a new BT and eventually the corresponding alignment, none of which are in any way meaningful. Alignments can branch in three (four, in the original algorithm) dimensions, which results in a very large number of BTs, as large volumes of cells containing high similarity values exist in the 3D scoring table. Whereas an individual BT operation is not extremely costly from a computational point of view, this high number of BTs effectively – and severely – limits either the usable problem size or the usable minimal accumulated similarity score (MASS).
Figure 3.2.8: The rightmost (n-th) z-slice of a table. The axes of the plane correspond to the temporal axes of the sequences. The height and colour are representations of the accumulated similarity value in the cell in T. The white profile denotes the plane of an artificially chosen MASS. The highest value is denoted by an X.
In Fig. 3.2.8 we look at an extract of the \( n \)-th slice of the table \( T \), where typically accumulated scores are highest compared to other \( z \)-slices. Any point above the reference plane at MASS-level is a potential candidate for a BT. This volume is visibly of considerable size.

To alleviate this problem, we retain only the most meaningful alignments. The inspiration for this choice can be found in bioinformatics, where the algorithm of Smith and Waterman [1981] is often used to identify only the optimum local alignment (Myers and Miller [1988]). This goes so far, that many evolutionary optimisations have focused exclusively on this problem. In fact, in Lecroq et al. [2012], reference is also made to a maximal element for the BT, but also in a global sense. Although this approach is too radical for our problem, we still perform a similar optimisation, but on a local scale.

We calculate BTs exclusively from the locally highest accumulated scores— as opposed to from every score higher than the MASS. This corresponds to the peak in Fig. 3.2.8.

A simple check whether any one of the 26 adjacent values is higher than the value in the current position determines if the current position in the accumulated score table is retained as a candidate for a BT. The number 26 stems from the fact that each cell has six directly neighbouring cells (one per surface of a cube), as well as three times four in-plane diagonal neighbours (one per vertex) and eight “node diagonal” neighbours (one per node), in the 3D table.

Although this introduces a large number of branches into the execution, it reduces the number of candidates (and therefore of expensive BTs) drastically. All of the removed backtracks are in essence redundant: The higher scoring alignment includes all elements a smaller alignment would include, and a larger alignment with a lower score would have an overall lower similarity, and therefore the added elements are not similar. We restrict ourselves to a maximum search radius of 1 (\( \sqrt{2} \) for in-plane diagonals and \( \sqrt{3} \) for space diagonals). Fig. 3.2.9 visualises how we obtain the number of 26 neighbours, and what these distances mean in the 3D geometry of the accumulated score table.

Though there is a benefit to extending the search radius, in that “double peaks” would no longer lead to twin alignments of largely similar nature, the added cost of extending the search radius would quadratically (surface of a sphere) increase the number of branches, and the additional reduction in candidates would be comparatively small. On the other hand, the number 26 is also the minimal number of checks required for this approach to be functional, as otherwise for large accumulated similarity values there would always be greater-than-MASS values in one of the adjacent positions.

For an illustration of the scale of this issue, Fig. 3.2.10 shows an example similarity score table. It shows that selecting a small MASS is necessary to detect smaller similar
structures (values above 1500 in this case are of significant interest), but large similar structures generate huge amounts of potential candidates at this smaller value. We reduce the volume of BTs from the volume around each of the peaks to just the number of peaks themselves. The side-by-side representation of the third dimension obscures somewhat that the 5 surfaces in the figure actually form a volume, but each point in a surface is neighbouring to the point in the same coordinates in a neighbouring surface, and they are all considered for the selection of final candidates for a BT.

3.3 Discussion

Reducing the degrees of freedom from the two-dimensional approach leads to a lowered complexity. Where originally the accumulated score table required $O(lmn^2)$ (where $l$ and $m$ are the sequence lengths, $n$ the number of elements in a tuple) space (and time to calculate), this has now been reduced to $O(lmn)$, without any reduction in relevant capability. This means that we can now work with sequences that are $n$-times longer than previously, within the same system constraints.

The two-dimensional basis for the algorithm means that the order of columns still has
Figure 3.2.10.: Accumulated similarity score table for the alignment operations of the context data corresponding to two consecutive days. Each graph represents one of the five slices ($n = 5$) of the $z$-axis, starting at one at the top, incrementing to five at the bottom right. Height and colour correspond to local similarity values. The $x$ - $y$ plane is spanned by the temporal axes of the sequences. Note multiple peaks at different heights.
an impact on the accumulated similarity scores. A notion of single-step cursor movement is still present in our approach (cf. equation 3.2.1), and thus accumulated scores depend only and directly on the scores of the left tuple neighbour and the accumulated similarity score of the sequences to the left of the elements under consideration.

Reducing the number of BT candidates by local optimization can drastically increase performance, especially when the MASS is a small fraction of maximum accumulated similarity scores. If the neighbourhood of every peak consists of 5 cells in each direction of each of the three dimensions where the score is above MASS, this reduces the number of BTs by a factor of around 1000.

The average worst case (i.e. in an infinitely large table where cells with values higher than MASS are surrounded by exactly one layer of cells with value 0) improvement is by a factor of 7. This optimisation does remove some granularity, as possibly semantically atomic routine elements can be included within larger scale alignments, and thus disappear from view. On the other hand, they would be lost in the noise of meaningless alignments, if the classic approach were to be retained. A way to recover such smaller scale patterns, could be by iteratively locally aligning intervals of interest, with ever decreasing MASS.

Beyond this theoretical evaluation, we also performed an experimental validation. There we address whether the alignment approach is valid for context data, as opposed to just general sequential data.
Experimental Validation and Results

Overview

This part is dedicated to the evaluation of the alignment-based approach on both automatically annotated synthetic data and manually annotated real-world data. Before getting to the actual evaluation, we first examine the provenance of our test data. Consequently, we detail the synthetic data generation procedure. Additionally, we present the real world data collection campaign and the pre-treatment process required by our context data model. The evaluation of the algorithm on synthetic data is detailed in the following section, and the evaluation on real world data in the subsequent one.

4.1 Synthetic Data Evaluation

Testing on “real” data is crucial to being able to judge the “in the wild”-performance of an algorithm, but there are several limitations when solely relying on it. The manual annotation of ground truth is often labour intensive and error-prone. This limits the scope of possible evaluation. Conversely, an evaluation on synthetic data allows us to complement the results we can obtain from real world data, particularly by giving better control over the results and a wider variety of testing conditions.

4.1.1 Synthetic Data Generator and Dataset

In the following, we introduce a model and an algorithm that simulates parallel data from multiple sources containing cross-source repetitive patterns. Due to the many parameters that can be set, and the multiple random influences, the overall model for the generator is complex. For this reason, the description is split in five sub-sections,
of which the first lays out the requirements and design choices, the second some key definitions and terms used in the context of the description of the generation model and algorithm; the third and fourth sub-section detail each of the major sub-routines of generating data. An illustratory example is used throughout this subsection.

4.1.1.1 Data Generation Context Model

It is our goal to give the experimenter the greatest possible freedom with regard to the characteristics of the generated data. Some general expectations of what makes up context data guide us in the design of our generator. The basic structure of context is a sequence of $n$-tuples, when $n$ context data sources are present. Within this sequence, we encounter two different states of context. Either the current context is part of a set of routine contexts, or it is not. A routine context influences a specific subset of context measurements, reproducibly each time it is present in the data. Per sensor, different amounts of data may be relevant to a pattern.

How much influence a routine context has on the context data is determined by how much variation there is between different instances of the context. This variation can be expressed as a random process. This random process modifies values between different instances of routine context, or leads to desynchronisation effects when elements are skipped or extended. It is inherent to each routine context. Furthermore, non-routine contexts may also lead to desynchronisation of following routine contexts, due to the global continuity of context. A separate random process determines these effects, and the amount of value modifications in the non-routine data, if a baseline has been defined. A model of probabilistic distances determines how likely it is for a certain value to be modified to another one, or to be extended or skipped.

The order of appearance of the routine contexts is usually regular as well, but can also vary under random influences. A real world example could be a person oversleeping, and skipping an entire morning activity, on their way to work. These varying orders can also be modelled by a random process.

Finally, different context sources may have interactions. As an example, location and radio signal strength are often correlated. Such correlations need to be taken into account when evaluating the random process which determines the ultimate values of a context. and may also be interesting when defining a set of routine contexts.
Figure 4.1.1.: Stream, pattern and cell for a simulated 4-tuple dataset. The stream consists of patterns (coloured) and random data (light grey). Each pattern consists of defined values (blue) and undefined values (white).

4.1.1.2 Definitions

The model used during the generation process consists of two key structures: the stream is a concept which represents data from multiple independent sensors evolving over time. In terms of the context model, it represents the sequence of \( n \)-tuples of sensor-data. Patterns are two-dimensional arrangements of data symbols in a rectangular grid (cf. the example in Fig. 4.1.1). The stream is created by alternating intervals of \( n \)-tuples of random data and randomly modified instances of these patterns. The output of the data is a direct representation of the stream.

The atomic unit of data – the individual grid element – is called a cell. Each cell is specific to a moment in time (horizontal) and a data source (vertical). Data sources in this context are discrete random variables, with a limited set of states (“alphabet”), each element of which is a symbol. The number of different attainable symbols - the cardinality of the alphabet - is called the spectrum of a data source (cf. Fig. 4.1.2). The real-world counterpart to these data sources are filtered sensors producing discrete measurement values. Each cell of a pattern contains either a symbol from the corresponding alphabet or a place holder asterisk “*” value indicating an entry that is not defined by the pattern.
Random effects – termed noise in the following – are a key factor in the generation of patterns and the stream. This noise is based on random variables, which are sampled, and the resulting values then transformed into length variations or symbol substitutions. All random variables that are used to generate noise are considered to be normally distributed (except in the limit-case of infinite variance, which is transformed into uniform distribution over an interval).

The effect of noise is derived from user defined transition cost matrices (one for each alphabet) with the number of rows and columns equal to the size of the alphabet, and correlation matrices (one for each pattern, and one for non-pattern intervals).

The transition cost matrices contain the cost of substitution between symbols. The costs of transitions for the following special symbols

* place holder for empty cells in patterns;

del delete a cell from the stream;

ins add an additional value to the stream.

make up a further four vectors:

1. A vector containing the cost of conversion of any symbol to the * value;

2. A vector containing the cost of conversion from * to an alphabet value;
3. A vector associated to \texttt{ins}, which contains the cost of converting any alphabet value or \texttt{*} to an insertion;

4. A vector associated to \texttt{del}, which contains the cost of converting any alphabet value or \texttt{*} to a deletion.

These symbols form a global (i.e. across all data sources) alphabet of control-characters $\mathcal{A}_g = \{*, \texttt{del}, \texttt{ins} \}$. Of these, \texttt{*} can appear in patterns (hence there being both a “to” and “from” vector of transition costs), but none of these symbols appears in the stream.

The operations linked to these symbols represent two different kind of noise effects: Temporal noise (\texttt{del} and \texttt{ins}) causes relative shifts in the time domain of data sources by inserting or deleting values, as well as local extension or compression of periods of data. Data noise (values replacing \texttt{*}) introduces random values in predefined areas, which corresponds to variable parts of otherwise fixed patterns and permits us to use rectangular patterns with little loss of generality.

The correlation matrices are lower triangular matrices with one line and column for each data source. Each line corresponds to the relative weights given to the calculation of a value by other values in the previous rows. A positive correlation value means that the influence of the random values used to determine the content of the respective cell have a quasi-linear effect on the determination of the current value. A negative correlation value conversely has an inverse quasi-linear effects. Zero values mark independent data sources. In this context “quasi-linearity” is an artificial effect to transform multi-dimensional random values from one space to another. This may not hold up to a comparison to real world data, but provides a reasonably simple model which avoids having to define correlations per pattern and per symbol individually.

The following naming conventions are used henceforth: $\mathbb{Z}_{>0} = \{1, 2, 3, \ldots \}$ the natural numbers excluding zero and $\mathbb{R}_{\geq 0} = \bigcup_{x \in \mathbb{R}, x \geq 0} \{x\}$ all non-negative real values. The notation $x_{i,h,k}$ represents the element in the $h$-th line of the $k$-th column of a matrix (or table) $X_i$.

Let $n \in \mathbb{Z}_{>0}$ be the number of data sources, $m \in \mathbb{Z}_{>0}$ be the number of patterns, $\mathcal{A}_i = \{x \in \mathbb{Z}_{>0} | x \leq s_i \}, (1 \leq i \leq n)$ be the (abstracted) alphabet of the $i$-th data source and $l_j \in \mathbb{Z}_{>0}$ be the length of the $j$-th pattern $X_j \in \mathcal{P} \subset \bigcup_{j=1}^{m} \prod_{i=1}^{n} (\mathcal{A}_i \cup \{\ast\})^{l_j}$ of the indexed set of patterns (cf. Fig 4.1.3 for a complete set of patterns, with empty cells, a sample elements and corresponding dimensions.). Let $\bar{s} \in \mathbb{N}_n$ with components $s_i$ be the spectra-vector where $\forall 1 \leq i \leq n : s_i = |\mathcal{A}_i|$, with $| \cdot |$ being the cardinality and let $l_{\text{stream}} \in \mathbb{Z}_{>0}$ be the number of total grid columns of the stream.

In the following, $x, y \in \mathcal{A}_i \cup \mathcal{A}_g, (1 \leq i \leq n)$ stand for symbols.
Figure 4.1.3.: A set of patterns, \( \mathcal{P} = \{X_1, \ldots, X_m\} \), with \( n \) data sources and lengths \( l_1, \ldots, l_m \), and a pattern element \( x = X_{m,n,1} \in A_n \).

\( \mathcal{N}(\sigma_\eta), \eta \in \{o, p, q, r, u\} \) are Gaussian distributions with variance \( \sigma_\eta^2 \) serving as sources of random values for:

- \( o \) value variety of noise intervals between two instances of patterns in the stream, random variable \( o \);
- \( p \) noise applied to pattern-defined values during the instantiation of patterns in the stream, random variable \( p \);
- \( q \) variations in length – unless lengths are predefined for each pattern – and values between two different patterns, random variable \( q \);
- \( r \) variations of the interval length between two instances of the same pattern in the stream, random variable \( r \);
- \( u \) variations of the length of noise intervals in the stream, random variable \( u \).

The transition cost matrices are \( T_i = [t_{i,h,k}], (1 \leq i \leq n) \in \mathbb{R}^{s_i \times s_i} \) and form the set \( \mathcal{T} := \bigcup_{i=1}^{n} \{T_i\} \). The entries \( t_{i,h,k} \) are the positive real-valued costs of transforming the
h-th symbol of $A_i$ into the $k$-th symbol. The costs of transition relative to the elements of $A_g$ are the pattern insertion and deletion cost vectors $\vec{b}_i, \vec{c}_i \in \mathbb{R}^{s_i}$ for the transitions from and to $\ast$, and the stream insertion and deletion cost vectors $\vec{d}_i, \vec{e}_i \in \mathbb{R}^{(s_i+1)}$ for transitions to del and ins.

Transition cost tables are related to the substitution score tables of the algorithms used to align pattern instances. In the alignment algorithm, they indicate similarity based on the way the model is configured. In this generator, they define the probability of random transformations of symbols. An important feature of transition cost tables is that they do not necessarily need to be symmetric, even though a naive approach considering the value spaces as Euclidean spaces with distances would indicate this. Yet, when using probabilities of transition in example data as basis for the cost of state-transitions, the assumption of symmetry is rendered invalid, as the resulting graph of transitions is not necessarily symmetric. For the values in the table to have the expected effect, they need to be scaled in consideration of the variances of $p$ and $q$.

A gappiness vector $\vec{g} \in \mathbb{R}_{\geq 0}^n$, with $\forall i=1^n \vec{g}_i \leq 1$ contains the ratio of pattern entries to empty cells for each data source, and simulates effects of limited data source availability and information significance and density.

Let lower triangular matrices $\xi_i \in \mathbb{R}^{n \times n}$, $i \in \{1, \ldots, m\}$ be the correlation matrices for patterns $X_i$ and let $\xi_0$ be the correlation matrix for non-patterned values. These matrices are lower triangular, as each new value can only ever be correlated to values that have already been generated. The entries are normalized so that each row-sum is equal to one.

Let $\vec{w} \in \mathbb{Z}^m_{>0}$ be a representation of the frequency of pattern apparition in the stream. Each value corresponds roughly to the relative period of apparition of a pattern in the stream. Finally, let $l_{\text{noise}} \in \mathbb{R}$ be the average length and let $\bar{l}_{\text{noise}} \in \mathbb{Z}_{>0}$ be the maximum length of a non-pattern-interval in the stream.

For our running example, let $n = 4$, $m = 3$, $\vec{s}^\top = (5, 6, 4, 2)$ and $\bar{l}^\top = (10, 6, 7)$. Let the corresponding gappiness vector be $\vec{g} = (0.1, 0.1, 0.3, 0.3)$, and let the first of four transition tables be

$$T_1 = \begin{pmatrix}
0 & 7 & 5 & 4 & 8 \\
7 & 0 & 2 & 5 & 3 \\
5 & 2 & 0 & 1 & 2 \\
4 & 5 & 1 & 0 & 3 \\
8 & 3 & 2 & 3 & 0
\end{pmatrix} \in \mathcal{T}.$$
Furthermore, let

\[
\vec{b}_1 = \begin{pmatrix} 3 \\ 9 \\ 5 \\ 2 \end{pmatrix}, \quad \vec{c}_1 = \begin{pmatrix} 4 \\ 8 \\ 3 \\ 4 \end{pmatrix}, \quad \vec{d}_1 = \begin{pmatrix} 5 \\ 2 \\ 3 \\ 9 \end{pmatrix}, \quad \vec{e}_1 = \begin{pmatrix} 5 \\ 2 \\ 4 \\ 7 \end{pmatrix}
\]

and the correlation matrices

\[
\xi_0 = \xi_1 = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0.5 & 0 & 0 & 0.5 \end{pmatrix}
\]

Finally, let \( \vec{w}^\top = (45, 30, 50) \), \( l_{\text{noise}} = 4.8 \) and \( \bar{l}_{\text{noise}} = 15 \).

We use these values to demonstrate how to generate pattern values and pattern instances in the stream.

### 4.1.1.3 Pattern Generation

The first step \( R_1 \) of the algorithm is to generate \( m \) different patterns according to the parameters given:

\[
X_1 = R_1(n, l_1, \vec{s}, T, \xi_1, \vec{g})
\]

\[
X_j = R_1(n, l_j, \vec{s}, X_1, \sigma_q, T, \xi_j), \quad j = 2, \ldots, m
\]

A reference pattern \( X_1 \) is generated first, consisting of randomly selected entries based on vectors \( \vec{\gamma}_l \in \times_{i<n} [0, s_i] \), \( l = 1, \ldots, l_1 \) of uniformly distributed continuous random values. The other patterns are derived from this pattern and the inter-pattern similarity parameters \( 0 < \sigma_q < \infty \).

Before a cell is filled, a random test (uniformly distributed random variable over the interval \([0,1]\)) against \( \vec{g} \) determines whether a cell contains an alphabet symbol. If the random value is less than the gappiness quotient, the cell is filled with a \( * \)-value.
otherwise the following formula is used to obtain the value:

\[ x_{1,k,l} = \left\lceil \sum_{j \leq k} \xi_{1,j,k} s_j \right\rceil - \left\lfloor \left\lceil \sum_{j \leq k} \xi_{1,j,k} s_j \right\rceil s_k \right\rfloor \]

\[ x_{1,k,l} \equiv \left( \sum_{j \leq k} \xi_{1,j,k} s_j \right) \mod s_k, \quad l = 1, \ldots, l_1 \]

This calculates the value in a cell as the ceiling of the sum of the correlation-weighted random values, and uses a modulo with the spectrum to “roll-over” in case of overflows.

For our running example, this means the following: For sensor one, a uniformly distributed random variable over the continuum \([0, 1]\) is evaluated. If this value is larger than \(g_1 = 0.1\) then \(x_{1,1,1} = \lceil \gamma_{1,1} \rceil\), otherwise \(x_{1,1,1} = \ast\). In the following, we shall assume that \(\gamma_{1,1} = 1.935\) and thus \(x_{1,1,1} = 2\).

To calculate \(x_{1,4,1}\), the first entry of the fourth sensor, \(\gamma_{1,1}\) is required, because the corresponding row in \(\xi_1\) is \((0.5, 0, 0, 0.5)\) with a non-zero first component. This means that the value is calculated using the previously introduced \(\gamma_{1,1} = 1.935\) and a newly determined \(\gamma_{1,4}\) which we assume to be \(0.478\) for this calculation. Then,

\[ x_{1,4,1} = \left\lceil \sum_{j \leq 4} \frac{\xi_{1,j,4} s_j \gamma_{1,j}}{s_j} \right\rceil - \left\lfloor \left\lceil \sum_{j \leq 4} \frac{\xi_{1,j,4} s_j \gamma_{1,j}}{s_j} \right\rceil \right\rfloor \]

\[ x_{1,4,1} = \left\lceil \frac{0.5 \cdot 2 \gamma_{1,1} + \ldots + 0.5 \cdot 2 \gamma_{1,4}}{2} \right\rceil - \left\lfloor \frac{0.5 \cdot 2 \cdot 1.935 + 0.5 \cdot 2 \cdot 0.478}{2} \right\rfloor \]

\[ x_{1,4,1} = \left\lfloor 0.387 + 0.239 \right\rfloor - \left\lfloor \frac{0.5 \cdot 2}{2} \right\rfloor^2 = 1 - \left\lfloor \frac{1}{2} \right\rfloor^2 = 1 \]

The other patterns are determined in two ways, depending on \(\sigma_q\):

If \(\sigma_q = \infty\), patterns \(X_2, \ldots, X_m\) are determined in the same way as the reference pattern and can be considered to be pair-wise independent of one another, with the exception of possible interactions due to correlation matrices. \(\sigma_q \gg \max(T)\) where \(\max(T)\) denotes the maximum transition cost, has a very similar effect.

In the case of a finite \(0 < \sigma_q \in \mathbb{R}\) (and ideally smaller than the maximum transition-cost) patterns \(X_j, 2 \leq j \leq m \sim X_1\) (where \(\sim\) indicates similarity between two matrices) are
constructed by creating a set of \( n \) vectors \( \vec{\psi}_i \in \mathbb{R}^{s_i+1} \) of random real values which are distributed according to \( \mathcal{N}(\sigma_q) \). The vectors \( \vec{\psi}_i, i > 1 \) are then modified to reflect the correlations dictated by \( \xi_1 \):

\[
\psi'_{i,l} := \sum_{k=1}^{i} \xi_{1,i,k} \frac{s_i + 1}{s_k + 1} \sum_{j=\lceil \frac{l(s_k+1)}{s_i+1} \rceil + 1}^{\lceil \frac{(s_k+1)}{s_i+1} \rceil} \vec{\psi}_{k,j} \omega_{i,j,k} \tag{4.1.1}
\]

where

\[
\omega_{i,j,k} := \begin{cases} 
  j - \frac{(l-1)(s_k+1)}{s_i+1} & \text{if } j < \frac{(l-1)(s_k+1)}{s_i+1} + 1 \land s_k > s_i \\
  \frac{l(s_k+1)}{s_i+1} - j + 1 & \text{if } j > \frac{l(s_k+1)}{s_i+1} \land s_k > s_i \\
  1 & \text{if } \frac{(l-1)(s_k+1)}{s_i+1} + 1 \leq j \leq \frac{l(s_k+1)}{s_i+1} \\
  \frac{l(s_k+1)}{s_i+1} - j + 1 & \text{if } j > \frac{(l-1)(s_k+1)}{s_i+1} + 1 \land s_k < s_i \\
  j - \frac{(l-1)(s_k+1)}{s_i+1} & \text{if } j < \frac{l(s_k+1)}{s_i+1} \land s_k < s_i \\
  \frac{s_k+1}{s_i+1} & \text{if } \frac{(l-1)(s_k+1)}{s_i+1} \leq j \leq \frac{(l-1)(s_k+1)}{s_i+1} + 1
\end{cases}
\]

which corresponds to a constant resampling, linearising across vector dimensions by treating them as intervals. An example is given in Fig. 4.1.4. The values on each arrow correspond to the scaled value that is used to determine the value at the end of the arrow. In the left case, the values in the left vector are scaled up (by \( 5/3 \)) and in the right case, the values are scaled down (by \( 3/5 \)). Then, these scaled values are spread according to the coverage they have on the corresponding parts of the vector. In the case of the middle value (2 - marked with red dashed line) in the left example, this is 1/5 for the second value of the right vector, 1 for the third value, and 1/5 for the fourth value. Scaling is applied accordingly, hence \((2 \cdot 5/3 \cdot 1/5) = 2/3\) is the influence on the top value of the three values that are marked in the right vector.

Let \( x = x_{1,i,l} \) be the value of the \( i \)-th row and \( l \)-th column of \( X_1 \) and the \( k \)-th element of \( \mathcal{A}_i \). Let \( v_x \in \mathbb{R}^{s_i+1} \) be a vector whose components are the \( l \)-th of \( T_i \) and the \( l \)-th element of \( \vec{c} \):

\[
v_x := \begin{pmatrix}
  t_{i,1,k} \\
  t_{i,2,k} \\
  \vdots \\
  t_{i,s_i,k} \\
  c_{i,k}
\end{pmatrix}
\]
Figure 4.1.4.: Illustration of dependence coefficient determination during creation of similar patterns. The right vectors are created from the values of the left vectors, through linear interpolation and scaling.

or, in the case of \( x = * \):

\[
v_* := \begin{pmatrix} b_1 \\ b_2 \\ \vdots \\ b_k \\ 0 \end{pmatrix}
\]

The index \( y \) of the minimal component of \( |v_x - \vec{\psi}_i^j| \),

\[
y = \min_{\zeta} |v_x - \vec{\psi}_i^j|
\]

(here \( \cdot \) is the component-wise absolute value) is the value that takes the place of \( x \) in \( X_j \), unless \( y = s_{i+1} \) in which case \( * \) is inserted into the pattern at this position. This is repeated for all \( n \times l_j \) entries of the pattern.

Furthermore, the length \( l_j \) of the \( j \)-th pattern – if not specifically set to a certain value beforehand – is calculated by obtaining a random real value \( \Delta l_j \) from \( \mathcal{N}(\sigma_q) \), adding it to \( l_1 \) and rounding to the closest integer:
Addition or removal of elements is done column-wise: for every column, a random check is performed against $|\Delta l_j| \max(l_j, l_1)$ (until the $l_j$-th column is reached) to determine whether the current column of $X_1$ is skipped or a column of equally distributed randomly selected symbols inserted.

To compute $x_{2,1,1}$ of the pattern $X_2 \in \mathbb{Z}_{>0}^{4 \times 6}$ of our running example, given $\sigma_q^2 = 2$ as the variance of the distribution of $q$, we first determine whether the first line is skipped to make up for the difference in length to $X_1$. This is done by obtaining a random value from the interval $[0, 0.5]$ and testing whether it is smaller than $10^{-7} \max(10^{-7}) = 0.3$. We assume – for the sake of this example – that this is not the case, and instead $x_{2,1,1}$ is derived from $x_{1,1,1}$. We obtain a vector $\psi_1 \in \mathbb{R}^6$ by repeatedly sampling $q$: $\psi_1^\top = (0.1, 0.5, -1.6, 1.1, -0.8, 0.3)$. Then

$$x_{2,1,1} = \min_i |v_{x_{1,1,1}} - \psi_1^\top| = \min_i |v_2 - \psi_1|$$

$$= \min_i \left( \begin{array}{c} t_{1,1,2} \\ t_{1,2,2} \\ t_{1,3,2} - \psi_1^* \\ t_{1,4,2} \\ t_{1,5,2} \\ c_{1,2} \end{array} \right) = \min_i \left( \begin{array}{c} 7 - 0.1 \\ 0 - 0.5 \\ 2 + 1.6 \\ 5 - 1.6 \\ 3 + 0.8 \\ 8 - 0.3 \end{array} \right) = 2$$

The values $x_{2,k,l}$ ($k > 1$), are calculated by taking into account the correlation matrix. Let $\tilde{\psi}_1^* = (-1.5, 0.8, -0.3)$. We determine $\tilde{\psi}_4^*$ using equation 4.1.1 and the resampling of $\tilde{\psi}_1^*$ shown in Figure 4.1.4.

$$\tilde{\psi}_4^* = 0.5 \left( \begin{array}{c} 0.3 \\ -0.25 \\ -0.5 \end{array} \right) + \ldots + 0.5 \left( \begin{array}{c} -1.5 \\ 0.8 \\ -0.3 \end{array} \right) = \left( \begin{array}{c} -0.6 \\ 0.275 \\ -0.4 \end{array} \right)$$

This allows us to calculate

$$x_{2,4,1} = \min_i |\tilde{\psi}_4^* - v_{x_{1,4,1}}|$$

as above.
These steps are repeated until $m$ patterns have been created. These patterns are then integrated into the stream.

### 4.1.1.4 Stream Generation

Streams are generated by interposing modified instances of patterns with blocks of random values. The generation of streams can be considered as a relation

\[
R_2(n, T, \mathcal{P}, \sigma_p, \sigma_o, \sigma_r, \sigma_u, \vec{w}, l_{\text{noise}}, \bar{l}_{\text{noise}}, \xi_0):
\]

\[
Z_{>0} \times \mathbb{R}^{n \times s_i \times s_i} \times \bigcup_{j=1}^{m} \mathcal{A}_i^j \cup \{\star\} \times \mathbb{R}_{\geq 0}^{n} \times \mathbb{R}_{\geq 0}^{n} \times \mathbb{R}_{\geq 0}^{n} \times \mathbb{R} \times \mathbb{R} \times Z_{>0}^{m} \times \mathbb{R} \times Z_{>0}^{m} \rightarrow n \times \mathbb{R}_{\geq 0} \times \mathbb{R}_{\geq 0} \times \mathbb{R}_{\geq 0} \times \mathbb{R}_{\geq 0} \times Z_{>0} \times R \times Z_{>0}^{m}
\]

This is a projection of the configuration space (dimensions, transition model, patterns, randomness, correlations) into a stream. There are three main tasks to consider:

**Scheduling** Each pattern has a predefined frequency of instantiation, which can be understood as an $m$-vector $\vec{w} \in \mathbb{R}^m$. $\sigma_p$ determines how much the appearance intervals vary.

**Noise** Noise duration and variety are defined by $l_{\text{noise}}, \bar{l}_{\text{noise}}, \sigma_u$ and $\sigma_o$.

**Modifications** The variance between instances of the same pattern is defined by $\sigma_r \in \mathbb{R}^n$.

Scheduling is managed in the following way:

1. During the first run, $\vec{w}' = \vec{w}$ is created in order to track changes to $\vec{w}$ without losing the original information.

2. The pattern $X_{\min_1(\vec{w}')} = \min_1(\vec{w}')$ is selected and inserted into the stream, where $\min_1(\vec{w}')$ is the index of the minimal component of $\vec{w}'$:

   \[
   \min_1(\vec{w}') = \min_i \{ |\vec{w}'_j| : j \leq 1 \} : w'_i \leq w'_j.
   \]

   If multiple components share the same smallest value, the value of $\min_1$ is picked at random from the corresponding indices.

3. The vector $\vec{w}'$ is updated by adding $\vec{w}_{\min_2(\vec{w}')} + \vec{r}$ to the component pertaining to $X_{\min_2(\vec{w}')}$: $w'_{\min_2(\vec{w}')} = w'_{\min_2(\vec{w})} + w_{\min_2(\vec{w})} + \vec{r}$
Algorithm 4.1 Scheduling pattern instances

**input**: The scheduling vector \( \vec{w} \in \mathbb{R}^m \)

**output**: A scheduled stream

\[ \vec{w}' \leftarrow \vec{w}; \]
\[ l \leftarrow 0; \]

**while** \( l < l_{\text{stream}} \) **do**

\[ j_{\text{ins}} \leftarrow \min_\vec{w}(\vec{w}') = i | \forall j = 1, \ldots, m : w'_i \leq w'_j; \]
append pattern \( X_{j_{\text{ins}}} \) to stream;
increment \( l \) by the length of \( X_{j_{\text{ins}}}; \)

\[ w'_{j_{\text{ins}}} \leftarrow w'_{j_{\text{ins}}} + w_{j_{\text{ins}}} + r; \]
// update minimal value in \( \vec{w}' \)

**for** \( j \leftarrow 1 \) **to** \( m \) **do**

\[ w'_j \leftarrow w'_j - \frac{w_{j_{\text{ins}}}}{m-1}; \]
// update other values in \( \vec{w}' \)

append noise interval of length \( \min((l_{\text{noise}} + u), \bar{l}_{\text{noise}}) \) to stream;
\[ l \leftarrow l + \min((l_{\text{noise}} + u), \bar{l}_{\text{noise}}) \]

**end**

4. \( \forall j = 1, \ldots, m, j \neq \min_\vec{w}(\vec{w}) : w'_j = w'_j - \frac{w_{\min_\vec{w}(\vec{w})}}{m-1} \), which avoids under- and overflows due to incrementation and decrementation, as the decrement of each step is equal to its increment, and \( E(r) = 0. \)

5. A noise interval of the length of \( \min((l_{\text{noise}} + u), \bar{l}_{\text{noise}}) \) is injected into the stream, containing random values that adhere to the dependencies defined by \( \xi_0. \)

This is also formulated in pseudocode in algorithm 4.1

Within the frame of our example, this has the following effects: First, an interval of noise of length 5 is appended to the stream based on the assumption that the average value of 4.8 is not significantly impacted by the random effects of \( u. \) Then, pattern \( X_2 \) is appended to the stream, as the smallest value in \( \vec{w}' \top (30) \) is in the second position. \( \vec{w}' \) is then updated as follows:

\[
\vec{w}' = \begin{pmatrix}
w'_1 - \frac{w_2}{2} \\
w'_2 + w_2 + r \\
w'_3 - \frac{w_3}{3}
\end{pmatrix} = \begin{pmatrix}
45 - 15 \\
30 + 30 + r \\
50 - 15
\end{pmatrix} = \begin{pmatrix}
30 \\
60 + r \\
35
\end{pmatrix}
\]

The contents of a noise interval cell are generated by determining the index of the smallest component of the distance \( \Delta_{\phi,i} = | \phi_i - \hat{v}_0 |, \) where \( \phi_i \in \mathbb{R}^{s_i+2} \) is a set of vectors of subsequent results of the event at the base of \( \phi, \) modified according to the method.
proposed in equation 4.1.1 (replacing \( \xi_1 \) with \( \xi_0 \) and adjusting sizes) and \( \hat{v}_0 \in \mathbb{R}^{s_i+2} \) is \( \vec{b} \) appended by the last entries of \( \vec{d} \) and \( \vec{e} \) respectively:

\[
\hat{v}_0 = \begin{pmatrix}
    b_1 \\
    b_2 \\
    \vdots \\
    b_{s_i} \\
    d_{s_i+1} \\
    e_{s_i+1}
\end{pmatrix}
\]

Thus, the symbol added to the stream is:

\[
y = \min_i |\phi - \hat{v}_0|
\]

In the case of \( y = s_i + 2 \), the control value \textbf{ins} is generated: a new \( \phi \) is randomly obtained, \( \Delta_{o,i} \) re-evaluated, and a new value is inserted after the current position using this very same algorithm. If the minimum index obtained is \( s_i + 1 \), a \textbf{del} control value is generated and no value is written into the \( i \)-th row of the stream during this iteration. For all other indices, the resulting index corresponds directly to the symbol of the corresponding alphabet to be written into the stream. Once this is done, the algorithm continues, by performing the same actions on the symbol in the cell to the right, for all columns that are to be generated.

The modifications applied to instances of patterns in the stream are calculated in the same way for non-defined cells. For cells of patterns containing symbols, the above algorithm is adapted by calculating \( \min_x \Delta_{p,i} = \min_x |\rho - \hat{v}_x| \), with \( \rho \in \mathbb{R}^{s_i+2} \) a vector of random values obtained by sampling \( p \) \((s_i + 2)\)-times, and \( x \) being the value in the pattern cell and hence \( \hat{v}_x \) being the \( x \)-th column of \( T_i \) appended by the \( x \)-th elements of \( \vec{d} \) and \( \vec{e} \):

\[
\hat{v}_x := \begin{pmatrix}
    t_{i,1,x} \\
    t_{i,2,x} \\
    \vdots \\
    t_{i,s_i,x} \\
    d_x \\
    e_x
\end{pmatrix}
\]

In Figure 4.1.5 we show how the element \( x_{2,1,1} = 2 \) is instantiated into the stream, modified by noise to become the sensor value 4.
A random vector \( \mathbf{e} \) determines the index of the element to replace \( x \). The corresponding row from \( T_1 \) and selects the smallest absolute value in the sum of the extracted row and a random vector \( \mathbf{d}_1 \), extracts in general the random values are real numbers. The process starts with value \( x_1 = 2 \) from pattern \( X_1 \). The resulting value is \( y = 4 \). This example uses integer values for easier reading and comprehension.

![Diagram of noise application](image.png)

**Figure 4.1.5.** Noise is applied to symbol \( x \) from alphabet \( A_1 \) using transition cost matrix \( T_1 \) and transition cost vectors \( \mathbf{d}_1, \mathbf{e}_1, \mathbf{b}_1 \). The resulting value is \( y = 4 \). This example uses integer values for easier reading and comprehension.
This process (schedule - noise - pattern) is repeated until the sum over all noise-
interval-lengths and pattern-instance-lengths is equal or larger than $l_{\text{stream}}$. A schematic
example of a resulting stream is given in Fig. 4.1.6.

With regard to our initially targeted model, this allows us to control most variables
precisely. We can generate data that locally or progressively desynchronises, data that
has controlled amounts of noisy variation and in any size or shape desirable. To help
this latter fact, we also permit the handcrafting and loading of pre-defined patterns.

We currently identify the following weaknesses to our approach: we limit ourselves to
normally distributed noise for all random aspects of the generation process. We consider
this as a safe default choice, especially to model sensor measurement noise, but it may
not be an accurate model for variations caused by human actions. In the absence of a
better model for this kind of variation, we restricted ourself to Gaussian distributions.

Our correlation algorithm between two data sources with different numbers of symbols
is not correct, in the sense that we linearise across dimensions which have no actual linear
relationship. On the other hand, we see this as the only way to implement correlation.
Due to the difficult nature of this feature, we do not use it for the generation of our
data, based on the assumption that strongly correlated data is unified to a single sensor
reading in real world context data.
A final problematic issue is that of our multidimensional noise issue, which makes the link between a chosen variance value and the actual effect on value transitions rather unintuitive. Although a probability interval based approach may have had more predictable results, it would be more complex to integrate with the notion of data source correlation, and would require a rather complex calculation of interval limits for each of the possible transitions.

Taking into account these limitations, we feel nonetheless confident that it allows us to generate a number of well understood datasets. The ability to retain the information of which pattern is instantiated in which cells of the output stream allows us to evaluate our alignment algorithm against this ground truth.

4.1.1.5 Dataset Generation

For the evaluation procedure, we generate 135 datasets, which can be characterised by five different scenarios, each of which has 27 different variations by adjusting three variables. Each scenario serves to link a configuration of the data generator, to a specific type of behaviour of a simulated human exhibiting a certain way of life. These five scenarios are:

1. A scenario without random influences, outside the order of pattern instantiation. This corresponds to a human who reproduces the exact same set of context data every time a certain activity is performed, and always performs activities that are repeated eventually.

2. A scenario with an interval (of length 10) of random data between each two pattern instances. This could represent a person that performs some activities exactly the same way, between which there are intervals of irregular activity.

3. A scenario where each pattern instance is heavily treated with noise. This correspond to a person that acts with regularity, but is insufficiently instrumented to give trustworthy data, or does the same activity in a different way.

4. A scenario where each pattern is instantiated in varying intervals. A user profile exhibiting this behaviour would be a from a person performing activities identically each time, but not in the same order or at the same frequency.

5. A scenario where 75% of the cells of each pattern are undefined. These sparse patterns represent a faulty sensor suite or someone who only has a few key detectable regularities in their daily activities.
These configurations are summarised in Table 4.1.

A number of other configurations parameters are equal across all configurations and scenarios:

- All patterns have length 10;
- Each simulated sensor has an alphabet size of 10 – a realistic compromise between separation and resolution;
- Transition costs are equal for all configurations;
- The inter-pattern variance is infinite across all configurations – each pattern is generated independently from the others.

Furthermore, we vary three properties in three ways each:

- Number of patterns: 2, 5 or 10;
- Number of rows: 2, 5 or 10;
- Number of columns: 100, 200 or 500 (cf. Table 4.2).

In Table 4.2 advancing a column increments from the base index given in the first column. For example, the 15th configuration can be found in the column denoted +5 in the row denoted 10.

These latter give us the 27 variations of each of the five principal scenarios and thus we obtain the number of 135 configurations. For each scenario, a set of ten patterns is defined, of which suitable subsets are used for each of the configurations.

We define the transition costs for the generator such that the identity transition is assigned a zero cost, whereas a substitution with any other symbol is assigned a cost of one. Substituting a symbol with an insertion or a deletion is given a cost of two (using the classic model of fixed indel scores), and substituting a don’t care symbol with any alphabet symbol is given a cost of one as well. Table 4.3 contains the entire transition cost matrix.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>noise interval length (count)</td>
<td>0</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>pattern noise distribution ($\sigma^2$)</td>
<td>0</td>
<td>0</td>
<td>9</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>pattern repetition distribution ($\sigma^2$)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>9</td>
<td>0</td>
</tr>
<tr>
<td>gappiness (ratio)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.75</td>
</tr>
</tbody>
</table>
Table 4.2.: Configuration values for the 27 experiments making up a dataset.

<table>
<thead>
<tr>
<th>index</th>
<th>+0</th>
<th>+1</th>
<th>+2</th>
<th>+3</th>
<th>+4</th>
<th>+5</th>
<th>+6</th>
<th>+7</th>
<th>+8</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>5</td>
<td>10</td>
<td>2</td>
<td>5</td>
<td>10</td>
<td>2</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>5</td>
<td>10</td>
<td>2</td>
<td>5</td>
<td>10</td>
<td>2</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>200</td>
<td>200</td>
<td>200</td>
<td>200</td>
<td>200</td>
<td>200</td>
<td>200</td>
<td>200</td>
<td>200</td>
<td>200</td>
</tr>
<tr>
<td>19</td>
<td>2</td>
<td>5</td>
<td>10</td>
<td>2</td>
<td>5</td>
<td>10</td>
<td>2</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>500</td>
<td>500</td>
<td>500</td>
<td>500</td>
<td>500</td>
<td>500</td>
<td>500</td>
<td>500</td>
<td>500</td>
<td>500</td>
</tr>
</tbody>
</table>

num. of patterns \((m)\)
num. of rows \((n)\)
num. of columns \((l)\)

Table 4.3.: Transition matrix \(T\) used for the generation of the test datasets.

<table>
<thead>
<tr>
<th>ins del</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9 *</th>
</tr>
</thead>
<tbody>
<tr>
<td>*</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>2 2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

The similarity score table for the local alignment algorithm is derived from these values. The identity score is set to 10. The substitution of one symbol with a different one is assigned a penalty of -15. This value is chosen as an optimisation for scenario 2, based on the following consideration:

The chance of a random match is 1/10 for each cell. In the two row case, completely bridging the noise interval between two patterns requires an alignment of the 20 cells between two patterns. The expected value of random matches in this interval is two. To improve pattern separation, the penalty value is chosen to prevent over-alignment even for four instances of matches in the interval of noise. This covers 95% of all cases in the two-row configuration.

The insertion and deletion penalty are chosen twice as high (-30) as the substitution penalty, mirroring the generation configuration.
For each one of the 135 configurations, a dataset consisting of ten sequences is generated.
Next, we evaluate our alignment approach on this generated data.

4.1.2 Synthetic Data Pattern Extraction Evaluation

This subsection presents the results obtained from using our local alignment algorithm (as introduced in Chapter 3) on synthetic data generated according to a number of different scenarios. We have generated a total of 135 different datasets, and use the alignment approach to extract patterns, which are then compared to the actual patterns – as generated – in the test data. We decided to limit ourselves to 135 datasets, as we assume this to be a good compromise between covering some of the breadth of possible configurations, and also allowing us to present all the results.

4.1.2.1 Evaluation Criteria

We evaluate the alignments on four criteria.

**Number** How many alignments are made, with regard to the expected number of possible pairings of patterns between the two sequences?

**Precision** How much of an alignment actually covers a pattern?

**Recall** What part of a pattern is covered by an alignment?

**Alignment size** How big are the alignments that are found, compared to the size of the patterns present?

We average precision and recall across all alignments for a configuration. If an alignment covers multiple patterns, we only consider the best-covered pattern. In Fig. 4.1.7 the precision and recall measures are presented on an example.

4.1.2.2 Hypotheses

With regard to the five scenarios characterising each dataset laid out in the previous section, we can expect the following results:

1. The first dataset, especially in conjunction with low numbers of patterns, should develop “macro-pattern” artefacts (i.e. series of patterns with the same order of individual patterns) and few, but overly large alignments can be expected.
2. The second dataset should have a low incidence rate for complete over-alignments. These occur when two patterns appear in the same order in two input matrices and the random values between patterns are sufficiently similar. Patterns should otherwise be well discerned. Single-row over-alignments can be expected to be more common (over one third for configurations with only two patterns), especially for larger row numbers.

3. Dataset three can be expected to be a case where the algorithm would not be able to identify most of the patterns. The selected configuration means that almost 80% of all values are changed during instantiation. This makes alignable patterns rare. Despite a minimal admissible score of only 60% compared to datasets one, three and four, complete and correct alignments of patterns are unlikely to be made. The contiguous characteristics of the alignments mean that some changed cells of patterns can be included in the alignments.

4. Results on dataset four should also be similar to those on dataset one, but with – on average – shorter alignments, as macro-patterns should be less likely to emerge, when the order of pattern instantiation is less regular. The impact of this is expected to be more noticeable with configurations with a higher number of patterns. Alignments are more likely to match well with patterns.
5. In the fifth dataset finally, the scoring system in place and the extreme gappiness should have a large percentage of false positives among very few, partial alignments of actual patterns. It can be seen to serve as a negative control experiment. In contrast to set three, the alignments should be more likely to span non-pattern cells.

4.1.2.3 Results

The average evaluation results for each scenario are contained within Table 4.4. This table contains the ratio of detected alignments to expected number of pairs of patterns in the data, the average precision and recall values across all 27 configurations (which are themselves the averages across all alignments for each configuration) and the size ratio. The values for Dataset 3 and Dataset 5 are not directly comparable to the others, as we used a different MASS base score, to account for the noise in Dataset 3 and the missing data in the case of Dataset 5. MASS in these cases have been reduced to 0.6 (a value we consider to be similar to what may pass as a real world noise tolerance value) and 0.25 (three-quarters of the cells of a pattern are undefined) respectively of the corresponding MASS in the other configurations. For these, MASS is equal to the size of the pattern, as we assign a similarity score of one per identical cell.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Dataset 1</th>
<th>Dataset 2</th>
<th>Dataset 3</th>
<th>Dataset 4</th>
<th>Dataset 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>#alignments</td>
<td>0.31 ± 0.26</td>
<td>0.69 ± 0.29</td>
<td>0.041 ± 0.054</td>
<td>0.31 ± 0.26</td>
<td>0.22 ± 0.32</td>
</tr>
<tr>
<td># pairs of pat.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>precision</td>
<td>0.54 ± 0.22</td>
<td>0.77 ± 0.20</td>
<td>0.13 ± 0.06</td>
<td>0.52 ± 0.24</td>
<td>0.54 ± 0.18</td>
</tr>
<tr>
<td>recall</td>
<td>1.00 ± 0.00</td>
<td>1.00 ± 0.00</td>
<td>0.56 ± 0.19</td>
<td>1.00 ± 0.01</td>
<td>0.20 ± 0.06</td>
</tr>
<tr>
<td>alignment size</td>
<td>5.66 ± 4.48</td>
<td>2.45 ± 2.51</td>
<td>6.72 ± 3.96</td>
<td>6.65 ± 6.08</td>
<td>1.60 ± 0.24</td>
</tr>
<tr>
<td>pattern size</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The runtime for the complete set of alignments is around 4 minutes of real time on a pair of Intel® Xeon® E5-2560. Across all 135 configurations, we obtained 214,963 alignments.

In Fig. 4.1.8, we present the ratios of alignments to expected pairs of patterns per configuration. The most striking trend is that datasets 1 and 4, and to a lesser extent dataset 2, show a series of this measure rising in patterns of three. This can be directly attributed to the macro-patterns that are created, which are obviously more numerous when the number of patterns in the data is low, and simultaneously

---

1 The results for Sets 3 have been obtained with a MASS of 60% of those of Sets 1, 2 and 4.
2 The results for Sets 5 have been obtained with a MASS of 25% of those of Sets 1, 2 and 4.
the lack of noise does not allow segmentation of the patterns into their components. A more subtle trend lies in the reduced number of alignments made, when there are more sensors in the data. This can possibly be ascribed to the higher MASS in use for those scenarios.

For dataset one, almost all patterns are covered by alignments and average alignment size is 5.66 times the pattern size (validating our macro-pattern hypothesis), two outlier configurations (16 and 17) reach an average pattern size over 17 times larger than patterns, with very large deviations in the samples (cf. detailed results in Annex B.1.2 and an extract in Table 4.5). Mean precision across all configurations is 0.55 (standard deviation across means of each configuration: 0.22).

Dataset two benefits from the fact that it is the reference for the score matrix. This means good separation of patterns due to the noise between them (alignment size on average 2.45 times the pattern size). The average number of alignments is 0.69 times the number of pairs of patterns. Precision is relatively high, and almost all patterns are completely covered by at least one alignment. Problems with over-alignment arise when a low number of patterns is combined with a high number of sensors. Here the score obtained by aligning a pattern with another is high, and the chance that the following patterns match is also high; this means that an alignment stretches over multiple patterns when the score penalty incurred by the noise interval is not sufficient to prevent over-alignment.

Dataset three highlights the detrimental effects of noise on alignment quality and quantity. Especially with the equidistant layout of the value space, there are very few alignments made with the provided score matrix. The preci-
Figure 4.1.8.: The ratios of the number of alignments to the combinatorially expected number of identical pairs of patterns in two different files, for all five datasets and all 27 experiments. As the number of patterns rises, the expected number of pairs gets lower, and the rate of alignments gets closer to the number of pairs.

*Note: The values for dataset 3 are on another scale than the others.
sion score is very low, alignment size varies wildly, but is on average very large, despite a 40% reduction in minimal admissible scores, which should favour smaller alignments. The pattern coverage metric is no longer accurate for this case, as its implementation depends on the simultaneous start of a pattern which is no longer guaranteed once insertions and deletions appear. Notably, some patterns were found in all configurations.

The results from dataset four are in most aspects very similar to those from dataset one. In comparison, the average size of patterns is higher; recall and precision are lower, and show a slight increase in variability.

Dataset five — serving as negative control — has the minimal admissible score of the alignments reduced to one quarter of those of dataset one, to offset the three-quarter loss of information induced by the gappiness value. This visibly does not even out the loss of information due to gappy patterns. The score matrix punishes inequality too heavily for but a few chance alignments to arise, if any at all. Precision is no lower than for datasets one and four, as the low scores of the alignments do not allow the inclusion of a large number of non-matching values in alignments. The average recall for patterns covered by alignments is very low. Alignment sizes reflect the reduced scores and are similar across all configurations (0.05 standard deviation, excluding configurations without alignments).

4.1.2.4 Performance Comparison

Our key contributions having as goal performance improvements of an existing algorithm, we compare these results with those obtained with the original algorithm. Where the previous results — with the new algorithm — were obtained in just over 4 minutes, the original algorithm (as described by Lecroq et al., 2012) gave most results after around 10 hours, but eight configurations with large alignments (particularly configurations of datasets 1 and 3 with long sequence lengths and few different patterns) took over a week to give results, under the same testing configuration.

To verify that this drastic increase in performance did not negatively influence our performance metrics, they are presented in Table 4.6. Even if initially the values appear better (especially precision for datasets one and four) than what we obtained from the faster algorithm, we argue that this is possibly due to an undesired effect. The key difference in results, is that a total of 291,858 alignments are made using the slower approach. Since these alignments can be assumed to be smaller than the ones we obtain using the fast variant (due to the score maximisation effort), they reduce the impact of macro-patterns on the evaluation scores. On the other hand, they are also likely to be redundant, as they should be covered by or similar to another alignment of the same pair.
Table 4.6.: Key results: averages and standard deviations across all configurations for the state of the art algorithm

<table>
<thead>
<tr>
<th>Measure</th>
<th>Dataset 1</th>
<th>Dataset 2</th>
<th>Dataset 3 ±</th>
<th>Dataset 4</th>
<th>Dataset 5 ±</th>
</tr>
</thead>
<tbody>
<tr>
<td>#alignments</td>
<td>0.57 ± 0.27</td>
<td>0.867 ± 0.15</td>
<td>0.022 ± 0.024</td>
<td>0.55 ± 0.27</td>
<td>0.15 ± 0.23</td>
</tr>
<tr>
<td>#pairs of pat.</td>
<td>0.867 ± 0.15</td>
<td>0.22 ± 0.10</td>
<td>0.69 ± 0.26</td>
<td>0.64 ± 0.21</td>
<td></td>
</tr>
<tr>
<td>precision</td>
<td>0.70 ± 0.24</td>
<td>0.93 ± 0.06</td>
<td>0.22 ± 0.10</td>
<td>0.69 ± 0.26</td>
<td>0.64 ± 0.21</td>
</tr>
<tr>
<td>recall</td>
<td>0.98 ± 0.03</td>
<td>1.00 ± 0.00</td>
<td>0.72 ± 0.32</td>
<td>0.95 ± 0.14</td>
<td>0.20 ± 0.05</td>
</tr>
<tr>
<td>alignment size</td>
<td>2.82 ± 2.20</td>
<td>1.12 ± 0.11</td>
<td>6.48 ± 4.21</td>
<td>3.19 ± 3.37</td>
<td>1.40 ± 0.16</td>
</tr>
<tr>
<td>pattern size</td>
<td>2.82 ± 2.20</td>
<td>1.12 ± 0.11</td>
<td>6.48 ± 4.21</td>
<td>3.19 ± 3.37</td>
<td>1.40 ± 0.16</td>
</tr>
</tbody>
</table>

of input sequences. The improved average recall values of our new algorithm compared to the older one also are indicative of this. Additionally, our results for the more difficult datasets (three and five) actually show an improvement with regard to the number of alignments found using our new approach over the state of the art algorithm.

We therefore claim that the reduction in results and much decreased time required for the calculation make the resulting reduction in average precision an acceptable trade off, especially because there is evidence that the decrease is due to additional, non-maximal patterns in the data, which are of less interest.

### 4.1.3 Analysis

Overall, this evaluation shows that the algorithm works largely as expected, and allows us to judge system constraints. Our optimisations on the state of the art algorithm have reduced run time massively. This renders it capable of realistically dealing with data that has a much larger scale than previously possible. On the dataset for which the algorithm was tuned, the results are acceptable, especially when the presence of many patterns inhibits the formation of macro patterns. Recall values in particular indicate that most of the time an alignment corresponds to a pattern.

The results also show the limits of our approach. Although in the ideal case we observe many perfect fits of alignments to patterns, we also observe the tendency of the current configuration to extend alignments beyond pattern boundaries, if identical pattern sequences are present. In sparse data or in noisy data, the simple model we use here prevents reliable extraction of patterns, because all substitutions are equiprobable. This is especially characterised by the low recall values, indicating that most alignments are made from data that is randomly similar to other data.

One of the key observations on these results is that the length of the sequence has a detrimental effect on almost all performance measures. This is due to combinatorial

---

3 The results for Sets 3 have been obtained with a MASS of 60% of those of Sets 1, 2 and 4.
4 The results for Sets 5 have been obtained with a MASS of 25% of those of Sets 1, 2 and 4.
effects which create macro-patterns in a higher number in these long sequences. Minimising length – so that only a few patterns are included in a sequence – allows for better precision. Especially in real world data, when examining data from people with a routine-heavy lifestyle, one would expect to find larger patterns if the search window is sufficiently large. This is reinforced by the number of different patterns countering this combinatorial effect.

Another observation is that the wider the dataset, the worse the impact of macro-patterns. This is due to the higher accumulated similarity score after each block of identical data, and therefore increased tendency to bridge the gaps between identical blocks. Although this is a problem with ideally replicated pattern instances, in noisy data this increased resiliency might be beneficial. The effect can be controlled by adjusting the similarity scores for the various edit operations.

On the other hand, the actual behaviour on context data can only be determined by testing the approach on real world data. This is explored in the next section.

4.2 Real World Data Evaluation

The previous synthetic data based evaluation of our algorithm allowed us to determine the runtime of our algorithm under specific, controlled conditions, as well as gain some initial insights on how it performs with regard to our accuracy measures. To truly validate our approach, further evaluation on real data is required. In the following we describe how we obtained the real data we use, present our results and then analyse them for potential conclusions.

4.2.1 Data Collection Campaign

The validation of our approach on real world data is a key part of this work. After an examination of available context datasets (cf. section 2.4 on page 46), we come to the conclusion that none of these is suitable for the specific aims of this work. Hence, we designed a specific data collection protocol and launched a data collection campaign in late 2011. This section documents the process of this campaign from conception to an annotated dataset that is in a suitable format for the alignment approach introduced in the previous chapters.
4.2.1.1 Motivation

The key limitations we identified in existing datasets were the absence of ground truth data and the limited scope of the available context data. Our key goal therefore was to address these shortcomings, by including more physical context data and simultaneously maintaining a reasonable volume of data so that manual annotation with ground truth data would be possible.

The key design imperative is a small footprint, in the sense of the context data capture mechanism not impeding the daily routine of the test subjects. Additionally, it is important for the data collection mechanism to maximize the amount of data available, both by implementing safeguards to prevent the loss of already recorded data, and by allowing the subjects to selectively disable individual sensors. The latter follows our reasoning that users would be more open to gathering data if they could selectively disable sensors. It is better to lose some data for an interval, than to lose all of it, in case a user wants to disable tracking. This approach — coupled with visible feedback of the current sensor values — aligns our data capture philosophy with the one proposed by Kärkkäinen et al. [2010].

4.2.1.2 Data Collection Campaign

We decided to use an Android application as mobile segment of our data collection software. This application regularly records sensor data and transmits this data in aggregated batches to a storage database server. The following values are being recorded every ten seconds:

- Local time and date,
- Geolocation (via the Android Location API: Based on GPS and radio network fingerprints),
- Linear acceleration forces (3D Accelerometer),
- Angular velocity (3-axis gyroscope),
- Magnetic field (3-axis magnetometer),
- Luminance,
- State of the handset proximity sensor,
- Type of data network currently available,
• Signal strength of cellular network and

• Remaining battery charge.

These values are first written to a local database on each of the phones, and then automatically sent to a central database server every 24 hours, if a wireless LAN connection is available. Otherwise a retransmission is attempted every six hours. A participant in the data collection campaign can also manually trigger a transmission of the locally stored data.

Our campaign was centred around Rouen (a major regional town in northern France) and Grenoble (a university town in south-eastern France). We recruited a total of 20 test subjects, from 5 of which we obtained useful amounts of data. The other test subjects did not participate over the entire term of the campaign, possibly due to lack of incentive or usability issues caused by the increased battery drain of their phones. The campaign ran for a duration of two months, from November 2011 until January 2012. The total amount of data we accumulated was around 430 MB, most of which was from 3 of these 5 users, with the remaining users contributing much less data. Most of this variation is either due to early termination of participation in our campaign, or because many sensors were either disabled by the participant or not available on the participant’s hardware.

Besides the obvious privacy concerns of such a campaign, one other issue that presented itself to participants was the high battery usage, particularly of the GPS and micro-electromechanical sensors (e.g. accelerometer, gyroscope, magnetometer). This reduced the battery run time of most of the handsets used in the campaign to significantly less than 24 hours, meaning that recharging the device every night was recommended and necessary.

With regard to the design goals, this was the principal concession we had to make. Using the smart phone as capture platform for the context data, allowed for less disruption in the daily lives than a separate device would have generated. Our other criterion, of capturing a wide variety of physical context data, has been mostly met. Unfortunately many phones lacked gyroscopes and some device specific issues when using the microphone prevented us from reliably capturing environmental noise levels, which ultimately prevented us from including this in our data. Meteorological information also appeared as a promising aspect of context data to us, but at the time of development, thermometers, barometers and hygrometers were not available on phone platforms, and using real time data from a nearby weather station is both unreliable and difficult to implement. Getting this data after the end of the campaign was also an option, but historical data is
4.2.1.3 Data Preparation

The data we collected requires some amount of pre-treatment to fit to the model we have laid out earlier. Although the ten-second acquisition interval gave us a regular time-discrete source of data, most values were still quasi-continuous.

Due to the amount of manual intervention required at this stage, we reduce our test dataset to the data of the test subject which contributed the largest amount of data. Examination of this data reveals that this participant’s device lacked a gyroscope, so no angular velocity data is available. Other sensors contain obviously “troublesome” (false readings, singleton outliers) values, which we eliminate. We also discard network type and signal strength data, as they are highly correlated with geolocation. To further reduce the amount of data present – to facilitate manual annotation of patterns – we fuse magnetic and accelerometric orientation data into one single 6-axis sensor. This leaves us with five context data sources:

1. light intensity on a logarithmic scale
2. state of the proximity sensor
3. location
4. battery charge level
5. orientation with regard to the magnetic North Pole and the gravitational centre of the earth.

The next step is the actual discretisation, which is performed manually. Clustering algorithms (such as $k$-means and $X$-means [Pelleg and Moore, 2000]) serve as an aid to assign 14 place-IDs to all pairs of longitude and latitude values (see Fig. 4.2.1 for an example), 8 orientation IDs to all 6-tuples of accelerometer and magnetometer readings and 8 discrete battery charge levels. The luxmeter only gives 10 different levels of luminance, which are used directly and the proximity sensor returns a binary reading.

We then reduce the sampling frequency to one measurement every one hundred seconds, and cut the data into 24-hour segments, from 4 a.m. to 4 a.m. the following day. These segments are around 850 5-tuples long, which renders them tractable both for the alignment algorithm (cf. the runtime of our initial experiments in subsection 4.1.2.4) and – to a much larger degree – manual annotation. The latter is a necessary step to allow
Figure 4.2.1.: Clustering of locations into places of the data gathered by one subject over a one week timespan. Artificial jitter has been introduced to the data, to better visualise data density. Note how nine incidences in the top left are clustered together with the other points towards the top left. The low number of incidences renders this error negligible.

proper evaluation of discovered alignments: Three key patterns (cf. Annex B.1.3) have been selected by visual analysis of graphs of the sensor data (cf. Fig. 4.2.2), and then each occurrence has been labelled by hand, by annotating the raw data with a pattern ID for the sensors and intervals that visually resembled one another.

Although this is an inaccurate practice, it does allow us to roughly label some of the features we expect the algorithm to correctly identify and inter-align. As the choice of “ground truth” is somewhat arbitrary, especially with regard to the vast amount of data present even after the sweeping reductions in data volume, it cannot be understood to be a truly ideal measure. Nonetheless, it is the best measure available under the circumstances, especially considering that the envisioned application is as a decision aid. Being able to detect these key features is a good benchmark of whether this capability of the algorithm also persists for similar data.

4.2.1.4 Post Processing

Once the discretised data is available, the next step is to determine the additional information required to obtain the metadata information (substitution score tables and indel penalties). We assign each pair of states for each sensor a similarity value, using
Figure 4.2.2.: Visualisation of an extract of the captured data, with similar intervals marked. This extract covers the morning period of two consecutive days. The $y$-axis represents the different discretised context values. The values shown in this extract are light intensity on a logarithmic scale (loglux), the state of the proximity sensor (prox), the location cluster id (place), the battery level (batt) and the orientation of the phone (ori).
the approach laid out in the following.

For this evaluation, we create a set of similarity scores derived from both external knowledge of the data sources and transition probabilities between each of the different values. Specifically: In the case of the battery level, we used a linear distance function between the discrete levels, and for everything else we based the similarity measure on the transition probability, and then symmetrised these values. The negative values in the latter case correspond to a projection of the transition probabilities onto a quasi-logarithmic scale, with a score of -10 penalizing less than one transition in 10,000 observations, and a score of -4 corresponding to one transition in five observations. The positive values are around 5 times the transition probability. The special case of the missing reading is dealt with, by assigning a weak malus to any substitution of this value with another and a weak bonus when matched, as we do not consider sensor malfunction and deactivation to be a reliable context information, despite the potential significance.

For this data, we expect many temporal extensions and compressions of patterns, and therefore wish to align constant similar sections of different length. Due to the combined insertion/deletion+substitution approach, we set a relatively low negative supplement score for insertion and deletion of -2, compared to the maximum negative score of -10 for transition probabilities smaller than $10^{-5}$. The full substitution score tables can be found in Appendix B.1.1.

One key relationship in these tables is that of positive scores to negative scores, as it defines the tolerance of alignments to differences in data. Due to the weakly positive to weakly negative effect of “constant” insertions and deletions, as well as the width of the data we are using and the long periods of constant values in the data, it is preferable to penalize non-identical substitutions heavily. This also shapes more compact alignments, preventing “over-alignment”.

With the dataset now laid out, we can use it for the evaluation process.

### 4.2.2 Evaluation of Alignment Approach on Real Data

This section quantifies how well the alignment approach works to match the manually selected patterns to the instances of these patterns in the dataset. The key parameters are the substitution score tables, as well as the insertion and deletion scores, and finally the minimal accumulated similarity score (MASS, cf. section 3.2). The generation of the tables is described in the previous section, and the choice of MASS is discussed in the following section. Thereupon follow the results we have obtained.
Figure 4.2.3.: Alignment of three pre-selected patterns with campaign data in 58 slices corresponding to 24-hour periods of 5-tuples.

4.2.2.1 Experimental Setup

Besides the model parametrisation, the other parameter that we can control is the minimal accumulated similarity score. This has a key impact in this context, as it affects the minimum size of alignments and the tolerance to differences between two aligned pieces of data. To show the effect of different MASS values, in the following we perform an alignment of the three identified patterns (cf. Annex B.1.3) with all 58 days worth of data from the campaign participant we isolated in the previous subsection, with eight different values for MASS. This process is illustrated in Fig. 4.2.3. The number of manually annotated instances per pattern is as follows:

- Pattern 1: 13 instances,
- Pattern 2: 18 instances,
- Pattern 3: 27 instances.

As a starting point, we examine the three patterns, and expected accumulated similarity scores. The first pattern is 190 5-tuples in size. By analysing the representing sample that is used for searching instances in the remaining data, we can obtain the
score of a perfect match with itself, which gives an upper bound. This score is 2,962 for the first pattern, 3,271 for the second (199 5-tuples) and 1,441 for the third (197 2-tuples – this pattern only covers proximity and location data).

Our choice of a useful lower bound is based on the assumption that an hour of similar values is the minimum scale of interest. As one hour corresponds to 36 5-tuples, and assuming that we require perfect matches during this hour to meet our minimal criterion of similarity, then the target value is around 500, which corresponds to an average similarity row score of $\sim 2.78$; the average score per row – assuming uniform distribution of all symbols – is $\sim 2.65$.

Using these two extrema as starting points, we select the following values as our reference points: 500 as lower bound, 700, 850, 1000, as a range that should give expected results for the smaller pattern, and 1,300, 1,700 and 2,200 as a spread more useful for the larger patterns; finally, we choose 3,000 as the upper boundary, which can only be expected to give a single alignment – namely the alignment of the extracted pattern 2 with itself in the corpus.

### 4.2.2.2 Results

We use precision and recall (i.e. the ratio of cells correctly aligned in an alignment and ratio of cells of an annotated pattern covered by an alignment) for each of the pair of 5-tuple sequences to be aligned, similarly to the evaluation of the synthetic data results. Additionally we determine the number of alignments made, and for each pattern the number of instances we have manually annotated. For the four values of precision and recall, we calculate mean and standard deviation across all alignments for each MASS-configuration. These values can be found in table 4.7.

An alignment consists of two elements: one in the predefined pattern, and one in one of the 58 day-slices of the campaign data. In this table, “A” identifies the part of the alignment in the search sequence, and “B” represents the corresponding aligned part in a sequence from the corpus. Fig. 4.2.4 visualises these results, by plotting recall and precision across each MASS-value and the B-parts of each pattern. When looking at “B” recall values, it is important to note, that alignments of non-annotated data result in a zero value, which then impacts the mean recall and precision for a result. This is reflected in the high standard error for these values.
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>MASS = 500</td>
<td>1</td>
<td>0.277±0.158</td>
<td>0.024±0.114</td>
<td>0.013±0.083</td>
<td>5011</td>
<td></td>
</tr>
<tr>
<td>MASS = 700</td>
<td>1</td>
<td>0.397±0.158</td>
<td>0.072±0.208</td>
<td>0.050±0.171</td>
<td>1049</td>
<td></td>
</tr>
<tr>
<td>MASS = 850</td>
<td>1</td>
<td>0.440±0.163</td>
<td>0.100±0.242</td>
<td>0.071±0.200</td>
<td>734</td>
<td></td>
</tr>
<tr>
<td>MASS = 1000</td>
<td>1</td>
<td>0.514±0.151</td>
<td>0.138±0.290</td>
<td>0.107±0.245</td>
<td>462</td>
<td></td>
</tr>
<tr>
<td>MASS = 1300</td>
<td>1</td>
<td>0.585±0.128</td>
<td>0.201±0.332</td>
<td>0.158±0.285</td>
<td>306</td>
<td></td>
</tr>
<tr>
<td>MASS = 1700</td>
<td>1</td>
<td>0.657±0.104</td>
<td>0.329±0.379</td>
<td>0.267±0.336</td>
<td>171</td>
<td></td>
</tr>
<tr>
<td>MASS = 2200</td>
<td>1</td>
<td>0.802±0.071</td>
<td>0.712±0.247</td>
<td>0.633±0.288</td>
<td>38</td>
<td></td>
</tr>
<tr>
<td>MASS = 3000</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>0²</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>MASS = 500</td>
<td>1</td>
<td>0.358±0.157</td>
<td>0.045±0.184</td>
<td>0.031±0.129</td>
<td>5201</td>
<td></td>
</tr>
<tr>
<td>MASS = 700</td>
<td>1</td>
<td>0.432±0.149</td>
<td>0.070±0.227</td>
<td>0.048±0.160</td>
<td>3206</td>
<td></td>
</tr>
<tr>
<td>MASS = 850</td>
<td>1</td>
<td>0.486±0.131</td>
<td>0.078±0.245</td>
<td>0.057±0.176</td>
<td>2240</td>
<td></td>
</tr>
<tr>
<td>MASS = 1000</td>
<td>1</td>
<td>0.524±0.125</td>
<td>0.085±0.268</td>
<td>0.064±0.195</td>
<td>1516</td>
<td></td>
</tr>
<tr>
<td>MASS = 1300</td>
<td>1</td>
<td>0.566±0.138</td>
<td>0.190±0.385</td>
<td>0.137±0.281</td>
<td>563</td>
<td></td>
</tr>
<tr>
<td>MASS = 1700</td>
<td>1</td>
<td>0.605±0.138</td>
<td>0.277±0.442</td>
<td>0.193±0.321</td>
<td>286</td>
<td></td>
</tr>
<tr>
<td>MASS = 2200</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>MASS = 3000</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>MASS = 500</td>
<td>0.965±0.059</td>
<td>0.574±0.189</td>
<td>0.596±0.387</td>
<td>0.380±0.324</td>
<td>387</td>
<td></td>
</tr>
<tr>
<td>MASS = 700</td>
<td>0.955±0.067</td>
<td>0.680±0.146</td>
<td>0.602±0.376</td>
<td>0.357±0.253</td>
<td>248</td>
<td></td>
</tr>
<tr>
<td>MASS = 850</td>
<td>0.966±0.054</td>
<td>0.750±0.060</td>
<td>0.744±0.283</td>
<td>0.433±0.209</td>
<td>185</td>
<td></td>
</tr>
<tr>
<td>MASS = 1000</td>
<td>0.992±0.014</td>
<td>0.774±0.046</td>
<td>0.820±0.239</td>
<td>0.505±0.216</td>
<td>46</td>
<td></td>
</tr>
<tr>
<td>MASS = 1300</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>MASS = 1700</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>0²</td>
<td></td>
</tr>
<tr>
<td>MASS = 2200</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>0³</td>
<td></td>
</tr>
<tr>
<td>MASS = 3000</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>0³</td>
<td></td>
</tr>
</tbody>
</table>

Across all 7,771 alignments made in search for pattern 1 in the corpus, 6,891 alignments are false positives (i.e. with not even partial coverage of the instances). For pattern 2 this is 11,504 out of 13,014 total, and for the third pattern 186 out of 867 alignments do not even partially cover an annotated instance. This allows us to determine an upper bound for the number of partial false positives (880, 1510, 681) – alignments that intersect with annotated pattern instances, consist of subsequences of such instances or are partially

²X denotes the absence of data
covered by other alignments. These numbers also include the alignments that best cover a pattern, which can not exceed eight times the number of instances per pattern (104, 144, 216) due to the accumulation of the values across all repetitions of the experiment, and the perfectly matching alignments, which number 20 in total (7, 8, 5).

Even when the MASS is set to 1,700, we still find 205 alignments of pattern 2 within the corpus, that in fact do not correspond to an annotated instance. Some of the excess can be explained by multiple locally optimal alignments, that partially cover a ground-truth annotated interval, other is in sequences that are simply sufficiently similar according to our measure, but in non-annotated parts of the corpus.

The “A” part of the results is less interesting, as the precision values for the first two patterns are necessarily equal to one, due to every element in the search sequence being part of the pattern. In the third pattern, this value indicates how much of the alignment covers the undetermined part of the pattern. Recall values for the first two patterns are directly the ratio of alignment size to pattern size. For the third pattern, this does not hold true, as the alignment can cover non-determined cells.

An additional factor to consider is that some of the alignments might qualify as patterns to an expert, when they are discovered by alignment, despite not having been selected in the non-aided, manual annotation process, due to the fuzzy nature of the latter.

4.2.3 Analysis

The initial observation on these results is that finding pre-identified patterns by means of aligning \( n \)-tuples requires extensive pre-analysis by the expert user to formulate a reasonable expectation of MASS and number of pattern instances in the corpus, based on the scoring tables, size of the pattern and variability between pattern instances. Nonetheless, given the reasonable time of execution for our example (6 minutes for the sequential execution of the 24 samples of this experiment, on an Intel® Xeon® E5-2650), it is possible to quickly perform a number of alignment processes with different MASS, and discard those that appear to be too inclusive or too restrictive. If the parameters are chosen fortuitously, then the alignments closely match the expert’s expectation of what constitutes a pattern instance, or at the very least point to areas of interest.

We also note that although pattern one and pattern two share almost the same amount of alignments made at the base score of 500, the elimination of false positives with increasing MASS differs greatly between them. The number of alignments for pattern one drops drastically at the step from 500 to 700 and then is reduced more gradually, whereas for pattern two the number of alignments drops more evenly at the lower MASS.
Figure 4.2.4.: Mean precision and recall for the instances in the corpus (“B” - part of the alignment) for the 24 test configurations. From left to right are the different values of MASS used. With rising MASS, both precision and recall increase. The rightmost bars are fewer, as no alignments were made with MASS values 1,700 and above for pattern 3, and no alignments were made with MASS values 3,000 for pattern 1. Due to the smaller number of elements contained in pattern 3, it has higher values than patterns 1 and 2 for the same MASS.
samples, but then very abruptly at a higher score level. And even though the maximum score is higher for pattern two, at MASS 1,700 there are fewer alignments made than for pattern one. This observation suggests that the larger instances of pattern two are also more varied. The consequence is, that as similarity values are accumulated by the alignment algorithm, they stay lower due to constant penalties. Conversely, instances of pattern one have higher local similarity, leading to a better separation of patterns from lower scoring false positives, as penalty scores are fewer and further between. The similarity based approach can therefore also be used to make qualitative observations on sensor data, especially when using a denser sampling of MASS values, for added precision.

Although this evaluation does not cover the alignment of entire day sequences with one another, together with the synthetic evaluation it gives a clear notion of the characteristics of our proposed alignment algorithm, when it is applied on context data. The main challenge to evaluating the algorithm on real data is that this evaluation cannot be done with objective measures, as the notion of what constitutes a “pattern” in context data is not universal, and determining whether an actual routine activity is taking place requires activity diary data in parallel to the data collection campaign, which is unrealistic at relevant scales. Therefore we limit our experimentation to these two aspects.
Conclusions and Future Work

The aim of this work is to determine whether it is possible to detect routine in the day-to-day lives of mobile phone users. We come to the conclusion, that indeed it is possible – if such routine elements are present. We consider this result an extension, refinement and affirmation of existing approaches that detect routine in context data, such as the works of Clarkson [2003] and Eagle and Pentland [2009]. Our results align themselves particularly well with Clarkson’s work, in that our approach uses high resolution data, but is only validated against a single person’s real world data. What we present is to be seen as a proof of concept, as it lacks additional evaluation against a broader dataset.

Before we continue to discuss the advantages and limitations to our approach, we briefly resume our contribution and results.

We presented in this work an alignment algorithm for sequences of context data, that has been derived from an existing two-dimensional alignment approach, but optimised to take advantage of the characteristics of the data and the desired results, to decrease total calculation time by several orders of magnitude in some cases. To achieve this increased performance, we took into account the structure of context data as a sequence of $n$-tuples, which allowed us to decrease the original alignment problem complexity by one dimension, and gave a theoretical speed-up of $n$. Additionally, we used an early discard approach to finding locally optimal alignments in the data, greatly increasing real-world performance by reducing the amount of backtracking operations required for the dynamic programming algorithm.

This algorithm is then evaluated against two types of datasets, one generated by a specially developed simulator, the other an annotated subset of data recorded during a collection campaign. The results on the former show that our approach works largely as expected, with a weakness when attempting to segment patterns that appear in the same
sequential order in two different input files. On the real world dataset, we used a different
evaluation approach to account for the difficulty of obtaining a ground truth reference.
The algorithm was used to align known routines with sequences that contained the data
of one day each. This result showed that the quality of the results depends directly
on the choice of the minimal admissible similarity score, which needs to be optimised
to within a small fraction of the ideal value, to obtain results that closely match one’s
expectations.

One of the main advantages of our approach, is that it can point out from a dataset
some candidate intervals that should correspond to pairs of routine elements in context.
Our evaluation on synthetic data shows that – if naively configured – the algorithm
has a strong tendency to cover multiple patterns, if they appear in the same sequence.
It is disputable whether this is always desirable – as it reduces the segmentation of the
results – but it follows from our choice to search optimal alignments to reduce the overall
number of patterns extracted. An example of where this could be problematic, is when a
person frequently does two activities in sequence, but occasionally only one individually.
Then – numerically – one routine activity happens more often than the other, but this is
not reflected in the result: when aligning two samples that contain the sequence of pairs,
the result is a single alignment, with no direct relation to other alignments comprising
only one activity.

Our real data evaluation was limited in that we only checked for a set of pre-determined
patterns – primarily due to the challenge of manually determining a desirable evaluation
target, without a specific target application. Nonetheless, we were able to display how
the minimal accumulated similarity score is related to the results. Good accuracy can
be expected, if one is capable of expressing one’s expectation of what constitutes an
alignment in the terms of individual per-element similarity scores and lower accumulated
similarity score limits.

In the introduction, we listed a wide variety of applications. When comparing the
breadth of requirements different applications may have with regards to models of activ-
ity routine with our algorithmic results, we realise that our approach is not an all-in
one solution to providing a better understanding of context. This is mostly due to the
genericness of our approach, linked with the lack of a common, inherent understanding
of what truly makes up a routine activity. What we provide then, is primarily an ex-
ploratory tool, enabling domain experts – for example application developers – to gauge
across large datasets where there is detectable routine in sensor logs and what the gen-
eral characteristics of the present routine activities are. They can then iteratively adapt
and parametrise our approach, until they can accurately express their notion of what makes up a routine activity within the design space the alignment paradigm provides. Other potential interest groups include the people generating the data themselves (as a means of introspection and reflection) and researchers in social sciences. Usage in the advertisement industry or intelligence field could also be imagined.

Although such a usage entails some preparation of the context data, the process is relatively straightforward: the first step is synchronisation of the different context streams. Next, the data is discretised, which often requires some manual intervention, to estimate a good number of clusters in the data, or determine a set of criteria to evaluate a clustering result. Based on this step, the meta-data (in the form of substitution score tables) is generated. A statistical approach to this can be mostly automated, a semantic approach requires direct intervention, and may provide better results. In each case, subsequent refinements may be necessary, depending on the first alignment results which reveal some consistency characteristics of the data. This iterative approach can provide a flexible – but complex – tool to extract specifically the patterns a user is interested in. False positives are a frequent occurrence which may have to be rejected by hand. Considering the scale of the raw data, this reduction of the problem of finding routine is a significant step forward, even despite the setup complexity.

We already touched upon three limitations: the iterative, supervised approach is not completely automatable; there may be unexpected alignments among the results, which are classified as false positives; alignments are always maximised and may not extract discrete smaller patterns. Additionally, there are some limitations on the algorithmic level. Currently, our algorithm produces results which are dependent on the order in which the sensor data is arranged: an artefact carried over from the algorithm upon which we developed our adapted approach. We are also faced with a similar “multi-level”-problematic as Clarkson encountered, in that a single accumulated similarity value may be insufficient to characterise all kinds of patterns as alignments. The value may for example be equal for a large alignment with some errors and a small perfect alignment – no qualitative information, besides the number of aligned symbols and maximum similarity score, is retained.

The future work we suggest is threefold. Firstly, there are some ways of modifying the algorithm to improve results and enhance performance. Secondly, there are some means of evaluation that can still be explored to gain an even better understanding of how our approach interacts with context data. Finally, we point to some pre- and post-treatment methods that could render this approach more powerful and simpler to use.
Although we did improve and adapt the algorithm to our use case from a time and space performance standpoint, a weakness still persists: the in-tuple order of elements remains a factor in the alignments found. Correcting this by calculating and memorising the order in which each tuple element is accessed would result in order-independent alignments, at the cost of increased time and space requirements.

A possible solution to the issue of large patterns obscuring smaller ones, can be approached by performing a further pattern extraction step on the results of the first extraction, using a lower MASS. This should reveal whether smaller patterns are present within the larger ones.

The algorithm can be parallelised in its implementation in many ways, which can provide great speed-ups. The one-dimensional string alignment approaches exist in versions optimised for stream processing, porting the ideas of these implementations to our methods could increase performance on specialised hardware, such as graphics processors and processors with streaming extensions. Ultimately, the memory limitation will persist.

We currently lack evaluation of actual pattern extraction on real world data, due the reasons we stated earlier in this chapter. A possible way to evaluate our approach, as a decision aid, would be to undertake user studies, to see how potential users – interested in finding patterns in context data – would be able to parametrise a model that enables them to do just that.

Furthermore, a comparative evaluation against the approach of [Plantevit et al., 2010] would be of interest, to see how the ultimate parametrisation efforts compare, as well as to be able to judge the results against a similar approach.

Lastly, evaluating the extraction performance against a dataset supported with diary entries would be able to provide further insights – but ultimately be limited by the flexible notion of what makes up a routine activity. Each test subject providing a diary may have a different notion of routine from the other test subjects, or the experimenter ultimately constructing a model, which can lead to data that is nearly impossible to correctly interpret. As a result, either a naive model would be used, with results probably similar to those we obtained on synthetic data, or a properly developed, supervised model, which would again only demonstrate how well the model can be parametrised to correspond to a consistent but arbitrary notion of routine.

We have already proposed some pre-treatment methods, to obtain a model that is partly automatically generated from a corpus of known data. Using advanced clustering algorithms, and defining a set of heuristics for the permissible error rates for specific sensors, as well as filtering rules, would further simplify the pre-treatment. From a post-
treatment perspective, it is interesting to reduce the vast amount of pairs of results into representatives of actual routine activities. This has been done in the work of Pauchet et al. [2013], using a clustering approach. This approach can be extended, by using a variation of Hirschberg’s algorithm [Hirschberg 1975] to obtain a local cumulative edit distance function across the different aligned elements. This would allow us to cluster multiple inter-similar context episodes to clusters of routine contexts, while also finding similar subsegments. Alternatively, a global alignment can be used, if the further segmentation has already been performed separately.
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A.1 The Next Place Prediction Problem

This annex illustrates our efforts undertaken in the context of the Nokia Mobile Data Challenge (MDC, Laurila et al. [2012]) task 2 “Next Place Prediction”. Our aim is to assess the performance of some well explored statistical algorithms chosen according to our expectations of their suitability, as well as classic “benchmark” approaches. This allows the selection of the most accurate algorithm for the prediction task, and a general judgement on the suitability of the approaches for this task.

A step of pre-treatment of the MDC dataset is required to generate a subset of data that is suitable for training a statistical model using the algorithms explored. This treatment consists of a combination of two global – being applied equally to all users – filters, the first of which is an a priori “2D” feature selection, and the second a projection of these values into a 1D feature vector. Subsequently two statistical methods of feature selection are evaluated on this vector on per user basis. This pre-processing step is documented in the second section. The third section contains a brief presentation of the algorithms examined and their respective evaluation results. The final section summarizes the results and contains our conclusions.

A.2 Dataset Analysis

The MDC dataset Laurila et al. [2012] is highly heterogeneous in nature. This stems both from the peculiarities of the group providing the data, and from the challenges of leading a large scale acquisition campaign. The most obvious heterogeneity lies in the
difference of sizes of the per-user data sets: around 620 MB ± 320 MB in human readable, tabulator separated value format. Additionally, different users have made different use of the phone capabilities, leading to different distributions of useful data, e.g. some users not using the calendar functionality of their phone, and others using it extensively. The size of the dataset is also an important quantity: the “width” – i.e. the number of different data sources – is large (around 75 features), but the actual number of training cases (per individual) for the next place prediction task is fairly small (between 100 and 1500). This means that statistical analysis is more likely to be influenced by outliers, potentially leading to inadvertent overfitting of models and in general a higher error for the smaller sub-datasets. The data itself can also be unreliable: there are intervals of missing data and occasionally the data does not pass basic sanity tests, e.g. a time zone changing by many hours, during a single visit. The hardware homogeneity at least allows for some transversal coherency of the gathered data, but this is of little consequence for the next place prediction.

We propose a three-step approach for the preparation of this data, that consists of two a priori selection, and a final statistic filtering, using either the consistency criterion proposed by Liu and Setiono [1996] or a correlation-based feature selector (Cfs, Hall [1999]). In the first step we select twelve features, that should influence or indicate the decision which location is going to be visited next, according to our global conceptual model. From the 75 features available, this is the subset used as base of the model:

- hour of the day and day of the week – based on the assumption that certain visits will have a regularity in time, which is the case in non-shift workers and students;
- place id – based on the assumption, that some places are visited exclusively after a visit of another place;
- bluetooth devices – can link to sub-locations of a visit, transportation choice or the social environment;
- applications used – a mapping application may strongly correlate with first-time visits, the messaging application may provide information on a social link;
- call / message type – an outgoing or incoming phone call or message influence the choice of next location;
- call duration – the length of a phone call is expected to be an indicator of the social link between call participants;
- call / message contact – the contact can be an indicator of the next destination;
- movement of the phone – is an indicator of physical activity, which could indicate a destination;

- charging state – if the phone is charged at a place, it can be expected that the next place is less likely to have charging facilities available, or that a long transition will follow;

- battery level – if the battery level at departure is low, the next location is likely to be a place with charging facilities, and close by;

- calendar event titles – both the knowledge that a calendar event is linked to the current place and visit, as well as the next known calendar event are clearly hints at the following destination.

As most of these values are time dependant during a visit, the next step is to project the key information of these twelve features into a single characteristic vector. Here again the choices were made based on expected utility and with the goal of minimizing the features to limit noise and computational effort required.

Per visit, the hour of day and day of week values were retained for both the beginning and end of the visit. The two most frequently encountered bluetooth addresses were recorded, as well as the two most frequently used phone applications. The details of the last communication (incoming/outgoing, message/call and contact ID), the sum of all acceleration values with a log weighting favouring the end of the visit, the portion of the visit that the phone was connected to the charger, the mean battery level as well as the battery level at the end of the visit and any calendar event during the following 24 hours and the first calendar event planned for the current visit.

On average 59.6% (±14.3) of recorded visits were to the two most visited locations. More than one third of visits, 37.2% (±11.2), were to the most visited location. This value represents a lower boundary for prediction precision, when using the training set for evaluation. Around one sixth of the visits were to places that had an incidence rate below one percent. These were grouped as a single location, which, when predicted, are considered to be a new location.

### A.3 Next Visit Prediction

It is currently beyond the scale of physical and logical modelling to emulate the decision-making process of a person, even if their complete context and history are known. In addition our knowledge of users and their context are imperfect. Even logical links
between a decision and known context cannot be certainly established; at best different correlation measures could be calculated. As a result, there is no clear \textit{a priori} indication which statistical classification model is best applicable to this process. Hence an empirical, iterative approach is the way we choose to obtain a predictor with optimal accuracy. A common evaluation scenario similar to the test scenario was chosen, dividing the training set along a 90%/10% split. The first 90% were used as training set, which was then evaluated on the other 10%. The evaluation metric is the ratio and number of correct predictions.

Our interpretation of the problem as a multi-class classification problem, with asymmetrically sized classes and a mixed characteristic vector, containing both numerical and nominal values, permitted us to evaluate the naive Bayesian approach [John and Langley, 1995], the LogitBoost alternating decision (LAD, [Holmes et al., 2001]) tree classifier and a support vector machine based classifier, the sequential minimal optimization (SMO, [Platt, 1999]) algorithm. These methods represent three different approaches to statistical modelling and are all flexible enough to accept our dataset without modification.

The specific configurations are referenced in Table 1. Additionally we tested four configurations of the feature vector, a basic vector using just the time and location information of the previous visit (time of day and day of week of both beginning and end of the visit and location), the extended vector (labeled “full” in the graphs) including the context data mentioned above, and two reduced vectors, using the features selected by either the correlation based feature selection filter (labelled “Cfs”) or consistency based feature selection [Liu and Setiono, 1996] filter (labelled “Consist”). For each filter

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Classifier Settings</th>
<th>Explicit Multiclass Schemes</th>
</tr>
</thead>
<tbody>
<tr>
<td>NaiveBayes [John and Langley, 1995] (“NB”)</td>
<td>Kernel estimator</td>
<td>none</td>
</tr>
<tr>
<td>LADTree [Holmes et al., 2001] (“LAD”)</td>
<td>10 or 20 Boosts</td>
<td>none</td>
</tr>
<tr>
<td>SMO [Platt, 1999]</td>
<td>Complexity parameter C = 0.5 or 10 Polynomial Kernel with exponent E = 1.0 or 2.0</td>
<td>none</td>
</tr>
</tbody>
</table>

### Table A.1.: Classifier and Filter Configurations Tested

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Classifier Settings</th>
<th>Explicit Multiclass Schemes</th>
</tr>
</thead>
<tbody>
<tr>
<td>NaiveBayes</td>
<td>John and Langley, 1995 (“NB”)</td>
<td>Kernel estimator</td>
</tr>
<tr>
<td>LADTree</td>
<td>Holmes et al., 2001 (“LAD”)</td>
<td>10 or 20 Boosts</td>
</tr>
<tr>
<td>SMO</td>
<td>Platt, 1999</td>
<td>Complexity parameter C = 0.5 or 10 Polynomial Kernel with exponent E = 1.0 or 2.0</td>
</tr>
</tbody>
</table>
we were able to use an exhaustive search algorithm, due to our limited feature set size. These four variants allow us to show the impact of the availability of additional context information as well as what can be achieved by filtering on a per user level.

To cater to the multi-class nature of the task, we used each algorithm’s natural multi-class approach, and also put in place two variants that forced the classifiers to function in 1-against-all (labelled M0 in the graphs) and 1-against-1 (labelled M3) mode. For our experiments, we used the Weka statistics suite [Hall et al., 2009].

In the following we present the results of our evaluation of a total of 84 different configurations. We constrain ourself to two evaluation scores: mean absolute accuracy, i.e. the average number of correct predictions, and mean relative accuracy, i.e. the average percentage of correct predictions. The former is a closer indicator of the algorithm’s performance for the challenge, the latter is a better measure of overall user experience. Significantly larger numbers of boost iterations for the LADtree could not be used, as the data set for some users is too small. The partial results we did obtain were not indicative of precision enhancements. Similarly, our attempts to run exhaustive error correction multiclass classifiers were foiled by the large size of other user’s data sets, which required more than 4GB of memory.

Looking at the results of the naive Bayes classifier (see Fig. A.3.1), it becomes obvious, that it is negatively impacted (losing around 5 percent points of average accuracy) by the additional context information, unless it is filtered. Otherwise, results vary very little: mean accuracy is between 49% and 52%, the average number of correct predictions varies between 30 and 31 for the full feature vector and between 32.5 and 35 in the other configurations. Specifically, the minimalist dataset has the same average accuracy as the feature selection filtered variants of the full dataset.
The LADtree (see Fig. A.3.2) model is the most stable of all tested algorithms, and appears to perform almost independently of the additional data. Mean accuracy is consistently between 49 and 52 percent and there are between 33 and 35 (one outlier at 31.4) average correct predictions. Two configurations (10x Boosting on the full dataset and 10x Boosting on the minimal dataset in a 1 - 1 multiclass classifier) exceed a mean correct prediction count of 35, equivalent to over 2800 correct predictions on our test dataset. Overall, LADtree performs the most consistent manner and is the most accurate, but only barely exceeds the results from the Naive Bayesian approach.

Most of the results of our evaluations of the SMO algorithm (see Figs. A.3.3 and A.3.4) are disappointing, especially when using any of the two tested feature selection filters. Also, using a 1 - all multi-class approach decreased accuracy noticeably, leading to some
of the weakest results of our evaluation. Nonetheless, without feature selection filters, on the reduced dataset, and either forced 1 - 1 multi-class classification or the native 1 - 1 multi-class approach of SMO, results exceeding 50% mean accuracy could be achieved. Any additional data in the training set decreased accuracy.

A.4 Conclusion

The approaches we examined here only show marginal differences in performance, when only the most accurate configurations are taken into account. Nonetheless, the overall best algorithm in our testing set of three is the LADtree classifier. Regarding the feature selection, correlation based feature selection appears to perform consistently better than consistency based filtering. Also, a LogitBoost decision tree model performs slightly better with 10 boosting iterations, than with 20 iterations - in the majority of cases. The around 50% accuracy of the predictions observed during our evaluations, lead us to believe that a dedicated hybrid modelling approach, optimised just to predict the two most frequently visited locations, may achieve higher accuracies than we obtained during our series of evaluations. Given the constrained time resources given by the challenge, and the complexity and heterogeneity of the dataset, we decided to first examine the necessity of following a dedicated modelling approach. One example of a possible adaptation, would be the development of dedicated estimators for each feature, when using a naive Bayes classifier. For example the cyclic nature of the temporal
Another important observation is the fact that adding what appeared to be — from an 
_a priori_ standpoint — a useful set of features extracted from the context to the 
classification process has little to no value in all three prediction models we examined. 
The relatively low number of training instances makes observation of strong correlations 
unlikely, which in turn reduces the predictive capability of any model based on this 
data. While our examination was by no means exhaustive, we see no basis to expect 
major gains using a similar approach, with more extensive, iterative tuning. It therefore 
appears that the extended conceptual model we based our feature extraction process on, 
was not matched by any of the statistical models we evaluated during this work.
Details on the evaluation processes

B.1 Real world data

B.1.1 Similarity score tables

These are the similarity scores used for the alignment of our real world dataset. The value 0 in each table represents the place holder value, if a sensor had no (valid) reading at this point in time.
Table B.1.: Similarity score table for luminance

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>1</td>
<td>-1</td>
<td>4</td>
<td>-9</td>
<td>-8</td>
<td>-9</td>
<td>-9</td>
<td>-10</td>
<td>-9</td>
<td>-10</td>
<td>-10</td>
<td>-10</td>
</tr>
<tr>
<td>2</td>
<td>-1</td>
<td>-9</td>
<td>3</td>
<td>-7</td>
<td>-8</td>
<td>-9</td>
<td>-9</td>
<td>-9</td>
<td>-9</td>
<td>-9</td>
<td>-9</td>
</tr>
<tr>
<td>3</td>
<td>-1</td>
<td>-8</td>
<td>-7</td>
<td>3</td>
<td>-8</td>
<td>-9</td>
<td>-10</td>
<td>-9</td>
<td>-9</td>
<td>-9</td>
<td>-10</td>
</tr>
<tr>
<td>4</td>
<td>-1</td>
<td>-9</td>
<td>-8</td>
<td>-8</td>
<td>3</td>
<td>-9</td>
<td>-10</td>
<td>-9</td>
<td>-9</td>
<td>-10</td>
<td>-10</td>
</tr>
<tr>
<td>5</td>
<td>-1</td>
<td>-9</td>
<td>-9</td>
<td>-9</td>
<td>-9</td>
<td>3</td>
<td>-9</td>
<td>-9</td>
<td>-9</td>
<td>-9</td>
<td>-8</td>
</tr>
<tr>
<td>6</td>
<td>-1</td>
<td>-10</td>
<td>-9</td>
<td>-10</td>
<td>-10</td>
<td>-9</td>
<td>1</td>
<td>-10</td>
<td>-7</td>
<td>-10</td>
<td>-7</td>
</tr>
<tr>
<td>7</td>
<td>-1</td>
<td>-9</td>
<td>-9</td>
<td>-9</td>
<td>-9</td>
<td>-10</td>
<td>1</td>
<td>-10</td>
<td>-7</td>
<td>-10</td>
<td>-8</td>
</tr>
<tr>
<td>8</td>
<td>-1</td>
<td>-10</td>
<td>-9</td>
<td>-9</td>
<td>-9</td>
<td>-9</td>
<td>-7</td>
<td>-7</td>
<td>3</td>
<td>-10</td>
<td>-10</td>
</tr>
<tr>
<td>9</td>
<td>-1</td>
<td>-10</td>
<td>-9</td>
<td>-10</td>
<td>-9</td>
<td>-10</td>
<td>-10</td>
<td>2</td>
<td>-7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>-1</td>
<td>-10</td>
<td>-9</td>
<td>-10</td>
<td>-10</td>
<td>-8</td>
<td>-7</td>
<td>-8</td>
<td>-10</td>
<td>-7</td>
<td>2</td>
</tr>
</tbody>
</table>

Table B.2.: Similarity score table for proximity

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>1</td>
<td>-1</td>
<td>2</td>
<td>-5</td>
</tr>
<tr>
<td>2</td>
<td>-1</td>
<td>5</td>
<td>2</td>
</tr>
</tbody>
</table>

Table B.3.: Similarity score table for places

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>1</td>
<td>-1</td>
<td>6</td>
<td>-9</td>
<td>-10</td>
<td>-9</td>
<td>-10</td>
<td>-9</td>
<td>-10</td>
<td>-10</td>
<td>-9</td>
<td>-9</td>
<td>-10</td>
<td>-9</td>
<td>-9</td>
<td>-10</td>
</tr>
<tr>
<td>2</td>
<td>-1</td>
<td>-9</td>
<td>3</td>
<td>-9</td>
<td>-8</td>
<td>-9</td>
<td>-10</td>
<td>-9</td>
<td>-10</td>
<td>-9</td>
<td>-8</td>
<td>-9</td>
<td>-10</td>
<td>-9</td>
<td>-10</td>
</tr>
<tr>
<td>3</td>
<td>-1</td>
<td>-9</td>
<td>-9</td>
<td>2</td>
<td>-10</td>
<td>-9</td>
<td>-10</td>
<td>-9</td>
<td>-7</td>
<td>-10</td>
<td>-10</td>
<td>-8</td>
<td>-9</td>
<td>-10</td>
<td>-10</td>
</tr>
<tr>
<td>4</td>
<td>-1</td>
<td>-9</td>
<td>-8</td>
<td>-10</td>
<td>3</td>
<td>-8</td>
<td>-9</td>
<td>-9</td>
<td>-8</td>
<td>-10</td>
<td>-10</td>
<td>-8</td>
<td>-9</td>
<td>-10</td>
<td>-10</td>
</tr>
<tr>
<td>5</td>
<td>-1</td>
<td>-9</td>
<td>-9</td>
<td>-9</td>
<td>5</td>
<td>-9</td>
<td>-8</td>
<td>-10</td>
<td>-10</td>
<td>-9</td>
<td>-9</td>
<td>-8</td>
<td>-10</td>
<td>-9</td>
<td>-10</td>
</tr>
<tr>
<td>6</td>
<td>-1</td>
<td>-10</td>
<td>-10</td>
<td>-10</td>
<td>-10</td>
<td>-9</td>
<td>5</td>
<td>-8</td>
<td>-9</td>
<td>-10</td>
<td>-9</td>
<td>-9</td>
<td>-9</td>
<td>-10</td>
<td>-10</td>
</tr>
<tr>
<td>7</td>
<td>-1</td>
<td>-10</td>
<td>-9</td>
<td>-9</td>
<td>-9</td>
<td>-8</td>
<td>-8</td>
<td>5</td>
<td>-9</td>
<td>-10</td>
<td>-10</td>
<td>-9</td>
<td>-10</td>
<td>-9</td>
<td>-10</td>
</tr>
<tr>
<td>8</td>
<td>-1</td>
<td>-9</td>
<td>-9</td>
<td>-7</td>
<td>-8</td>
<td>-10</td>
<td>-9</td>
<td>-9</td>
<td>6</td>
<td>-9</td>
<td>-9</td>
<td>-9</td>
<td>-9</td>
<td>-9</td>
<td>-10</td>
</tr>
<tr>
<td>9</td>
<td>-1</td>
<td>-10</td>
<td>-10</td>
<td>-10</td>
<td>-10</td>
<td>-10</td>
<td>-10</td>
<td>-9</td>
<td>5</td>
<td>-8</td>
<td>-10</td>
<td>-10</td>
<td>-8</td>
<td>-10</td>
<td>-10</td>
</tr>
<tr>
<td>10</td>
<td>-1</td>
<td>-10</td>
<td>-9</td>
<td>-10</td>
<td>-10</td>
<td>-9</td>
<td>-9</td>
<td>-10</td>
<td>-8</td>
<td>6</td>
<td>-10</td>
<td>-10</td>
<td>-8</td>
<td>-10</td>
<td>-10</td>
</tr>
<tr>
<td>11</td>
<td>-1</td>
<td>-10</td>
<td>-10</td>
<td>-10</td>
<td>-10</td>
<td>-10</td>
<td>-10</td>
<td>-10</td>
<td>-10</td>
<td>7</td>
<td>-10</td>
<td>-9</td>
<td>-10</td>
<td>-10</td>
<td>-10</td>
</tr>
<tr>
<td>12</td>
<td>-1</td>
<td>-9</td>
<td>-9</td>
<td>-8</td>
<td>-8</td>
<td>-9</td>
<td>-9</td>
<td>-8</td>
<td>-8</td>
<td>-9</td>
<td>-8</td>
<td>5</td>
<td>-9</td>
<td>-8</td>
<td>-10</td>
</tr>
<tr>
<td>13</td>
<td>-1</td>
<td>-9</td>
<td>-9</td>
<td>-9</td>
<td>-8</td>
<td>-9</td>
<td>-9</td>
<td>-8</td>
<td>-8</td>
<td>-9</td>
<td>-8</td>
<td>5</td>
<td>-9</td>
<td>-8</td>
<td>-10</td>
</tr>
<tr>
<td>14</td>
<td>-1</td>
<td>-10</td>
<td>-10</td>
<td>-10</td>
<td>-10</td>
<td>-10</td>
<td>-10</td>
<td>-10</td>
<td>-10</td>
<td>-10</td>
<td>-10</td>
<td>-10</td>
<td>-10</td>
<td>-10</td>
<td>-9</td>
</tr>
</tbody>
</table>
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Table B.4.: Similarity score table for battery levels

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>1</td>
<td>-1</td>
<td>1</td>
<td>-1</td>
<td>-4</td>
<td>-3</td>
<td>-5</td>
<td>-1</td>
<td>-6</td>
<td>-2</td>
</tr>
<tr>
<td>2</td>
<td>-1</td>
<td>-1</td>
<td>1</td>
<td>-5</td>
<td>-4</td>
<td>-6</td>
<td>-2</td>
<td>-7</td>
<td>-3</td>
</tr>
<tr>
<td>3</td>
<td>-1</td>
<td>-4</td>
<td>-5</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>-3</td>
<td>-2</td>
<td>-2</td>
</tr>
<tr>
<td>4</td>
<td>-1</td>
<td>-3</td>
<td>-4</td>
<td>-1</td>
<td>1</td>
<td>-3</td>
<td>-2</td>
<td>-4</td>
<td>-1</td>
</tr>
<tr>
<td>5</td>
<td>-1</td>
<td>-5</td>
<td>-6</td>
<td>-1</td>
<td>-3</td>
<td>1</td>
<td>-4</td>
<td>-1</td>
<td>-2</td>
</tr>
<tr>
<td>6</td>
<td>-1</td>
<td>-1</td>
<td>-2</td>
<td>-3</td>
<td>-2</td>
<td>-4</td>
<td>1</td>
<td>-5</td>
<td>-1</td>
</tr>
<tr>
<td>7</td>
<td>-1</td>
<td>-6</td>
<td>-7</td>
<td>-2</td>
<td>-4</td>
<td>-1</td>
<td>-5</td>
<td>1</td>
<td>-3</td>
</tr>
<tr>
<td>8</td>
<td>-1</td>
<td>-2</td>
<td>-3</td>
<td>-2</td>
<td>-1</td>
<td>-2</td>
<td>-1</td>
<td>-3</td>
<td>1</td>
</tr>
</tbody>
</table>

Table B.5.: Similarity score table for orientation values

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>1</td>
<td>-1</td>
<td>2</td>
<td>-8</td>
<td>-7</td>
<td>-8</td>
<td>-4</td>
<td>-7</td>
<td>-7</td>
<td>-9</td>
</tr>
<tr>
<td>2</td>
<td>-1</td>
<td>-8</td>
<td>4</td>
<td>-7</td>
<td>-9</td>
<td>-7</td>
<td>-9</td>
<td>-8</td>
<td>-9</td>
</tr>
<tr>
<td>3</td>
<td>-1</td>
<td>-7</td>
<td>-7</td>
<td>2</td>
<td>-8</td>
<td>-4</td>
<td>-7</td>
<td>-7</td>
<td>-9</td>
</tr>
<tr>
<td>4</td>
<td>-1</td>
<td>-8</td>
<td>-9</td>
<td>-8</td>
<td>4</td>
<td>-8</td>
<td>-9</td>
<td>-9</td>
<td>-8</td>
</tr>
<tr>
<td>5</td>
<td>-1</td>
<td>-4</td>
<td>-7</td>
<td>-4</td>
<td>-8</td>
<td>4</td>
<td>-9</td>
<td>-8</td>
<td>-9</td>
</tr>
<tr>
<td>6</td>
<td>-1</td>
<td>-7</td>
<td>-9</td>
<td>-7</td>
<td>-9</td>
<td>-9</td>
<td>3</td>
<td>-5</td>
<td>-9</td>
</tr>
<tr>
<td>7</td>
<td>-1</td>
<td>-7</td>
<td>-8</td>
<td>-7</td>
<td>-9</td>
<td>-8</td>
<td>-5</td>
<td>4</td>
<td>-9</td>
</tr>
<tr>
<td>8</td>
<td>-1</td>
<td>-9</td>
<td>-9</td>
<td>-9</td>
<td>-8</td>
<td>-9</td>
<td>-9</td>
<td>-9</td>
<td>4</td>
</tr>
</tbody>
</table>
B.1.2 Detailed results of the alignment algorithm evaluation on synthetic data

These are the detailed results for the 5 datasets and 27 configurations used for the synthetic evaluation, for the three metrics which have thus far only been presented in aggregated form.
<table>
<thead>
<tr>
<th>index</th>
<th>d-set 1</th>
<th>precision</th>
<th>size ratio</th>
<th>recall</th>
<th>d-set 2</th>
<th>precision</th>
<th>size ratio</th>
<th>recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.42</td>
<td>0.32</td>
<td>4.13</td>
<td>2.73</td>
<td>0.91</td>
<td>0.20</td>
<td>1.23</td>
<td>0.65</td>
</tr>
<tr>
<td>1</td>
<td>0.89</td>
<td>0.21</td>
<td>1.32</td>
<td>0.93</td>
<td>0.96</td>
<td>0.10</td>
<td>1.06</td>
<td>0.25</td>
</tr>
<tr>
<td>2</td>
<td>0.82</td>
<td>0.30</td>
<td>1.82</td>
<td>1.99</td>
<td>0.95</td>
<td>0.13</td>
<td>1.09</td>
<td>0.34</td>
</tr>
<tr>
<td>3</td>
<td>0.89</td>
<td>0.21</td>
<td>1.29</td>
<td>0.81</td>
<td>0.97</td>
<td>0.09</td>
<td>1.06</td>
<td>0.24</td>
</tr>
<tr>
<td>4</td>
<td>0.45</td>
<td>0.39</td>
<td>5.86</td>
<td>5.50</td>
<td>0.55</td>
<td>0.33</td>
<td>3.03</td>
<td>2.61</td>
</tr>
<tr>
<td>5</td>
<td>0.50</td>
<td>0.39</td>
<td>5.25</td>
<td>5.31</td>
<td>0.88</td>
<td>0.23</td>
<td>1.38</td>
<td>1.02</td>
</tr>
<tr>
<td>6</td>
<td>0.68</td>
<td>0.36</td>
<td>2.81</td>
<td>3.25</td>
<td>0.92</td>
<td>0.18</td>
<td>1.18</td>
<td>0.55</td>
</tr>
<tr>
<td>7</td>
<td>0.23</td>
<td>0.26</td>
<td>8.92</td>
<td>5.61</td>
<td>0.42</td>
<td>0.33</td>
<td>4.43</td>
<td>3.24</td>
</tr>
<tr>
<td>8</td>
<td>0.23</td>
<td>0.26</td>
<td>8.99</td>
<td>5.64</td>
<td>0.63</td>
<td>0.37</td>
<td>2.97</td>
<td>2.75</td>
</tr>
<tr>
<td>9</td>
<td>0.54</td>
<td>0.39</td>
<td>4.69</td>
<td>5.07</td>
<td>0.79</td>
<td>0.30</td>
<td>1.74</td>
<td>1.46</td>
</tr>
<tr>
<td>10</td>
<td>0.85</td>
<td>0.27</td>
<td>1.53</td>
<td>1.27</td>
<td>0.94</td>
<td>0.15</td>
<td>1.13</td>
<td>0.42</td>
</tr>
<tr>
<td>11</td>
<td>0.91</td>
<td>0.19</td>
<td>1.23</td>
<td>0.73</td>
<td>0.95</td>
<td>0.12</td>
<td>1.08</td>
<td>0.29</td>
</tr>
<tr>
<td>12</td>
<td>0.51</td>
<td>0.36</td>
<td>3.70</td>
<td>2.86</td>
<td>0.70</td>
<td>0.32</td>
<td>1.95</td>
<td>1.24</td>
</tr>
<tr>
<td>13</td>
<td>0.58</td>
<td>0.37</td>
<td>3.09</td>
<td>2.53</td>
<td>0.90</td>
<td>0.20</td>
<td>1.24</td>
<td>0.64</td>
</tr>
<tr>
<td>14</td>
<td>0.77</td>
<td>0.32</td>
<td>1.89</td>
<td>1.60</td>
<td>0.93</td>
<td>0.16</td>
<td>1.16</td>
<td>0.47</td>
</tr>
<tr>
<td>15</td>
<td>0.39</td>
<td>0.31</td>
<td>4.35</td>
<td>2.68</td>
<td>0.58</td>
<td>0.34</td>
<td>2.50</td>
<td>1.51</td>
</tr>
<tr>
<td>16</td>
<td>0.49</td>
<td>0.36</td>
<td>3.72</td>
<td>2.75</td>
<td>0.71</td>
<td>0.32</td>
<td>1.92</td>
<td>1.22</td>
</tr>
<tr>
<td>17</td>
<td>0.57</td>
<td>0.36</td>
<td>2.98</td>
<td>2.22</td>
<td>0.85</td>
<td>0.25</td>
<td>1.41</td>
<td>0.78</td>
</tr>
<tr>
<td>18</td>
<td>0.39</td>
<td>0.37</td>
<td>8.68</td>
<td>10.54</td>
<td>0.89</td>
<td>0.22</td>
<td>1.30</td>
<td>0.77</td>
</tr>
<tr>
<td>19</td>
<td>0.79</td>
<td>0.32</td>
<td>2.22</td>
<td>3.11</td>
<td>0.94</td>
<td>0.14</td>
<td>1.12</td>
<td>0.40</td>
</tr>
<tr>
<td>20</td>
<td>0.36</td>
<td>0.39</td>
<td>11.26</td>
<td>12.35</td>
<td>0.49</td>
<td>0.35</td>
<td>5.38</td>
<td>6.90</td>
</tr>
<tr>
<td>21</td>
<td>0.48</td>
<td>0.40</td>
<td>8.45</td>
<td>11.74</td>
<td>0.86</td>
<td>0.25</td>
<td>1.43</td>
<td>1.14</td>
</tr>
<tr>
<td>22</td>
<td>0.70</td>
<td>0.38</td>
<td>4.50</td>
<td>8.19</td>
<td>0.93</td>
<td>0.17</td>
<td>1.16</td>
<td>0.52</td>
</tr>
<tr>
<td>23</td>
<td>0.26</td>
<td>0.34</td>
<td>17.55</td>
<td>14.65</td>
<td>0.29</td>
<td>0.34</td>
<td>10.44</td>
<td>8.49</td>
</tr>
<tr>
<td>24</td>
<td>0.26</td>
<td>0.34</td>
<td>17.89</td>
<td>14.89</td>
<td>0.30</td>
<td>0.34</td>
<td>10.29</td>
<td>8.45</td>
</tr>
<tr>
<td>25</td>
<td>0.47</td>
<td>0.40</td>
<td>8.88</td>
<td>12.30</td>
<td>0.76</td>
<td>0.32</td>
<td>2.17</td>
<td>2.84</td>
</tr>
<tr>
<td>26</td>
<td>0.37</td>
<td>0.33</td>
<td>5.83</td>
<td>4.86</td>
<td>0.91</td>
<td>0.20</td>
<td>1.24</td>
<td>0.67</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>index</th>
<th>d-set 3</th>
<th>precision</th>
<th>size ratio</th>
<th>recall</th>
<th>d-set 4</th>
<th>precision</th>
<th>size ratio</th>
<th>recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.17</td>
<td>0.10</td>
<td>6.96</td>
<td>2.66</td>
<td>0.45</td>
<td>0.32</td>
<td>3.66</td>
<td>2.56</td>
</tr>
<tr>
<td>1</td>
<td>0.04</td>
<td>0.06</td>
<td>6.13</td>
<td>7.33</td>
<td>0.90</td>
<td>0.22</td>
<td>1.33</td>
<td>1.02</td>
</tr>
<tr>
<td>2</td>
<td>0.15</td>
<td>0.16</td>
<td>6.52</td>
<td>5.70</td>
<td>0.77</td>
<td>0.32</td>
<td>2.11</td>
<td>2.39</td>
</tr>
<tr>
<td>3</td>
<td>0.08</td>
<td>0.11</td>
<td>5.28</td>
<td>4.58</td>
<td>0.91</td>
<td>0.21</td>
<td>1.27</td>
<td>0.81</td>
</tr>
<tr>
<td>4</td>
<td>0.11</td>
<td>0.10</td>
<td>6.93</td>
<td>4.86</td>
<td>0.30</td>
<td>0.33</td>
<td>8.03</td>
<td>5.72</td>
</tr>
<tr>
<td>5</td>
<td>0.16</td>
<td>0.20</td>
<td>4.17</td>
<td>4.20</td>
<td>0.49</td>
<td>0.38</td>
<td>5.33</td>
<td>5.42</td>
</tr>
<tr>
<td>6</td>
<td>0.13</td>
<td>0.15</td>
<td>4.40</td>
<td>3.29</td>
<td>0.70</td>
<td>0.36</td>
<td>2.77</td>
<td>3.16</td>
</tr>
<tr>
<td>7</td>
<td>0.10</td>
<td>0.05</td>
<td>10.07</td>
<td>6.50</td>
<td>0.30</td>
<td>0.31</td>
<td>7.36</td>
<td>5.34</td>
</tr>
<tr>
<td>8</td>
<td>0.10</td>
<td>0.06</td>
<td>10.34</td>
<td>6.51</td>
<td>0.31</td>
<td>0.32</td>
<td>7.34</td>
<td>5.37</td>
</tr>
<tr>
<td></td>
<td>0.20</td>
<td>0.31</td>
<td>2.80</td>
<td>1.56</td>
<td>0.41</td>
<td>0.47</td>
<td>0.50</td>
<td>0.38</td>
</tr>
<tr>
<td>---</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
</tr>
<tr>
<td>10</td>
<td>0.09</td>
<td>0.09</td>
<td>4.22</td>
<td>2.58</td>
<td>0.42</td>
<td>0.42</td>
<td>0.82</td>
<td>0.28</td>
</tr>
<tr>
<td>11</td>
<td>0.06</td>
<td>0.12</td>
<td>3.59</td>
<td>2.24</td>
<td>0.25</td>
<td>0.39</td>
<td>0.91</td>
<td>0.21</td>
</tr>
<tr>
<td>12</td>
<td>0.15</td>
<td>0.10</td>
<td>4.33</td>
<td>2.22</td>
<td>0.71</td>
<td>0.43</td>
<td>0.43</td>
<td>0.32</td>
</tr>
<tr>
<td>13</td>
<td>0.23</td>
<td>0.18</td>
<td>3.41</td>
<td>2.15</td>
<td>0.69</td>
<td>0.40</td>
<td>0.60</td>
<td>0.37</td>
</tr>
<tr>
<td>14</td>
<td>0.16</td>
<td>0.20</td>
<td>3.27</td>
<td>2.01</td>
<td>0.46</td>
<td>0.45</td>
<td>0.75</td>
<td>0.32</td>
</tr>
<tr>
<td>15</td>
<td>0.13</td>
<td>0.06</td>
<td>5.94</td>
<td>2.48</td>
<td>0.78</td>
<td>0.33</td>
<td>0.49</td>
<td>0.34</td>
</tr>
<tr>
<td>16</td>
<td>0.23</td>
<td>0.18</td>
<td>2.95</td>
<td>1.49</td>
<td>0.63</td>
<td>0.40</td>
<td>0.50</td>
<td>0.36</td>
</tr>
<tr>
<td>17</td>
<td>0.26</td>
<td>0.28</td>
<td>2.97</td>
<td>1.71</td>
<td>0.60</td>
<td>0.42</td>
<td>0.62</td>
<td>0.37</td>
</tr>
<tr>
<td>18</td>
<td>0.05</td>
<td>0.05</td>
<td>12.08</td>
<td>7.45</td>
<td>0.51</td>
<td>0.18</td>
<td>0.16</td>
<td>0.20</td>
</tr>
<tr>
<td>19</td>
<td>0.06</td>
<td>0.08</td>
<td>7.89</td>
<td>8.96</td>
<td>0.27</td>
<td>0.26</td>
<td>0.73</td>
<td>0.35</td>
</tr>
<tr>
<td>20</td>
<td>0.09</td>
<td>0.09</td>
<td>11.88</td>
<td>8.45</td>
<td>0.64</td>
<td>0.39</td>
<td>0.20</td>
<td>0.29</td>
</tr>
<tr>
<td>21</td>
<td>0.12</td>
<td>0.15</td>
<td>5.31</td>
<td>5.28</td>
<td>0.44</td>
<td>0.41</td>
<td>0.44</td>
<td>0.40</td>
</tr>
<tr>
<td>22</td>
<td>0.10</td>
<td>0.13</td>
<td>5.72</td>
<td>5.24</td>
<td>0.41</td>
<td>0.41</td>
<td>0.67</td>
<td>0.39</td>
</tr>
<tr>
<td>23</td>
<td>0.10</td>
<td>0.09</td>
<td>17.29</td>
<td>16.14</td>
<td>0.83</td>
<td>0.23</td>
<td>0.15</td>
<td>0.24</td>
</tr>
<tr>
<td>24</td>
<td>0.14</td>
<td>0.18</td>
<td>16.43</td>
<td>16.20</td>
<td>0.80</td>
<td>0.26</td>
<td>0.15</td>
<td>0.24</td>
</tr>
<tr>
<td>25</td>
<td>0.17</td>
<td>0.24</td>
<td>3.09</td>
<td>1.96</td>
<td>0.44</td>
<td>0.44</td>
<td>0.44</td>
<td>0.39</td>
</tr>
<tr>
<td>26</td>
<td>0.08</td>
<td>0.07</td>
<td>7.55</td>
<td>3.85</td>
<td>0.56</td>
<td>0.25</td>
<td>0.27</td>
<td>0.28</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>d-set</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.82</td>
</tr>
<tr>
<td>1</td>
<td>0.48</td>
</tr>
<tr>
<td>2</td>
<td>0.67</td>
</tr>
<tr>
<td>3</td>
<td>0.42</td>
</tr>
<tr>
<td>4</td>
<td>0.46</td>
</tr>
<tr>
<td>5</td>
<td>0.52</td>
</tr>
<tr>
<td>6</td>
<td>0.37</td>
</tr>
<tr>
<td>7</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0.29</td>
</tr>
<tr>
<td>10</td>
<td>0.77</td>
</tr>
<tr>
<td>11</td>
<td>0.65</td>
</tr>
<tr>
<td>12</td>
<td>0.44</td>
</tr>
<tr>
<td>13</td>
<td>0.46</td>
</tr>
<tr>
<td>14</td>
<td>0.44</td>
</tr>
<tr>
<td>15</td>
<td>0.42</td>
</tr>
<tr>
<td>16</td>
<td>0.81</td>
</tr>
<tr>
<td>17</td>
<td>0.75</td>
</tr>
<tr>
<td>18</td>
<td>0.66</td>
</tr>
<tr>
<td>19</td>
<td>0.43</td>
</tr>
<tr>
<td>20</td>
<td>0.51</td>
</tr>
<tr>
<td></td>
<td>21</td>
</tr>
<tr>
<td>---</td>
<td>----</td>
</tr>
<tr>
<td></td>
<td>22</td>
</tr>
<tr>
<td></td>
<td>23</td>
</tr>
<tr>
<td></td>
<td>24</td>
</tr>
<tr>
<td></td>
<td>25</td>
</tr>
<tr>
<td></td>
<td>26</td>
</tr>
</tbody>
</table>
B.1.3 Expert annotated patterns

These are the reference patterns identified through visual examination of the dataset of one participant of our data collection campaign. They were selected through side by side comparison of data for all days, and identifying similar visual structures in the bar diagrammes. Pattern 1 (Fig. B.1.1) corresponds to the campaign participant spending a weekend evening and night at the out-of-town second home. Pattern 2 (Fig. B.1.2) is one of the instances of the campaign participant getting up in the morning and going to work. Pattern 3 (Fig. B.1.3) is slightly more tenuous: it covers only the proximity sensor and location, and corresponds to the campaign participant being at work and busy, hence the phone is stored away, with the screen covered.
Figure B.1.1: Reference pattern 1 - evening and night at the week-end home.
Figure B.1.2.: Reference pattern 2 - morning and transit to work on a week-day.
Figure B.1.3.: Reference pattern 3 - at work, telephone stored or turned over.