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et je les en remercie. Je remercie Hélène Jacqmin Gadda pour sa participation au jury de thèse
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Summary in french

Depuis les années 60, de nombreux modèles et méthodes statistiques ont été proposés pour anal-
yser des données catégorielles. On rencontre fréquemment ce type de donnée dans différents
domaines, comme l’économétrie, la psychologie, la médecine ou encore la botanique par ex-
emple. Deux échelles sont généralement distinguées pour les catégories : ordonnée et non
ordonnée. Une variable avec une échelle catégorielle ordonnée est dite ordinale. Comme ex-
emple de variables ordinale et ses catégories ordonnées on compte l’idéologie politique (avec
les catégories gauche, centre, droite), l’évolution de la douleur après un traitement (avec les
catégories pire, semblable, amélioration, rétablissement) ou encore la qualification des unités
de croissance d’une plante (avec les catégories court, moyen, long). Une variable avec une
échelle catégorielle non ordonnée est dite nominale. Par exemple on s’intéresse à la demande
de transport urbain (avec les catégories bus, car, métro, vélo), le type de musique préférée (avec
les catégories rock, classique, jazz, autre) ou encore la production axillaire d’une plante (avec
les catégories bourgeon latent, branche épineuse, branche non épineuse, branche florifère).
Mais beaucoup de variables catégorielles ne sont ni ordinales ni nominales ; on parle alors
de variables partiellement ordonnées. Elles sont bien souvent le fruit du produit cartésien de
plusieurs variables latentes, dont une au moins est ordinale. La classification de l’anxiété (avec
les catégories pas d’anxiété, anxiété moyenne, anxiété aiguë, anxiété avec dépression) est par
exemple une variable partiellement ordonnée ou encore la qualification des unités de croissance
d’une plante (avec les catégories florifère, court, moyen, long).

Dans le contexte de la régression linéaire, la famille des modèles linéaires généralisés (GLM)
a été introduite par Nelder and Wedderburn (1972) pour prendre en compte une variable
réponse non gaussienne. Dans le cas d’une variable réponse nominale, le GLM le plus connu est
le modèle logit multinomial. Il a été introduit par Luce (1959) comme un modèle de choix mais
il est également appelé baseline logit model (Agresti, 2002). Il est aussi défini dans plusieurs
domaines comme une extension du modèle logistique simple pour variable réponse binaire.
Dans la théorie des modèles de choix probabilistes, il peut être vu comme une conséquence
de l’axiome de choix de Luce (Luce, 1959) ou bien obtenu en maximisant l’utilité aléatoire de
l’individu (Marschak, 1960; McFadden, 1973). On parle alors de modèle RUM (Randomize
Utility Maximisation). D’autre modèles RUM ont été introduits comme le modèle logit condi-
tionnel (McFadden, 1973) ou encore le modèle logit emboité (McFadden et al., 1978). Lorsque
la variable réponse est ordinale, le modèle multinomial logit n’est plus approprié. En fait ce
modèle n’utilise pas l’information d’ordre sur les catégories. Trois approches pour construire
des modèles pour variable réponse ordinale prédominent : l’approche cumulative, séquentielle
et adjacente (Tutz, 2012). Ces trois approches permettent de définir respectivement le modèle
logit proportionnel (McCullagh, 1980), le modèle logit séquentiel (Tutz, 1990), et le modèle
logit adjacent (Masters, 1982; Agresti, 2002). Beaucoup d’extensions du modèle logit pro-
portionnel et du modèle logit séquentiel ont été considéré; voir Fahrmeir and Tutz (2001);
Tutz (2012) et Agresti (2010). Enfin le cas d’une variable réponse partiellement ordonnée a
été formellement traité par Zhang and Ip (2012), qui ont introduit la théorie des ensembles
partiellement ordonnés dans le domaine des GLMs.

Dans le cadre de l’analyse de données catégorielles, on remarque que le cas de données
nominales et ordinales a été traité en profondeur tandis que le cas de données partiellement
ordonnées a été délaissé. Pourtant des données comprenant une structure hiérarchique sont
souvent observées dans plusieurs domaines, en particulier celui de l’architecture des plantes. Le



développement d’une plante est la somme d’événements qui contribuent à la mise en place pro-
gressive du corps d’un organisme (Steeves and Sussex, 1989). Le développement d’une plante
est défini comme une série d’événements identifiables résultant d’une modification qualita-
tive (germination, floraison . . . ) ou quantitative (nombre de feuilles, nombre de fleurs . . . )
de la structure de la plante (Gatsuk et al., 1980). La ramification est un processus clé de
développement de la plante. Les données de ramification sont la plupart du temps collectées
rétrospectivement et reflètent potentiellement une succession de phases de développement com-
plexes et dépendantes telles que :

• ramification immédiate (c-a-d l’entité produite se développe la même année que l’entité
parente),

• ramification différée (c-a-d ramification différée d’un an pour les espèces tempérées),

• transformation morphologique de l’entité produite comme la transformation de l’apex
en épine ou en fleur interrompant la croissance,

• élongation ou non de l’entité produite.

La production axillaire (c-a-d entités produites et bourgeons latents) peut être codée en
catégories bien définies et différentiées selon des critères morphologiques. Comme des phases
de développement potentiellement complexes se succèdent, ces catégories ne sont bien souvent
que partiellement ordonnées. Les approches hiérarchiques, prenant en compte des structures
complexes sur les catégories, deviennent alors primordial pour l’analyse de la structure et du
développement des plantes.

Dans le chapitre 1 un état de l’art de l’architecture des plantes et des modèles statistiques
est proposé. Le contexte biologique est présenté, en introduisant quelques concepts basiques
d’architecture des plantes. Le jeu de données du poirier, qui illustrera presque tous les modèles
développés dans cette thèse, est décrit. Brièvement il contient un ensemble des séquences
bivariées (yt, xt) correspondant aux productions axillaires yt (bourgeon latent (l), branche
courte non épineuse (u), branche longue non épineuse (U), branche courte épineuse (s), branche
longue épineuse (S)) et aux longueurs d’entre-nœuds xt. La production axillaire du poirier est
illustrée dans la figure 1.4.

Puis nous revisitons l’ensemble des GLMs pour variable réponse catégorielles, en com-
mençant par les GLMs pour réponse univariée (avec des précisions dans le cas d’une réponse
binaire), et en élargissant ensuite le cadre au réponses multivariées. Le modèle logit multi-
nomial est ensuite présenté comme un GLM pour variable réponse multivariée ainsi qu’un
modèle de choix qualitatifs. Nous décrivons ensuite les approches cumulative, séquentielle et
adjacente pour données ordinales, en donnant des interprétations à l’aide de variables latentes
et aussi des détails sur l’estimation par maximum de vraisemblance. D’autre part le modèle
stéréotype de Anderson (1984) est présenté comme une extension du modèle logit multinomial
adaptée à une variable réponse ordinale. Nous présentons enfin trois modèles de régression
pour données structurées hiérarchiquement. Ils ont tous une structure de partitionnement et
conditionnement, utile pour différents types de variable réponse: nominale, ordinale et par-
tiellement ordonnée. Ce chapitre conclu avec quelques définitions, notations et algorithmes
autour des combinaisons semi-markoviennes de modèles linéaires généralisés (SMS-GLMs).
Ces modèles intégratifs sont ensuite utilisés dans le chapitre 4 pour analyser conjointement les



motifs de ramification et la croissance de la pousse, à partir de jeu de données sur pommiers
et poiriers.

Le chapitre 2 est dédié à la manière de spécifier un GLM pour une variable réponse
catégorielle. Depuis l’introduction des GLMs par Nelder and Wedderburn (1972), beaucoup
de modèles de régression pour données catégorielles ont été développé. Ces modèles ont été in-
troduit dans différents domaines tels que la médecine, l’économétrie, la psychologie et motivés
par différents paradigmes. Cela implique un manque d’unification dans la manière de spécifier
tous ces modèles. La plupart d’entre eux ont été développé pour traiter des données ordi-
nales (Agresti, 2010), tandis qu’un seul a été développé pour traiter des données nominales: le
modèle logit multinomial introduit par Luce (1959) (également appelé le baseline-category logit
model (Agresti, 2002)). Les trois modèles pour données ordinales les plus représentatifs sont le
modèle logit cumulatif (McCullagh, 1980), le modèle logit séquentiel (Tutz, 1990) (également
appelé le continuation ratio logit model (Dobson, 2002)), et le modèle logit adjacent (Masters,
1982; Agresti, 2010). Chacun d’entre eux a été étendu en remplaçant la fonction de répartition
logistique par d’autres fonctions de répartition (les fonctions de répartition de la loi normal ou
la loi de Gumbel entre autres; voir le modèle de Cox par exemple, également appelé modèle
de hasard), ou en modifiant la paramétrisation du prédicteur linéaire (c-a-d en changeant la
matrice de design Z). Cependant, aucune extension de ce type n’ayant été proposée pour le
modèle logit multinomial, un des buts du chapitre 2 est d’y remédier.

On remarque que les trois modèles pour données ordinales mentionnés précédemment et
le modèle logit multinomial sont défini à partir de la fonction de répartition logistique. Ils se
différencient donc par une autre partie dans la fonction de lien. En fait, les quatre fonctions
de lien correspondantes peuvent être décomposées en deux parties : la fonction de répartition
logistique et un ratio de probabilités r. Pour le modèle logit cumulatif de McCullagh (1980)
par exemple, le ratio correspond aux probabilités cumulées P (Y ≤ j). Nous proposons alors
de décomposer la fonction de lien de n’importe quel GLM pour données catégorielles en une
fonction de répartition F et un ratio de probabilités r. En utilisant cette décomposition, on
remarque que toutes les extensions des modèles classiques pour variable réponse ordinale ont
été défini en fixant le ratio r et en changeant la fonction de répartition F et la matrice de
design Z. Par exemple, tous les modèles cumulatifs ont été obtenu en fixant les probabilités
cumulées P (Y ≤ j) comme partie commune. De la même manière, les deux familles de modèles
séquentiels et adjacents ont été défini à partir des ratios de probabilités P (Y = j| Y ≥ j) et
P (Y = j| j ≤ Y ≤ j +1). Nous proposons alors d’étendre de la même manière le modèle logit
multinomial en fixant son ratio r et en modifiant sa fonction de répartition F et sa matrice de
design Z.

La première contribution de ce chapitre (section 2.3) est d’unifier tous ces modèles, en
introduisant une nouvelle spécification par le triplet (r, F, Z). Les différences et les points
communs entre les modèles sont ainsi mis en évidence, les rendant plus comparables (comme
on peut le voir dans la table 3.1) . Dans ce nouveau cadre, le modèle logit multinomial est alors
étendu en remplaçant la fonction de répartition logistique par d’autres fonctions de répartition.
Nous obtenons ainsi une nouvelle famille de modèles pour données nominales, comparable aux
trois autres familles de modèles pour données ordinales. On peut désormais comparer tous ces
modèles selon les trois composantes : le ratio de probabilités r pour la structure, la fonction
de répartition F pour l’ajustement, et la matrice de design Z pour la paramétrisation.

Cette comparaison est étudiée en profondeur dans les sections 2.4 et 2.5, en s’intéressant
aux équivalences entre modèles. Dans un premier temps nous rappelons trois équivalences



entre modèles, démontrées par Läärä and Matthews (1985), Tutz (1991) et Agresti (2010). Ces
équivalences sont décrites à l’aide du triplet (r, F, Z), mettant en évidence des ratios différents.
Nous proposons alors de généraliser deux équivalences à des égalités de familles de modèles.
De plus nous démontrons certaines propriétés d’invariance et de stabilité sous permutation
des catégories réponses. Comme l’a remarqué McCullagh (1978), les modèles pour catégories
nominales devraient être invariant sous n’importe quelle permutation ta,ndis que les modèles
pour données ordinales devraient être invariant uniquement sous la permutation qui renverse
l’ordre.

En utilisant la famille étendue de modèles pour données nominales ainsi que leurs pro-
priétés d’invariance, nous introduisons une famille de classificateurs supervisés dans la section
2.6. Dans la section finale 2.7, nous discutons la légitimité de certains modèles vis-à-vis de
l’hypothèse d’ordre sue les catégories. Nous proposons alors une classification (représentée en
figure 2.10) des différents GLMs sur une échelle nominale/ordinale, justifiée par les propriétés
d’invariance précédemment démontrées. Enfin nous tempérons cette classification des modèles
dans la pratique, en considérant certaines difficultés liées à l’interprétabilité ou l’inférence de
ces modèles.

Le chapitre 3 est se concentre sur les GLMs adaptés à des données catégorielles reposant
sur une structure hiérarchique des catégories. Même si cela semble naturel pour des données
ordonnées ou partiellement ordonnées, on peut également l’observer pour des données nom-
inales. Plusieurs modèles de partitionnement conditionnels ont été proposés dans différent
domaines comme l’économétrie, la médecine ou bien encore la psychologie afin de prendre
en compte cette nature hiérarchique des données. Le plus connu d’entre eux reste le modèle
logit embôıté introduit par McFadden et al. (1978) en économétrie, pour des choix qualitatifs
(c-a-d des catégories nominales). Toujours en économétrie, Morawitz and Tutz (1990) ont
introduit le two-step model afin de prendre en compte la hiérarchie présente sur des choix
ordonnés. Ce modèle a aussi été utilisé en médecine lorsque les catégories ordonnées peuvent
être décomposées en une échelle grossière et échelle plus fine (Tutz, 1989). Enfin le partitioned
conditional model for partially-ordered set (POS-PCM) a été introduit par Zhang and Ip (2012)
pour traiter le cas de données partiellement ordonnées en médecine.

Contrairement aux modèles de régression simples pour données catégorielles, tels que le
modèle logit multinomial ou le modèle logit adjacent par exemple, les modèles de partition-
nement conditionnels captent plusieurs mécanismes latents. En effet, l’événement {Y = j}
est décomposé en plusieurs étapes correspondant à la structure hiérarchique latente, chaque
étape pouvant être influencées par différentes variables explicatives. Cette approche permet
d’obtenir des modèles plus flexible avec souvent un meilleur ajustement des données et une
meilleure interprétation des phénomènes. Pour formaliser la specification de ces modèles, nous
introduisons les arbres orientés qui résument bien la structure hiérarchique des catégories.

Jusqu’à présent, les modèles de partitionnement conditionnels n’ont été définis formelle-
ment que pour deux ou trois niveaux dans la hiérarchie. De plus, pour tous ces modèles la
structure hiérarchique des catégories est supposée connue à priori. La première contribution
de ce chapitre est d’utiliser les arbres orientés pour spécifier la structure hiérarchique. Cela
permet de définir les modèles de partitionnement conditionnels pour un nombre quelconque
de niveaux. De plus, en s’appuyant sur la généricité de notre spécification (r, F, Z), nous
développons une classe plus vaste de modèles de partitionnement conditionnels pour données
nominales, ordinales mais également pour données partiellement ordonnées. Enfin, au lieu de
considérer que la structure hiérarchique est connue à priori, nous proposons de la retrouver



dans le cas de données ordinales.

Dans la section 3.2, la spécification (r, F, Z) d’un GLM pour données catégorielles est
brièvement rappelée et nous introduisons la définition d’un arbre de partition. A partir de ces
deux briques de base, nous définissons la classe des GLMs de partitionnement conditionnels
(voir la figure 3.13 avec l’exemple du poirier) et nous décrivons leur estimation.

Dans les sections 3.3, 3.4 et 3.5 nous généralisons trois modèles hiérarchiques de la littérature
en les revisitant à partir de notre spécification. Nous nous intéressons respectivement au modèle
logit embôıté pour données nominales, puis au two-step model pour données ordinales et enfin
au POS-PCM pour données partiellement ordonnées. Dans la section 3.4 nous décrivons aussi
aussi une procédure de sélection de modèle pour données ordinales, dérivée de la procédure
d’indistinguabilité de Anderson (1984), qui sélectionne dans le même temps l’arbre de partition
et les variables explicatives.

Cette procédure est illustrée dans la section 3.6 en utilisant l’exemple back pain prognosis,
analysé précédemment par Anderson (1984). Notre méthodologie pour données partiellement
ordonnées est ensuite illustrée en utilisant notre exemple du poirier.

Le chapitre 4 est dédiée à l’utilisation des combinaisons semi-markoviennes de modèles
linéaires généralisés de partitionnement conditionnels (SMS-PCGLM) pour décrire les motifs
de ramification chez le pommier et le poirier. Les motifs de ramification d’une plante prennent
souvent la forme d’une succession de zones de ramification homogènes bien différentiées. Les
types de productions axillaires ne changent pas réellement à l’intérieur de chaque zone mais
changent significativement entre les zones. Ces motifs de ramification ont été mis en évidence
à l’aide de modèles de segmentation, en particulier en utilisant des modèles semi-markoviens
cachés (Guédon et al., 2001). La ramification est modulée par deux types de facteurs : ceux
qui ont un effet global sur les motifs et ceux qui varient le long de la pousse et ont des effets
différents sur les productions axillaires successives. L’influence de la position architectural
d’une branche, qui peut être vue comme un facteur ayant un effet global, a déjà été étudié
chez le pommier (Renton et al., 2006).

Dans ce chapitre, on s’intéresse en particulier aux facteurs qui varient le long du porteur et
qui modulent sa ramification. Par exemple, il a été montré que la croissance du porteur mod-
ule les motifs de ramification, en particulier la ramification immédiate (ou sylleptique); voir
Lauri and Terouanne (1998) pour une illustration dans le cas du pommier. Il est également
possible de prendre en compte l’effet de la courbure locale du porteur (Han et al., 2007).
Suivant cette idée, nous introduisons une nouvelle famille de modèles statistiques intégratifs
pour l’analyse conjointe des successions et longueurs de zones de ramification et la modula-
tion de la production axillaire, dans chaque zone, par des facteurs variant le long du por-
teur. Ces modèles généralisent les modèles semi-markoviens cachés pour données catégorielles
(Guédon et al., 2001) en rajoutant des variables explicatives et sont appelés combinaisons
semi-markoviennes de modèles linéaires généralisés de partitionnement conditionnels (SMS-
PCGLMs). D’autres combinaisons semi-markoviennes de modèles de régression ont déjà été
introduites pour l’analyse de la croissance d’arbres forestiers. En effet des combinaisons semi-
markoviennes de modèles linéaires mixtes ont permis d’identifier et de caractériser les trois
principales composantes de la croissance : la composante ontogénique, la composante environ-
nementale et la composante individuelle (Chaubert-Pereira et al., 2009).

Le chapitre 5 décrit les travaux en cours et les perspectives autour de la spécification
(r, F, Z). Dans un premier temps nous étudions la convergence de l’algorithme des scores de



Fisher pour certains modèles cumulatifs et références. La non-invariance des modèles (ref-
erence, F , Z) lorsque l’on transpose la catégorie référence est ensuite étudiée pour certaines
fonctions de répartition analytiques F . Puis nous proposons de spécifier les ratios en utilisant
des graphes orientés et nous l’illustrons avec les ratios reference, adjacent et sequential. Nous
terminons en proposant une extension du modèle logit conditionnel (McFadden, 1974), dont
l’estimation n’est pas encore totalement implémentée.
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Introduction

Many statistical models and methods have been developed over the last 50 years for the anal-
ysis of categorical data. Such data is commonly encountered in fields, such as econometrics,
psychology, medicine and botany. Two scales are usually distinguished for categories: ordered
and unordered. A variable with an ordered categorical scale is called ordinal. Examples of
ordinal variables and their ordered categorical scales include political ideology (with categories
liberal, moderate, conservative), degree of suffering after a treatment (with categories worse,
same, improvement, relief) or qualification of plant growth unit (with categories short, medium,
long). A variable with an unordered categorical scale is called nominal. Examples of nominal
variables include urban travel choice (with categories bus, car, metro, bicycle), favourite type
of music (with categories rock, classic, jazz, other) and axillary production in plants (with
categories latent bud, spiny shoot, unspiny shoot, flowering shoot). But many variables are
intermediate between nominal and ordinal and are referred to as partially-ordered variables.
They often result from a Cartesian product between two non-observable categorical variables,
at least one of which is ordinal. Examples of partially-ordered variables include anxiety classi-
fication (with categories no anxiety, mild anxiety, anxiety with depression, and severe anxiety)
and qualification of plant growth unit (with categories flowering, short, medium, long).

In a linear regression situation, the well-known family of generalized linear models (GLM)
was introduced by Nelder and Wedderburn (1972) to take account of non-normally distributed
response variables. The well-known GLM for nominal response variables is the multinomial
logit model introduced by Luce (1959), also referred to as the baseline logit model (Agresti,
2002). It is defined in many fields as an extension of the simple logit model for binary response
variables. In probability choice theory, it may be viewed as a consequence of Luce’s choice
axiom (Luce, 1959) or obtained by maximising the random utility of a consumer (Marschak,
1960; McFadden, 1973). Other models based on stochastic utility maximisation have also been
introduced such as the conditional logit model (McFadden, 1973) and the nested logit model
(McFadden et al., 1978). When the response variable is ordinal, the multinomial logit model
is no longer appropriate. In fact, the multinomial logit model does not utilize all information
because the ordering of categories is ignored. Three approaches prevail when constructing
models for ordinal response variables: cumulative, sequential and adjacent approaches (Tutz,
2012). These three approaches lead to the odds proportional logit model (McCullagh, 1980),
the sequential logit model (Tutz, 1990) (also referred to as the continuation ratio logit model
(Dobson, 2002)), and the adjacent logit model (Masters, 1982; Agresti, 2002), respectively.
Many extensions of the odds proportional logit model and the sequential logit model have
been considered; see Fahrmeir and Tutz (2001); Tutz (2012) and Agresti (2010). Finally, the
case of a partially-ordered response variable has been formally investigated by Zhang and Ip
(2012), who introduced the partially-ordered set theory into the GLM framework.

In the context of categorical data analysis, the case of nominal and ordinal data has been
investigated in depth while that of partially ordered data has been comparatively neglected.
But this type of hierarchically-structured data is often observed in many fields, especially
in plant architecture. Development is the sum of events that contribute to the progressive
elaboration of the body of an organism (Steeves and Sussex, 1989). Plant development is
defined as a series of identifiable events resulting in a qualitative (germination, flowering . . . )
or quantitative (number of leaves, number of flowers . . . ) modification of plant structure
(Gatsuk et al., 1980). Branching is a key developmental process in plants. Branching data are
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often collected retrospectively and potentially reflect a succession of complex but interrelated
developmental phases such as:

• immediate branching (i.e. offspring shoots developed without delay with respect to the
parent node establishment date),

• delayed branching (e.g. 1-year-delayed branching for temperate species),

• morphological transformation of offspring shoots such as transformation of the apex into
spin or flower leading to growth interruption,

• elongation or not of the offspring shoots leading to short or long shoots.

Possible axillary production (i.e. offspring shoots and latent buds) can efficiently be coded as
categories that are well defined and separated according to morphological criteria. Because of
the potentially complex succession of developmental phases, these categories cannot in most
cases be ordered but they are not unstructured. Hierarchical approaches that reflect complex
structuring of categories thus constitute a very promising avenue for the analysis of plant
structure and development.

This thesis aimed to propose a flexible class of GLMs for partially-ordered response vari-
ables. To this end it was first necessary to clarify differences and common threads between
GLMs for nominal and ordinal response variables. We then propose a new approach that com-
bines these two types of models in order to obtain the class of partitioned conditional GLMs.
In our biological context, data take the form of sequences of axillary productions. Successions
of branching patterns have already been analysed using hidden semi-Markov chains (HSMC)
by Guédon et al. (2001). We propose to introduce explanatory variables that vary along the
shoot eg, internode length, leaf surface or local curvature, that influence axillary productions.
To this end we introduced semi Markov switching generalized linear models (SMS-GLMs) that
incorporate partitioned conditional GLMs as observation models.

Chapter 1 describes some basic concepts of plant architecture and the pear tree dataset,
which is used throughout the thesis. The GLM framework is then presented, focusing on
binomial and multinomial distributions. The classical multinomial logit model for nominal
data is first presented using different paradigms. Many regression models for ordinal data
are then introduced. Finally, three hierarchically-structured models are presented, dedicated
respectively to nominal, ordinal and partially-ordered data. The chapter ends with some
definitions, notations and algorithms for SMS-GLMs.

In chapter 2 we propose to unify the classical GLMs for categorical data by means of a
new specification. In this new framework the multinomial logit model can be extended and
this led us to define a new family of models for nominal data, comparable to the three classic
families for ordinal data (cumulative, sequential and adjacent families). Three equivalences
between models are then reviewed and two are extended. Some properties of invariance and
stability under permutation of the response variable categories are studied. We then propose
a new method of supervised classification illustrated using three benchmark datasets. Finally,
we propose a classification of the different models along a nominal/ordinal scale.

In chapter 3, some existing hierarchically-structured models are revisited in the proposed
partitioned conditional GLM framework. We focus on the nested logit model (McFadden et al.,
1978) for nominal data, the two-step model (Tutz, 1989) for ordinal data and the partitioned
conditional model for partially-ordered set (Zhang and Ip, 2012). A new method of category
partitioning and variable selection, based on the indistinguishability property of Anderson
(1984), is then proposed. This method is illustrated with the back pain prognosis example,
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previously analysed by Anderson (1984). Finally, our methodology for partially-ordered data
is illustrated using a pear tree dataset.

Chapter 4 corresponds to the application of the statistical models investigated in this
thesis to plant architecture. The branching pattern of a shoot may be influenced by many
factors that vary along the shoot eg, internode length, leaf surface or local curvature. We
introduce a generalization of hidden semi-Markov chains for categorical response variables
that incorporates explanatory variables which vary with the index parameter. Using this
model, we demonstrate the influence of shoot growth pattern on its immediate branching.

Chapter 5 presents works in progress and perspectives. We first focus on the convergence
of Fisher’s scoring algorithm for some particular GLMs. A particular invariance property
presented in chapter 2 is studied in depth. We then propose to represent the different GLMs
for categorical data using graph theory. Finally we propose an extension of the conditional
logit model (McFadden, 1973) which can be viewed as a family of qualitative choice models,
whose implementation is not yet available.

Chapters 2, 3 and 4, corresponding to the original contribution of this thesis have been
written as pre-publications which has led to some redundancy between these chapters (mainly
between chapters 2 and 3). All the statistical models developed in this thesis were implemented
in C++ with a Python interface. They will be available soon as a Python module within the
OpenAlea software platform: https://www.openalea.gforge.inria.fr





Chapter 1

State of the art

This chapter describes state of the art method for both plant architecture and statistical
modelling. The biological context is presented, introducing some basic concepts of plant
architecture. The pear tree dataset, which will illustrate almost all the models introduced in
this thesis, is described. The GLM framework for categorical response variable is then revisited,
starting from GLM for univariate response with a focus on binary response variable, and is then
generalizing to the multivariate case. The multinomial logit model is then presented as a GLM
for multivariate response and also as a qualitative choice model. The cumulative, sequential
and adjacent approaches for ordinal data are described, along with underlying motivations
and details on maximum likelihood estimation. The stereotype model is presented as an
extension of the multinomial logit model for ordinal response variables. Finally, we present
three regression models for hierarchically structured data. They share a partitioned conditional
structure appropriate for different scales: nominal, ordinal and partially-ordered scales. This
chapter ends with some definitions, notations and algorithms about semi-Markov switching
generalized linear models (SMS-GLMs). These integrative models are used in chapter 4 to
analyse branching patterns and shoot growth, in apple and pear tree datasets.
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24 1. State of the art

1.1 Biological context

This section is largely based on Godin and Caraglio (1998) andBarthélémy and Caraglio (2007).
The notion of plant topological structure is based on the idea of decomposing a plant into
elementary constituents and describing their connections. To obtain natural decompositions,
it is possible to take advantage of the fact that plants are modular organisms: plants can be
decomposed into sets of constituents of identical nature, such as internodes, axes, etc. The
topological structure stemming from a modular decomposition consists of a description of the
connections between modules. The different modularities that can be observed in plants are
the outcome of the plant growth process.

The growth process Ameristem is a collection of embryogenic cells that creates new tissues
by successive divisions. An apical meristem (or apex) is characterized by polar and apical
activity, which produces either roots or shoots. In the following, we focus on shoots production.
Shoot meristems generate tissues which, through repeated activity, form an oriented sequence
of metamers (see figure 1.1, left), i.e. a leaf together with its insertion node, its axillary bud
and the preceding internode (White, 1979). The apical growth process generates sequences of
internodes connected one to another by a succession relation (figure 1.2, top). Plants make
branching structures if the meristems located at leaf axils enter an apical growth process. The
branching process generates a branching relation between internodes (figure 1.2, bottom).

Figure 1.1: A metamer and scar cataphylls.

Branching process The topological distribution of sibling axes on a parent axis can take
different forms. Depending on whether all the axillary meristems of a stem develop into lateral
axes, or whether lateral axes are grouped as distinct tiers with an obvious regular alternation of
a succession of unbranched and branched nodes on the parent stem, branching is respectively
referred to as continuous or rhythmic. In some cases, none of the nodes of a parent axis are
associated with a lateral axis and neither is there an obvious regular distribution of branches
in tiers, and the branching pattern is then called diffuse. As revealed in Cupressaceae by
qualitative observations (L., 1999) and, in recent years by sophisticated mathematical methods
(Guédon et al., 2001; Heuret et al., 2002), a diffuse branching pattern may not mean an
unorganized distribution of sibling shoots on a parent shoot, but may indicate a predictable,
precise and subtle branching organization.
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Figure 1.2: (a) Internode I1 precedes internode I2. (b) Internode I3 bears internode I4.

Shoot branching patterns often take the form of a succession of well-differentiated homoge-
neous branching zones where composition properties, in terms of axillary productions, do not
change substantially within each zone, but change markedly between zones. These branching
patterns have been analysed using segmentation models and in particular hidden semi-Markov
chains (Guédon et al., 2001). Branching patterns are modulated by factors that have a global
effect on the pattern and by factors that vary along the shoot and have differentiated effects on
successive axillary productions. We previously investigated the influence of the architectural
position of a shoot, which can be viewed as a factor that has a global effect, on apple tree
branching patterns (Renton et al., 2006).

In this thesis, we focus on factors that vary along the shoot and modulate its branching
pattern. For example, it has been shown that shoot growth modulates branching pattern, in
particular immediate (or sylleptic) branching; see Lauri and Terouanne (1998) for an illustra-
tion in the apple tree case. Other potential factors include local curvature of the shoot. To
this end, we introduce a new family of integrative models for analysing jointly the succession
and length of branching zones and the modulation of the axillary productions within each zone
by factors that vary along the shoot.

Retrospective measurements Plant growth is essentially a growth of the apical part of
axes (shoots and roots). This means that new constituents are never inserted between two
older constituents. From a topological perspective, plant growth may be considered as an
aggregation of new constituents onto old ones (figure 1.3). The relative organization of the old
structure is not modified by the appearance of new constituents. Plant topological structures
grow incrementally. Also, growth occurs in such a manner that all constituents of the plant
are linked to the base constituent by a single series of contiguous constituents. This property
is characteristic of tree-like structures.
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Figure 1.3: Growth process of a branching system in Ficus carica.

In our context, data were collected retrospectively, i.e. plant development was reconstituted
at a given observation date from morphological markers (see figure 1.1, right) corresponding
to past events; see Nicolini et al. (2001) for the use of pith markers. This ability to observe
topological information retrospectively is a key property for plant structure analysis (plant
topology is more conserved over time than plant geometry or plant biomechanical properties).

Figure 1.4: Pear tree axillary production.

Pear tree data Harvested seeds of Pyrus spinosa were sown and planted in January 2001
in a nursery located near Aix-en-Provence, southeastern France. Seedlings grew in 600cm3
WM containers grouped in plastic crates by 25. In winter 2001, the first annual shoots on
the trunks of 50 one-year-old individuals were described by node. In this nursery context,
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individuals were able to grow twice a year, and the annual shoots were made up of one or
two growth units (GU) - i.e. portion of the axis developed during an uninterrupted period of
growth - referred to as GU1 or GU2 in the following. Seven monocyclic annual shoots (GU1
only) and 43 bicyclic annual shoots (GU1 and GU2) were observed.

The presence at each successive node of an immediate axillary shoot – i.e. developed
without delay with respect to the parent node establishment date – was noted. Immediate
shoots were classified in four categories according to length and transformation or not of the
apex into spine (i.e. definite growth or not). The final dataset was thus made up of 50
bivariate sequences of cumulative length 3285 combining a categorical variable Y (type of
axillary production selected from among latent bud (l), unspiny short shoot (u), unspiny long
shoot (U), spiny short shoot (s) and spiny long shoot (S)), with an interval-scaled variable X
(internode length). Axillary production of the pear tree is shown in figure 1.4.

1.2 Generalized Linear Models

A categorical response variable needs to be considered as multivariate in the GLM framework.
This section revisits the basis of GLMs for univariate and multivariate response using two
parametrizations of the exponential distribution family: the standard parametrization Nelder
and Wedderburn (1972) and that described by Dobson (2002).

1.2.1 Generalized linear models for univariate response variables

The general parametrization of the linear predictor is first introduced in the context of the
simple linear model. This linear model is then generalized using the enlarged exponential
family of distributions and the link function is introduced. We chose to present the exponential
distributions family with two parametrizations and give some hint concerning the link function.
Fisher’s scoring algorithm is described and a property of canonical models reviewed. Finally,
GLMs for binary and binomial response variable are detailed.

Let us consider the situation of regression analysis, with the univariate response variable
Y and the vector of Q explanatory variables X = (X1, . . . , XQ). We are interested in the
conditional distribution of Y |X, observing values (yi, xi)i=1,...,n of the pair (Y,X). The vec-
tor of explanatory variables may be deterministic (e.g. fixed by experimental conditions) or
stochastic. All the response variables Yi are supposed to be conditionally independent of each
other, given {Xi = xi}. The dependence on xi is expressed through the linear predictor ηi.

The linear predictor When all the explanatory variables are quantitative (discrete or
continuous) the linear predictor is

η = α+ xtδ,

where α ∈ R is the intercept and δ ∈ R
Q is the vector of slopes.

When an explanatory variable is categorical, it has to be coded using dummy variables.
A single categorical observed variable with M different possible categories is transformed
into an indicator vector x of dimension M − 1. This means that the mth component of
x = (x1, . . . , xM−1)

t is defined by

xm =

{
1 if the category m is observed,
0 else,
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and x is the null vector if category M is observed. The interaction between two explanatory
variables xq and xh can be added using the product xqxh (Cartesian product if both are
categorical). The linear predictor η can be written as the scalar product of the design vector
zt = (1, xt) and the parameter vector βt = (α, δt)

η = ztβ,

where α ∈ R is the intercept and δ ∈ R
p is the vector of slopes.

Some equality constraints between the different slopes, called contrasts, can also be added.
For example, considering the linear predictor η = α+ δ1x1 + δ2x2 with contrast δ1 = 3δ2, the
reduced design vector z = (1, 3x1+x2) can be used instead of the design vector zt = (1, x1, x2).
A contrast can be interpreted as a transformation of explanatory variables. It should be noted
that in the case of Q explanatory variables, with all the categorical explanatory variables being
transformed and possible interactions and contrasts being added, the dimension p of the vector
x is not necessarily equal to Q (in fact p ≥ Q).

Linear model For the classical linear model, the response variables Yi are normally dis-
tributed given {Xi = xi}

Yi|Xi = xi ∼ N (µi, σ
2),

where the mean parameter µi is a linear transformation of xi, through the design vector zi

µi = ztiβ,

where β ∈ R
1+p and σ2 ∈ R+ are unknown parameters. Given a normal response variable Y

and a vector of explanatory variable x, a linear model is fully specified by the design vector z.

The linear model assumes that the response distribution is continuous. Generalized linear
models were introduced by Nelder and Wedderburn (1972) to relax this assumption and in
particular to take account of categorical and count response variables. In this framework, the
distribution of the response variable is assumed to belong to the exponential family, which
includes the normal distribution.

1.2.1.1 Exponential family of distributions

The exponential family includes many well-known distributions such as the normal and gamma
distributions for continuous variables, and the Poisson and binomial distributions for discrete
variables. The density of a distribution, belonging to the exponential family, can be written
in two different ways.

The first and most usual way (Nelder and Wedderburn, 1972) expresses the density function
f in terms of the natural parameter θ

f(y; θ) = exp

{
yθ − b(θ)

φ
ω + c(y, φ)

}

, (1.1)

where

θ is the natural parameter,

b and c are specific functions corresponding to each distribution,

φ is the nuisance or dispersion parameter,
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ω is a known weight.

Property 1. Let Y be a random variable whose distribution belongs to the exponential family
(1.1). The function b is assumed to be twice differentiable.

(i) E(Y) = b′(θ),

(ii) Cov(Y) =
φ

ω
b′′(θ).

For each distribution of the exponential family, θ is a particular reparametrization of its
mean µ. The second way (Dobson, 2002) expresses the density function f in terms of µ

f(y;µ) = exp {a(y)θ(µ) + b(µ) + c(y)} , (1.2)

where a, b, c and θ are known functions. If a is the identity function, the distribution is said
to be canonical, and θ(µ) is called the natural parameter. Three parts can be identified in this
writing: the first depends on y and µ, the second on µ, and the third on y.

Property 2. Let Y be a random variable whose distribution belongs to the exponential family
(1.2). The functions θ and b are assumed to be twice differentiable.

(i) E[a(Y)] = − b
′(µ)

θ′(µ)
,

(ii) Cov[a(Y)] =
θ′′(µ)b′(µ)− θ′(µ)b′′(µ)

[θ′(µ)]3
.

Link function For a simple linear model the conditional expectation µ and the linear pre-
dictor η = ztβ are directly related. For a generalized linear model, they have to be related by
a particular function g, called the link function

g : M −→ R,
µ 7−→ η,

because the space M is not necessarily R. In fact, the linear predictor η potentially lies
between −∞ and +∞, while the mean parameter µ lies in a particular unidimensional space
M depending on the response variable distribution. Thus the link function takes different
forms according to the constraints on space M. In the simple case of the normal distribution,
there is no constraint on M (µ lies between −∞ and +∞) and therefore g is the identity
function. For each distribution of the exponential family, the natural parameter θ can be seen
as a particular function of µ; see parametrization (1.2). This function is called the canonical
link function. All GLMs defined with the canonical link are easy to estimate because the
likelihood is strictly concave (see next paragraph for details).

We have seen that the generalisation of the linear model, using the enlarged exponential
family of distributions, is used to define the link function. Finally, a GLM for univariate
response variables is fully specified by

• the response variable distribution belonging to the exponential family,

• the design vector z,

• the link function g.
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Maximum likelihood estimation Parameter β is estimated by maximizing the log-likelihood
l. For the linear model, the equation ∂l/∂β = 0 has an analytic solution. For other GLMs,
the equation ∂l/∂β = 0 is not linear with respect to β because of the link function. Thus,
optimisation algorithms, such as the Newton-Raphson algorithm or Fisher’s scoring algorithm,
are used to approximate β̂. Fisher’s scoring algorithm is given, at iteration m+ 1, by

β[m+1] = β[m] −
{

E

(
∂2l

∂βt∂β

)

β=β[m]

}−1(
∂l

∂β

)

β=β[m]

.

For the sake of simplicity, the algorithm is detailed for only one observation (y, x) and therefore
l = logP (Y = y|X = x;β). Using the chain rule, the score is given by

∂l

∂β
=
∂η

∂β

∂µ

∂η

∂θ

∂µ

∂l

∂θ
.

Using Property 1 we obtain

∂l

∂β
= z

(
∂g

∂µ

)−1 1

V(Y |x) (y − µ),

and Fisher’s information matrix

Ey

(
∂2l

∂βt∂β

)

= −z
(
∂g

∂µ

)−1 1

V(Y |x)

(
∂g

∂µ

)−1

zt. (1.3)

It should be noted that the link function g must be invertible and inverse g−1 must be differ-
entiable in order to obtain the score and Fisher’s information matrix. Moreover, g−1 must be
strictly monotone to easily interpret explanatory effect through estimated parameter β̂. The
link function g : M → R is thus generally assumed to be a diffeomorphism.

This algorithm ensures convergence towards the global maximum for any initial parameter
β[0], when the loglikelihood is strictly concave. For the canonical link function, the observed
information matrix J (θ) = ∂2l/∂βt∂β and Fisher’s information matrix I(θ) = Ey[J (θ)] co-
incide. Therefore, for the canonical link function, the observed information matrix J (θ) is
negative definite; see (1.3). Thus, the log-likelihood is strictly concave.

1.2.1.2 Bernoulli and binomial distributions

We focus here on GLMs for binary response variables.

Bernoulli distribution as a member of the exponential family Response variables
are measured on a binary scale and coded by 0 or 1. The axillary production of a plant, for
instance, may be qualified by the presence (y = 1) or absence (y = 0) of an axillary shoot.
Success and failure are used as generic terms for the two categories. Let the binary random
variable Y follow the Bernoulli distribution with parameter π ∈ [0, 1] with probability function

P (Y = y) = πy(1− π)1−y,

where y ∈ {0, 1}. This is denoted by Y ∼ Ber(π). This probability function can be rewritten
as

P (Y = y) = exp

{

y log

(
π

1− π

)

+ log(1− π)

}

,

which is of the form (1.1) with b(θ) = log {1 + exp(θ)} and of the form (1.2) with b(π) =
log(1− π).
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Binomial distribution as a member of the exponential family A binary variable is
observed repeatedly n times and focus is made on the number of successes, assuming indepen-
dence between repetitions. For example, y is the number of axillary shoots along n successive
nodes, and consequently, n−y is the number of latent buds. Let the discrete variable Y follow
the binomial distribution with parameters n ∈ N

∗ and π ∈ [0, 1] with probability function

P (Y = y) =

(
n

y

)

πy(1− π)n−y,

where y ∈ {0, . . . , n}. This is denoted by Y ∼ B(n, π). This probability function can be
rewritten as

P (Y = y) = exp

{

y log

(
π

1− π

)

+ n log(1− π) + log

(
n

y

)}

,

which is of the form (1.1) with

θ = log

(
π

1− π

)

,

ω = φ = 1,

b(θ) = n log {1 + exp(θ)},

c(y, φ) = log

(
n

y

)

,

and of the form (1.2) with

θ(π) = log

(
π

1− π

)

,

a(y) = y,

b(π) = n log(1− π),

c(y) = log

(
n

y

)

.

In the GLM framework, the mean is related to the linear predictor. For the binomial
distribution, even if the mean is nπ, the parameter of interest is just π. In fact, the parameter
n is involved in the function c of (1.1) and (1.2). However this function must be independent
of the mean µ. The response variable has then to be slightly transformed. The binomial
distribution is expressed in terms of proportion ȳ = y/n. The form of the distribution remains
the same; only the support changes since for n trials y takes values in {0, . . . , n}, whereas ȳ
takes values in {0, 1/n, . . . , 1}. The distribution of ȳ is called scaled binomial distribution and
is noted Ȳ ∼ B(n, π)/n. The expectation of Ȳ is now π. The scaled binomial distribution
belongs to the exponential family since for ȳ ∈ {0, 1/n, . . . , 1} we have

P (Ȳ = ȳ) = exp

{

nȳ log

(
π

1− π

)

+ n log(1− π) + log

(
n

nȳ

)}

.

It should be noted that the number n = nx of observed data (y, x) changes according to the
different levels of explanatory variable x. Therefore the response variable ȳ takes values in
different sets {0, 1/nx, . . . , 1}. Therefore, nx independent response variables with Bernoulli
distributions Ber(π(x)) are more appropriate in the GLM framework than a single response
variable with a scaled binomial distribution B(nx, π(x))/nx.

Link function for binary response For the Bernoulli distribution, π lies within the unit
interval [0, 1] and thus the identity link function is not suitable. The inverse of a cumulative
distribution function F is more appropriate. In fact, the link function g must be a diffeomorfism
between M and R. This holds for the Bernoulli case if the inverse link function g−1 is a strictly
increasing and continuous cumulative distribution function F . Therefore M is the open unit
interval ]0, 1[.
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Canonical link function The canonical link is the logit function

g(π) = log

(
π

1− π

)

The inverse canonical link is the cumulative logistic distribution function

g−1(η) = F (η) =
exp(η)

1 + exp(η)

Finally, the classical logit model has the following form

log

(
π

1− π

)

= ztβ,

or equivalently

π =
exp(ztβ)

1 + exp(ztβ)
.

Alternative link functions Common choices of link function are presented here, all
defined by the inverse of classical cdfs. We consider models of the form

F−1(π) = ztβ,

or equivalently

π = F (ztβ).

A widely used model, particularly in econometrics, is the probit model based on the standard
normal distribution

φ(η) =
1√
2π

∫ η

−∞
exp(−t2/2)dt.

In practice, the probit and logit models yield approximately the same results. Since φ is not
analytically defined, the logit model is often preferred, parameters having simple interpretation
in terms of log-odds. Another conventional model is the complementary log-log model, defined
with the inverse cdf of the minimum extreme value distribution

F (η) = 1− exp {− exp(η)} ,

also referred to as the Gumbel min distribution. Unlike the logistic and normal distributions,
the Gumbel min distribution is not symmetric. Another model can therefore be directly
obtained with the symmetric cdf F̃ (η) = 1 − F (−η) corresponding to the maximum extreme
value distribution

F̃ (η) = exp {− exp(−η)} ,
also referred to as the Gumbel max distribution. The corresponding model is called the log-log
model. The Cauchy distribution characterized by its heavy tails can also be used

F (η) = tan−1(η)/π + 1/2,

where π ≃ 3.14159. Finally the exponential distribution can be used

F (η) = 1− exp(−η),
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bearing in mind that the linear predictor η must be strictly positive in this case.

It should be noted for all these cdfs that if the location parameter u and the scale parameter
s are modified we have

Fu,s(η) = F

(
η − u

s

)

= F

(
α− u

s
+ xt

δ

s

)

,

and we obtain an equivalent model using the reparametrization α′ = (α− u)/s and δ′ = δ/s.

Finally, a GLM for a Bernoulli response variable is fully specified by:

• the design vector z,

• the cdf F .

Fisher’s scoring algorithm If f denotes the density function corresponding to cdf F , the
score is given by

∂l

∂β
= f(η)

y − F (η)

F (η)[1− F (η)]
z,

and Fisher’s information matrix is given by

E

[
∂2l

∂βT∂β

]

= − f2(η)

F (η)[1− F (η)]
zzt.

The log-likelihood is strictly concave for the logit canonical link. This is not the case for other
links because the observed information matrix I(θ) depends on observation y. Wedderburn
(1976) has shown that the log-likelihood for the normal and the Gumbel min distributions is
strictly concave. More generally, strict concavity of the log-likelihood holds if F and 1 − F
are strictly log-concave. It should be noted that concavity in β is equivalent to concavity in η
because

∂2l

∂βt∂β
=
∂2l

∂η2
zzt.

Finally, distinguishing the two cases {y = 1} and {y = 0}, the loglikelihood is either ln(F )
or ln(1− F ). Using results from convex analysis, the strict log-concavity of F and 1− F can
be also shown for Gumbel max and Laplace distributions, but not for Student distributions
(Bergstrom and Bagnoli, 2005).

1.2.2 Generalized linear models for multivariate response variable

The categorical distribution (with more than two categories), and the multinomial distribution
cannot be written using the univariate exponential forms (1.1) and (1.2). The exponential
family has to be defined in the multivariate case. Let us consider a random vector Y of
R
K whose distribution depends on a parameter θ ∈ R

K . The distribution belongs to the
exponential family if it can be written as (generalization of the form (1.1))

f(y; θ, φ) = exp

{
ytθ − b(θ)

φ
ω + c(y, φ)

}

, (1.4)

where b, c are known functions, φ is the dispersion parameter, ω is a known weight and θ is the
natural parameter. It should be noted that the product between y and θ is a scalar product.
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Property 3. Let Y be a random vector whose distribution belongs to the exponential family
(1.4). The function b is assumed to be twice differentiable with respect to θ.

(i) E(Y) = ∇b(θ),

(ii) Cov(Y) =
φ

ω
Hb(θ).

where ∇b(θ) denotes the gradient and Hb(θ) the Hessian matrix of b with respect to θ.

As with Dobson, we propose to generalize the parametrization (1.2) for the multivariate
case

f(y; θ) = exp
{
a(y)tθ(µ) + b(µ) + c(y)

}
, (1.5)

where a, θ are known functions from R
K to R

K and b, c are known functions from R
K to R.

We also propose to generalize Property 2 in the multivariate case.

Property 4. Let Y be a random vector whose distribution belongs to the exponential family
(1.5). The Jacobian matrix Jθ(µ) is assumed to be defined and invertible and the function b
is assumed to be twice differentiable.

(i) E[a(Y)] = −J −1
θ (µ)∇b(µ)

(ii) Cov[a(Y)] = J −1
θ (µ)





{(
∂2θ

∂µj∂µi

)t

J −1
θ (µ)∇b(µ)

}

i,j

−Hb(µ)



J −t
θ (µ)

See appendix A for the proof, which is a generalisation of Dobson’s proof (Dobson, 2002).

1.2.2.1 Multinomial distribution

Let J ≥ 2 denote the number of categories of the response variable and n ≥ 1 the number of
trials. Let π1, . . . , πJ denote the probabilities of each category, such that

∑J
j=1 πj = 1. The

discrete vector Ỹ follows the multinomial distribution

Ỹ ∼ M(n, (π1, . . . , πJ)),

with
∑J

j=1 ỹj = n. In the GLM framework, as only the probabilities πj are on interest, we focus
on the case n = 1. Moreover, only J−1 probabilities πj are required to define the distribution
(see chapter 2 for more details). Therefore, the truncated vector Y = (Y1, . . . , YJ−1)

t and its
expectation π = (π1, . . . , πJ−1)

t are introduced. One observation y is an indicator vector of
the observed category (the null vector corresponding to the last category). The distribution
function is written in terms of y

f(y;π) =





J−1∏

j=1

π
yj
j







1−
J−1∑

j=1

πj





1−
∑J−1

j=1 yj

.

The natural parameter θ = (θ1, . . . , θJ−1)
t is defined by

θ =

(

log

(

π1

1−∑J−1
j=1 πj

)

, . . . , log

(

πJ−1

1−∑J−1
j=1 πj

))t

,

and

b(θ) = log



1 +

J−1∑

j=1

eθj



 .
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Thus, the density function is

f(y; θ) = exp{ytθ − b(θ)}.

Using the weight ω = 1, the dispersion parameter φ = 1 and the null function c(y, λ) = 0,
we see that this distribution function belongs to the exponential family of dimension K =
dim(Y ) = dim(θ) = dim(π) = J − 1.

1.2.2.2 Canonical link function

The canonical link function for categorical GLMs is

g : M −→ R
J−1

π 7−→ η ,

such that

gj(π) = log

(

πj

1−∑J−1
k=1 πk

)

,

for j = 1, . . . , J − 1, where M =
{

π ∈]0, 1[J−1| ∑J−1
j=1 πj < 1

}

. The linear predictor is now a

vector η = (η1, . . . , ηJ−1) and thus we must use a design matrix Z = Z(x) instead of a design
vector z

η = Zβ.

Finally, a GLM for a categorical response variable is fully specified by

• the design matrix Z,

• the link function g = (g1, . . . , gJ−1).

1.2.2.3 Fisher’s scoring algorithm

For categorical GLMs, since the mean parameter π and the linear predictor are multivariate,
the score is given by

∂l

∂β
= Zt ∂π

∂η
Cov(Y |x)−1 [y − π], (1.6)

where the Jacobian matrix ∂π/∂η depends on the link function. Therefore, in the following,
we will simply detail the computation of this matrix for different link functions. It should be
noted that the score, for the canonical link, is simplified as follows

∂l

∂β
= Zt[y − π].

1.3 Logit model for nominal data

The multinomial logit model is the most commonly used regression model for nominal response
variables. The probability of category j is given by

P (Y = j|x) = exp(αj + xtδj)
∑J

k=1 exp(αk + xtδk)
,
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for j = 1, . . . , J . A reference category, for example the last one, must be arbitrarily chosen and
corresponding parameters αJ and δJ are assumed to be zero in order to avoid identifiability
problems. We thus obtain

P (Y = j|x) = exp(αj + xtδj)

1 +
∑J−1

k=1 exp(αk + xtδk)
, (1.7)

for j = 1, . . . , J −1. This model has been introduced into biology, sociology and econometrics,
with different definitions. It can be viewed as a GLM for multivariate responses, as J −1 logit
models with the same reference category, or as a random utility model.

1.3.1 GLM for nominal response

We have seen that a GLM for categorical response variables is fully specified by the design
matrix Z and the link function g. The multinomial logit model is defined by the canonical
link function and the following design matrix

Z =






1 xt

. . .
. . .

1 xt




 ,

with J − 1 rows and (J − 1)(1 + p) columns. See Fahrmeir and Tutz (2001) for more details
about this definition of the multinomial logit model.

1.3.2 Baseline-category logit model

In this framework, log odds for all
(
J
2

)
pairs of categories are described. Given a particular

subset of J − 1 log odds, the complementary subset is implicitly described. In fact, a base-
line category must be chosen and the J − 1 other proportions πj are related to the baseline
proportion. For example, using the last category J as baseline, we have

log

(
πj
πJ

)

= αj + xtδj ,

for j = 1, . . . , J − 1. The effects change according to the response paired with the baseline.
These J − 1 equations also determine parameters for logits with other pairs since

log

(
πj
πk

)

= log

(
πj
πJ

)

− log

(
πk
πJ

)

,

for j, k ∈ {1, . . . , J − 1}. See Agresti (2002) for more details about this definition of the
multinomial logit model.

1.3.3 Qualitative choice model

In qualitative choice models the statistical individual i is a consumer, the variable Y is the
choice of a consumer among J alternatives, and x is the vector of attributes. Two approaches
lead to the multinomial logit model: Luce’s choice axiom and the principle of random utility
maximisation.
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Luce’s choice axiom

Luce (1959) defined an axiom for qualitative choice models. This axiom is based on two
fundamental properties: choice is probabilistic and the probability of choosing an alternative
from one set is related to the probability of choosing the same alternative from a different set.
Let C denote a finite set of alternatives and PB(j) the conditional probability of choosing the
alternative j given the subset of alternatives B ⊂ C. Luce’s choice axiom is defined by the
two following parts
Part 1: if P{j,k} ∈]0, 1[ for all j, k ∈ C with j 6= k, then for A ⊂ B ⊂ C

PC(A) = PB(A)PC(B),

Part 2: if P{j,k} = 0 for some j, k ∈ C with j 6= k, then for B ⊂ C

PC(B) = PC\{j}(B \ {j}).

The second part, which is useful when some alternatives are never chosen in pairwise choices,
is often ignored. It should be noted that the first part is not formally a conditional probability
because this axiom does not assume that C is a universal set. Using Luce’s choice axiom
(part 1) for a subset of two alternatives A = {j, k}, we obtain the independence of irrelevant
alternative (IIA) property

P{j,k}(j)

P{j,k}(k)
=
PB(j)

PB(k)
,

for all subsets B such that {j, k} ⊂ B.

Luce (1959) showed that his axiom implies the existence of strictly positive values vj for
each alternative j ∈ C such that for all B ⊂ C and all j ∈ B we have

PB(j) =
vj

∑

k∈B vk
.

As the quantities vj are strictly positive, there exists real values ηj such that

PB(j) =
exp(ηj)

∑

k∈B exp(ηk)
,

for all B ⊂ C and all j ∈ B.

Principle of random utility maximisation

In probabilistic choice theory, it is often assumed that for each consumer i, an unobserved
utility Ui,j is associated with the jth alternative. In this framework, a rational consumer i will
choose the alternative j that provides the highest utility Ui,j

{Yi = j} ⇔ {Ui,j = max
1≤k≤J

Ui,k}.

Although it is assumed that choices are made rationally, not every characteristic of the in-
dividual or choice situation that affects choice behaviour can be measured. Therefore, the
random utility Ui,j has the following form

Ui,j = ηi,j + εi,j ,
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where ηi,j is the structural part and εi,j is the random part. The residuals εi,j are independently
identically distributed random variables with cdf H and density function h. If this choice
behaviour situation holds, Y is determined by the principle of random utility maximisation
and we obtain a random utility model (RUM).

Marschak (1960) and McFadden (1973) showed that the multinomial logit model is a RUM.
In fact, the probability of alternative j for one consumer is

P (Y = j) = P




⋂

k 6=j

{Uj ≥ Uk}





= P




⋂

k 6=j

{εk ≤ ηj − ηk + εj}





P (Y = j) =

∫ +∞

−∞




∏

k 6=j

H (ηj − ηk + e)



h(e)de.

The last equality holds because the residuals εj are independently and identically distributed.
Finally, if we make the assumption of a Gumbel max distribution for residuals εj , we obtain

P (Y = j) =
exp(ηj)

∑J
k=1 exp(ηk)

,

for j = 1, . . . , J .

Different parametrizations of logit models

Depending on the form of the linear predictors ηj , we obtain different logit models:

• Multinomial logit model: ηj = αj + xtδj . Here the attributes are the same for all
alternatives and the parameters depend on each alternative.

• Conditional logit model: ηj = α + xtjδ. Here the attributes are dependent on each
alternative and the parameters are the same for all alternatives.

• Universal logit model: ηj = αj + xtjδj . Here the attributes and the parameters are
dependent on each alternative.

These three types of logit models respect the principle of random utility maximisation. They
also satisfy Luce’s choice axiom and consequently share the IIA property. The ratio of proba-
bilities for alternatives j and k

P (Y = j)

P (Y = k)
= exp(ηj − ηk)

does not depend on other alternatives. This property is sometimes too restrictive to model
individual choice behaviour, as explained by Debreu (1960) with the well known example of
blue and red buses.
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1.4 Generalized linear models for ordinal data

As noted by Agresti (2010), the results obtained with the multinomial logit model are invari-
ant under permutations of the response variable categories. Therefore, the multinomial logit
model does not utilize all information because the ordering of categories is ignored. Moreover
often more parameters than are really needed are involved in the model. Models devoted to
ordinal data are expected to be more parsimonious and have simpler interpretations than the
multinomial logit model.

This section describes the cumulative, sequential and adjacent approaches for ordinal data.
For each approach we present the model in its original logit form and in general form. We
describe the latent regression model and give detail on the maximum likelihood estimation in
the general case (except for the adjacent approach). The stereotype logit model (Anderson,
1984) is presented as an extension of the multinomial logit model which requires ordinal
constraints on parameters. The indistinguishability procedure introduced by Anderson (1984)
for an ordinal response variable is also described.

1.4.1 Cumulative models

1.4.1.1 Cumulative logits

For J categories with associated probabilities π1, . . . , πJ , the cumulative logits are defined by

logit {P (Y ≤ j)} = log

{
P (Y ≤ j)

P (Y > j)

}

= log

{
π1 + . . .+ πj
πj+1 + . . .+ πJ

}

,

for j = 1, . . . , J − 1. The cumulative proportional logit model is then defined by relating
cumulative logits to proportional linear predictors

logit {P (Y ≤ j|x)} = αj + xtδ,

for j = 1, . . . , J − 1. It should be noted that the logit difference has the simple form

logit {P (Y ≤ j|x1)} − logit {P (Y ≤ j|x2)} = log

{
P (Y ≤ j|x1)/P (Y > j|x1)
P (Y ≤ j|x2)/P (Y > j|x2)

}

= δt(x1 − x2).

We can see that the log odds ratio does not depend on category j and is proportional to the
distance between x1 and x2. Because of this proportional odds property, the cumulative logit
model is also called the proportional odds logit model (McCullagh, 1980).

1.4.1.2 Latent variable motivation

The proportional odds model can be defined using a latent variable to simplify its interpretation
(McCullagh, 1980). Let Ỹ be a latent continuous variable and a1, . . . , aJ−1 be strictly-ordered
cut points. The response events can also be expressed in terms of the latent variable Ỹ

{Y = j} ⇔ aj−1 < Ỹ ≤ aj ,

for j = 1, . . . , J with a0 = −∞ and aJ = +∞ by convention. The order is more easily inter-
pretable using the latent continuous variable, where the ordered categories are now considered
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as successive intervals ]aj−1, aj ]. A linear regression model can then be defined, considering Ỹ
as the response variable

Ỹi = a+ xtib+ εi, (1.8)

where the residuals {εi}i=1,...,n are independent and identically distributed random variables
with cdf F . Finally, the cumulative probabilities for one individual are

P (Y ≤ j|x) = P (Ỹ ≤ aj)

= P
(
ε ≤ aj − a− xtb

)

P (Y ≤ j|x) = F (αj + xtδ) (1.9)

with αj = aj − a, and δ = −b. This latent variable motivation leads naturally to the
parametrization ηj = αj − xtδ (used for example in the polr package in R). Using the lo-
gistic cdf as residual distribution, we obtain the odds proportional logit model.

Grouped Cox model. Using the Gumbel min distribution for the residual εi of latent
model (1.8), we obtain the grouped Cox model. In this case (1.9) becomes

P (Y ≤ j|x) = 1− exp{− exp(αj + xtδ)}, (1.10)

for j = 1, . . . , J − 1. This is equivalent to

log [− log{P (Y > j|x)}] = αj + xtδ,

for j = 1, . . . , J − 1, with the complementary log-log link.

Cumulative models can also be defined without the proportionality assumption. We can
use any design matrix Z such that the corresponding linear predictors ηj(x) are strictly ordered
for any observed values x. Finally, a cumulative model is fully specified by

• the design matrix Z,

• the cdf F .

1.4.1.3 Fisher’s scoring algorithm

Only the Jacobian matrix ∂π/∂η depends on the link function in the score equation of multi-
nomial GLM (1.6). For cumulative models (1.9), we have πj = F (ηj)− F (ηj−1), and thus the
general term of the Jacobian matrix is

∂πj
∂ηi

=







f(ηj) if i = j,
−f(ηj−1) if i = j − 1,
0 otherwise,

for row i and column j, where f denotes the density function f = F ′.

It has been shown that concavity of the log-likelihood holds for cumulative proportional
models if F , 1−F and f are log-concave (Pratt, 1981; Burridge, 1981). Using results of convex
analysis, the strict log-concavity of F , 1−F and f can be shown for logistic, normal, Gumbel
min, Gumbel max and Laplace distributions, but not for Student distributions (Bergstrom
and Bagnoli, 2005).
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1.4.2 Sequential models

1.4.2.1 Sequential logits

For J categories with associated probabilities π1, . . . , πJ , the sequential logits are defined by

logit {P (Y = j|Y ≥ j)} = log

{
P (Y = j)

P (Y > j)

}

= log

{
πj

πj+1 + . . .+ πJ

}

,

for j = 1, . . . , J − 1. The sequential proportional logit model is then defined by relating
sequential logits to proportional linear predictors

logit {P (Y = j|Y ≥ j;x)} = αj + xtδ,

for j = 1, . . . , J − 1.

1.4.2.2 Latent variables motivation

The sequential proportional model can also be motivated by latent random variables (Tutz,
1991). Let (Ỹi,j)j=1,...,J−1 be a random sequential continuous process for each individual i such
that for j = 1, . . . , J − 1

Ỹi,j = a+ xtib+ εi,j , (1.11)

where the residuals {εi,j}j=1,...,J−1
i=1,...,n are independent and identically distributed random vari-

ables with cdf F and corresponding density function f . For one individual, (Ỹj)j=1,...,J−1 is
a sequential binary mechanism. At each step j, if the continuous variable Ỹj exceeds cut
point aj , then the process continues, otherwise the process is stopped. The event {Y = j}
occurs if the latent process have been stopped at step j. Therefore, the event {Y = j} can be
decomposed into j latent events

{Y = j} ⇔
j−1
⋂

t=1

{Ỹt > at}
⋂

{Ỹj ≤ aj}.

The conditional event {Y = j|Y ≥ j} may also be expressed as

{Y = j|Y ≥ j} ⇔ {Ỹj ≤ aj},
leading to model

P (Y = j|Y ≥ j;x) = F (αj + xtδ), (1.12)

with αj = aj − a, and δ = −b. Using the logistic cdf as residual distribution, we obtain the
odds proportional logit model.

Proportional hazard model. Using the Gumbel min distribution for the residual εi of
latent model (1.11), we obtain the proportional hazard model. In this case (1.12) becomes

P (Y = j|Y ≥ j;x) = 1− exp{− exp(αj + xtδ)}, (1.13)

for j = 1, . . . , J − 1. This is equivalent to

log [− log{P (Y > j|Y ≥ j;x)}] = αj + xtδ,

for j = 1, . . . , J−1, with the complementary log-log link. This model is the categorical version
of the continuous hazard model (Cox, 1972). It is also called the grouped Cox model.
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Equivalence between sequential and cumulative models. Equivalence between the
sequential form (1.13) and the cumulative form (1.10) of the grouped Cox model has been
shown by Läärä and Matthews (1985), using the following parametrization







α′
j = log

{
j
∑

k=1

exp(αj)

}

for j = 1, . . . , J − 1,

δ′ = δ.

Equivalence between the sequential and cumulative non-proportional models, with the ex-
ponential cdf F (η) = 1 − exp(−η), has been shown by Tutz (1991), using the following
parametrization

{
α′
1 = α1,
δ′1 = δ1,

and

{
α′
j = αj − αj−1,

δ′j = δj − δj−1,
for j = 2, . . . , J − 1.

Caution should be exercised for this last model because it is defined only for positive values
of the linear predictors ηj .

Sequential models can also be defined without the proportionality assumption. Any design
matrix Z may be used and there are no constraints on corresponding linear predictors. Finally,
a sequential model is fully specified by:

• the design matrix Z,

• the cdf F .

1.4.2.3 Fisher’s scoring algorithm

Using the score equation of multinomial GLM (1.6), we see that only the Jacobian matrix
∂π/∂η must be computed. For sequential models (1.12), we have πj = F (ηj)

∏j−1
k=1{1−F (ηk)},

and thus the general term of the Jacobian matrix is

∂πj
∂ηi

=







f(ηj)

j−1
∏

k=1

{1− F (ηk)} if i = j,

−f(ηi)F (ηj)
j−1
∏

k=1,k 6=i

{1− F (ηk)} if i < j,

0 otherwise,

for row i and column j.

1.4.3 Adjacent models

1.4.3.1 Adjacent logits

For J categories with associated probabilities π1, . . . , πJ , the adjacent logits are defined by

logit {P (Y = j|Y ∈ {j, j + 1})} = log

{
P (Y = j)

P (Y = j + 1)

}

= log

{
πj
πj+1

}

,
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for j = 1, . . . , J−1. The adjacent proportional logit model is then defined by relating adjacent
logits to proportional linear predictors

logit {P (Y = j|Y ∈ {j, j + 1};x)} = αj + xtδ,

for j = 1, . . . , J − 1. The adjacent logit model is defined by relating adjacent logits to non-
proportional linear predictors

logit {P (Y = j|Y ∈ {j, j + 1};x)} = αj + xtδj ,

for j = 1, . . . , J − 1. Even if there is no latent variable motivation, it is possible to define an
adjacent model for any cdf F

P (Y = j|Y ∈ {j, j + 1};x) = F (ηj),

with different possible parametrization of ηj . The Newton-Raphson algorithm is detailed for
the adjacent logit models by Agresti (2010). In the same manner as for sequential models, the
conditional form of adjacent models implies independence between all linear predictors ηj . No
constraints are required on η to obtain non-negative probabilities. Finally, an adjacent model
is fully specified by

• the design matrix Z,

• the cdf F .

1.4.3.2 Equivalence with baseline-category logit model

The connection between the adjacent logit model and the baseline-category logit model was
described by Agresti (2010). If we assume that the distribution of Y |X = x is defined by an
adjacent logit model, then we have

log

(
πj
πJ

)

= log

(
πj
πj+1

× . . .× πJ−1

πJ

)

=
J−1∑

k=j

ηk

=

J−1∑

k=j

αk + xt





J−1∑

k=j

δk





= α′
j + xtδ′j ,

for j = 1, . . . , J − 1. Agresti (2010) noted also that if the adjacent logit has a proportional
form, then we obtain a baseline-category logit model with the parametrization

δ′j =

J−1∑

k=j

δk =

J−1∑

k=j

δ = (J − j)δ,

for j = 1, . . . , J − 1 .
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1.4.4 Stereotype models

Instead of defining new logit ratios of probabilities, Anderson (1984) conserved the baseline-
category logit structure but proposed a new predictor parametrization. Thus he used the
model

log

(
πj
πJ

)

= αj + xtδj , (1.14)

with additional constraints on δj , for j = 1, . . . , J − 1. Using different parametrizations of
predictors ηj , Anderson proposed a flexible logistic regression model useful for d-dimensional
or ordered regression relationships. He defined a procedure to test the distinguishability of
successive categories with respect to explanatory variables x.

1.4.4.1 Dimensional regression relation

The multinomial logit model is defined only with the complete parametrization ηj = αj+x
tδj .

For a given explanatory vector x of dimension p in the most general form, this is the maximal
possible parametrization with (J − 1)(1 + p) parameters. We could define the multinomial
logit model with the proportional parametrization ηj = αj + xtδ. Taking into account x,
this is the minimal possible parametrization, with J − 1 + p parameters. With this in mind,
Anderson proposed a large set of parametrizations to cover the range between minimal and
maximal parametrizations. Thus he used model (1.14) with a particular parametrization for
the J − 1 slopes δj . First, Anderson proposed to relax slightly the proportional assumption
(δ1 = . . . = δJ−1 = δ) using the parametrization

δj = φjδ, (1.15)

for j = 1, . . . , J − 1, where φj are scalars. To avoid identifiability problems, the number of
parameters must be less than the number of parameters of the maximal model

(J − 1)2 + p ≤ (J − 1)(1 + p).

This is the case for J > 2 and p > 1. Otherwise, if J = 2 or p = 1, one scalar must be fixed
(φ1 = 1 such as in Anderson (1984)). He referred to model (1.14) with parametrization (1.15)
as the one-dimensional stereotype model. He then proposed the two-dimensional stereotype
model using parametrization

δj = φjδ + ψjγ,

for j = 1, . . . , J−1. Finally, he defined the d-dimensional stereotype model using parametriza-
tion

δj =
d∑

k=1

φk,jγk,

for j = 1, . . . , J − 1, where φk,j ∈ R and γk ∈ R
p. The number of different slopes γk is

such that d ≤ J − 1 for identifiability issues. Therefore, the maximal number of identifiable
scale parameters φk,j is J − 1 − d. Anderson proposed the maximal dimension d = min(J −
1, p). Finally, using the flexibility of slope parametrization in two ways (scale parameters φk,j
and slope parameters γk), Anderson proposed a multinomial logit model with any number
of parameters between the minimal and the maximal number of parameters (i.e. between
(J − 1 + p) and (J − 1)(1 + p)).
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1.4.4.2 Ordered regression relation

Anderson proposed to order the parameters (φj)j=1,...,J of the one-dimensional stereotype
model to obtain an ordered regression relation

1 = φ1 > φ2 > . . . > φJ = 0.

It should be noted that Anderson did not use this ordering as an a priori constraint. If the
estimated parameters φ̂j are ordered, then the order is considered as a consequence of the
estimation. As noticed by Tutz (2012), the stereotype model cannot be considered to be an
ordinal model, even though it is used for ordinal response variables in applications.

1.4.4.3 Indistinguishability procedure

Anderson (1984) proposed a testing procedure - useful for ordinal data - to identify successive
categories that can be clearly distinguished by the explanatory variables x. These categories
are said to be indistinguishable with respect to x when the explanatory variables x do not have
significantly different effects on them. He proposed to aggregate the corresponding successive
slope parameters δj and use a deviance test. More precisely, he proposed an iterative proce-
dure to find the best splitting point among categories 1, . . . , J with respect to x. The minimal
number of splitting point is zero, corresponding to the simple model without explanatory vari-
ables (null hypothesis H0), and the maximal number of splitting points is J−1, corresponding
to the classical multinomial logit model with J − 1 different slopes.

The first step is to find the best split into two groups of categories. The hypothesis H(2;r)

is then introduced
H(2;r) : δ1 = . . . = δr; δr+1 = . . . = δJ = 0,

for r = 1, . . . , J − 1. Comparing the corresponding log-likelihood values l(2;r) yields the best
splitting point r∗ such that l2 = l(2;r∗) = maxr l(2;r). The hypothesis H(2;r∗) is then tested
against H0, using the deviance statistic 2(l2 − l0) which follows a χ2

p distribution under H0.
Finally, if the splitting point r∗ is accepted, the procedure must be restarted in parallel for
the two groups {1, . . . , r∗} and {r∗ + 1, . . . , J} in order to obtain the best partition into three
groups.

This is a dichotomous partitioning procedure with at most J(J−1)/2 different parametriza-
tions to test. It should be noted that this procedure is simplified for the one-dimensional
stereotype model since the equality between slopes δ1 = . . . = δr becomes equality between
scalar parameters φ1 = . . . = φr. In practice, only this particular case of the procedure is
used.

1.5 Partitioned conditional generalized linear models

The main idea is to recursively partition the J categories then specify a conditional GLM
at each step. This is why this type of models is called partitioned conditional GLMs. Such
models have already been proposed, e.g. the nested logit model (McFadden et al., 1978), the
two-step model (Tutz, 1989) and the partitioned conditional model for partially-ordered sets
(POS-PCM) (Zhang and Ip, 2012). In a first level, the entire set of categories is partitioned
into L groups (or “nests”) as follows

{1, . . . , J} =
L⋃

l=1

Nl,
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and in a second level, the groups are partitioned into categories. Thus, a basic event is
decomposed as follows

{Y = j} ⇔ {Y ∈ Nl} ∩ {Y = j|Y ∈ Nl}.

Partitioning step The groups Nl are considered as categories and a categorical regression
model is used to describe the probabilities P (Y ∈ Nl|x) for l = 1, . . . , L.

Conditioning step For each group Nl, the response variable Y is conditioned on Nl and a
GLM is used to describe the conditional probabilities P (Y = j|Y ∈ Nl;x) for j ∈ Nl.

More generally, this partitioning/conditioning process may be reiterated for Nl. However,
these models have been formally defined and used with only two or three levels. The first aim
of these models is to aggregate the categories that are influenced by the same explanatory
variable.This is very similar to the principle of distinguishability defined by Anderson. The
nested logit model were introduced in this way. The categories are aggregated according to
the explanatory variable. On the other hand, the two-step model takes account of the order
assumption among the categories, aggregating only successive categories. A more recent aim
was to use the partial ordering among the categories to define an adapted partitioned condi-
tional model. For any partially-ordered structure, Zhang and Ip (2012) proposed a particular
recursive partition which “conserves” the order relation.

1.5.1 Nested logit model

The most well known partitioned conditional model for nominal data is the nested logit model
defined by McFadden et al. (1978) in the framework of individual choice behaviour. This model
was introduced to avoid the inconsistency of the independence of irrelevant alternatives (IIA)
property in some situations. Let us illustrate this inconsistency with the classical example of
blue and red buses (Debreu, 1960). Assume we are interested in urban travel demand, with
the simple situation of two alternatives: A = {blue bus, car}. Suppose that the consumer has
no preference between the two alternatives; this means that PA(blue bus) = PA(car) = 1/2.
Suppose now that the travel company adds some red buses and the consumer again has no
preference between blue and red buses; this means that PB(blue bus) = PB(red bus) where
B = {blue bus, red bus, car}. Using the IIA property we obtain

1 =
PA(blue bus)

PA(car)
=
PB(blue bus)

PB(car)
.

Finally, we obtain PB(blue bus) = PB(red bus) = PB(car) = 1/3, whereas we expected the
probabilities PB(blue bus) = PB(red bus) = 1/4 and PB(car) = 1/2.

In this example the IIA property is not appropriate because two alternatives are very
similar and also share many characteristics. The nested logit model captures the similarities
between close alternatives by partitioning the choice set into “nests” (groups). Thus, the
consumer chooses first between bus and car according to price, travel time, . . . and secondly
between the two buses according to preferred color. More generally, suppose that alternatives
can be aggregated according to their similarities; this means that all alternatives of the same
nest Nl share attributes x

l, whereas other alternatives do not. In the following, the nested logit
model is presented with only two levels. Let L be the number of nests obtained by partitioning



1.5 Partitioned conditional generalized linear models 47

the set of J alternatives.

{1, . . . , J} =
L⋃

l=1

Nl.

If j denotes an alternative belonging to the nest Nl, then the probability of alternative j is
decomposed as follows

P (Y = j|x) = P (Y = j|Y ∈ Nl;x
l)P (Y ∈ Nl|x0, IV ), (1.16)

where IV = (IV1, . . . , IVL) denotes the vector of inclusive values described thereafter, x0 are
the attributes which influence only the first choice level between nests and x = (x0, x1, . . . , xL).
Each probability of the product (3.3) is determined by a multinomial logit model as follows

P (Y = j|Y ∈ Nl;x
l) =

exp(ηlj)
∑

k∈Nl

exp(ηlk)
,

and

P (Y ∈ Nl|x0, IV ) =
exp(η0l + λlIVl)

L∑

k=1

exp(η0k + λkIVk)

,

where

IVl = ln







∑

k∈Nl

exp(ηlk)






.

The deterministic utilities (predictors) ηlj are function of attributes xl and η0l are function of

attributes x0. In practice they are linear with respect to x. In some situations the attribute
values depend on the alternative. For example, the travel price xj depends on the J alternatives
bus, car, metro, etc. In this case, the conditional logit model was introduced by McFadden
(1974), using the linear predictors ηj = αj + xtjδ for j = 1, . . . , J .

Because of the inclusive values, the nested logit model must be estimated in two steps.
In the first step, the L models of the second level can be estimated separately because the
parameters βl are different in each nest. The inclusive values IVl of each nest can then be
computed and used, in a second step, to estimate the first level model.

1.5.2 Two-step model

The two-step model, or compound model, was defined by Tutz (1989) to decompose the la-
tent mechanism of an ordinal response into two levels. Ordinal-scale response variables are
commonly used in medicine and psychology for instance to assess a patient’s condition. This
ordinal scale is often built from a coarse and a fine scales. For the back pain prognosis dataset
described by Doran and Newell (1975), the response variable y is the assessment of back pain
after three weeks of treatment using the six ordered categories: worse (1), same (2), slight
improvement (3), moderate improvement (4), marked improvement (5), complete relief (6).
Categories 3, 4 and 5 can be aggregated into a general category improvement. Thus, the coarse
scale corresponds to the categories: worse, same, improvement, complete relief, and the fine
scale corresponds to the categories: slight improvement, moderate improvement and marked
improvement (see figure 3.4).
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Figure 1.5: Two-scale back pain assessment.

Then, the model must be decomposed into two levels, corresponding to the coarse scale
and the fine scale. More generally, let N1, . . . , NL be a partition of the J categories, which
conserves the order relationship. The sets also have the form Nl = {ml−1 + 1, . . . ,ml} with
0 = m0 < m1 < . . . < mL = J . The probability of each category j ∈ Nl is decomposed as
follows

P (Y = j) = P (Y ∈ Nl)P (y = j|Y ∈ Nl).

An advantage of the model is that different parameters are involved in different steps:

P (Y = j|x, β) = P (Y ∈ Nl|x, β1)P (y = j|Y ∈ Nl;x, β2).

The ordinal scale of the response variable is used and must be assumed. Therefore, Tutz (1989)
defined the cumulative compound model and the sequential compound model, appropriate for
ordinal response variable.

1.5.2.1 Cumulative compound model

Here, we have two cumulative latent mechanisms for the two levels

coarse scale: P (Y ∈
l⋃

k=1

Nk|x) = F (αl + xtδ) for l = 1, . . . , L

fine scale: P (Y ≤ j|Y ∈ Nl;x) = F (αl
j + xtδl) for j ∈ Nl and l = 1, . . . , L

1.5.2.2 Sequential compound model

Here, we have two sequential latent mechanisms for the two levels

coarse scale: P (Y ∈ Nl|Y ∈
L⋃

k=l

Nk;x) = F (αl + xtδ) for l = 1, . . . , L

fine scale: P (Y = j|Y ≥ j;Y ∈ Nl;x) = F (αl
j + xtδl) for j ∈ Nl and l = 1, . . . , L

An advantage of the two-step model is its simple structure. After rearranging the data, the
parameters of each step may be estimated in parallel using classic algorithm for generalized
linear models. Thus, no two-step estimation procedure is necessary unlike, for example, for
the nested logit model.
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1.5.3 Partitioned conditional model for partially-ordered set

In categorical data analysis, the case of nominal and ordinal data has been investigated in
depth while the case of partially-ordered data has been comparatively neglected. Zhang and
Ip (2012) introduced the partitioned conditional model for partially-ordered set (POS-PCM).
The main idea was to recursively partition the J categories in order to lead the partial order
back to degenerate cases: total order and no order. Thus, the odds proportional logit model
was used for the total order case and the multinomial logit model was used for the no order
case.

Zhang and Ip introduced the partially-ordered set theory into the GLM framework. A
partial ordered set (poset) (P,�) is summarized by a Hasse diagram. The order relation j � k
is represented by an edge between the two nodes (categories) and node k is above node j. A
chain in a poset (P,�) is a totally ordered subset C of P , whereas an antichain is a set A of
pairwise incomparable elements. Zhang and Ip described an algorithm of category partitioning
which can be used to show the following proposition.

Proposition 1. (Zhang and Ip, 2012) A finite poset (with one component) can always be
partitioned into antichains that are totally weakly ordered.

Note that the weakly order must be introduced because, in this approach, sets of categories
are compared. Two subsets N1 and N2 in P are weakly ordered if at least one element in N2

is dominated by elements in N1 and no element in N2 dominates any element in N1. One says
that N1 weakly dominates N2.

Figure 1.6: Hasse diagram among five categories.

Let (P,�) be the poset summarized by the Hasse diagram in figure 1.6. The partition is
defined by the antichains N1 = {1}, N2 = {2, 3, 4} and N3 = {5} corresponding to each level
of the Hasse diagram. As these antichains are totally (weakly-)ordered, the odds proportional
logit model is used to describe the cumulative probabilities P (Y ∈ ⋃l

k=1Nk|x) for l = 1, 2, 3.
Within each antichain Nl, the elements are not comparable, thus the multinomial logit model is
used to describe the conditional probabilities P (Y = j|Y ∈ Nl;x) for j ∈ Nl. This POS-PCM
is then defined with two levels.

1.6 Semi-Markov switching generalized linear models for cat-
egorical data

The branching pattern of a shoot may be influenced by many factors that vary along the
shoot, e.g. internode length, leaf surface or local curvature. We introduce a generalization
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of hidden semi-Markov chains for categorical response variables that incorporates explanatory
variables that vary with the index parameter. Using this model, we demonstrate in chapter 4
the influence of shoot growth pattern on its immediate branching.

We consider here a semi-Markov switching generalized linear model (SMS-GLM), which is
a two-scale segmentation model. In this framework, the succession and length of branching
zones (coarse scale) are represented by a non-observable semi-Markov chain while the axillary
productions within a branching zone, modulated by factors that vary along the shoot (fine
scale), are represented by generalized linear models attached to each state of the semi-Markov
chain. A SMS-GLM combines three categories of variables: (i) “state” variable representing
the non-directly observable branching zones, (ii) plant response categorical variable (types
of axillary production), (iii) explanatory variables that vary with node rank (e.g., internode
length). In this section, we first review the hidden semi-Markov chains definition and esti-
mation for the general case of any observation process. The estimation procedure is then
described in the case of a GLM as observation model.

1.6.1 Hidden semi-Markov chains

Let us first introduce semi-Markov chains by starting with simple Markov chains. The sequence
of state variables S0 = s0, . . . , St = st is denoted by St−1

0 = st−1
0 and the entire sequence

S0 = s0, . . . , ST−1 = sT−1 by S = s. A first-order Markov chain is a discrete-time discrete-
state-space stochastic process characterized by the dependency relation

P (St = st|St−1
1 = st−1

1 ) = P (St = st|St−1 = st−1).

Definition 1. Let {St} be a first-order time-homogeneous Markov chain with finite state
space {0, . . . , A − 1} (simply referred to as Markov chain in the following). A Markov chain
is defined by the following parameters:

• initial probabilities ϕa = P (S0 = a) with
∑

a ϕa = 1,

• transition probabilities pa,b = P (St = b|St−1 = a) with
∑

b pa,b = 1.

A major drawback of the Markov chain is the inflexibility in describing the time spent
in given state, which is geometrically distributed. The implicit occupancy (or sojourn time)
distribution of a nonabsorbing state j is the 1-shifted geometric distribution with parameter
1− pa,a

da(u) = (1− pa,a)p
u−1
a,a (1.17)

This is the unique discrete memoryless distribution. A useful generalization of Markov chains
lies in the class of semi-Markov chains in which the process moves out of a given state according
to an embedded Markov chain with self-transition probability in non-absorbing states pa,a = 0
and where the time spent in a given non-absorbing state is modelled by an explicit occupancy
distribution. The possible parametric state occupancy distributions are binomial, negative
binomial and Poisson distributions with an additional shift parameter d ≥ 1 which defines the
minimum sojourn time in a given state.

Definition 2. (Guédon, 2003) A semi-Markov chain is constructed from an embedded
first-order Markov chain. This A-state first-order Markov chain is defined by the following
parameters:

• initial probabilities ϕa = P (S0 = a) with
∑

a ϕa = 1.
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• transition probabilities

– non absorbing state a: ∀b 6= a, p̃a,b = P (St = b|St 6= a, St−1 = a) with
∑

b 6=a p̃a,b = 1
and p̃a,a = 0,

– absorbing state a: pa,a = P (St = a|St−1 = a) = 1 and ∀b 6= a, pa,b = 0.

This embedded first-order Markov chain represents transitions between distinct states except in
the absorbing state case. An occupancy (or sojourn time) distribution is attached to each non
absorbing state a of the embedded first-order Markov chain

da(u) = P (St+u+1 6= a, St+u−v = a, v = 0, . . . , u− 2|St+1 = a, St 6= a)

for u = 1, . . . , Ua, where Ua denotes the upper bound to the time spent in state a. Hence, we
assume that the state occupancy distributions are concentrated on finite sets of time points.
For the particular case of the last visited state, we need to introduce the survivor function of
the sojourn time in state a, Da(u) =

∑

v≥u da(u). The whole (first-order Markov chain +
state occupancy distributions) constitutes a semi-Markov chain.

Hidden Markov chains emerged in the 1970s in engineering and have since become a major
tool for both pattern recognition applications, e.g. speech or handwriting recognition (see
(Rabiner, 1989) for tutorial introductions), and biological sequence analysis (Churchill, 1989).

Hidden semi-Markov chains with non parametric state occupancy distributions were first
proposed in the field of speech recognition by Ferguson (1980). After this pioneering work, the
statistical inference problem related to hidden semi-Markov chains was further investigated by
different authors (Russell and Moore, 1985; Levinson, 1986; Guédon, 1992) and different para-
metric hypotheses were put forward for the state occupancy distributions (Poisson, “discrete”
gamma).

Definition 3. A hidden (semi-)Markov chain can be viewed as a pair of stochastic pro-
cesses {St, Yt} where the output process Yt is related to the state process {St}, which is a
(semi-)Markov chain, by a probabilistic function or mapping denoted by f (hence Yt = f(St)).
Since the mapping f is such that a given output may be observed in different states, the state
process {St} is not observable directly but only indirectly through the output process {Yt}. This
output process {Yt} is related to the (semi-)Markov chain {St} by the observation (or emis-
sion) probabilities. The definition of observation probabilities expresses the assumption that
the output process at time t depends only on the underlying Markov chain at time t. For each
state a the observation distribution is denoted by ba

ba(y) = P (Yt = y|St = a) with
∑

y

ba(y) = 1.

It should be noted that an HMC can be interpreted as a finite mixture model with Marko-
vian dependency. In the same way, an HSMC can be interpreted as a finite mixture model
with semi-Markovian dependency.

Conditional independence and likelihood of HSMC

For an HMC, both relations of conditional independence hold

• St is independent of {S0, Y0, . . . , St−2, Yt−2, Yt−1} given St−1, for all t > 0.

• Yt is independent of {S0, Y0, . . . , St−1, Yt−1} given St, for all t ≥ 0.
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Thus, for an HMC, the likelihood of the joint process {S,Y } is

P (Y = y,S = s; θ) = P (Y = y|S = s)P (S = s)

= ϕs0

{
T−1∏

t=1

pst−1,st

}{
T−1∏

t=0

bst(yt)

}

, (1.18)

where θ denotes the set of all HMC parameters (i.e. initial probabilities ϕa, transition proba-
bilities pa,b and observed distributions ba for all a ∈ {0, . . . , A− 1}).

By replacing a first-order Markov chain by a semi-Markov chain, the Markovian property
is transferred to the level of the embedded first-order Markov chain. In the semi-Markov chain
case, the conditional independence between the past and the future is ensured only when the
process moves from one state to another distinct state. This property holds at each time step
in the case of a Markov chain. For an HSMC, the likelihood of the joint process {S,Y } is

ϕs0ds0(u0)

{
R−1∏

r=1

psr−1,srdsr(ur)

}

psR−1,sRDsR(uR)I

(
R∑

r=0

ur = T

){
T−1∏

t=0

bst(yt)

}

, (1.19)

where sr is the (r + 1)th visited state, ur is the time spent in state ur and I() denotes the
indicator function; see for instance Russell and Moore (1985); Rabiner (1989).

Maximum likelihood estimation

In the following, the algorithm computation is described for only one observed sequence y.
For an HMC, since the state sequence s is not observable, the likelihood is given by

L(y; θ) =
∑

s

P (Y = y,S = s; θ),

where
∑

s means the sum on every possible state sequence of lenth T . This sum has exactly AT

elements and can be written as a matrices product (Altman, 2007). Therefore the likelihood
of an HMC can be directly maximized (Collings and Rydén, 1998; Turner, 2008).

The direct maximisation of the likelihood is more complex for an HSMC. In fact the
likelihood cannot be written as a matrix product

L(y; θ) =
∑

s

∑

u

P (Y = y, ST−1+u
0 = sT−1+u

0 ; θ),

where
∑

u means the sum on every supplementary duration from time T spent in the state
occupied at time T − 1. Since the state sequence s is not observable, a standard solution for
maximum likelihood estimation is the EM algorithm.

EM algorithm for HSMC The EM algorithm was introduced by Dempster et al. (1977)
to find maximum likelihood estimates of parameters when the model depends on unobserved
latent variables. Each iteration of the EM algorithm decomposes into two steps: the E step
(Expectation) and the M step (Maximisation). In the following we describe these two steps at
the iteration k + 1 for an HSMC.
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E step The focus here is on the conditional expectation of the completed data log-
likelihood given the observed data. Using equality (1.19), the conditional expectation can be
written as a sum of four terms that depend on initial probabilities, transition probabilities,
sojourn time distributions and observed distributions

Q(θ|θ[k]) = E
{

logP (yT1 , s
T
1 ; θ)Y = y; θ[k]

}

= Qϕ({ϕa}A−1
a=0 |θ[k]) +

A−1∑

a=0

Qp̃({p̃}A−1
a=0 |θ[k])

+
A−1∑

a=0

Qd({da(u)}|θ[k])I(pa,a = 0) +
A−1∑

a=0

Qb({ba(y)}Y−1
y=0 |θ[k]) (1.20)

Guédon (2003) introduced a “forward-backward” algorithm for the E step, based on the fol-
lowing decomposition

L1a(t) = P (St+1 6= a, St = a|Y = y)

=
P (Y T

t+1 = yTt+1|St+1 6= a, St = a)

P (Y T
t+1 = yTt+1|Y t

1 = yt1)
P (St+1 6= a, St = a|Y t

1 = yt1)

L1a(t) = Ba(t)Fa(t)

which expresses the conditional independence between the past and the future of the process
at state change times (1.19). Guedon and Cocozza-Thivent (1990) showed that the quantities
Fa(t)

[k+1] (respectively L1a(t)
[k+1]) can be computed by a forward (respectively backward)

pass through observed sequence y, using the previous values of parameters θ[k].

M step The reestimation formulas for the parameters of a HSMC are obtained by maxi-
mizing the different terms of Q(θ|θ[k]) (see the decomposition (1.20)), each term depending on
a given subset of θ. For each parameter subset, the reestimation formula is given in Guédon
(2003). This formula is directly deduced from the maximization of the first three terms of
(1.20). Therefore we obtain the next parameter values ϕ[k+1] and P̃ [k+1] using the quanti-
ties previously computed Fa(t)

[k+1] and L1a(t)
[k+1]. The computation of quantities d[a+1],

corresponding to the sojourn time distribution in each state, is described by Guédon (2003).
The update of observation model parameters (corresponding to quantities b[k+1] in the case of
simple distribution) is detailed in the next subsection in the case of GLM for categorical data.

1.6.2 Semi-Markov switching generalized linear models

Here, the observation conditional {Yt|Xt = xt} is defined by several GLMs for categorical
response variables. In fact, one GLM is associated with each state a ∈ {0, . . . , A − 1} of the
HSMC, corresponding to the observed distribution ba. These A distributions are characterized
by the parameters βa of the corresponding GLM. As we have seen previously, the estimation
of these parameters is not related to the semi-Markov parameters estimation and therefore
only the M step differs.

In the M step, the term of Q(θ|θ[k]) corresponding to an observation GLM is maximised
using Fisher’s scoring algorithm. Therefore there are two levels of iterations: Fisher’s scoring
iteration m being nested in EM iteration k. For the M step, we must maximise the conditional
expectation Qb({ba(y)}Y−1

y=0 |θ[k]) with respect to βa for each state a ∈ {0, . . . , A − 1}. On the
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iteration m+ 1 we obtain for state a

β[m+1]
a = β[m]

a −



E

{

∂2Q(b| θ[k])
∂βa∂βta

}

βa=β
[m]
a





−1{

∂Q(b|θ[k])
∂βa

}

βa=β
[m]
a

For the EM algorithm, the conditional expectation Qb({ba(y)}Y−1
y=0 |θ[k]) has the following form

Qb({ba(y)}Y−1
y=0 |θ[k]) =

T−1∑

t=0

L1[k]a (t) ba(yt|xt),

and thus we obtain
{

∂Q(b|θ[k])
∂βa

}

βa=β
[m]
a

=

T−1∑

t=0

L1[k]a (t)

{
∂l(yt, xt)

∂βa

}

βa=β
[m]
a

,

where Fisher’s score is computed as detailed by (1.6).



Chapter 2

A new specification of generalized
linear models for categorical data

Abstract

Many regression models for categorical data have been introduced in a variety of applied fields,
motivated by different paradigms but their specification are not homogeneous. Therefore, these
models are difficult to compare and their appropriateness with respect to category ordering
assumptions is questionable. The first contribution of this chapter is to unify the classical
regression models for categorical response variables, whether nominal or ordinal. This uni-
fication is based mainly on a decomposition of the link function into two parts: an inverse
continuous cdf and a ratio of probabilities. This allows us to define a new family of models
for nominal data, comparable to the cumulative, sequential and adjacent families of models
used for ordinal data. We finally propose a classification of GLMs for categorical data along
a nominal/ordinal scale.

Keywords: link function, nominal variable, ordinal variable, model reparametrization, in-
variance under permutation, stability under permutation.
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2.1 Introduction

Since GLMs were first introduced by Nelder and Wedderburn (1972), many regression models
for categorical data have been developed and introduced into a variety of applied fields such as
medicine, econometrics and psychology. They have been motivated by different paradigms and
their specifications are not homogeneous. Most have been defined for ordinal data (Agresti,
2010), whereas only one has been defined for nominal data: the multinomial logit model
introduced by Luce (1959) (also referred to as the baseline-category logit model (Agresti,
2002)). The three classical models for ordinal data are the odds proportional logit model
(McCullagh, 1980), the sequential logit model (Tutz, 1990) (also referred to as the continuation
ratio logit model (Dobson, 2002)), and the adjacent logit model (Masters, 1982; Agresti, 2010).
They have been extended by either replacing the logistic cumulative distribution function (cdf)
by other cdfs F (e.g. normal or Gumbel cdfs; see the grouped Cox model for instance, also
referred to as the proportional hazard model), or introducing different parametrizations of
the linear predictor (i.e. changing the design matrix Z). No such developments have been
undertaken for the multinomial logit case, and one of our goals is to fill this gap.

It should be noted that the three previously mentioned models for ordinal data, and the
multinomial logit model, all rely on the logistic cdf. The difference between them stems from
another element in the link function. In fact, the four corresponding link functions can be
decomposed into the logistic cdf and a ratio of probabilities r. For the odds proportional logit
model, the ratio corresponds to the cumulative probabilities P (Y ≤ j). Here, we propose
to decompose the link function of any GLM for categorical data into a cdf F and a ratio r.
Using this decomposition it can be shown that all the models for ordinal data were defined
by fixing the ratio r and changing the cdf F and the design matrix Z. For example, all
the cumulative models were obtained by fixing the cumulative probabilities P (Y ≤ j) as the
common structure. In the same way, the two families of sequential and adjacent models were
defined with probability ratios P (Y = j|Y ≥ j) and P (Y = j|j ≤ Y ≤ j + 1). Now, we can
extend the multinomial logit model by fixing only its ratio r and leaving F and Z unrestricted.

Our first contribution in this chapter (section 2.3) is to unify all these models by introducing
the new (r, F, Z)-triplet specification. Differences and commonalities between models are thus
highlighted, making them easily comparable. In this framework, the multinomial logit model
is extended, replacing the logistic cdf by other cdfs. We thus obtain a new family of models
for nominal data, comparable to the three classical families of models used for ordinal data.
We can now compare all the models according to the three components: ratio r for structure,
cdf F for fit, and design matrix Z for parametrization.

Sections 2.4 and 2.5 investigate this comparison in depth by studying the equivalences
between models. We first revisit three equivalences between models with different ratios,
shown by Läärä and Matthews (1985), Tutz (1991) and Agresti (2010) then generalize two
of them to obtain equalities between families of models. Some properties of invariance and
stability under permutation of the response categories are then presented. “Models for nominal
categories should be invariant under arbitrary permutations [. . . ]. On the other hand, models
for ordinal data should be invariant only under the special reverse permutation” (McCullagh,
1978).

In section 2.6, using the extended family of models for nominal data, and their invariance
property, we introduce a family of supervised classifiers. In final section 2.7 we discuss the ap-
propriateness of certain models with respect to category ordering assumptions. A classification
of the different models along a nominal/ordinal scale according to their invariance properties
is then proposed. By also considering difficulties of interpretability and inference, we provide



2.2 Exponential form of the categorical distribution 57

some advice concerning the practical choice of a model structure.

2.2 Exponential form of the categorical distribution

Natural exponential family

The exponential family of distributions must first be introduced into the multivariate case.
Consider a random vector Y of RK whose distribution depends on a parameter θ ∈ R

K . The
distribution belongs to the exponential family if the density can be written as

f(y; θ, λ) = exp

{
ytθ − b(θ)

λ
+ c(y, λ)

}

,

where b, c are known functions, λ is the nuisance parameter and θ is the natural parameter.
In this context, we recall the well-known property:

Property 5. Let Y be a random vector whose distribution belongs to the exponential family.
The function b is assumed to be twice differentiable and we obtain

(i) E(Y) =
∂b

∂θ
,

(ii) Cov(Y) = λ
∂2b

∂θt∂θ
.

Truncated multinomial distribution

Let J ≥ 2 denote the number of categories for the variable of interest and n ≥ 1 the number
of trials. Let π1, . . . , πJ denote the probabilities of each category, such that

∑J
j=1 πj = 1. Let

the discrete vector Ỹ follow the multinomial distribution

Ỹ ∼ M(n, (π1, . . . , πJ)),

with
∑J

j=1 ỹj = n. It should be remarked that the multinomial distribution is not exactly

a generalization of the binomial distribution, just looking at the dimension of Ỹ . In fact,
the constraint

∑J
j=1 πj = 1 expresses one of the probabilities in terms of the others. By

convention we choose to put the last category aside: πJ = 1 −∑J−1
j=1 πj . Finally, we must

define the truncated multinomial distribution

Y ∼ T M(n, (π1, . . . , πJ−1)),

where Y is the truncated vector of dimension J −1 with the constraint 0 ≤∑J−1
j=1 yj ≤ n. The

probabilities πj are strictly positive and
∑J−1

j=1 πj < 1 to avoid degenerate cases. Let π denote

the truncated vector (π1, . . . , πJ−1)
t with E(Y ) = nπ. For J = 2 the truncated multinomial

distribution is the Bernoulli distribution if n = 1 and the binomial distribution if n > 1 (see
table 2.1). In the GLM framework, only π is related to the explanatory variables thus we
focus on the case n = 1. One observation y is an indicator vector of the observed category
(the null vector corresponding to the last category). The truncated multinomial distribution
can be written as follows

f(y;π) =





J−1∏

j=1

π
yj
j







1−
J−1∑

j=1

πj





1−
∑J−1

j=1 yj

.
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J = 2 J > 2

n = 1 Ber(π) T M(π)

n > 1 B(n, π) T M(n, π)

Table 2.1: Truncated multinomial distribution according to J and n values.

The natural parameter θ = (θ1, . . . , θJ−1)
t is defined by

θ =

(

ln

{

π1

1−∑J−1
j=1 πj

}

, . . . , ln

{

πJ−1

1−∑J−1
j=1 πj

})t

,

and

b(θ) = ln






1 +

J−1∑

j=1

exp(θj)






.

Then the distribution is

f(y; θ) = exp{ytθ − b(θ)}.
Using the nuisance parameter λ = 1 and the null function c(y, λ) = 0, we see that the
truncated multinomial distribution T M(π) belongs to the exponential family of dimension
K = dim(Y ) = dim(θ) = dim(π) = J − 1.

2.3 Specification of generalized linear models for categorical
data

Consider the situation of regression analysis, with the multivariate response variable Y and
the vector of Q explanatory variables X = (X1, . . . , XQ) in a general form (i.e. categorical
variables being represented by indicator vectors). The dimension of X is thus denoted by p
with p ≥ Q. We are interested in the conditional distribution of Y |X, observing the values
(yi, xi)i=1,...,n taken by the pair (Y,X). All the response variables Yi are assumed to be con-
ditionally independent of each other, given {Xi = xi}. The variables Yi follow the conditional
truncated multinomial distribution

Yi|Xi = xi ∼ T M(π(xi)),

with at least J = 2. In the following we will misuse some notations for convenience. For
example, we will often forget the conditioning on X and the individual subscript i. Moreover,
the response variable will sometimes be considered as a univariate categorical variable Y ∈
{1, . . . , J} in order to use the univariate notation {Y = j} instead of the multivariate notation
{Y1 = 0, . . . , Yj−1 = 0, Yj = 1, Yj+1 = 0, . . . , YJ−1 = 0}.

2.3.1 Decomposition of the link function

The definition of a GLM for categorical data includes the specification of a link function g
which is a diffeomorphism from M = {π ∈ ]0, 1[J−1|∑J−1

j=1 πj < 1} to an open subset S of

R
J−1, between the expectation π = E[Y |X=x] and the linear predictor η = (η1, ..., ηJ−1)

t. It
also includes the parametrization of the linear predictor η which can be written as the product
of the design matrix Z (as a function of x) and the vector of parameters β (Fahrmeir and
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Tutz, 2001). Given the vector of explanatory variables x, a GLM for a categorical response
variable is characterized by the equation g(π) = Zβ, where there are exactly J − 1 equations
gj(π) = ηj . The model can also be represented by the following diagram

Z g−1

X −→ S −→ M,
x 7−→ η 7−→ π,

where X is the space of explanatory variables.

All the classical link functions (see Agresti (2002); Tutz (2012)) have the same structure
which we propose to write as

gj = F−1 ◦ rj , j = 1, . . . , J − 1, (2.1)

where F is a continuous and strictly increasing cumulative distribution function and r =
(r1, . . . , rJ−1)

t is a diffeomorphism from M to an open subset P of ]0, 1[J−1. Finally, given x,
we propose to summarize a GLM for categorical response variable by

r(π) = F(Zβ),

where F(η) = (F (η1), . . . , F (ηJ−1))
T . The model can thus be presented by the following

diagram

Z F r−1

X −→ S −→ P −→ M,
x 7−→ η 7−→ r 7−→ π.

2.3.2 (r,F,Z) specification of GLMs for categorical data

In the following, we will describe in more detail the components Z, F , r and their modalities.

Design matrix Z: Each linear predictor has the form ηj = αj+x
tδj with β = (α1, . . . , αJ−1,

δt1, . . . , δ
t
J−1) ∈ R

(J−1)(1+p) where p is the dimension of the explanatory space X . In general,
the model is defined without constraints, like for the multinomial logit model. But linear
equality constraints, called contrasts, can be added between different slopes δj , for instance.
The most common constraint is the equality of all slopes, like for the odds proportional logit
model. The corresponding constrained space C = {β ∈ R

(J−1)(1+p)|δ1 = . . . = δJ−1} may
be identified to C̃ = R

(J−1)+p. Finally, the constrained space is represented by a design
matrix, containing the vector of explanatory variable x. For example, the complete design
(J − 1)× (J − 1)(1 + p)-matrix Zc (without constraint) has the following form

Zc =






1 xt

. . .
. . .

1 xt




 .

The proportional design (J − 1) × (J − 1 + p)-matrix Zp (common slope) has the following
form

Zp =






1 xt

. . .
...

1 xt




 .
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The model without slopes (δ1 = . . . = δJ−1 = 0), considered as the minimal response model,
is defined with different intercepts αj (the design matrix is the identity matrix of dimension
J − 1). In most cases, the design matrix contains the identity matrix as minimal block, such
as Zc and Zp. These two matrices are sufficient to define all the classical models. It should
be noted that for a given constrained space C, there are an infinity of corresponding design
matrices which will be considered as equivalent. For example

Z ′
p =






1 −xt
...

. . .
...

1 . . . 1 −xt






is equivalent to Zp. In the following, the design matrices Zp and Zc are considered as the
representative element of their equivalence class and the set of all possible design matrices Z,
for a given vector of explanatory variables x, will be denoted by Z. This set Z contains all
design matrices between Zp and Zc, with number of columns between J−1+p and (J−1)(1+p).

Cumulative distribution function F : The most commonly used symmetric distributions
are the logistic and normal distributions, but Laplace and Student distributions may also be
useful. The most commonly used asymmetric distribution is the Gumbel min distribution

F (η) = 1− exp {− exp(η)} .

Let F̃ denote the symmetric of F (i.e. F̃ (η) = 1−F (−η)). The symmetric of the Gumbel min
distribution is the Gumbel max distribution

F̃ (η) = exp {− exp(−η)} .

All these cdfs, being diffeomorphisms from R to ]0, 1[, ease the interpretation of estimated
parameter β̂ and computation of Fisher’s scoring algorithm. The exponential distribution,
which is a diffeomorphism from R

∗
+ to ]0, 1[, is also used but the positivity constraint on

predictors may lead to divergence of estimates.

As noted by Tutz (1991), “distribution functions generate the same model if they are
connected by a linear transformation”. For instance, if the connexion is made through a
location parameter u and a scale parameter s such that Fu,s(w) = F{(w − u)/s}, we have for
j = 1, . . . , J − 1

Fu,s(ηj(x)) = F

(
ηj(x)− u

s

)

= F

(
αj − u

s
+ xt

δj
s

)

,

and obtain an equivalent model using the reparametrization α′
j = (αj − u)/s and δ′j = δj/s

for j = 1, . . . , J − 1. This is the case for all distributions previously introduced. But Student
distributions, with different degrees of freedom, are not connected by a linear transformation.
Therefore they lead to different likelihood maxima. In applications, Student distributions will
be used with few degrees of freedom. Playing on the symmetrical or asymmetrical character
and the more or less heavy tails of distributions may markedly improve model fit. In the
following, the set of all continuous cdf F (respectively continuous and symmetric cdf F ) will
be denoted by F (respectively by F̃).
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Name rj(π)
for j = 1, . . . , J − 1

Cumulative π1 + . . .+ πj

Sequential
πj

πj + . . .+ πJ

Adjacent
πj

πj + πj+1

Reference
πj

πj + πJ

Table 2.2: The four ratios, diffeomorphisms between open subsets of ]0, 1[J−1.

Ratio of probabilities r: The linear predictor η is not directly related to the expectation
π, through the cdf F , but to a particular transformation r of π which we call the ratio.

In this context, the odds proportional logit model for instance relies on the cumulative
ratio defined by

rj(π) = π1 + . . .+ πj ,

for j = 1, . . . , J − 1. If there is a total order among categories, cumulative models can be used
and interpreted by introducing a latent continuous variable V having cdf F (McCullagh, 1980).
The linear predictors (ηj)j=1,...,J−1 are then strictly ordered and we obtain for j = 1, . . . , J −1

{Y ≤ j} ⇔ {V ≤ ηj}.

The continuation ratio logit model relies on the sequential ratio defined by

rj(π) =
πj

πj + . . .+ πJ
,

for j = 1, . . . , J − 1. Total order may be interpreted in a different way with sequential mod-
els. A sequential model corresponds to a sequential independent latent continuous process
(Vt)t=1,...,J−1 having the cdf F (Tutz, 1990). This process is governed by

{Y = j} ⇔
j−1
⋂

t=1

{Vt > ηt}
⋂

{Vj ≤ ηj},

for j = 1, . . . , J − 1. The conditional event {Y = j|Y ≥ j} can be expressed by

{Y = j|Y ≥ j} ⇔ {Vj ≤ ηj}.
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The adjacent logit model is based on the adjacent ratio defined by

rj(π) =
πj

πj + πj+1
,

for j = 1, . . . , J − 1. Adjacent models are not directly interpretable using latent variables.

Unlike these models for ordinal data, we propose to define a ratio that is independent of
the category ordering assumption. Using the structure of the multinomial logit model, we
define the reference ratio for each category j = 1, . . . , J − 1 as

rj(π) =
πj

πj + πJ
.

Each category j is then related to a reference category (here J by convention) and thus no
category ordering is assumed. Therefore, the reference ratio allows us to define new GLMs for
nominal response variables.

Multinomial logit model

P (Y = j) =
exp(αj + xT δj)

1 +
∑J−1

k=1 exp(αk + xT δk)
(reference, logistic, complete)

Odds proportional logit model

ln

{
P (Y ≤ j)

1− P (Y ≤ j)

}

= αj + xT δ (cumulative, logistic, proportional)

Proportional hazard model
(Grouped Cox Model)

ln {− lnP (Y > j|Y ≥ j)} = αj + xT δ (sequential, Gumbel min, proportional)

Adjacent logit model

ln

{
P (Y = j)

P (Y = j + 1)

}

= αj + xT δj (adjacent, logistic, complete)

Continuation ratio logit model

ln

{
P (Y = j)

P (Y > j)

}

= αj + xT δj (sequential, logistic, complete)

Table 2.3: (r, F, Z) specification of five classical GLMs for categorical data.
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In the following, each GLM for categorical data will be specified by a (r, F, Z) triplet.
Table 2.3 shows (r, F, Z) triplet specifications for classical models. This specification eases
the comparison of GLMs for categorical data. Moreover, it enables to define an enlarged
family of GLMs for nominal response variables (referred to as the reference family) using
(reference, F, Z) triplets, which includes the (reference, logistic, complete) multinomial logit
model. GLMs for nominal and ordinal response variables are usually defined with different
design matrices Z; see the first two rows in table 2.3. Fixing the design matrix Z may ease
the comparison between GLMs for nominal and ordinal response variables.

2.3.3 Compatibility of the three components r, F and Z

A GLM for categorical data is specified by an (r, F, Z) triplet but is it always defined? The
condition π(x) ∈ M is required for all x ∈ X . It should be noted that reference, adjacent and
sequential ratios are defined with J − 1 different conditioning. Therefore the linear predictors
ηj are not constrained one to another. Neither P nor S are constrained (P =]0, 1[J−1 and
S = R

J−1) and thus no constraint on parameter β is required.

The situation is different for the cumulative ratio, because the probabilities rj(π) are not
conditional but linked (rj+1(π) = rj(π) + πj+1). Both P and S are constrained (P = {r ∈
]0, 1[J−1|r1 < . . . < rJ−1} and S = {η ∈ R

J−1|η1 < . . . < ηJ−1}). Therefore the definition
of a cumulative model entails constraints on β = (α1, . . . , αJ−1, δ

t
1, . . . , δ

t
J−1). Without loss of

generality, we will work hereinafter with only one explanatory variable x ∈ X . The constraints
are different depending on the form of X .

Case 1: x is categorical then X = {x ∈ {0, 1}C−1| ∑C−1
c=1 xc ∈ {0, 1}}. In this case, the

form of the linear predictors is

ηj(x) = αj +
C−1∑

c=1

1{X=c} δj,c,

and the constraints ηj(x) < ηj+1(x) ∀x ∈ X are equivalent to

{
αj < αj+1,
δj,c ≤ δj+1,c, ∀c ∈ {1, . . . , C − 1}.

Case 2: x is continuous then X ⊆ R. In this case, the form of the linear predictors is

ηj(x) = αj + δjx.

Since the ηj must be ordered on X , three domains of definition X must be differentiated:

X = R ηj are ordered and parallel straight lines

{
αj < αj+1,
δj = δj+1.

This is the case of the odds proportional logit model.



64 2. A new specification of generalized linear models for categorical data

X = R+ ηj are ordered and non-intersected half-lines

{
αj < αj+1,
δj ≤ δj+1.

This is the case of a positive continuous variable X, such as a size or a dosage for instance.
Moreover, if X is strictly positive, the intercepts αj can be common.

X = [a, b] ηj are ordered and non-intersected segments. The constraints cannot be simply
rewritten in terms of intercept and slope constraints.

Figure 2.1: Linear predictors for different configurations of the continuous space X .

For the last two cases a vector of probabilities π(x) for x out of X cannot always be
predicted (see figure 2.1).

2.3.4 Fisher’s scoring algorithm

For maximum likelihood estimation, the iteration of Fisher’s scoring algorithm is given by

β[t+1] = β[t] −
{

E

(
∂2l

∂βT∂β

)

β=β[t]

}−1(
∂l

∂β

)

β=β[t]

.

For the sake of simplicity, the algorithm is detailed for only one observation (y, x) with l =
lnP (Y = y|X = x;β). Using the chain rule we obtain the score

∂l

∂β
=
∂η

∂β

∂π

∂η

∂θ

∂π

∂l

∂θ
.

Using Property 5, we obtain

∂l

∂β
= Zt ∂π

∂η
Cov(Y |x)−1 [y − π].

Then using decomposition (3.1) of the link function we obtain

∂l

∂β
= Zt ∂F

∂η

∂π

∂r
Cov(Y |x)−1 [y − π]. (2.2)
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Again using Property 5 and decomposition (3.1) of the link function, we obtain Fisher’s infor-
mation matrix

E

(
∂2l

∂βt∂β

)

= −∂π
∂β

Cov(Y |x)−1 ∂π

∂βt

= −Zt ∂π

∂η
Cov(Y |x)−1 ∂π

∂ηt
Z

E

(
∂2l

∂βt∂β

)

= −Zt ∂F
∂η

∂π

∂r
Cov(Y |x)−1 ∂π

∂rt
∂F
∂ηt

Z. (2.3)

We only need to evaluate the associated density function {f(ηj)}j=1,...,J−1 to compute the
diagonal Jacobian matrix ∂F/∂η. For details on computation of the Jacobian matrix ∂π/∂r
according to each ratio, see appendix B.

2.4 Properties of GLMs for categorical data

This section focuses on equivalences between GLMs for categorical data. All the following
properties strongly depend on the link function, especially the ratio. It should be noted that
for the case J = 2, all four ratios (see table 2.2) are the same, leading to the Bernoulli case.
Hence we focus only on the case J > 2.

The truncated multinomial distribution T M(π) is fully specified by parameter π of dimen-
sion J − 1. Therefore, the distribution of Y |X = x is fully specified by the (r, F, Z) triplet for
a fixed value of β ∈ C̃

π = r−1 ◦ F{Z(x)β}.
Equality and equivalence between two models are differentiated here, using the (r, F, Z) spec-
ification.

Remark 1. In this thesis we employ model when the three component r, F and Z are de-
termined, whereas we employ family of models when at least one of the three components is
undetermined. For example (reference, logistic, complete) is a model, whereas {(reference, F ,
Z)| F ∈ F, Z ∈ Z} is a family of models.

Definition 4. Two models (r, F, Z) and (r′, F ′, Z ′) are said to be equal if the corresponding
distributions of Y |X = x are equal for all x and all β

r−1 ◦ F{Z(x)β} = r′−1 ◦ F ′{Z ′(x)β}, ∀x ∈ X , ∀β ∈ C̃.

Definition 5. Two models (r, F, Z) and (r′, F ′, Z ′) are said to be equivalent if one is a
reparametrization of the other, and conversely. Hence, there exists a bijection h from C̃ to C̃′

such that
r−1 ◦ F{Z(x)β} = r′−1 ◦ F ′{Z ′(x)h(β)}, ∀x ∈ X , ∀β ∈ C̃.

It should be noted that equality between two models necessarily means that they are also
equivalent.

2.4.1 Equivalence between GLMs for categorical data

In this subsection we first compare sequential and cumulative ratios, both of which are used
for ordinal data, then compare reference and adjacent ratios, used for nominal and ordinal
data, respectively.
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2.4.1.1 Comparison between sequential and cumulative models

We first remind two equivalences between models for ordinal response variables and extend the
second one for other design matrices. Thus, we obtain equality between families of sequential
and cumulative models using a transformation between design matrices. Finally, we focus on
particular models for the complete and proportional design matrices.

Equivalences between models Läärä and Matthews (1985) showed the equivalence be-
tween (sequential, Gumbel min, proportional) and (cumulative, Gumbel min, proportional)
models. Tutz (1991) noted that “equivalence holds only for the simple version of the models
where the thresholds are not determined by the explanatory variables”. In our framework,
this means that (sequential, Gumbel min, Z) and (cumulative, Gumbel min, Z) models are
equivalent only for the proportional design matrix Zp. Consider the bijection between the two
predictor spaces S = R

J−1 and S ′ = {η ∈ R
J−1|η1 < . . . < ηJ−1} for j = 1, . . . , J − 1 defined

by

η′j = ln

{
j
∑

k=1

exp(ηk)

}

,

which is not linear with respect to η. The predictor η′ must be linear at least with respect to
x. Rewriting η′j as

η′j = ln

{
j
∑

k=1

exp(αk) exp(x
tδk)

}

,

we see that linearity with respect to x holds if and only if δ1 = . . . = δJ−1. This corresponds to
the proportional design matrix. Finally the equivalence of Läärä and Matthews (1985) holds
with the bijection h between C̃ = R

J−1+p and C̃′ = {β ∈ R
J−1+p|α1 < . . . < αJ−1} defined by







α′
j = ln

{
j
∑

k=1

exp(αk)

}

, for j = 1, . . . , J − 1,

δ′ = δ.

The equivalence shown by Tutz (1991)

(cumulative, exponential, complete) ⇔ (sequential, exponential, complete),

is quite different because the reparametrization is linear with respect to η. This result can
therefore be generalized for any design matrix.

Equality between families of models It should be noted that the exponential cdf is
defined only for strictly positive values. Therefore, the following property holds only for
parameter values β such that η = Zβ ∈ R

∗J−1
+ .

Property 6. The two families of models {(cumulative, exponential, Z); Z ∈ Z} and {(sequential,
exponential, Z); Z ∈ Z} are equal.

Proof. The equality between the two families is shown using double inclusion method. Assume
that the distribution of Y |X = x is defined by the (cumulative, exponential, Z) model with
an unknown design matrix Z ∈ Z. For j = 1, . . . , J − 1 we obtain

π1 + . . .+ πj = 1− exp(−ηj). (2.4)
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The sequential ratio can be rewritten in terms of cumulative ratio

πj
πj + . . .+ πJ

=
(π1 + . . .+ πj)− (π1 + . . .+ πj−1)

1− (π1 + . . .+ πj−1)
,

for j = 2, . . . , J − 1. Using (2.4) it becomes

πj
πj + . . .+ πJ

= 1− exp{−(ηj − ηj−1)},

for j = 2, . . . , J − 1. Therefore, we consider the reparametrization

{
η′1 = η1,
η′j = ηj − ηj−1 for j = 2, . . . , J − 1,

between the two predictor spaces S = {η ∈ R
J−1|0 ≤ η1 < . . . < ηJ−1} and S ′ = R

∗J−1
+ . As

this transformation is linear with respect to η, we introduce the following square matrix

A =








1
−1 1

. . .
. . .

−1 1








of dimension J − 1 and then

η′ = Aη,

η′ = AZβ.

Hence Y |X = x follows the (sequential, exponential, AZ) model with the same parameter β.
This means that

(cumulative, exponential, Z) = (sequential, exponential, AZ),

and we thus obtain first inclusion. Finally, noting that A is invertible we obtain

(cumulative, exponential, A−1Z) = (sequential, exponential, Z),

and we thus obtain second inclusion.

Proportional and complete design matrices It should be remarked that A changes in
general the constraints on space C and thus the likelihood maximum. For example, the design
matrix Zp corresponds to the constrained space C = {β ∈ R

(J−1)(1+p)|δ1 = . . . = δJ−1},
whereas the design matrix

AZp =








1 xt

−1 1 0
. . .

. . .
...

−1 1 0








corresponds to the constrained space C = {β ∈ R
(J−1)(1+p)|δ2 = . . . = δJ−1 = 0}. The

design matrices Zp and AZp are not equivalent and thus the (cumulative, exponential, Zp) and
(sequential, exponential, Zp) models are not equivalent, whereas the (cumulative, exponential,
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Zp) and (sequential, exponential, AZp) models are equal. In the same way, the (cumulative,
exponential, A−1Zp) and (sequential, exponential, Zp) models are equal with

A−1Zp =








1 xt

1 1 2xt

...
. . .

...
1 1 . . . 1 (J − 1)xt







.

For the particular complete design there is no constraint on C, thus A cannot change it.
We must simply check that A does not reduce the dimension of C. Since A has full rank,
the matrices Zc and AZc are equivalent. Therefore the equality between the (cumulative,
exponential, Zc) and (sequential, exponential, AZc) models becomes

(cumulative, exponential, Zc) ⇔ (sequential, exponential, Zc),

and we recover the equivalence described by Tutz (1991).

Comparison between reference and adjacent models

Here we follow the same approach as previously with sequential and cumulative ratios, and
thus provide fewer details. We start from the equivalence

(reference, logistic, complete) ⇔ (adjacent, logistic, complete), (2.5)

shown by Agresti (2010) and then generalize this equivalence for any design matrix. Before
starting, the family of canonical models must be introduced using the (r, F, Z) specification.
In the GLM framework, a model is said to be canonical if the equality between the natural
parameter θ and the linear predictor η holds. This equality can be rewritten in terms of link
function g = F−1 ◦ r.

θ = η

⇔ ln

(
πj
πJ

)

= ηj ∀j = 1, . . . , J − 1

⇔ πj
πj + πJ

=
exp(ηj)

1 + exp(ηj)
∀j = 1, . . . , J − 1.

The reference ratio r can be recognized on the left hand side and the logistic cdf F on the
right hand side. Therefore, the family of canonical models is {(reference, logistic, Z); Z ∈ Z}.
The multinomial logit model is a particular canonical model with the complete design matrix.
Finally, we generalize the equivalence, described by Agresti (2010), between two models to the
family of canonical models.

Property 7. The family of canonical models {(reference, logistic, Z); Z ∈ Z} is equal to the
family of models {(adjacent, logistic, Z); Z ∈ Z}.

Proof. Following the same approach as for Property 6 proof, we can see that (reference, logistic,
Z) and (adjacent, logistic, AtZ) models are equal for every design matrix Z ∈ Z, where At

turns out to be the transpose of the matrix A previously defined. Noting that At is invertible
((At)−1 = (A−1)t), we obtain the desired result.

As previously, At generally changes the constraints on space C. For example, the design
matrices Zp and AtZp are not equivalent. The particular equality

(reference, logistic, (A−1)tZp) = (adjacent, logistic, Zp),
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where

(A−1)tZp =








1 1 . . . 1 (J − 1)xt

. . .
...

...
1 1 2xt

1 xt







,

corresponds to a particular reparametrization described by Agresti (2010). Noting that the
design matrices Zc and A

tZc are equivalent because A
t has full rank, we recover the equivalence

(2.5) described by Agresti (2010).

2.4.2 Permutation invariance and stability

Property 7 shows equality between a family defined for nominal data and a family defined
for ordinal data since the adjacent ratio uses the category ordering assumption whereas the
reference ratio does not. The two families of reference and adjacent models overlap for the
particular case of the logistic cdf. Thus, we need to determine whether this subfamily of
canonical models is more appropriate for nominal or ordinal data. More generally, we want to
classify each (r, F, Z) triplet as a nominal or an ordinal model. “It is proposed that models
for nominal categories should be invariant under arbitrary permutations [. . . ] On the other
hand, models for ordinal data should be invariant only under the special reverse permutation”
(McCullagh, 1978). We therefore propose to investigate permutation invariances of each model
and permutation stabilities of some families of models; especially the four families defined with
the four ratios.

Let us first introduce the notion of permutation invariance. Each index j ∈ {1, . . . , J}
is associated with a particular category. Modifying this association potentially changes the
model. Such a modification is characterized by a permutation σ of {1, . . . , J}. The permuted
vector parameter πσ = (πσ(1), . . . , πσ(J−1)) is thus introduced and the permuted model is
summarized by

r(πσ) = F(Zβ),

and denoted by the indexed triplet (r, F, Z)σ. In this subsection we focus on the permutations
that preserve the model, or at least preserve the link function, or even the ratio. The main
idea is to find σ such that the ratio of permuted probabilities and the permuted ratio of
probabilities are equal (i.e. such that r(πσ) = rσ(π)). We will see that these permutations
are not the same depending on the link function, especially because of the ratio. We need to
introduce the following definition.

Definition 6. Let σ be a permutation of {1, . . . , J}. A model (r, F, Z) is said to be invariant
under σ if the models (r, F, Z) and (r, F, Z)σ are equivalent. A family of models M is said to
be stable under σ if σ(M) = M, where σ(M) = {(r, F, Z)σ| (r, F, Z) ∈ M}.

Compared to the previous subsection, we focus here on equivalences between models that
have the same ratio. It could be said that equivalences between models become invariances
of models and equalities between families become stabilities of families. Following the same
approach, we will show the stability of families under permutations and then focus on invariant
models for the complete and proportional design matrices.

Models for nominal data

Unlike the adjacent, cumulative and sequential ratios, the reference ratio is built without the
category ordering assumption. The probability of each category is connected only with the
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probability of reference category J . Thus, changing the reference category could change the
fit. Contrary to all the other permutations we have the following property.

Property 8. The family of models {(reference, F , Z); F ∈ F, Z ∈ Z} is stable under the
(J − 1)! permutations that fix the reference category.

Proof. Let σ denote a permutation of {1, . . . , J} such that σ(J) = J . For the reference ratio
it can be shown that

rj(πσ) = rσ(j)(π),

for j ∈ {1, . . . , J − 1}. Thus we need to permute the linear predictors ηj using the restricted
permutation matrix of dimension J − 1, defined as follows

(Pσ)i,j =

{
1 if i = σ(j),
0 otherwise,

for i, j ∈ {1, . . . , J − 1}. Noting that η′ = Pση = PσZβ we obtain

(reference, F, Z)σ = (reference, F, PσZ),

for all F ∈ F and all Z ∈ Z. Noting that Pσ is invertible (P−1
σ = Pσ−1) we obtain the desired

result.

Furthermore, the design matrices Zc and PσZc are equivalent because Pσ has full rank.
Therefore, (reference, F , Zc)σ and (reference, F , Zc) models are equivalent, which means that
(reference, F , Zc) model is invariant under σ. Moreover, the design matrices Zp and PσZp are
also equivalent. In fact, permutation σ does not change the contrast of common slope

δ1 = . . . = δJ−1 ⇔ δσ(1) = . . . = δσ(J−1).

Finally, noting that Zc and PσZc (respectively Zp and PσZp) are equivalent, we obtain the
following property of invariance.

Property 9. Let F ∈ F. The two (reference, F , complete) and (reference, F , proportional)
models are invariant under the (J − 1)! permutations that fix the reference category.

But what happens if we transpose the reference category? The family of canonical models
has the following property.

Property 10. The family of canonical models {(reference, logistic, Z); Z ∈ Z} is stable under
all permutations.

Proof. Let τ denote a non identical transposition of the reference category J . Using Property
8, we need to show stability under τ . Assume that the distribution of Y |X = x is defined by
the transposed canonical (reference, logistic, Z)τ model. Thus we obtain







πj
πτ(J)

= exp(ηj) for j 6= J and j 6= τ(J),

πJ
πτ(J)

= exp(ητ(J)),

or equivalently






πj
πJ

=
πj
πτ(J)

πτ(J)

πJ
= exp(ηj − ητ(J)) forj 6= J and j 6= τ(J),

πτ(J)

πJ
= exp(−ητ(J)).
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Hence Y |X = x follows the canonical (reference, logistic, BτZ) model, where Bτ is the (J−1)-
identity matrix, whose τ(J)th column is replaced by a column of −1. Noting that Bτ is
invertible (B−1

τ = Bτ ) we obtain the desired result.

It should be remarked that the design matrices Zp and BτZp are not equivalent. In fact
the contrast δ1 = . . . = δJ−1 becomes δj = 0 for all j 6= τ(J). Thus the (reference, logistic,
proportional) model is not invariant under τ but preserves its link function. By contrast, the
canonical (reference, logistic, complete) model is invariant under all permutations because Pσ

and Bτ have full rank. This last result is just another way of saying that for the multinomial
logit model, the choice of the reference category has no impact on model’s fit. This holds only
for this model and its adjacent equivalent. Finally, the (adjacent, logistic, complete) model,
which is invariant under all permutations, is inappropriate for ordinal data. More generally,
the family of models {(adjacent, logistic, Z); Z ∈ Z}, which is stable under all permutations
(properties 7 and 10), is inappropriate for ordinal data.

Models for ordinal data

Adjacent, cumulative and sequential ratios are defined with the category ordering assumption
and thus are naturally devoted to ordinal data. We therefore expect a permutation which
changes the order to change also the corresponding models. But what happens if we simply
reverse the order? We would like the model to be invariant. McCullagh (1980) noted that
the three models (cumulative, logistic, proportional), (cumulative, normal, proportional) and
(cumulative, Cauchy, proportional) are invariant under the reverse permutation. More gener-
ally, we demonstrate stability of the cumulative family of models under this permutation. The
adjacent ratio turns out to have the same property, unlike the sequential ratio.

Property 11. The two families of models {(adjacent, F , Z); F ∈ F, Z ∈ Z} and {(cumulative,
F , Z); F ∈ F, Z ∈ Z} are stable under the reverse permutation.

Proof. Let σ̃ denote the reverse permutation (i.e. σ̃(j) = J − j + 1, ∀j ∈ {1, . . . , J − 1}). For
adjacent and cumulative ratios, it can be shown that

rj(πσ̃) = 1− rJ−j(π), (2.6)

for j ∈ {1, . . . , J − 1}. Assume that the distribution Y |X = x is defined by the permuted
(r, F, Z)σ̃ model with r = adjacent or cumulative, i.e.

rj(πσ̃) = F (ηj),

for j ∈ {1, . . . , J − 1}. Using equality (2.6), we obtain equivalently

rJ−j(π) = F̃ (−ηj), (2.7)

for j ∈ {1, . . . , J − 1}. Now we denote i = J − j and (2.7) becomes

ri(π) = F̃ (−ηJ−i),

for i ∈ {1, . . . , J−1}. Hence Y |X = x follows the (r, F̃ ,−P̃Z) model, where P̃ is the restricted
reverse permutation matrix of dimension J − 1

P̃ =





1
. .
.

1



 .
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Finally we have
(adjacent, F,Z) = (adjacent, F̃ ,−P̃Z),

and
(cumulative, F,Z) = (cumulative, F̃ ,−P̃Z).

Noting that P̃ is invertible (P̃−1 = P̃ ) we obtain the desired result.

The design matrices Zp and −P̃Zp are equivalent because

δ1 = . . . = δJ−1 ⇔ −δJ = . . . = −δ1.

The design matrices Zc and −P̃Zc are also equivalent because P̃ has full rank. Finally, we
obtain the following property of invariance.

Property 12. Let F ∈ F̃. The four (adjacent, F , complete), (adjacent, F , proportional),
(cumulative, F , complete) and (cumulative, F , proportional) models are invariant under the
reverse permutation.

For example, the (cumulative, Laplace, proportional) model is invariant under the reverse
permutation, whereas the (cumulative, Gumbel min, proportional) model is not. But the
(cumulative, Gumbel min, proportional)σ̃ and (cumulative, Gumbel max, proportional) models
are equivalent.

The situation is quite different for sequential models because equality (2.6) is no longer
valid. The reverse permutation changes the structure of a sequential model. Using the equiv-
alence between sequential and cumulative models shown by Läärä and Matthews (1985), and
the previous result, we obtain the following equivalence under the reverse permutation

(sequential, Gumbel min, proportional)σ̃ ⇔ (cumulative, Gumbel max, proportional).

But for other sequential models, if we introduce the elementary transposition τ̃ of the last two
categories, we obtain the following property.

Property 13. The family of models {(sequential, F , Z); F ∈ F̃, Z ∈ Z} is stable under the
transposition τ̃ of the last two categories.

Proof. Assume that the distribution of Y |X = x is defined by the transposed (sequential, F ,
Z)τ̃ model with a symmetric cdf F . Thus we obtain

πτ̃(j)

πτ̃(j) + . . .+ πτ̃(J−1) + πτ̃(J)
= F (ηj),

for j ∈ {1, . . . , J − 1}. The last equation can be isolated







πj
πj + . . .+ πJ

= F (ηj) ∀j ∈ {1, . . . , J − 2},
πJ

πJ + πJ−1
= F (ηJ−1).

This is equivalent to







πj
πj + . . .+ πJ

= F (ηj), ∀j ∈ {1, . . . , J − 2},
πJ−1

πJ−1 + πJ
= F̃ (−ηJ−1).
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Since F is symmetric (i.e. F = F̃ ), then Y |X = x follows the (sequential, F , Aτ̃Z) model,
where Aτ̃ is the following squared matrix of dimension J − 1

Aτ̃ =








1
. . .

1
−1







.

Noting that Aτ̃ is invertible (A−1
τ̃ = Aτ̃ ) we obtain the desired result.

Furthermore, noting that Aτ̃Zc and Zc are equivalent because Aτ̃ has full rank, we obtain
the following property of invariance:

Property 14. Let F ∈ F̃. The (sequential, F , complete) model is invariant under the trans-
position τ̃ of the last two categories.

However the design matrices Aτ̃Z and Z are not equivalent in general. For example, the
particular design matrices Aτ̃Zp and Zp are not equivalent. Therefore, the (sequential, F ,
proportional) model is not invariant under τ̃ , even if F is symmetric.

2.5 Investigation of invariance properties using benchmark
datasets

Models for ordinal data should be invariant only under the reverse permutation (McCullagh,
1980). According to Property 12, we still have to show that (cumulative, F , complete) and
(cumulative, F , proportional) models, with F ∈ F̃, are not invariant under other permutations.
But invariance under a permutation is easier to show than the contrary. Thus, we proposed to
investigate the J ! permutations on a dataset. To highlight the possible equivalences between
models, all the models were ordered according to their log-likelihood value. Each plateau of
log-likelihood therefore likely corresponds to an invariance under a particular permutation.
For cumulative models, we thus expect to obtain exactly J !/2! plateaus. If cumulative models
are invariant under other permutations, we expect some merging of plateaus.

We investigated also invariances of (adjacent, F , complete) and (adjacent, F , proportional)
models, with F ∈ F̃ and F 6= logistic. Using Property 9 (respectively 14), a similar approach
was then applied to (reference, F , complete) and (reference, F , proportional) models with
permutations σ fixing the reference category (respectively to (sequential, F , complete) models
with the transposition τ̃ of the last two categories).

We used the boy’s disturbed dreams benchmark dataset (given in table 2.4) drawn from a
study that cross-classified boys by their age x and the severity of their disturbed dreams y
(Maxwell, 1961). The explanatory variable x was assigned mid-point values for each stratum
and was used as a continuous variable.

Reference models The (reference, F , complete) and (reference, F , proportional) models
are invariant under the (J−1)! permutations that fix the reference category (Property 9). But
are they still invariant under other permutations? The canonical (reference, logistic, complete)
model, being invariant under all permutations, is excluded. Non-invariance of models may be
shown when F is analytically defined (see chapter 5). This is more complex for normal or
Student distributions, and figure 2.2 therefore investigates these two cases. All the models are
ordered according to their log-likelihood value and we obtain J !/(J − 1)! = J = 4 plateaus as
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x \ y 1 2 3 4

5-7 7 4 3 7
8-9 10 15 11 13
10-11 23 9 11 7
12-13 28 9 12 10
14-15 32 5 4 3

Table 2.4: Degree of suffering from disturbed dreams of boys by age.

expected. Each plateau corresponds to a particular reference category with the (J − 1)! = 6
permutations that fix this category.

Figure 2.2: Ordered log-likelihood of (reference, normal, complete)σ and (reference, Stu-
dent(1), proportional)σ models for all permutations σ.

Figure 2.3: Ordered log-likelihood of (adjacent, Laplace, complete)σ and (cumulative, logistic,
proportional)σ models for all permutations σ.
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Figure 2.4: Ordered log-likelihood of (sequential, logistic, complete)σ and (sequential, Stu-
dent(4), complete)σ models for all permutations σ.

Adjacent and cumulative models The (adjacent, F , complete) and (cumulative, F , pro-
portional) models are invariant under the reverse permutation when F is symmetric (Property
12). But are they still invariant under other permutations? The (adjacent, logistic, complete)
model, being invariant under all permutations, is excluded. Figure 2.3 investigates the case
of (adjacent, Laplace, complete) and (cumulative, logistic, proportional) models for all the
J ! = 24 permutations. All the models are ordered according to their log-likelihood value
and we obtain J !/2! = 12 plateaus as expected. Each plateau corresponds to a particular
permutation and its associated reverse permutation.

Sequential models The (sequential, F , complete) models are invariant under the trans-
position of the last two categories when F is symmetric (Property 14). But are they still
invariant under other permutations? Figure 2.4 investigates the case of (sequential, symmetric
F , complete) models for all the J ! = 24 permutations, with the logistic and Student(4) cdfs.
All the models are ordered according to their log-likelihood value and we obtain J !/2! = 12
plateaus as expected. Each plateau corresponds to a particular permutation and its associated
transposition of the last two categories.

2.6 Applications

2.6.1 Supervised classification

Linear, quadratic and logistic discriminant analyses are three classical methods used for su-
pervised classification. The logistic discriminant analysis often outperforms other classical
methods (Lim et al., 2000). In our context, we prefer to consider the logistic regression rather
than the logistic discriminant analysis, these two methods being very similar (Hastie et al.,
2005). In this subsection, we propose a family of classifiers that includes the logistic regression
as a particular case. We then compare the classification error rates on two benchmark datasets
(available on UCI), using 10-fold cross validation. The logistic regression is fully specified by
the (reference, logistic, complete) triplet. This model is more suitable for non-ordered classes,
even though it can also be used for ordered classes.

We propose to use the entire set of reference models with a complete design, which have
all the same number of parameters. We can change the cdf F to obtain a better fit. For the
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application, we use ten different cdf F :

F0 = {normal, Laplace, Gumbel min, Gumbel max, Student(1), . . . , Student(6)},

from which ten classifiers are built

C∗ = {(reference, F, complete); F ∈ F0}.

All these classifiers are compared with the logistic regression, using 10-fold cross validation.
For each classifier, the mean error rate is computed on the ten sub-samples and compared with
the logistic regression error rate (represented in blue in figures 2.5, 2.6 and 2.7). The impact
of changing the cdf can be seen (the corresponding minimal error rate is represented in green).

In the previous section, we saw that (reference, F , complete) models, with F 6= logistic,
do not seem to be invariant under transpositions of the reference category. This means that
changing the reference category potentially changes the fit. Therefore, we propose to extend
the set of classifiers C∗ to obtain

C = {(reference, F, complete)τ ; F ∈ F0, τ ∈ TJ},

where TJ contains all transpositions of the reference category J . Finally, the set C contains
exactly 10 × J classifiers. All these classifiers are then compared with the logistic regression.
The impact of changing the reference category can be seen (the corresponding minimal error
rate is represented in red). The three following original datasets are drawn from the UCI
machine learning repository and the datasets already partitioned by means of a 10-fold cross
validation procedure are drawn from the KEEL dataset repository. They contain respectively
3, 4 and 5 classes.

Thyroid This dataset is one of the several thyroid databases available in the UCI repository.
The task is to detect if a given patient is normal (1) or suffers from hyperthyroidism (2) or
hypothyroidism (3). This dataset contains n = 7200 individuals and all 21 attributes are
numeric.

For the (reference, logistic, complete) model, the mean error rate of misclassification (in
blue) was 6.12%. Using all the classifiers of C∗, the best classifier was the (reference, Student(3),
complete) model with a misclassification mean error rate (in green) of 2.32% (see figure 2.5
on the left side). Finally, using all the classifiers of C, the best classifier was the (reference,
Student(2), complete)τ model (where τ(J) = 2) with a misclassification mean error rate (in
red) of 1.61%. The gain appeared to be mainly due to the change in cdf F (see figure 2.5 on
the right side).

Vehicle The purpose is to classify a given silhouette as one of four types of vehicle, using
a set of features extracted from the silhouette. The vehicle may be viewed from one of many
different angles. The four types of vehicle are: bus (1), opel (2), saab (3) and van (4). This
dataset contains n = 846 instances and all 18 attributes are numeric.

For the (reference, logistic, complete) model, the misclassification mean error rate (in blue)
was 19.03%. All classifiers of C∗ or C obtained an upper error rate (see figure 2.6).

Pages blocks The problem consists in classifying all the blocks of page layout in a document
detected by a segmentation process. This is an essential step in document analysis to separate
text from graphic areas. The five classes are: text (1), horizontal line (2), picture (3), vertical
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line (4) and graphic (5). The n = 5473 examples are drawn from 54 distinct documents. Each
observation concerns one block. All 10 attributes are numeric.

For the (reference, logistic, complete) model, the misclassification mean error rate (in blue)
was 5.55%. Using all the classifiers of C∗, the best classifier was the (reference, Student(3),
complete) model with a misclassification mean error rate (in green) of 3.67% (see figure 2.7
on the left side). Finally, using all the classifiers of C, the best classifier was the (reference,
Student(1), complete)τ model (where τ(J) = 1) with a misclassification mean error rate (in
red) of 2.94% (see figure 2.7 on the right side).

Figure 2.5: Error rates for the classifiers of C∗ and C on the thyroid dataset.

Figure 2.6: Error rates for the classifiers of C∗ and C on the vehicle dataset.

Given the results, the Gumbel min distribution seems to define the worst classifiers. The
Normal, Laplace and Gumbel max distributions seem to be comparable to the logistic dis-
tribution. Finally, Student distributions seem to outperform the other, perhaps due to their
heavy tails.
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Figure 2.7: Error rates for the classifiers of C∗ and C on the pages-blocks dataset.

2.6.2 Partially-known total ordering

Let us first briefly introduce the pear tree dataset. Harvested seeds of Pyrus spinosa were
sown and planted in January 2001 in a nursery located near Aix-en Provence, southeastern
France. In winter 2001, the first annual shoots on the trunk of 50 one-year-old individuals
were described by node. The presence of an immediate axillary shoot was noted at each
successive node. Immediate shoots were classified in four categories according to length and
transformation or not of the apex into spine (i.e. definite growth or not). The final dataset was
thus constituted of 50 bivariate sequences of cumulative length 3285 combining a categorical
variable Y (type of axillary production selected from among latent bud (l), unspiny short
shoot (u), unspiny long shoot (U), spiny short shoot (s) and spiny long shoot (S)) with an
interval-scaled variable X (internode length).

Figure 2.8: Hasse diagram of order relationships l < u < U and l < s < S.

We sought to explain the type of axillary production depending on the internode length,
using only partial information about category ordering. In fact, the three categories l, u and U
(respectively l, s and S) are ordered. But the two mechanisms of elongation and transformation
into spine are difficult to compare. Thus the order among the five categories was only partially
known, summarized by the Hasse diagram in figure 2.8. However, total ordering among the five
categories was assumed and we attempted to recover it. We therefore tested all permutations
of the five categories such that l < u < U and l < s < S (i.e. only 4!/2!2! = 6 permutations).
Since axillary production may be interpreted as a sequential mechanism, we chose to use the
sequential ratio.

The design matrix was first selected using BIC rather than AIC since we sought to explain
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Figure 2.9: Log-likelihood of the (sequential, logistic, complete)σ models on the left and the
(sequential, Gumbel max, complete)σ models on the right for the six permutations σ that
preserve the order relationships.

axillary production rather than predict it. We compared the (sequential, logistic, complete)σ
and (sequential, logistic, proportional)σ models for the six permutations σ: {l, u, s, U, S},
{l, u, s, S, U}, {l, u, U, s, S}, {l, s, u, S, U}, {l, s, u, U, S} and {l, s, S, u, U}. The
complete design matrix was selected in all cases. We compared the six permuted (sequential,
logistic, complete)σ models using the log-likelihood as criterion (see figure 2.9 on the left
side). The third permutation σ∗ was the best, but the corresponding log-likelihood was very
similar to the first two. Since models 1 and 2 (respectively 4 and 5) had exactly the same
log-likelihood (illustrating Property 14), they could not be differentiated. To differentiate all
the permuted models we used a non-symmetric cdf F (such as Gumbel min or Gumbel max),
because Property 14 of invariance is no longer valid. The best result was obtained with the
Gumbel max cdf, summarized in figure 2.9 on the right side. The third permutation σ∗ was
still the best: {l, u, U, s, S}. Furthermore, a huge difference appeared between the first three
permuted models and the last three. Therefore, the unspiny short shoot (u) seems to occur
before the spiny short shoot (s).

2.7 Discussion

GLMs for categorical data are better characterized using the (r, F, Z) specification. The dif-
ferences and commonalities between models can in this way be highlighted. In fact models are
easily compared using the three components: ratio r for structure, cdf F for fit, and design
matrix Z for parametrization. Moreover, using the proposed decomposition of the link func-
tion, Fisher’s scoring algorithm is directly derived for any (r, F, Z) triplet. As a by-product of
the proposed framework we extended the multinomial logit model and defined a new family of
models for nominal data, comparable to the three classical families of models for ordinal data.
Finally, we highlighted the properties of models that incorporate the logistic cdf, and also the
practical relevance of Student cdfs.

Using the stability properties we propose to classify models along a nominal/ordinal scale
(see figure 2.10). We have seen that the nominal/ordinal nature of a model is given by its
link function, especially its ratio. The cdf F only affects model fit, except for the logistic
distribution which induces some particular properties. We detail in the following how each
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family of models is positioned along the nominal/ordinal scale.
Focusing on each ratio definition, we see that adjacent, cumulative and sequential ratios

are defined using the category ordering assumption, whereas the reference ratio is defined
without this assumption. Thus, we obtain a coarse classification with reference models on
the nominal side and the others on the ordinal side. We will focus now on the properties
of the different models in order to refine this classification. We have seen that the family of
canonical models {(reference, logistic, Z); Z ∈ Z} is stable under all permutations. This family
is consequently the most appropriate for nominal data. Without the logistic distribution, the
choice of the reference category has a marked incidence on model behaviour since one of the
categories plays a specific role. The complementary family {(reference, F , Z); F ∈ F, F 6=
logistic, Z ∈ Z} is thus more distant from the nominal end. The family {(adjacent, logistic,
Z); Z ∈ Z} is a priori defined for ordinal data but is exactly the family of canonical models
and is thus appropriate for nominal data. Therefore this family cannot be positioned precisely
along the nominal/ordinal scale. By contrast, the complementary family {(adjacent, F , Z);
F ∈ F, F 6= logistic, Z ∈ Z}, being stable (apparently only) under the reverse permutation,
is thus appropriate for ordinal data. For the same reason, the family of cumulative models is
positioned close to the ordinal end. Finally, the family of sequential models do not share the
stability under the reverse permutation and thus is more distant from the ordinal end.

Figure 2.10: Classification of GLMs along a nominal/ordinal scale based on their stability
properties under category permutations.

Given this classification, we would a priori recommend cumulative and adjacent (without
logistic distribution) models rather than sequential models, for ordinal data. But cumulative
models are not always defined and thus some problems may occur in the application of Fisher’s
scoring algorithm. Adjacent models are always defined but are difficult to interpret. From this
point of view, sequential models should be favoured since they are always defined and are easy
to interpret. The difference in invariance properties between sequential and cumulative models
might be explained by the different ordering interpretations. Sequential models correspond to
process ordering, whereas cumulative models correspond to scale ordering. An ordinal scale
can be reversed whereas reversing a process may change its nature.

Finally, the systematic use of the logistic cdf is not really justified since adjacent models are
not appropriate for ordinal data with this cdf. Likewise alternative cdfs can be used to define
new models for nominal data and this gives importance to the choice of reference category.



Chapter 3

Partitioned conditional generalized
linear models for categorical data

Abstract

In categorical data analysis, several regression models have been proposed for hierarchically-
structured response variables, e.g. the nested logit model (McFadden et al., 1978). But they
have been formally defined for only two or three levels in the hierarchy. Here, we introduce the
class of partitioned conditional generalized linear models (PCGLMs) defined for any numbers
of levels. The hierarchical structure of these models is fully specified by a partition tree of
categories. Using the genericity of the (r, F, Z) specification, the PCGLM can handle nominal,
ordinal but also partially-ordered response variables.

Keywords: hierarchically-structured categorical variable, partition tree, nominal variable,
ordinal variable, partially-ordered variable, GLM specification.
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3.1 Introduction

Categorical data are often based on a hierarchical structure. Although this may seem natu-
ral for partially-ordered or even ordinal data, it still makes sense for nominal data. Several
partitioned conditional regression models have been proposed in different applied fields, includ-
ing econometrics, medicine and psychology. The most well-known is the nested logit model,
introduced by McFadden et al. (1978) in econometrics for qualitative choice (i.e. nominal
categories). In the same field, Morawitz and Tutz (1990) introduced the two-step model to
take account of hierarchy among ordinal choices. This model is also used in medicine when
ordered categories can be decomposed into coarse and fine scales (Tutz, 1989). The partitioned
conditional model for partially-ordered set (POS-PCM) was introduced in medicine by Zhang
and Ip (2012).

Compared to simple regression models for categorical data, e.g. the multinomial logit
and the odds proportional logit models, partitioned conditional models capture several latent
mechanisms. The event {Y = j} is decomposed into several steps corresponding to the latent
hierarchical structure, with these steps being potentially influenced by different explanatory
variables. This approach leads to more flexible models with often a better fit and an easier
step-by-step interpretation. In this chapter we introduce the directed trees as the main tool
used to formalize the hierarchical structure among categories.

Until now, partitioned conditional models have been formally defined only for two or three
levels in the hierarchy. Furthermore, they all assume that the hierarchical structure among
the categories is a priori known. Our first contribution is to use directed trees to specify the
hierarchical structure. This enables us to define partitioned conditional models for an arbitrary
number of levels. Moreover, using the genericity of the (r, F, Z) specification (see chapter 2),
we develop an extended class of partitioned conditional models for nominal, ordinal but also
partially-ordered data. Finally, in the case of ordinal data, instead of considering that the
hierarchical structure is known a priori, we propose to recover it.

The (r, F, Z) specification of a GLM for categorical data is reviewed in section 3.2, and
partition trees are defined. We use these two main building blocks to define and estimate the
class of partitioned conditional GLMs.

Sections 3.3, 3.4 and 3.5 extend three existing hierarchically-structured models, revisiting
them with the proposed partitioned conditional GLM framework. These three sections focus
respectively on the nested logit model for nominal data, the two-step model for ordinal data
and the POS-PCM for partially-ordered data. Section 3.4 also describes a model selection pro-
cedure for ordinal data, derived from the indistinguishability procedure described by Anderson
(1984), which selects the partition tree and at the same time the explanatory variables.

This procedure is illustrated in section 3.6 using the back pain prognosis example previously
analysed by Anderson (1984). Our methodology for partially-ordered data is then illustrated
using the pear tree example.

3.2 Partitioned conditional GLMs

This section briefly outlines the (r, F, Z) specification of a GLM for categorical data and its
estimation. The partition tree is then defined in order to specify the hierarchical structure
among categories. Finally, we introduce the class of partitioned conditional GLMs and describe
the estimation of such models.
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3.2.1 (r,F,Z) specification of GLM for categorical data

The definition of a GLM includes the specification of a link function g which is a diffeomorphism
from M = {π ∈ ]0, 1[J−1|∑J−1

j=1 πj < 1} to an open subset S of RJ−1. This function links the

expectation π = E[Y |X=x] and the linear predictor η = (η1, ..., ηJ−1)
t. It also includes the

parametrization of the linear predictor η, which can be written as the product of the design
matrix Z (as a function of x) and the vector of parameters β (Fahrmeir and Tutz, 2001). All
the classical link functions g = (g1, . . . , gJ−1) described in the literature (Agresti, 2002; Tutz,
2012), rely on the same structure which we propose to write as

gj = F−1 ◦ rj , j = 1, . . . , J − 1. (3.1)

where F is a continuous and strictly increasing cumulative distribution function (cdf) and
r = (r1, . . . , rJ−1)

t is a diffeomorphism from M to an open subset P of ]0, 1[J−1. Finally,
given x, we propose to summarize a GLM for a categorical response variable by the J − 1
equations

r(π) = F(Zβ),

where F(η) = (F (η1), . . . , F (ηJ−1))
T . In the following, we describe in more detail the compo-

nents r, F and Z.

Ratio r of probabilities: The linear predictor η is not directly related to the expectation
π but to a particular transformation r of the vector π which we call the ratio. In the following
we will consider four particular diffeomorphisms. The adjacent, sequential and cumulative
ratios are respectively defined by rj(π) = πj/(πj + πj+1), rj(π) = πj/(πj + . . . + πJ) and
rj(π) = π1 + . . . + πj for j = 1, . . . , J − 1. They all include an order assumption among
categories, corresponding to different motivations. On the other hand the reference ratio,
defined by rj(π) = πj/(πj + πJ) for j = 1, . . . , J − 1, is devoted to nominal response variables.

Cumulative distribution function F : The logistic and normal cdfs are the symmetric cdfs
most commonly used, but Laplace and Student cdfs may also be useful. The Gumbel min and
Gumbel max cdfs are the asymmetric cdfs most commonly used. Playing on the symmetrical
or asymmetrical character, and the more or less heavy tails, may markedly improve model fit.
In applications, Student distributions are used with small degrees of freedom.

Design matrix Z: Each linear predictor has the form ηj = αj + xtδj and the vector of
parameters is β = (α1, . . . , αJ−1, δ

t
1, . . . , δ

t
J−1) ∈ R

(J−1)(1+p) where p is the dimension of the
explanatory space X . The model is generally defined without constraint, as this is the case for
the multinomial logit model. However some linear equality constraints, called contrasts, may
be added for instance between different slopes δj . The most common contrast is the equality
of all slopes, as in the odds proportional logit model. The corresponding constrained space
C = {β ∈ R

(J−1)(1+p)|δ1 = . . . = δJ−1} may be identified to R
(J−1)+p. Finally the contrast

space is represented by a design matrix. For example, the complete design matrix Zc (without
constraint) of dimension (J − 1)× (J − 1)(1 + p) has the following form

Zc =






1 xt

. . .
. . .

1 xt




 .
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The proportional design matrix Zp (common slope) of dimension (J − 1)× (J − 1+ p) has the
following form:

Zp =






1 xt

. . .
...

1 xt




 .

Multinomial logit model

P (Y = j) =
exp(αj + xT δj)

1 +
∑J−1

k=1 exp(αk + xT δk)
(reference, logistic, complete)

Odds proportional logit model

log

{
P (Y ≤ j)

1− P (Y ≤ j)

}

= αj + xT δ (cumulative, logistic, proportional)

Proportional hazard model
(Grouped Cox Model)

− logP (Y > j|Y ≥ j) = exp(αj + xT δ) (sequential, Gumbel min, proportional)

Adjacent logit model

log

{
P (Y = j)

P (Y = j + 1)

}

= αj + xT δj (adjacent, logistic, complete)

Table 3.1: (r, F, Z) specification of four classical GLMs for categorical data.

The triplet (r, F, Z) will play a key role in the following since each GLM for categorical
data will be specified by one of these triplets. Table 3.1 shows the specification of four classical
models. This specification eases the comparison of GLMs for categorical response variables.
Moreover, it can be used to define an extended set of GLMs for nominal response variables by
(reference, F , Z) triplets, which includes the multinomial logit model.

Finally, a single estimation procedure based on Fisher’s scoring algorithm can be applied
to all the GLMs specified by an (r, F, Z) triplet. The score function can be decomposed into
two parts, where the first, unlike the second, depends on the (r, F, Z) triplet.

∂l

∂β
= ZT ∂F

∂η

∂π

∂r
︸ ︷︷ ︸

(r,F,Z) dependent part

Cov(Y |X = x)−1 [y − π]
︸ ︷︷ ︸

(r,F,Z) independent part

. (3.2)
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We only need to evaluate the associated density function values {f(ηj)}j=1,...,J−1 to compute
the diagonal Jacobian matrix ∂F/∂η. For details on computation of the Jacobian matrix
∂π/∂r for each ratio, see appendix B.

3.2.2 Definition of partitioned conditional GLMs

The main idea is to recursively partition the J categories then specify a conditional GLM at
each step. This type of model is therefore referred to as partitioned conditional GLM. Models
of this class have already been proposed, e.g. the nested logit model (McFadden et al., 1978),
the two-step model (Tutz, 1989) and the partitioned conditional model for partially-ordered
set (POS-PCM) (Zhang and Ip, 2012). Our proposal can be seen as a generalization of these
three models that benefits from the genericity of the (r, F, Z) specification. In particular,
our objective is not only to propose GLMs for partially-ordered response variables but also
to differentiate the role of explanatory variables for each partitioning step using different
design matrices and different explanatory variables. We are seeking also to formally define
the partitioned conditional GLMs for any number of levels in the hierarchy. Hence we need to
introduce definitions and notations for directed trees.

Definition 7. A directed tree T is said to be a partition tree of {1, . . . , J} if

• {1, . . . , J} is the root of T,

• sibling vertices constitute a non identical partition of their parent node,

• each singleton {j} belongs to T.

In the following, V∗ is the set of non-terminal vertices of T and for each v ∈ V∗, Ch(v) =
{Ωv

1, . . . ,Ω
v
Jv
} is the set of indexed children of v. The children must be indexed because the

GLMs are not necessarily invariant under permutation of the response categories (see chapter
2). Children Ωv

1, . . . ,Ω
v
Jv

are presented from left to right and Ωv
Jv

is considered as the reference
child by convention. Also, for each vertex v (except the root), Pa(v) denotes the parent of v
and An∗(v) denotes the ancestors set of v except the root.

Definition 8. Let J ≥ 2 and 1 ≤ k ≤ J − 1. A k-partitioned conditional GLM of
categories {1, . . . , J} (k-PCGLM) is specified by

• a partition tree T of {1, . . . , J} with card(V∗) = k,

• a collection of models C = {(rv, F v, Zv(xv)) | v ∈ V∗} for each conditional prob-
ability vector πv = (πv1 , . . . , π

v
Jv−1), where πvj = P (Y ∈ Ωv

j |Y ∈ v;xv) and xv is a
sub-vector of x associated with vertex v.

With this definition, the probability of each category j is then obtained by

P (Y = j|x) = P (Y = j|Y ∈ Pa(j), xPa(j))
∏

v∈An∗({j})

P (Y ∈ v|Y ∈ Pa(v), xPa(v)),

where P (Y ∈ v|Y ∈ Pa(v), xPa(v)) is described by the GLM of C associated with vertex Pa(v).
The class of PCGLMs for categorical response variables is the set of k-PCGLMs for 1 ≤

k ≤ J − 1. The boundary cases are classical GLMs. For instance for k = 1 (see figure 3.1
on the left), the root is the only non-terminal vertex of T , thus we have a classical GLM for
categories {1, . . . , J}. For k = J − 1 (see figure 3.1 on the right), T is a binary tree and
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Figure 3.1: 1-partition tree and (J − 1)-partition tree.

thus C is a collection of J − 1 GLMs for binary response variables. In this case all the ratios
are the same. With common cdf F and explanatory variables x for each vertex v ∈ V∗, the
(J − 1)-PCGLM is exactly the (sequential, F , complete) GLM.

There are exactly J−1 independent equations to define a simple GLM for categorical data.
As noticed by Zhang and Ip (2012), we must check the identifiability of the PCGLMs.

Proposition 2. Let J ≥ 2 and 1 ≤ k ≤ J − 1. There are exactly J − 1 independent equations
for any k-PCGLM of categories {1, . . . , J}.

Proof. The cardinal of a set v ∈ V is denoted by |v|. For each vertex v ∈ V∗, Mv denotes the
associated GLM and Mv the PCGLM associated with the sub-tree pruned at vertex v. Finally
|M| denotes the number of independent equations of M. Here we are reasoning recursively
on k, the cardinal of V∗.

• Initialisation For k = 1, the 1-PCGLM of categories {1, . . . , J} turns out to be a simple
GLM for categorical data and we obtain the desired result.

• Recursion For k < J − 1, let us assume that, considering any subset v of {1, . . . , J}, all
the m-PCGLMs of v, such that m ≤ k, contain exactly |v| − 1 independent regression
equations.

Now, let M be a (k + 1)-PCGLM of {1, . . . , J}. Noting r the root node, we obtain the
following decomposition:

|M| = |Mr|+
∑

v∈Ch(r)∩V∗

|Mv|

Since the root model Mr is a GLM of the root’s children, then |Mr| = |Ch(r)| − 1.
Since each model Mv is a m-PCGLM of v such that m ≤ k, we can use the recursive
assumption and obtain |Mv| = |v| − 1. Therefore, the number of independent equations



3.2 Partitioned conditional GLMs 87

of M is

|M| = |Ch(r)| − 1 +
∑

v∈Ch(r)∩V∗

(|v| − 1)

= |C(v∗)| − 1 +
∑

v∈Ch(r)

(|v| − 1)

= −1 +
∑

v∈Ch(r)

|v|

|M| = J − 1.

A PCGLM is fully specified by the partition tree T and the associated collection C of
GLM(s) and a GLM for categorical data by the (r, F, Z) triplet. Thus, we will specify a
PCGLM by its graphical representation, with each non-terminal vertex being labelled by an
(r, F, Z) triplet (see figure 3.10 for example). In the case of a minimal response model (i.e.
without explanatory variables), the component r and F do not play any role and therefore no
label is given.

3.2.3 Estimation of PCGLMs

Using the partitioned conditional structure of the model, the log-likelihood can be decomposed
as follows

l =
∑

v∈V∗

lv,

where lv represents the log-likelihood of Mv. The maximisation of the log-likelihood with
respect to {βv}v∈V∗ depends on possible constraints on parameters βv for each vertex v ∈ V∗.
We can differentiate two kinds of model hypothesis, the first being the most common.

First hypothesis: βv 6= βv
′ ∀(v, v′) ∈ V∗ × V∗

Each component lv can be maximised individually since GLMs attached to non-terminal ver-
tices do not share common regression coefficients. Thus, each (rv, F v, Zv(xv)) model, corre-
sponding to the sub-dataset {(y, xv)| y ∈ v}, can be estimated separately using the procedure
described in subsection 3.2.1 (see chapter 2 for more details). The score ∂l/∂β = ∂η/∂β ∂l/∂η
has a block structure, as illustrated considering only the two vertices v and v′


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




{Zv(xv)}t

{Zv′(xv
′

)}t


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.
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Second hypothesis: ∃v 6= v′ ∈ V∗| βv = βv
′

In this case we assume not only that explanatory variables are the same for these two nodes,
but also that |Ch(v)| = |Ch(v′)|. This corresponds to particular models that are appropriate in
very few practical situations. Such a situation is shown in section 3.5.2.1. Score computation
is almost the same as in the previous case, only the design matrix has to be changed and is
no longer defined as a diagonal block matrix, as illustrated considering only the two vertices
v and v′







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{Zv(xv)}t
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3.3 PCGLMs for nominal data

3.3.1 PCGLM specification of the nested logit model

The most well known partitioned conditional model for nominal data is the nested logit model
defined by McFadden et al. (1978) in the framework of individual choice behaviour. This model
was introduced in order to avoid the inconsistency of the independence of irrelevant alternatives
(IIA) property in some situations. Let us illustrate this inconsistency using the classical exam-
ple of blue and red buses (Debreu, 1960). Assume we are interested in the urban travel demand,
with the simple situation of two alternatives: A = {blue bus, car}. Suppose that the consumer
has no preference between the two alternatives; this means that PA(blue bus) = PA(car) = 1/2.
Suppose now that the travel company adds some red buses and the consumer again has no
preference between blue and red buses; this means that PB(blue bus) = PB(red bus) where
B = {blue bus, red bus, car}. Using the IIA property we obtain

1 =
PA(blue bus)

PA(car)
=
PB(blue bus)

PB(car)
.

Finally we obtain PB(blue bus) = PB(red bus) = PB(car) = 1/3, whereas we expected the
probabilities PB(blue bus) = PB(red bus) = 1/4 and PB(car) = 1/2.

In this example the IIA property is not appropriate because two alternatives are very
similar and also share many characteristics. The nested logit model captures the similarities
between close alternatives by partitioning the choice set into “nests” (groups). Thus, the
consumer chooses first between bus and car according to price, travel time, . . . and secondly
between the two buses according to preferred color. More generally, suppose that alternatives
can be aggregated according to their similarities; this means that all alternatives of the same
nest Nl share attributes x

l, whereas other alternatives do not. In the following, the nested logit
model is presented with only two levels. Let L be the number of nests obtained by partitioning
the set of J alternatives.

{1, . . . , J} =
L⋃

l=1

Nl.

If j denotes an alternative belonging to the nest Nl, then the probability of alternative j is
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decomposed as follows

P (Y = j|x) = P (Y = j|Y ∈ Nl;x
l)P (Y ∈ Nl|x0, IV ), (3.3)

where IV = (IV1, . . . , IVL) denotes the vector of inclusive values described thereafter, x0 are
the attributes which influence only the first choice level between nests and x = (x0, x1, . . . , xL).
Each probability of the product (3.3) is determined by a multinomial logit model as follows

P (Y = j|Y ∈ Nl;x
l) =

exp(ηlj)
∑

k∈Nl

exp(ηlk)
,

and

P (Y ∈ Nl|x0, IV ) =
exp(η0l + λlIVl)

L∑

k=1

exp(η0k + λkIVk)

,

where

IVl = ln







∑

k∈Nl

exp(ηlk)






.

The deterministic utilities (predictors) ηlj are function of attributes xl and η0l are function of

attributes x0. In practice they are linear with respect to x. In some situations the attribute
values depend on the alternative. For example, the travel price xj depends on the J alternatives
bus, car, metro, etc. In this case, the conditional logit model was introduced by McFadden
(1974), using the linear predictors ηj = αj + xtjδ for j = 1, . . . , J .

Figure 3.2: PCGLM specification of the nested logit model.

Because of the inclusive values, the nested logit model must be estimated in two steps.
In the first step the L models of the second level can be estimated separately because the
parameters βl are different in each nest. The inclusive values IVl of each nest can then be
computed and used, in a second step, to estimate the first level model. More precisely, the
parameter β0 of the first level is estimated using the design matrix

Z(x0, IV ) =






1 x0t IV1
. . .

. . .
. . .

1 x0t IVL−1





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for a multinomial logit model and the design matrix

Z(x0, IV ) =






1 x̃0t1 IV1
. . .

...
. . .

1 x̃0tL−1 IVL−1






for a conditional logit model, where x̃0l = x0l −x0L for l = 1, . . . , L− 1. Finally, the nested logit
model is fully specified by the PCGLM in figure 3.2.

3.3.2 PCGLMs for qualitative choices

It has been shown that the nested logit model can be considered as a random utility model
(RUM) if and only if 0 < λl ≤ 1 for l = 1, . . . , L (McFadden et al., 1978). The particular case
of λl = 1 leads to the simple multinomial logit model. If the random utility maximisation
assumption is relaxed, the model becomes more flexible. The case λl = 0 leads to a particular
PCGLM for nominal data with different explanatory variables for each node. Therefore we
propose a flexible PCGLM for qualitative choices (see figure 3.3), similar to the nested logit
model (without IIA property) but which is not a RUM. We thus avoid difficulties of parameter
λl interpretation and estimation. Moreover, different link functions can be used for each node.
The reference ratio must be used because the data are nominal (see chapter 2) whereas any
cdf F can be chosen. The reference category can also be changed to obtain a better fit (see
chapter 2). Finally, a PCGLM for qualitative choice is specified by

• a partition tree T such that the alternatives are aggregated when they share attributes
(like for the nested logit model),

• a collection C of reference models.

Figure 3.3: PCGLM for qualitative choices.

3.4 PCGLMs for ordinal data

3.4.1 PCGLM specification of the two-step model

The two-step model, or compound model, was defined by Tutz (1989) in order to decompose
the latent mechanism of an ordinal response into two levels. Ordinal-scale response variables
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Figure 3.4: Two-scale back pain assessment.

are commonly used in medicine and psychology for instance, to assess a patient’s condition.
This ordinal scale is often built from a coarse and a fine scale.

For the back pain prognosis dataset described by Doran and Newell (1975), the response
variable y is the assessment of back pain after three weeks of treatment using the six or-
dered categories: worse (1), same (2), slight improvement (3), moderate improvement (4),
marked improvement (5), complete relief (6). Categories 3, 4 and 5 can be aggregated into a
general category improvement. Thus, the coarse scale corresponds to the categories: worse,
same, improvement, complete relief, and the fine scale corresponds to the categories: slight
improvement, moderate improvement and marked improvement (see figure 3.4).

The model can be decomposed into two levels. More precisely, the cumulative (respectively
sequential) two-step model is exactly a k-PCGLM (see figure 3.5) with

• a partition tree T of depth 2 which respects the order assumption,

• a collection of k (cumulative, F0, proportional) models with common cdf F0 (respectively
(sequential, F0, proportional)).

Figure 3.5: PCGLM specification of cumulative and sequential two-step models for the back
pain prognosis example.

The two-step model can be extended in different ways. A partition tree with a depth of more
than two can be used, providing that ordering among categories is conserved. Furthermore
different link functions can be used for each non-terminal node, providing they are appropriate
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for ordinal data. The (adjacent, F , Z) models, with F 6= logistic, can be used (see chapter 2
for details).

3.4.2 Indistinguishability of response categories

Anderson (1984) introduced the stereotype model derived from the classical multinomial logit
model

P (Y = j|x) = exp(αj + xtδj)

1 +
∑J−1

k=1 exp(αk + xtδk)
,

using different parametrizations for the slopes δj . For instance, he defined the one-dimensional
stereotype model using the particular parametrization of slopes

δj = φjδ,

for j = 1, . . . , J − 1, where φj are scalars and δ is a vector.

3.4.2.1 Original Anderson’s indistinguishability procedure

Anderson (1984) proposed a testing procedure - useful for ordinal data - to identify successive
categories that can be clearly distinguished by the explanatory variables x. These categories
are said to be indistinguishable with respect to x when the explanatory variables x do not have
significantly different effects on them. He proposed to aggregate the corresponding successive
slope parameters δj and use a deviance test. More precisely he proposed an iterative procedure
to locate the best splits between the categories 1, . . . , J with respect to x. The minimal
number of splits is zero, corresponding to the simple model without explanatory variable (null
hypothesis H0), and the maximal number of splits is J − 1, corresponding to the classical
multinomial logit model with J − 1 different slopes.

The first step is to locate the best partition into two groups of categories. The hypothesis
H(2;r) is then introduced

H(2;r) : δ1 = . . . = δr; δr+1 = . . . = δJ = 0,

for r = 1, . . . , J − 1. Comparing the corresponding log-likelihood values l(2;r) yields the best
splitting point r∗ such that l2 = l(2;r∗) = maxr l(2;r). The hypothesis H(2;r∗) is tested against
H0, using the deviance statistic 2(l2 − l0) which follows a χ2

p distribution under H0. Finally,
if the splitting point r∗ is accepted, the procedure must be restarted in parallel for the two
groups {1, . . . , r∗} and {r∗ + 1, . . . , J} in order to obtain the best partition into three groups.
For example, the procedure is restarted on group {r∗ + 1, . . . , J} and the hypothesis H(3;r∗,s)

is tested
H(3;r∗,s) : δ1 = . . . = δr∗ ; δr∗+1 = . . . = δs; δs+1 = . . . = δJ = 0.

By comparing the corresponding log-likelihood values of the two procedures in parallel, we ob-
tain the best second splitting point s∗ (or respectively t∗) such that l3 =(3;r∗,s∗)= maxs l(3;r∗,s)
(respectively l3 =(3;t∗,r∗)= maxt l(3;t,r∗)). The hypothesis H(3;r∗,s∗) (or H(3;t∗,r∗)) is then tested
against H(2;r∗), using the deviance statistic 2(l3 − l2) which follows a χ2

p distribution under
H(2;r∗).

This is a dichotomous partitioning procedure with at most J(J−1)/2 different parametriza-
tions to test. It should be noted that this procedure is simplified for the one-dimensional
stereotype model since the equality between slopes δ1 = . . . = δr becomes equality between
scalar parameters φ1 = . . . = φr. In practice, only this particular case of the procedure is
used.
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3.4.2.2 Indistinguishability procedure with (r, F, Z) specification

Here we express the indistinguishability procedure in terms of canonical models by simply
changing the design matrix. In fact, the hypothesis H(2;r) corresponds to the canonical (refer-
ence, logistic, Zr) model (see chapter 2) with

Zr =












1 xt

. . .
...

. . . xt

. . .

1












,

the design matrix with r repetitions of xt, whereas the null hypothesis H0 corresponds to the
(J − 1)-identity design matrix. If the first splitting point r∗ is accepted, the procedure is
restarted to test the hypothesis H(3;r∗,s) which corresponds to the (reference, logistic, Zr∗,s)
model with

Zr∗,s =


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


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

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



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

1 xt

. . .
...

. . . xt

. . . xt

. . .
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. . . xt

. . .
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
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
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





,

the design matrix with r∗ repetitions of xt for the first block and s − r∗ repetitions of xt for
the second block. The indistinguishability procedure, specified in terms of the (r, F, Z) triplet,
can be seen as a design matrix selection procedure.

3.4.2.3 Indistinguishability procedure with PCGLM specification

Here we express the indistinguishability procedure in terms of PCGLM by simply changing
the partition tree. In fact any canonical (reference, logistic, Z) model with a block structured
design matrix Z is equivalent to a PCGLM of depth 2 with the canonical (reference, logistic,
complete) model for the root and minimal response models for other non-terminal nodes. Let
us describe this result in detail using the block structured design matrix Zr,s.

Lemma 1. The canonical model (reference, logistic, Zr,s) is equivalent to the PCGLM specified
in figure 3.6.

Proof. Assume that the distribution of Y |X = x is defined by the canonical (reference, logistic,
Zr,s) model. We thus obtain

πj
πJ

=







exp(αj + xtδ1), 1 ≤ j ≤ r,
exp(αj + xtδ2), r < j ≤ s,
exp(αj), s < j ≤ J − 1.

(3.4)
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Figure 3.6: PCGLM specification of indistinguishability hypothesis H(3,r,s).

Let T denote the partition tree of figure 3.6 and Ω1, Ω2 and Ω3 the children of the T’s root.
We thus obtain

πΩ1

πΩ3

=
π1 + . . .+ πr
πs+1 + . . .+ πJ

.

Using equalities (3.4), we obtain

πΩ1

πΩ3

=

{
∑r

j=1 exp(αj + xtδ1)
}

πJ
{

1 +
∑J−1

j=s+1 exp(αj)
}

πJ
,

and thus
πΩ1

πΩ3

= exp(α′
1 + xtδ′1),

using the following parametrization






α′
1 = log

{ ∑r
j=1 exp(αj)

1 +
∑J−1

j=s+1 exp(αj)

}

,

δ′1 = δ1.

Similarly, we obtain πΩ2/πΩ3 = exp(α′
2 + xtδ′2) with the parametrization







α′
2 = log

{ ∑s
j=r+1 exp(αj)

1 +
∑J−1

j=s+1 exp(αj)

}

,

δ′2 = δ2.

Therefore, the root model is exactly the canonical (reference, logistic, complete) model. We
want to ensure that we have a minimal response model for each non-terminal vertex of the
second level. For the non-terminal vertex Ω1 = {1, . . . , r}, we have

πj
πr

=
πj
πJ

πJ
πr

= exp(αj + xtδ1) exp(−αr − xtδ1) = exp(αj − αr),

for j < r. These r−1 ratios do not depend on x and therefore correspond exactly to the minimal
response model. Similarly we have πj/πs = exp(αj − αs) for r < j < s and πj/πJ = exp(αj)
for s < j < J . Then, Y |X = x follows exactly the expected PCGLM. As the parametrization
is invertible, we obtain the equivalence.
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Using this equivalence, the canonical (reference, logistic, Zr,s) model is easily estimated.
In fact, we need to transform the data, aggregating the response categories according to the
partitioning sets Ω1 = {1, . . . , r}, Ω2 = {r+1, . . . , s} and Ω3 = {s+1, . . . , J}. We then simply
need to estimate the canonical (reference, logistic, complete) model using this new dataset
(and also the three minimal response models of vertices Ω1, Ω2 and Ω3).

3.4.2.4 Extended indistinguishability procedure with PCGLM

The indistinguishability procedure specified with PCGLM can be viewed as a partitioning
procedure. With this form, we see that the procedure uses the ordering assumption to partition
the categories (only successive categories are aggregated) but the root model does not use
the ordering assumption among the groups of categories. The canonical (reference, logistic,
complete) model is appropriate for nominal categories (see chapter 2). Thus, we can define
the same procedure with an ordinal model for the root, such as an adjacent (without logistic
cdf), a cumulative, or a sequential model (see chapter 2). Some convergence problems of
the Fisher’s scoring algorithm may appear for cumulative models because the constraints
ηj(x) < ηj+1(x) are more difficult to check with a complete design matrix. Thus, we propose
to use the indistinguishability procedure with the (cumulative, logistic, proportional) model to
avoid these difficulties. Our procedure is more comparable to Anderson’s procedure since he
used the stereotype logit model which is often more parsimonious than the multinomial logit
model (between proportional and complete design matrices).

Assume that we apply this procedure and we determine the best root partition for the
vector x of explanatory variables. We can say that categories of the same non-terminal vertex
are indistinguishable with respect to x. But what about indistinguishability with respect to a
subset of x? We therefore propose to select the best subset of x for each non-terminal node.
If this subset is non-empty, the procedure is restarted, otherwise the procedure is stopped. A
final refinement step is then used to select F in each non-terminal vertex to obtain a better
fit. We illustrate this procedure with the back pain prognosis example in section 3.6.1.

3.5 PCGLMs for partially-ordered data

3.5.1 PCGLM specification of the POS-PCM

In categorical data analysis, the case of nominal and ordinal data has already been investigated
in depth while the case of partially-ordered data has been comparatively neglected. Zhang and
Ip (2012) introduced the partitioned conditional model for partially-ordered set (POS-PCM).
The main idea was to recursively partition the J categories in order to obtain either ordinal
or nominal models at each step. Zhang and Ip (2012) then used the odds proportional logit
model for the total order case and the multinomial logit model for the no order case.

Zhang and Ip introduced the partially-ordered set theory into the GLM framework. A
partially-ordered set (poset) (P,�) is summarized by a Hasse diagram. The order relation
j � k is represented by an edge between the two vertices (categories) and vertex k is above
vertex j. A chain in a poset (P,�) is a totally ordered subset C of P , whereas an antichain is
a set A of pairwise incomparable elements. Zhang and Ip defined an algorithm for categories
partitioning which gave the following result:

Property 15. (Zhang and Ip, 2012) A finite poset can always be partitioned into antichains
that are totally weakly ordered.
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For any poset (with one component), there exists a partition tree T of depth 2 such that
the siblings of the first level are totally weakly ordered and the siblings of the second level are
not comparable. The categories are partitioned according to each level of the Hasse diagram
(each level is an antichain). Since the antichains are totally (weakly) ordered between them,
Zhang and Ip proposed using the odds proportional logit model. Within each antichain, the
categories are not comparable, thus they proposed using the multinomial logit model.

It should be noted that Property 15 holds only if the poset has one component. If there
are two or more components, they must first be partitioned. Since these components are
not comparable, they form an antichain. Thus, a previous level must be added to separate
each component, using the multinomial logit model, and Property 15 must be used for each
component. The depth of the partition tree is exactly 2 if the poset has exactly one component,
otherwise it is 3. Finally, for any poset, Zhang and Ip (2012) proposed to associate a particular
partitioned conditional model. This model is a particular PCGLM with

• A partition tree T built from the Hasse diagram.

• A collection C which alternates between the ordinal (cumulative, logistic, proportional)
model and the nominal (reference, logistic, complete) model.

Figure 3.7 illustrates this association between a poset (equivalently an Hasse diagram) and
the POS-PCM.

Figure 3.7: Association between an Hasse diagram and a POS-PCM (specified in the PCGLM
framework).

3.5.2 Inference of PCGLMs for partially-ordered data

3.5.2.1 Poset structure and partition tree

Zhang and Ip (2012) used poset structure information to define the POS-PCM. But how is
this poset obtained? It is usual to have a nominal or ordinal response variable, but what does
a partially-ordered variable mean? In fact, every partially-ordered variable Y can be expressed
in terms of elementary ordinal or nominal variables Yi (with at least one ordinal variable). For
example, let Y = (Y1, Y2) be a pair of ordinal variables. Let a, b, c be the ordered categories
of Y1, and 1, 2, 3 be the ordered categories of Y2. The ordering relationship for Y depends on
the relation between Y1 and Y2.
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Y1 and Y2 are not comparable In this case the Cartesian product order is used. Let y
and y′ be two observed responses. The Cartesian product order �C is defined by

y �C y′ if
(
y1 � y′1 and y2 � y′2

)
.

In this case we can use the Property 15 to obtain the partition tree from the Hasse diagram
in figure 3.8.

Y1 and Y2 are ordered In this case the lexicographic order has to be used. Assume that
Y1 � Y2 and let y and y′ be two observed responses. The lexicographic order �L is defined by

y �L y
′ if

(
y1 � y′1

)
or
(
y1 = y′1 and y2 � y′2

)
.

In this case the order among the response categories is total. But a 2-partition tree seems to
be appropriated: with a first level for Y1 and a second level for Y2|Y1 (see figure 3.9). The
order among latent variables (shown in red) seems to have priority over the order among cat-
egories (shown in blue). A common slope δ can be considered (see section 3.2.3 for parameter
estimation) because the same response variable Y2 is involved in all the non-terminal vertices
of the second level.

Figure 3.8: Hasse diagram of Cartesian product order and corresponding partition tree.

Figure 3.9: Hasse diagram of lexicographic order and corresponding partition tree.
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3.5.2.2 Collection of models C

Given a non-terminal vertex v of T, we choose an ordinal model if the children of v are totally
ordered. Otherwise we choose a nominal model. In this way Zhang and Ip (2012) used the odds
proportional logit model in the ordinal case and the multinomial logit model in the nominal
case. More generally, we propose to use the families of cumulative, sequential and adjacent
(without logistic distribution) models for ordinal data and the family of reference models for
nominal data (see chapter 2).

3.6 Applications

3.6.1 Totally ordered data: back pain prognosis example

Doran and Newell (1975) described a back pain study involving 101 patients. The response
variable y was the assessment of back pain after three weeks of treatment using the six ordered
categories: worse (1), same (2), slight improvement (3), moderate improvement (4), marked
improvement (5), complete relief (6). The three selected explanatory variables observed at the
beginning of the treatment period were x1 = length of previous attack (1=short, 2=long), x2 =
pain change (1=getting better, 2=same, 3=worse) and x3 = lordosis (1=absent/decreasing,
2=present/increasing).

Here, the response categories are defined by the experimentalist and this ordinal scale may
thus not be the most efficient to describe the back pain prognosis of a patient. Firstly, we will
use the hierarchy among the categories shown in figure 3.4 and select the best regression model
for it. Secondly, we will select the hierarchy and at the same time the explanatory variables,
using our extended indistinguishability procedure. We will thus compare the two results and
the result obtained by Anderson (1984).

The case of known partition tree T

Here, the partition tree is a priori defined with {worse, same, improvement, complete relief}
at the first level, with improvement being partitioned into {slight improvement, moderate
improvement, marked improvement} at the second level; see figure 3.4. We must select the
best GLM for the root of T and the non-terminal vertex {slight improvement, moderate im-
provement, marked improvement}. For these two vertices we have an ordinal scale, thus the
most appropriate ratios are adjacent and cumulative. We chose the adjacent ratio in order
to avoid algorithm difficulties with the complete design matrix, and the symmetric normal
cdf, appropriate for ordinal data (see chapter 2 for details). Since there were at most K = 3
explanatory variables, we compared all 23 combinations. Complete and proportional design
matrices were tested for each combination. The variable x1 was the only one selected for the
two vertices with the complete design matrix. Since this explanatory variable was categorical,
the model was exactly the saturated model. Therefore all the link functions were equivalent.
Finally, the maximised log-likelihood was l = −161.14 for 10 parameters. This partition tree
does not seem to be appropriate for the data as only x1 was selected for it, whereas x1, x2,
x3 were selected for the canonical 1-partition tree. More precisely, the simple (cumulative, lo-
gistic, proportional) model had a log-likelihood of −159.045 for 8 parameters, using the three
explanatory variables.
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The case of unknown partition tree T

We will use this dataset to illustrate the extended indinguishability procedure which corre-
sponds to a partition tree and variable selection procedure. Since T must respect category
ordering, the space of possible partition trees is reduced. During the procedure, only the or-
dinal (cumulative, logistic, proportional) model and the minimal response model (i.e. without
explanatory variable) will be used in the collection C.

First level Note that every PCGLM with only a root proportional model (and minimal
response models for other non-terminal nodes) have exactly the same number of parameters:
J − 1+ p = 8. Thus, we simply use the log-likelihood to compare these models. We begin the
procedure with the the simple model M0 = (cumulative, logistic, proportional) which can be
seen to be a 1-PCGLM. The corresponding log-likelihood is l0 = −159.046.

Here we are looking for the best splitting point r ∈ {1, 2, 3, 4, 5} for explanatory variables
x1, x2 and x3. Note that model M0 corresponds exactly to the splitting point r = J − 1 = 5
since all the J − 1 slopes are common in this case. The best model is obtained for r∗ = 4 with
log-likelihood lr∗ = −158.132. Since lr∗ > l0, the splitting point r∗ is selected. We now look for
the best splitting point s ∈ {1, 2, 3} ∪ {5} that gives three nodes. The best model is obtained
for s∗ = 1 with log-likelihood ls∗,r∗ = −155.756. Since ls∗,r∗ > lr∗ , the second splitting point
s∗ is also selected. As every partitions in four groups are rejected, the best root partition is
{1} ∪ {2, 3, 4} ∪ {5, 6} for explanatory variables x1, x2,x3.

Second level We now focus on the non-terminal vertices v1 = {2, 3, 4} and v2 = {5, 6}.
We first select the subset of influential explanatory variables for these two nodes, using again
the simple (cumulative, logistic, proportional) model with the Bayesian Information Criteria
(BIC). As previously seen, the different models of collection C can be estimated separately
because the parameter βv is different for each non-terminal vertex v. The explanatory variable
x2 is selected for vertex v1 and no variable is selected for vertex v2. For vertex v2, the minimal
response model has a log-likelihood lv2 = −28.841. Thus, we simply focus on vertex v1 and
obtain a log-likelihood lv10 = −54.561 with the simple (cumulative, logistic, proportional)
model, using only x2.

We now look for the best splitting point t ∈ {2, 3, 4} of vertex v1 for the explanatory
variable x2. The best model is obtained for t∗ = 3 with a log-likelihood lv1t∗ = −54.31. Since
lv1t∗ > lv10 , the splitting point t∗ is selected. This is the last possible partition for the second
level of the partition tree.

Last level and refinement step There is only the vertex v3 = {2, 3} at the third level with
only the explanatory variable x2. Since we have to reduce the set of explanatory variables,
the minimal response model is estimated for this vertex with log-likelihood lv3 = −21.93. The
selection procedure of the partition tree and the explanatory variables is then stopped. The
corresponding log-likelihood is l = −153.418 for 9 parameters, with the logistic cdf for each
node. We then execute a refinement step by selecting the best cdf F for each vertex and
determine the model M∗ (see figure 3.10) with log-likelihood l∗ = −152.727 for 9 parameters.

Looking at the results obtained in the first part, it can be seen that the categories do not
appear to be appropriate for describing back pain. In fact, in the second part, our results are
similar to those of Anderson for the first step of the model: i.e. the partition {worse}, {same,
little imp., moderate imp.}, {slight imp., complete relief} for the three explanatory variables.
He obtained a log-likelihood of −154.39 for 9 parameters. Our methodology allows us to go a
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Figure 3.10: PCGLM for back pain prognosis.

step further and find a separation between {same, little imp.} and {moderate imp.} according
to pain change x2. Looking at the partition tree in figure 3.10, we propose a new ordinal scale
of four categories: worse = {1}, same = {2, 3}, improvement = {4} and relief = {5, 6}, which
seems to be better suited.

3.6.2 Partially-ordered data: pear tree example

The class of PCGLMs for categorical data is so vast that we need a method to determine the
structure of the model. We first propose to select the partition tree T and then the collection
C of models. We illustrate this methodology using the pear tree example.

Selection of the partition tree T

Axillary production of the pear tree can be decomposed using three binary unobservable
variables Y1, Y2 and Y3. Firstly, the bud either stays in the latent state or becomes a branch
(Y1 ∈ {latent bud, branching}). If branching occurs, then Y2 denotes the branch elongation
(Y2 ∈ {short, long}) and Y3 denotes the spiny character of the branch (Y3 ∈ {unspiny, spiny}).
The variables Y2 and Y3 are clearly conditioned with respect to Y1 because if we have a latent
bud, axillary production is over. We chose to use the order relationship to build a partition
tree. The variables Y1 and Y2 are naturally ordered, whereas it is not manifest for Y3. Using
the Cartesian product order among (Y1, Y2, Y3) we obtain a partial order among Y . Depending
on whether Y3 is considered as a nominal or an ordinal variable, we obtain two posets structure
and thus two Hasse diagrams D1 and D2 (see figure 3.11). Using Property 15 described by
Zhang and Ip (2012), we obtain two corresponding partition trees T1 and T2 (see figure 3.12).

We now need to select the best partition tree. “It should be noted that the assumption of a
logit model on both levels yields a model that is not equivalent to a one-step logit model” (Tutz,
2012). Therefore, we compare these two partition trees with the simple 1-partition tree T0.
For now, we simply want to compare the different partitioned conditional structure without
modelling assumption for each non-terminal node. We therefore use the canonical (reference,
logistic, complete) model for the three partition trees since this model is invariant under all
permutation (see chapter 2). Thus it is not necessary to test different permuted partition
trees. Moreover, the log-likelihood is globally concave for all canonical models and thus we
avoid algorithm convergence difficulties. Finally, the three models Mi, corresponding to each
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Figure 3.11: Two Hasse diagrams D1 and D2 for the response categories of the pear tree
example.

Figure 3.12: Two partition trees T1 and T2 for the response categories of the pear tree example.

partition tree Ti (i = 0, 1, 2), have exactly the same number of parameters ((J − 1)(1 + p) =
12), thus we can use the log-likelihood as criteria. We obtain respectively l0 = −2087.42,
l1 = −2083.20, l2 = −2089.61 , selecting T1 as the best partition tree.

Selection of the models collection C

As the partition tree is fixed (T = T1), we must select one model for each non-terminal vertex
of T. We first select the explanatory variables for each non-terminal node, using BIC. For
each explanatory variable xk, we estimate the model with xk (using the complete design) or
without. Thus, we must test 2K models for each non-terminal node, where K is the number
of explanatory variables. In our example, K = 2, thus all combinations are tested, again
using the canonical (reference, logistic, complete) model for the same reasons as previously.
The 22 = 4 combinations are: no effect (∅), effect of the first variable (x1), effect of the
second variable (x2) and effect of both variables (x1, x2). As the parameters βv for each
vertex v ∈ V∗ are different, the collection models can be estimated separately. BIC values for
the root vertex are respectively: BIC∅ = −1497.79, BICx1 = −1339.45, BICx2 = −1449.22
and BICx1,x2 = −1329.97. Thus, for the root node, x1 and x2 are selected but we note
that internode length (x1) is more important than distance to growth unit end (x2) when
distinguishing between latent bud (y = l), short shoot (y ∈ {u, s}) and long shoot (y ∈ {U, S}).
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Following the same approach, only x2 is selected for the two others GLMs of the collection.
This means that the transformation into spine is influenced by growth unit end, and not by
the internode length.

We must now select the (r, F, Z) model for each non-terminal vertex of T. First, we select
the ratio, using the order relationship among the partition tree T. The siblings of the first
level are totally (weakly)-ordered, thus we must use an adjacent, cumulative or sequential
ratio. Axillary production is well represented by a sequential mechanism, and therefore we
use the sequential ratio. The complete design matrix is preferred to the proportional design
matrix using BIC. Finally, we select the best cdf F in a refinement step. For the second level
of T, the siblings are not comparable. We could use the reference ratio, but there are only two
siblings for each node, thus all the ratios are equivalent. In fact, in the Bernoulli situation,
given the vector of explanatory variable x, a GLM is fully specified by the cdf F only. After
selecting the cdf F for the two last non-terminal nodes, we obtain the model M∗ (summarized
in figure 3.13) with BIC value: BIC∗ = −2109.58. Finally, the selected model M∗ has a better
log-likelihood than the classical multinomial logit model (l∗ = −2072.19 versus l0 = −2087.42)
with fewer parameters (10 versus 12).

Figure 3.13: PCGLM for pear tree data.

We also obtain a better interpretation with this model. The axillary production of the
pear tree can be decomposed into two levels. Production first follows a sequential mechanism,
choosing between latent bud, short shoot and long shoot, which is strongly influenced by
internode length (the longer the internode, the longer the axillary branching). The axillary
shoot then differentiates into unspiny or stays spiny shoot depending on distance to growth
unit end.

3.7 Discussion

PCGLMs constitute a flexible and interpretable framework for analysing categorical data.
Explanatory variables can be selected at each non-terminal node. An explanatory variable
may thus have an effect on one partition of categories, not on another. It should be borne in
mind that the non effect of a variable is as interesting as the effect. PCGLMs are thus more
parsimonious than simple GLMs. Regarding other regression models, various variable selection
procedures can be applied to PCGLMs. Because of the small number of explanatory variables
(K = 2, 3), we used BIC and tested all the combinations in our examples. With a higher
number of explanatory variables, methods to reduce of the predictor space, or regularization
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methods, should be used (Tutz, 2012). Moreover, the decomposition into several steps makes
the interpretation easier, using a sequential latent mechanism approach, and also leads to a
better fit. If the underlying sequential process can be interpreted as conditioning of latent
variables (Y2|Y1 ∈ v and Y2|Y1 ∈ v′), a common effect on two vertices (βv = βv

′

) can be
considered.

Except in this last case, PCGLMs can be easily estimated. After rearranging the data by
partitioning and conditioning, classical algorithms can be applied for each data subset. For
the simplest and most common case βv 6= βv

′

, the different algorithms may be parallelized
and running time is thus reduced. Moreover, a canonical GLM with a block structured design
matrix can be written as a PCGLM with simple design matrices (see lemma 1) that is easier
to estimate.

An important issue with PCGLMs is selecting the partition tree. The tree may be deter-
mined a priori, as in classical approaches. The two-step model, for instance, relies on an a
priori known hierarchy among ordered categories. The nested logit model aggregates cate-
gories that are similar (i.e. influenced by the same variables). Finally, a POS-PCM associates
a partition tree to a Hasse diagram (poset). But defining this poset from the corresponding
latent process is not an easy task. In most applications the partition tree is not a priori
known and should thus be selected. The proposed approach for selecting the partition tree
and the variables could be used in the supervised classification context with ordered classes.
The indistinguishability procedure selects the best splitting between categories, starting from
the entire set {1, . . . , J}. Alternatively, we may aggregate adjacent categories, starting from
singletons {j}.

Finally, caution should be exercised to penalize log-likelihood. Let us consider the context
of BIC penalization. The total number of observations n should a priori be used. But if an
explanatory variable influences a non terminal vertex v associated with a small proportion of
the observations (nv ≪ n), should we incorporate a term related to nv in the penalty?





Chapter 4

Integrative models for jointly
analyzing shoot growth and

branching patterns

Abstract

Background and Aims: It has long been known that shoot growth has an effect on its branching
patterns, but the characterization of the corresponding patterning mechanism is still an open
issue.
Methods: Dedicated statistical models, called semi-Markov switching partitioned conditional
generalized linear models, were applied to apple and pear tree data sets. In the semi-Markov
switching partitioned conditional generalized linear models estimated from these data sets, the
underlying semi-Markov chain represents both the succession and lengths of branching zones,
while the partitioned conditional generalized linear models represent the influence of growth
explanatory variables on axillary productions within each branching zone.
Key results: On the basis of these integrative statistical models, we show that smoothed and
delayed growth explanatory variables influence specific branching events.
Conclusions: The partitioned conditional generalized linear model selected for each branching
zone can be used to identify which developmental event (e.g. shoot initiation, shoot elongation
or apex transformation into spine) is affected by a given explanatory variable. The proposed
integrative statistical modelling approach could incorporate other explanatory variables such
as local curvature of the parent shoot or maximum growth rate of the internode or leaf.

Keywords: branching pattern, categorical data, generalized linear model, growth pattern,
semi-Markov switching regression model.
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4.1 Introduction

Soot branching patterns often take the form of a succession of well-differentiated homogeneous
branching zones where composition properties, in terms of axillary productions, do not change
substantially within each zone, but change markedly between zones. These branching patterns
have been analysed using segmentation models and in particular hidden semi-Markov chains
(Guédon et al., 2001). Branching patterns are modulated by factors that have an overall effect
on the pattern, and by factors that vary along the shoot and have differentiated effects on
successive axillary productions. We previously investigated the influence of the architectural
position of a shoot, which can be viewed as a factor that have an overall effect, on apple tree
branching patterns (Renton et al., 2006).

Here, we focus on factors that vary along the shoot and modulate its branching pattern.
For example, it has been shown that shoot growth modulates branching pattern, in particular
immediate (or sylleptic) branching; see Lauri and Terouanne (1998) for an illustration in the
apple tree case. Other potential factors include local curvature of the shoot (Han et al., 2007).
To this end, we introduced a new family of integrative statistical models for analysing jointly
the succession and length of branching zones and the modulation of the axillary productions
within each zone by factors that vary along the shoot. These models generalize hidden semi-
Markov chains for categorical data (Guédon et al., 2001) by incorporating explanatory vari-
ables and are called semi-Markov switching partitioned conditional generalized linear models
(SMS-PCGLMs). It should be noted that another family of semi-Markov switching regression
models has been previously introduced for analysing forest tree growth components. More
precisely, semi-Markov switching linear mixed models have been used to identify and charac-
terize ontogenetic, environmental and individual growth components on the basis of tree main
stems described by annual shoot and climatic data (Chaubert-Pereira et al., 2009).

4.2 Materials and methods

4.2.1 Tree data sets

The proposed approach is illustrated by the analysis of immediate branching patterns in apple
and pear trees.

4.2.1.1 Apple tree (Malus domestica Borkh)

Twenty two one-year-old apple trees, “Fuji” cultivar, grafted on M9 (Pajam 1) rootstock
and planted at the DiaScope experimental at INRA Montpellier were analysed in this study.
Distances between trees corresponded to 3 m between rows and 0.7 m between trees in the
same row. Agricultural practices - including irrigation with micro-sprinklers, fertilization and
spraying against pests and diseases - were done according to standard practices in the area.

The one-year-old main axis developed from the graft was described by node. The presence
of an immediate axillary shoot - i.e. developed without delay with respect to the parent node
establishment date - was noted at each successive node,. Immediate shoots were classified
into two categories, short and long, according to length (≤ 5cm or > 5cm, respectively).
Successive internode lengths along the main axis were measured with a tape ruler that was
precise to within 0.5 cm. This dataset was thus constituted of 22 bivariate sequences of
cumulative length 1494 (length between 63 and 73 nodes) associating a categorical variable
(type of axillary production selected from among latent bud, short or long immediate shoot)
with an interval-scaled variable (internode length).
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4.2.1.2 Pear tree (Pyrus spinosa)

Harvested seeds of Pyrus spinosa were sown and planted in January 2001 in a nursery located
near Aix-en-Provence, southeastern France. Seedlings grew in 600cm3 WM containers grouped
in plastic crates by 25. In winter 2001, the first annual shoot on the main axis of 50 one-year-
old individuals was described by node. In this nursery context, individuals were able to grow
twice a year, and the annual shoots were made up of one or two growth units (GU) - i.e.
portion of the axis built up during an uninterrupted period of growth - referred to as GU1
or GU2 in the following. Seven monocyclic annual shoots (only GU1) and 43 bicyclic annual
shoots (GU1 and GU2) were observed.

The presence at each successive node of an immediate axillary shoot was noted. Immediate
shoots were classified in four categories according to length (≤ 1cm or > 1cm, with internodes
not distinguishable for short shoots), and to transformation or not of the apex into spine (i.e.
definite growth or not). This dataset was thus made up of 50 bivariate sequences of cumulative
length 3285 associating a categorical variable (type of axillary production selected from among
latent bud, unspiny short, unspiny long, spiny short and spiny long immediate shoot), with
an interval-scaled variable (internode length).

4.2.2 Models

A semi-Markov switching partitioned conditional generalized linear model, which is a two-
scale segmentation model, was built on the basis of each data set. In this framework, the
succession and length of branching zones (coarse scale) are represented by a non-observable
semi-Markov chain while the types of axillary productions within each branching zone (fine
scale) modulated by explanatory variables that vary along the parent shoot are represented by
partitioned conditional generalized linear models attached to each state of the semi-Markov
chain. Hence, each state of the semi-Markov chain represents a branching zone. In our
application context, the explanatory variables reflect the growth of the parent shoot, but the
statistical framework is general.

The overall model thus combines an A-state semi-Markov chain with A partitioned con-
ditional generalized linear models and is referred to as a semi-Markov switching partitioned
conditional generalized linear model (SMS-PCGLM). A SMS-PCGLM combines three cate-
gories of variables: (i) “state” variable representing non-directly observable branching zones,
(ii) plant response categorical variable (types of axillary production), (iii) explanatory variables
that vary with node rank (e.g. internode length). This family of statistical models broadens
the family of Markov switching models; see Frühwirth-Schnatter (2006) for an overview of
Markov switching models.

An A-state semi-Markov chain is defined by three subsets of parameters:

• initial probabilities (ϕa; a = 0, . . . , A− 1) to model which is the first branching zone in
the parent shoot,

• transition probabilities (pa,b; a, b = 0, . . . , A − 1) to model the succession of branching
zones along a parent shoot,

• occupancy distributions attached to non-absorbing states (a state is said to be absorbing
if, after entering this state, it is impossible to leave it) to model lengths of branching
zones in number of nodes. We used binomial distributions B(d, n, p), Poisson distribu-
tions P(d, λ) and negative binomial distributions NB(d, r, p) as possible parametric state



108 4. Integrative models for analyzing shoot growth and branching patterns

occupancy distributions, with an additional shift parameter d ≥ 1; see Appendix C for
formal definitions of these distributions.

In the context of regression models for categorical data analysis, the focus was mainly
on models for nominal response variables (unordered categories) or ordinal response variables
(totally ordered categories). Here we adopt a more general framework where the categories
can be represented as a tree of nested partitions of categories (e.g. latent but versus immediate
shoots at the first level, immediate shoots partitioned into short and long at the second level
for the apple tree example); see Peyhardi et al. (2013b). This framework means we can tackle
the case of partially-ordered response variables and also differentiate the role of explanatory
variables at different levels of the partition tree (e.g. an explanatory variable influencing the
occurrence of immediate shoots but not their subsequent growth as short or long shoots).

In partitioned conditional generalized linear models, the partition tree of categories and
the explanatory variables relevant for each non-terminal vertex of the partition tree need to be
selected. We thus adopted a two-stage approach for inference where in a first stage, a simple
hidden semi-Markov chain (i.e. without explanatory variables) was estimated for a given data
set. This estimated hidden semi-Markov chain was used to segment the observed sequences
into homogeneous branching zones and for each branching zone (except unbranched zones
where only latent buds were observed), a PCGLM was selected by identifying the partition
tree and the explanatory variables. In a second stage a SMS-PCGLM was estimated on the
basis of the observed sequences.

4.3 Results

4.3.1 Apple tree

Superimposition of the proportions of immediate shoots (short and long shoots are not dis-
tinguished) and pointwise average internode lengths showed that an unbranched zone corre-
sponding to short internodes spreading over the first few nodes was followed by a zone where
internode length increased abruptly. Shoot occurrence also increased abruptly but with a shift
of a few nodes with respect to the increase in internode length (Figure 4.1). Internode length
then decreased gradually along the parent shoot while the decrease in shoot occurrence was
more irregular.

We first estimated a 3-state HSMC made up of two transient states (corresponding to an
unbranched and a branching zone) followed by a final absorbing end state modelling growth
cessation (Renton et al., 2006) on the basis of the observed bivariate sequences, including the
internode length variable. It should be noted that the segmented branching zones obtained
using only the types of axillary production variable were very similar (98.5% match between
the segmentations obtained using the estimated univariate and bivariate HSMCs). We then
extracted the sub-sequences corresponding to the branching zone (state 1). The posterior
probabilities of the optimal segmentations (i.e. weight of the optimal segmentation among all
the possible segmentations of a given observed sequence) were very high (always above 0.995
for the 22 individuals).

As a second step, we selected the explanatory variable using canonical GLMs (multinomial
logit model for nominal data) and then identified the partition tree of categories using the
selected explanatory variable on the basis of the data extracted from the branching zone. We
tested two types of transformation of the measured internode length variable to build potential
explanatory variables:
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• shift of the variable, in particular backward shifts, since the internode elongation lasts
about 12 days in apple tree and temporally overlaps the initiation of immediate shoots
a few nodes below the apex.
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Figure 4.1: Proportions of immediate shoots (short and long shoots are not distinguished) and
pointwise average lengths of internodes as a function of node rank represented on a common
y scale whose maximum corresponds to the maximum proportion of immediate shoots and the
maximum average length of internodes.

• smoothing of the variable to remove fluctuations and extract the local internode length
trend. This smoothing can be interpreted as an averaging over internodes that elongate
at a given time t.

To this end, canonical GLMs were estimated for each possible explanatory variable. The
best GLM according to the Bayesian information criterion (BIC) was obtained with no shift
and smoothing of the internode length was obtained using a symmetric smoothing filter cor-
responding to the probability mass function of the binomial distribution of parameters 32 and
0.5 (95% of the mass concentrated on the 11 central values). This smoothing width appears
to be consistent with the order of magnitude of the number of internodes that elongate at a
given time t. Having selected the explanatory variable, we then identified the partition tree
of categories. We obtained a first partition into latent bud and immediate shoots, then a
subsequent partition of immediate shoots into short and long shoot; see Figure 4.2.

Finally, a 3-state SMS-PCGLM was estimated using the partition tree and explanatory
variable previously selected for the PCGLM associated with state 1 (branching zone); see
Figure 4.2. The deterministic succession of states resulted from the iterative estimation proce-
dure. The unbranched zone corresponding to short internodes at the base of the shoot (state
0) corresponds to the preformed part of the shoot. The fact that the highest probability of
branching and the longest internodes, were found near the shoot base (around rank 10) likely
resulted from the propagation mode of the observed young plants derived from bud grafting on
one-year-old rootstock. The locally smoothed internode length markedly influences immediate
shoot initiation (first level of the partition tree corresponding to latent bud versus immediate
shoot) but only slightly influences the subsequent growth of these immediate shoots (second
level of the partition tree corresponding to short versus long shoot); see Figure 4.3.
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Figure 4.2: Semi-Markov chain: each state is represented by a vertex which is numbered.
Vertices representing transient states are edged by a single line while the vertex representing
the absorbing end state is edged by a double line. The possible transitions between states
are represented by arcs (the attached probabilities are always 1). The arc entering in state 0
indicates that it is the only possible initial state. The occupancy distributions of the transient
states are shown above the corresponding vertices. Observation models: for state 0 (unbranched
zone), the observation model is degenerate since the only possible observation is latent bud. For
state 1 (branched zone), the estimated branching probability p decreases with internode length
along the parent shoot. Locally smoothed internode length markedly influences immediate shoot
initiation but only slightly influences the subsequent growth of these immediate shoots (and the
influence of the explanatory variable is only shown for the partition latent bud/immediate
shoot).
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Figure 4.3: Fit of generalized linear models for each non-terminal vertex of the partition tree
(influence of smoothed internode length): (a) first level (latent bud versus immediate shoot),
(b) second level (short versus long shoot).

4.3.2 Pear tree

Superimposition of the proportions of the immediate shoots (unspiny short, unspiny long, spiny
short and spiny long shoots are not distinguished) and pointwise average internode lengths
showed that the shoot occurrence increased very abruptly at the beginning of GU1 while the
increase in internode length was more gradual than that in shoot occurrence (Figure 4.4.a).
The internode length trend was more similar to the shoot proportion trend in the GU2 case
than in the GU1 case (Figure 4.4).

We first estimated a 6-state HSMC made up of five transient states (GU1 bottom un-
branched zone, GU1 branching zone, unbranched zone intermediate between GU1 and GU2,
GU2 branching zone, GU2 top unbranched zone) followed by a final absorbing end state mod-
elling growth cessation on the basis of the trivariate sequences (types of axillary production,
internode length and GU rank); see Figure 4.5. It should be noted that the segmented branch-
ing zones obtained using only the types of axillary production and the GU rank variables were
very similar (99.3% match between the segmentations obtained using the estimated bivariate
and trivariate HSMCs). We then extracted the sub-sequences corresponding to the GU1 and
GU2 branching zones (states 1 and 3). The posterior probabilities of the optimal segmenta-
tions were most often high: 78% above 0.5, 62% above 0.75 and 32% above 0.9 to be related
to an average number of possible segmentations around 300.

We then selected explanatory variables for GU1 and GU2. Concerning GU1, we selected the
backward-5-shifted smoothed internode length (symmetric smoothing filter such that 95% of
the mass is concentrated on the 15 central values) and the distance to GU end. Concerning this
second explanatory variable, the assumption was made that transformation of the offspring
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Figure 4.4: Proportions of immediate shoots (unspiny short, unspiny long, spiny short and
spiny long shoots are not distinguished) and pointwise average lengths of the internodes as a
function of node rank represented on a common y scale whose maximum corresponds to the
maximum proportion of immediate shoots and the maximum average length of internodes. (a)
GU1, (b) GU2.

shoot apex into spine is related to the growth end of the parent shoot. Concerning tree
partition, we investigated in particular the partition corresponding to successive developmental
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events: shoot initiation, shoot growth and transformation of the shoot apex into spine (i.e.
partition into latent bud and immediate shoots at the first level, partition of immediate shoots
into short and long at the second level, short and long each being partitioned into unspiny and
spiny at the third level). We found that the “sequential” partition (latent bud and immediate
shoots at the first level, unspiny short and other shoots at the second level, unspiny long and
spiny shoots at the third level, short and long spiny shoots at the fourth level) was favoured by
BIC; see Figure 4.6.a. This partition tree stays consistent with the succession of developmental
events - shoot initiation, shoot growth and transformation of the shoot apex into spine - but can
be interpreted by also considering a trend along the branching zone where the transformation
into spine affects mainly shoots near the end of the branching zone initiated later than shoots
at the beginning of the branching zone (Figure 4.7). The internode length explanatory variable
mainly influences the first (latent bud versus immediate shoots), second (unspiny short versus
other shoots) and fourth (short versus long spiny shoots) levels of the partition tree, while the
distance to GU end mainly influences the third level (unspiny long versus spiny shoots); see
Figure 4.8.

Figure 4.5: Non-observable semi-Markov chain of the semi-Markov switching partitioned con-
ditional generalized linear models: each state is represented by a vertex which is numbered.
Vertices representing transient states are edged by a single line while the vertex represent-
ing the absorbing end state is edged by a double line. Possible transitions between states are
represented by arcs with the attached probabilities noted nearby when < 1. Arcs entering into
states indicate initial states. The attached initial probabilities are noted nearby. The occupancy
distributions of the transient states are shown above the corresponding vertices.

Concerning GU2, we selected the backward-1-shifted smoothed internode length (symmet-
ric smoothing filter such that 95% of the mass is concentrated on the 15 central values) and
the distance to GU end. The partition tree was similar to that of GU1 except that the second
and third levels were aggregated into a single level (unspiny short versus spiny shoots) since
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unspiny long shoots were very rare in GU2 (17 out of 794 immediate shoots) and were thus
not considered in the identification of the partition tree. The internode length explanatory
variable influences all three levels (latent bud versus immediate shoots, unspiny short versus
spiny shoots, short versus long spiny shoots) of the partition tree, while the distance to GU
end mainly influences the last two levels; see Figure 4.6.b.

Figure 4.6: Partitioned conditional generalized linear models for (a) GU1 branching zone and
(b) GU2 branching zone.
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Figure 4.7: GU1: Proportions of the different types of axillary productions (latent bud, unspiny
short, unspiny long, spiny short and spiny long immediate shoots) as a function of node rank.

4.4 Discussion

The examples given above illustrate how the definition of appropriate explanatory variables is
a crucial step in retrospective measurements. We are currently investigating the extraction of
explanatory variables based on growth data follow up (e.g. leaf expansion). In this context, the
extraction of explanatory variables requires two steps, (i) extraction of growth parameters using
for instance nonlinear regression models (e.g. the maximum absolute growth rate deduced from
the fit of a sigmoidal function), (ii) the shifting and smoothing of growth parameters deduced
from nonlinear regression models. This transformation of explanatory variables is an important
issue in the analysis of tree structure development based on retrospective measurements for at
least two main reasons:

• Trees are large organisms with potentially great inertia in their development. Modulation
of the branching process by the growth process is therefore not instantaneous. In the
same way, tree responses to changes in climatic or local environment conditions are not
instantaneous; see illustrations in Chaubert-Pereira et al. (2009) and Taugourdeau et al.
(2011).

• The temporal dimension of growth and immediate branching is only partially reflected
by the topological indexing using node ranks, and is better represented by the transfor-
mation of explanatory variables.

Concerning observation regression models, a standard solution would have consisted of
assuming that the categorical response variable was ordinal in the apple tree case (with the
following category order: latent bud, immediate short shoot and immediate long shoot) and
estimating a classic generalized linear model for ordinal data for the branching zones. We chose
to develop the more general framework of partitioned conditional generalized linear models
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Figure 4.8: Pear tree GU1, fit of generalized linear models for non-terminal vertices of the
partition tree (influence of the backward-5-shifted and smoothed internode length): (a) first
level (latent bud versus immediate shoot), (b) second level (immediate unspiny short shoot
versus other shoots).

that can be used to tackle not only the classical cases of nominal and ordinal categorical re-
sponse variables, but also the case of partially-ordered categorical response variables (Peyhardi
et al., 2013b). Using this hierarchical modelling, it was possible to show in the apple tree case
- applying model selection criteria - that locally smoothed internode length markedly influ-
ences immediate shoot initiation but far less the subsequent growth of these immediate shoots
which likely depend on environmental factors at this time. Combining the transformation of
explanatory variables and recursive partitioning of the axillary productions using the proposed
hierarchical modelling, it was possible to test many assumptions concerning the influence of
growth patterns on the immediate branching pattern in our examples.

Development is the sum of events that contribute to the progressive elaboration of the
body of an organism (Steeves and Sussex, 1989). Plant development is defined as a series
of identifiable events resulting in a qualitative (germination, flowering . . . ) or quantitative
(number of leaves, number of flowers . . . ) modification of plant structure (Gatsuk et al.,
1980). Branching is a key developmental process in plants. Branching data are most of the
time collected retrospectively and potentially reflect a succession of complex but interrelated
developmental phases such as:

• immediate branching i.e. offspring shoots developed without delay with respect to the
parent node establishment date,

• delayed branching (e.g. 1-year-delayed branching for temperate species),

• elongation or not of the offspring shoots leading to short or long shoots,
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• morphological transformation of offspring shoots such as transformation of the apex into
spine or flower leading to growth interruption.

Possible axillary productions can efficiently be coded as categories that are well defined and
separated according to morphological criteria. Because of the potentially complex succes-
sion of developmental phases, these categories cannot in most cases be ordered, but they are
not unstructured. Hierarchical approaches that reflect complex structuring of categories thus
constitute a very promising avenue for the analysis of plant structure and development.

This study together with that of Chaubert-Pereira et al. (2009) illustrate the versatility of
semi-Markov switching regression models where a semi-Markov chain can represent homoge-
neous branching zones at the node scale as well as growth phases at the annual shoot scale,
and where all the panoply of regression models can be incorporated depending on the type of
plant response variable (categorical variable for type of axillary production and interval-scaled
variable for annual shoot length).

Acknowledgements The authors wish to thank Michael Renton for his participation in
apple tree data collection.
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Chapter 5

Works in progress and perspectives

In this thesis, we propose a new GLM framework for the analysis of categorical data. In chapter
2 we introduced a unifying specification of GLMs for categorical data using the (r, F, Z) triplet.
We then used this specification to define the family of reference models for nominal data.
Some classical equivalences between models and invariance properties were extended. And
using these properties we proposed a classification of different models along a nominal/ordinal
scale. In chapter 3 we introduced the class of PCGLMs based on the (r, F, Z) specification.
These models capture the hierarchical structure among categories for nominal, ordinal and
partially-ordered response variables. Using these models for the observation process of a
hidden semi-Markov chain, we developed in chapter 4 a methodology for jointly analysing
shoot growth and branching patterns of plants. This methodology was applied to two datasets
in this thesis and will be applied to others that possess a more complex hierarchical structure.

In this chapter, we describe works in progress and perspectives for the (r, F, Z) specification.
We first focus on the convergence of Fisher’s scoring algorithm for a number of cumulative and
reference models. The non-invariance of (reference, F , Z) models under transposition of the
reference category is shown for some analytic cdfs F . We then propose to specify the ratio using
directed graph and illustrate this with reference, adjacent and sequential ratios. Finally, we
propose an extension of the conditional logit model (McFadden, 1974), whose implementation
is not available yet.
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5.1 Convergence of Fisher’s scoring algorithm

The convergence of an iterative algorithm, such as the Newton-Raphson algorithm or Fisher’s
scoring algorithm, depends on the concavity of the log-likelihood and the connexity of param-
eter space C. Convergence has already been shown for some reference and cumulative models.
Our objective here is to extend these results.

5.1.1 Convergence for cumulative models

It has been shown by Pratt (1981) and Burridge (1981) that concavity of the log-likelihood
holds for (cumulative, F , proportional) models, if F , 1 − F and f are log-concave. Using
results of convex analysis, strict log-concavity of F , 1 − F and f can be shown for logistic,
normal, Gumbel min, Gumbel max and Laplace distributions, but not for Student distributions
(Bergstrom and Bagnoli, 2005).

But the demonstrations by Pratt (1981) and Burridge (1981) did not utilize the propor-
tionality of the model. Therefore, concavity still holds with other design matrices. But a
non-proportional design matrix may lead to non-positive probabilities since the sequence of
linear predictors {ηj(x)}j=1,...,J−1 must be strictly increasing, for any x ∈ X to define strictly
positive probabilities {πj(x)}j=1,...,J .

In the proportional design, the identified space C̃ = {β = (α1, . . . , αJ−1, δ
t) ∈ R

J−1+p| α1 <
. . . < αJ−1} does not depend on explanatory space X and is an open convex. Convexity of the
parameter space (and concavity of the log-likelihood) implies convergence of Fisher’s scoring
algorithm.

Discussion In the non-proportional design, the problem of convergence is quite different
because contrast space C depends on X . The possible non-convexity of C may also lead
to local maxima. The strict increase in linear predictors {ηj(x)}j=1,...,J−1 seems difficult to
preserve from one algorithm iteration to another. We could add constraint on explanatory
space X to relax the constraints on C. In the case of a strictly positive explanatory variable
(see chapter 2) the contrast space is

C = {β = (α1, . . . , αJ−1, δ
t
1, . . . , δ

t
J−1) ∈ R

(J−1)(1+p)| α1 < . . . < αJ−1&, δ
t
1 ≤ . . . ≤ δtJ−1},

which is convex. We could also add a projection of β[t] on C at each iteration t, using results
of convex analysis.

5.1.2 Convergence for reference models

Let us first recall that the reference ratio does not a priori constrain space C. In fact, C may be
identified to a R-vector space. Therefore, C is convex and only concavity of the log-likelihood
is needed. Noting that concavity holds for all canonical (reference, logistic, Z) models, we now
focus on other reference models. We can write a reference model in a more general form

πj =
hj

1 +
∑J−1

k=1 hk
,

for j = 1, . . . , J−1, with a non-negative and twice differentiable function h such that hj = h(ηj)
(in fact for a reference model hj = F (ηj)/[1 − F (ηj)]). The probability of reference category
J is

πJ =
1

1 +
∑J−1

k=1 hk
.



5.1 Convergence of Fisher’s scoring algorithm 121

For one observation (y, x), the log-likelihood is

l =

J∑

j=1

yj lnπj .

We must here recall that concavity of l with respect to β is equivalent to concavity of l with
respect to η since

∂2l

∂βt∂β
= Zt ∂2l

∂ηt∂η
Z.

According to the J possible observations of y, there are only two cases: either the reference
category is observed or not

l =

{
lnπJ if y = J,
lnhj + lnπJ if y 6= J.

First case: y = J Here we are looking for conditions on h such that lnπJ is concave, or
equivalently such that the Hessian H of − lnπJ is positive definite. The first derivative is

−∂ lnπJ
∂ηj

= h′jπJ ,

for column j. The second derivative is

Hi,j = −∂
2(lnπJ)

∂ηi∂ηj
=
∂h′j
∂ηi

πJ − h′ih
′
jπ

2
J ,

for row i and column j. Differentiating the cases i = j and i 6= j we obtain

Hi,j =

{
h′′jπJ − h′2j π

2
J , if i = j,

−h′ih′jπ2J , if i 6= j.

Again using the equality πJ = πj/hj we obtain

Hi,j =







h′′j
hj
πj −

h′2j
h2j
π2j , if i = j,

−h
′
i

hi

h′j
hj
πiπj , if i 6= j.

Noting aj = h′′j /hj and bj = h′j/hj the Hessian matrix is

H = diag{ajπj}j − (bibjπiπj)i,j .

whose form is similar to that of the covariance matrix

Cov(Y ) = diag{πj}j − (πiπj)i,j

which is positive definite. The objective is thus to find sufficient conditions on aj and bj to
preserve a positive definite matrix H. Then we should rewrite these sufficient conditions in
terms of F (ηj), F

′(ηj) and F
′′(ηj) and obtain a differential inequality.
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Second case: y 6= J Assume that concavity is obtained for the first case. We simply must
show that lnh is concave (because the sum of concave functions is concave) but this condition
is not necessary. The Hessian of lnhj is a diagonal matrix ∆ with the general term

∆j,j =
h′′jhj − h′2j

h2j
.

We must show that the difference H−∆ remains positive definite, or equivalently that ∆ � H
where � denotes Loewner ordering. My intuition is that a sufficient and necessary condition
is ∆j,j < λ, where λ is the minimal eigenvalue of the matrix H.

Numerical investigation of concavity

We expect to obtain concavity of the log-likelihood for reference models if certain properties
of cdf F are fulfilled. Meanwhile, we explored concavity numerically in the simple case J = 3
(because a 3D representation can be used) using Gumbel min and max cdfs. As seen previously,
we can split this into two cases.

First case: y = 3 The log-likelihood has the form

l(η1, η2) = − ln

{

1 +
F (η1)

1− F (η1)
+

F (η2)

1− F (η2)

}

.

The log-likelihood shown in figure 5.1 seems to be globally concave for the two different link
functions.

Figure 5.1: Log-likelihood of observed reference category given (a) the (reference, Gumbel
min, Z) model and (b) the (reference, Gumbel max, Z) model.

Second case: y 6= 3 The log-likelihood has the same form for y = 1 and y = 2. Focusing
only on the case y = 1, the log-likelihood is

l(η1, η2) = ln

{
F (η1)

1− F (η1)

}

− ln

{

1 +
F (η1)

1− F (η1)
+

F (η2)

1− F (η2)

}

.

The log-likelihood shown in figure 5.2 seems to be globally concave with the Gumbel max cdf,
but not with the Gumbel min cdf.
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Figure 5.2: Log-likelihood of observed non-reference category given (a) the (reference, Gumbel
min, Z) model and (b) the (reference, Gumbel max, Z) model.

Discussion Finally, the demonstration of Fisher’s scoring algorithm convergence for (cu-
mulative, F , Z) models, with non proportional design matrix Z, is based on convex analysis
results whereas that of convergence for (reference, F , Z) models, with non logistic cdf F , is
based on linear algebra results.

5.2 Non-invariance of GLMs under permutations

In chapter 2 we showed the invariance of certain GLMs under particular permutations. But
are these models still invariant under other permutations?

This question is illustrated using the (reference, F , complete) and (reference, F , propor-
tional) models. They are invariant under the (J − 1)! permutations that fix the reference
category (Property 9). But are they still invariant under other permutations? Invariance
under a permutation is easier to show than the contrary. The canonical (reference, logistic,
complete) model is invariant under all permutations unlike other canonical models {(reference,
logistic, Z); Z ∈ Z\{Zc}}. But a non identical transposition τ of J simply changes the design
matrix of a canonical model

(reference, logistic, Z)τ = (reference, logistic, BτZ).

Hence, the canonical link function (reference, logistic) is invariant under all permutations. But
what about other link functions (reference, F ) when F is not the logistic cdf? Non-invariance
of models may be shown when F is analytically defined.

Property 16. Let σ be a permutation of {1, . . . , J}, F ∈ {Gumbel min, Gumbel max, expo-
nential} and let Z be a design matrix depending on x. The (reference, F , Z) model is invariant
under σ if and only if σ(J) = J .

Proof. We have already shown that σ(J) = J is a sufficient condition for the invariance of
reference models under σ. Now we must show the necessity of this condition. Let τ be a
non identical transposition of the reference category J and F ∈ {Gumbel min, Gumbel max,
exponential}. Using a reductio ad absurdum, assume that the (reference, F , Z) model is
invariant under τ or equivalently that

(reference, F, Z)τ ⇔ (reference, F, Z).
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There is a bijection h : C̃ → C̃′ such that

{
π = r−1 ◦ F{Zβ},
πτ = r−1 ◦ F{Zh(β)}.

Noting η′ = Zh(β) we obtain







πj
πJ

=
F (ηj)

1− F (ηj)
, ∀j 6= J,

πj
πτ(J)

=
F (η′j)

1− F (η′j)
, ∀j 6= τ(J),

and thus






πj
πτ(J)

=
πj
πJ

πJ
πτ(J)

=
F (ηj)

1− F (ηj)

1− F (ητ(J))

F (ητ(J))
, ∀j 6= J, τ(J),

πJ
πτ(J)

=
1− F (ητ(J))

F (ητ(J))
,

or equivalently







F (η′j)

1− F (η′j)
=

F (ηj)

1− F (ηj)

1− F (ητ(J))

F (ητ(J))
, ∀j 6= J, τ(J),

F (η′J)

1− F (η′J)
=

1− F (ητ(J))

F (ητ(J))
.

Noting that F/(1− F ) is invertible (because {F/(1− F )}′ = f/(1− F )2 > 0) we obtain







η′j =

(
F

1− F

)−1{ F (ηj)

1− F (ηj)

1− F (ητ(J))

F (ητ(J))

}

, ∀j 6= J, τ(J),

η′J =

(
F

1− F

)−1{1− F (ητ(J))

F (ητ(J))

}

.

To obtain a contradiction we must show that η′ is not linear with respect to x. With the
Gumbel min cdf we obtain







η′j = ln

[

ln

{
exp(exp(ηj)) + exp(exp(ητ(J)))− 2

exp(exp(ητ(J)))− 1

}]

, ∀j 6= J, τ(J),

η′J = ln

[

ln

{
exp(exp(ητ(J)))

exp(exp(ητ(J)))− 1

}]

.

Since Z depends on x, there is at least one ηj (for j ∈ {1, . . . , J − 1}) that is linear in x
whereas the corresponding η′j (or η′J) is not. The same argument holds for the Gumbel max
and exponential cdfs.

Discussion We may obtain equivalent properties for adjacent, cumulative and sequential
models, following the same idea. For the particular cases of non-analytic cdfs F , such as
normal and Student cdfs, it is more difficult to show the non-linearity of η′ with respect to x.
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5.3 Graph representation

Reference, adjacent and sequential ratios are defined using J−1 different conditionings. There-
fore, the linear predictors ηj are unconstrained one to another. Neither P nor S is constrained
(P =]0, 1[J−1 and S = R

J−1) and thus no constraint is required on parameter β. This is an
advantage compared to the cumulative ratio.

We propose to define an unconstrained ratio by a directed graph. Each probability πj is
represented by a vertex j and the relation rj(π) is represented by directed edges. The graph
is made up of J vertices and for each vertex j = 1, . . . , J − 1, the ratio is defined by

rj(π) =
πj

πj +
∑

k∈Ch(j)

πk
,

where Ch(j) denotes the children of vertex j. The reference category J has no child.

We must find the necessary and sufficient conditions for sets Ch(1), . . . ,Ch(J − 1) such
that the corresponding ratio is a diffeomorphism from M = {π ∈ ]0, 1[J−1|∑J−1

j=1 πj < 1} to

P =]0, 1[J−1.

Figure 5.3: Graph representation of reference ratio.

Figure 5.4: Graph representation of adjacent ratio.

Figure 5.5: Graph representation of sequential ratio.
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For the reference ratio (see figure 5.3), the children are defined for j = 1, . . . , J − 1 by

Ch(j) = {J}.

For the adjacent ratio (see figure 5.4), the children are defined for j = 1, . . . , J − 1 by

Ch(j) = {j + 1}.

For the sequential ratio (see figure 5.5) , the children are defined for j = 1, . . . , J − 1 by

Ch(j) = {j + 1, . . . , J}.

This graph representation allows us to identify equivalence between models more easily.
Let us focus for instance on graphs G1 and G2, corresponding respectively to the reference ratio
with 2 as reference category, and the adjacent ratio with J = 3 categories (see figure 5.6). We
remark that we can switch from G1 to G2 simply by changing the direction of the edge (3, 2).
In this case, the directed edge is reversible if F is symmetric. More precisely, we have the
following property.

Figure 5.6: Graphs G1 and G2 of reference and adjacent ratios.

Property 17. Let J = 3 and τ be the transposition between 2 and 3. Let Aτ be the matrix

Aτ =

(
1 0
0 -1

)

.

Then the (reference, symmetric F , Z)τ and (adjacent, symmetric F , AτZ) models are equiv-
alent.

Proof. Assume that the distribution of Y |X = x is defined by the transposed model (reference,
F , Z)τ . The first equations of the (reference, symmetric F , Z)τ and (adjacent, symmetric F ,
AτZ) models are the same. Hence, we focus only on the second equation of the (reference,
symmetric F , Z)τ model

π3
π3 + π2

= F (η2),

thus
π2

π2 + π3
= F̃ (−η2).

This means that Y |X = x follows the (adjacent, F , AτZ) model if F = F̃ .

Discussion If we find the necessary and sufficient conditions on the graph to obtain a well
defined ratio, we expect to be able to define new ratios more easily. We expect in this way to
find other equivalences between GLMs for categorical data.
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5.4 Qualitative choice models

In this framework, statistical unit i is a consumer, J categories are different alternatives and
x are attributes influencing the consumer’s choice. In this section we first present a number of
qualitative choice models using a classical predictive approach, then propose to extend these
models using the (r, F, Z) specification.

5.4.1 Classical approach

5.4.1.1 Model specification

We saw in chapter 1 that Luce’s choice axiom Luce (1959) and the principle of random utility
maximisation lead to the model

P (Y = j) =
exp(ηj)

1 +
∑J−1

k=1 exp(ηk)
(5.1)

for j = 1, . . . , J − 1. Depending on the form of the linear predictors ηj , we obtain different
logit models:

• Multinomial logit model: ηj = αj + xtδj . The attributes are common for all alternatives
and the parameters depend on each alternative.

• Conditional logit model: ηj = α + xtjδ. The attributes depend on each alternative and
the parameters are common for all alternatives.

• Universal logit model: ηj = αj + xtjδj . The attributes and the parameters depend on
each alternative.

5.4.1.2 Independence of irrelevant alternatives

Since these three logit models satisfy Luce’s choice axiom, they share the IIA property. The
ratio of probabilities for alternatives j and k

P (Y = j)

P (Y = k)
= exp(ηj − ηk)

does not depend on other alternatives. As noted by McFadden (1986), “the IIA axiom is a
blessing and a curse”. On the negative side, it is inconsistent with the heterogeneous patterns
of similarities often encountered in economics and marketing problems. This is well illustrated
by Marschak (1960) through the blue/red bus example. On the positive side, “it makes
forecasting the demand for a new alternative an easy calculation” (McFadden, 1986).

5.4.1.3 Prediction for a new alternative

In the econometrics framework, qualitative choice regression models are often used in a predic-
tive manner. With the multinomial logit model, the probability of each alternative P (Y = j|x)
can be predicted for any value x which is not observed in the dataset. For the conditional
logit model (McFadden, 1974), the situation is quite different because linear predictors have
a different form: ηj = α + xtjδ. Here, the attribute value xj is related to the alternative j,
which is why the model is called the conditional logit model. The probability P (Y = 0|x0) of
a new alternative 0 can be predicted because the intercept α and the slope δ are common for
all alternatives.
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Let us illustrate the predictive approach using the classical situation of urban travel de-
mand. The consumer has J = 3 alternatives: car, bus or bicycle. He makes a decision
according to travel cost c and travel time t. It should be noted that these two attributes are
quantitative and are related to the different alternatives: cj and tj are travel cost and travel
time of alternative j. The conditional logit model may be summarized by

P (Y = j) =
exp(α+ x̃tjδ)

1 +
∑J−1

k=1 exp(α+ x̃tkδ)
,

where x̃j = xj − xJ for j = 1, . . . , J − 1. For urban travel demand, we obtain

P (Y = j) =
exp(α+ c̃tjδ1 + t̃tjδ2)

1 +
∑2

k=1 exp(α+ c̃tkδ1 + t̃tkδ2)
,

where c̃j = cj − cJ , t̃j = tj − tJ , for j = 1, 2. The estimated parameter β̂ = (α̂, δ̂) is obtained
by likelihood maximisation, using Fisher’s scoring algorithm.

Now, imagine that the construction of a tram system is planned. The probability of each
individual using it can be predicted to assess the resident’s demand. Since the tram system
(new alternative 0) does not exist, the attributes values c0 and t0 are not yet available. They
must therefore be simulated or estimated using observed data in another city where a tram
is already used. Let c̄0, t̄0 be the corresponding values and c̃0, t̃0 the translated values with
respect to the reference alternative c̃0 = c̄0 − c3, t̃0 = t̄0 − t3. The predicted probability of
choosing the tramway is

P̂ (Y = 0) =
exp(α̂+ c̃t0δ̂1 + t̃t0δ̂2)

1 +
∑2

k=0 exp(α̂+ c̃tkδ̂1 + t̃tkδ̂2)
.

More generally, the predicted probability of choosing the new alternative 0 is

P̂ (Y = 0) =
exp(α̂+ x̃t0δ̂)

1 +
∑J−1

k=0 exp(α̂+ x̃tkδ̂)
.

It should be noted that adding the new alternative 0 does not change the ratio of proba-
bilities πj/πk of other alternatives j, k because of the IIA property. For example, the number
of bus users is still three times the number of bicycle users after construction of the tram
system. But the new alternative needs to be different from other alternatives (reminiscent of
the blue/red bus paradox).

5.4.2 (r,F,Z) approach

5.4.2.1 Model specification

Qualitative choice models of form (5.1) are exactly canonical (reference, logistic, Z) models.
The three previously mentioned logit models correspond to different forms of the design matrix
Z:

• Multinomial logit model: Z = Zc with

Zc =






1 xt

. . .
. . .

1 xt




 .

This is the complete design matrix.
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• Conditional logit model: Z = Z̃ with

Z̃ =






1 x̃t1
...

...
1 x̃tJ−1




 ,

where x̃j = xj − xJ (translation with respect to reference category J).

• Universal logit model: Z = Z̃c with

Z̃c =






1 x̃t1
. . .

. . .

1 x̃tJ−1




 .

These three types of qualitative choice models can be easily extended using other cdfs F . They
are useful for qualitative choices, especially because of the reference ratio. Also the reference
category can be changed (with a transposition τ) to obtain a better fit (changing also the
translated variables x̃j = xj − xτ(J) for j 6= τ(J)).

5.4.2.2 Independence of irrelevant alternatives

Property 18. All the reference models share the IIA property.

Proof. All the reference models have the form (reference, F , Z)τ , where τ is a transposition
of the reference category J . Without loss of generality, we simply consider the case of the
reference category J (i.e. τ is the identical transposition). Assume that the distribution of
Y |X = x is defined by a reference model

πj
πj + πJ

= F (ηj), j = 1, ..., J − 1,

⇔ πj =
F (ηj)

1− F (ηj)
πJ , j = 1, ..., J − 1.

Thus, for two alternatives j, k ∈ {1, ..., J − 1}

πj
πk

=
F (ηj)/[1− F (ηj)]

F (ηk)/[1− F (ηk)]
,

and
πj
πJ

= F (ηj)/[1− F (ηj)].

Finally, the ratio of probabilities of two alternatives πj/πk does not depend on other alterna-
tives.

In fact, the IIA property is related to the ratio, not the logistic cdf of the multinomial
logit model. By contrast, the adjacent, cumulative and sequential models do not share the
IIA property because they use the category ordering assumption (see Appendix D for details).
It should be noted that the situation of new alternative is not easily interpretable for ordered
alternatives.
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5.4.2.3 Prediction for a new alternative

We propose to extend the conditional logit model specified by the (reference, logistic, Z̃) triplet
to (reference, F , Z̃) models

P (Y = j) =
F (α+ x̃tjδ)/(1− F (α+ x̃tjδ))

1 +
∑J−1

k=1 F (α+ x̃tkδ)/(1− F (α+ x̃tkδ))
,

for j = 1, . . . , J − 1. The cdf F must first be selected using error of misclassification or log-
likelihood criteria. The log-likelihood does not need to be penalized because all the proposed
models have the same design matrix and thus the same number of parameters 1 + p. After
a comparison with classical cdfs (logistic, normal, Laplace, Gumbel min, Gumbel max and
Student(d)), the best model is obtained with cdf F̄ and parameters β̂ = (α̂, δ̂). The predicted
probability of a new alternative 0 is

P̂ (Y = 0) =
F̄ (α̂+ x̃t0δ̂)/(1− F̄ (α̂+ x̃t0δ̂))

1 +
∑J−1

k=0 F̄ (α̂+ x̃tkδ̂)/(1− F̄ (α̂+ x̃tkδ̂))
.

Furthermore the reference alternative can be changed to obtain a better fit. The best model
is obtained with cdf F̄ , reference alternative j̄ and parameters β̂ = (α̂, δ̂). In this case the
predicted probability of a new alternative 0 is

P̂ (Y = 0) =
F̄ (α̂+ x̃t0δ̂)/(1− F̄ (α̂+ x̃t0δ̂))

1 +
∑J

k=0,k 6=j̄ F̄ (α̂+ x̃tkδ̂)/(1− F̄ (α̂+ x̃tkδ̂))
,

where x̃j = xj − xj̄ for j 6= j̄.

Discussion The theoretical work conducted on this perspective has almost been completed
but remains questionable. On the one hand, the proposed qualitative choice models do not
respect the principle of random utility maximisation. On the other hand, does a better fit or
a smallest error of misclassification mean better predictions?

With regard to applications, the proposed qualitative choice models could be estimated
using benchmark datasets and could be compared with the conditional logit model. Ideally,
we would like to obtain the real observed proportions of the new alternatives and compare
predicted and true values. For Fisher’s scoring algorithm, only the design matrix has to be
modified. But the explanatory variables x = {xj}j=1,...,J must be considered with dependencies
on alternatives.
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Proof of Property 4

The following proof is a generalisation of that described by Dobson (2002) for the multivariate
case (i.e. K > 1). From the definition of a probability density function, the area under the
curve is unity

∫

f(y, µ) dy = 1, (A.1)

where integration is over all possible values of y (if the random variable Y is discrete then
integration is replaced by summation). If we differentiate both sides of (A.1) with respect to
µ we obtain

∂

∂µ

{∫

f(y, µ)dy

}

=
∂

∂µ
1 = 0K ,

where 0K is the null vector of dimension K. Assuming differentiability of functions θ and b
with respect to µ, we can apply the Leibniz integral rule and obtain

∫
∂

∂µ
f(y, µ)dy = 0K . (A.2)

For distribution of the exponential family we have

∂

∂µ
f(y, µ) =

{
∂

∂µ

(
a(y)tθ(µ) + b(µ) + c(y)

)
}

· f(y, µ)

∂

∂µ
f(y, µ) = {Jθ(µ)a(y) +∇b(µ)} · f(y, µ) (A.3)

Therefore (A.2) becomes

∫

{Jθ(µ) ∗ a(y) +∇b(µ)} · f(y, θ)dy = 0K
∫

{Jθ(µ) ∗ a(y)} · f(y, θ)dy = −∇b(µ) ·
∫

f(y, θ)dy

Jθ(µ) ∗ E[a(Y )] = −∇b(µ) (A.4)

and thus the desired result (i).

A similar method can be used to obtain Var[a(Y )].

∂2

∂µt∂µ

{∫

f(y, µ)dy

}

=
∂2

∂µt∂µ
· 1 = 0K×K ,

where 0K×K is the null matrix of dimension K ×K. Thus

∫
∂2

∂µt∂µ
f(y, µ) dy = 0K×K (A.5)
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Using (A.3), we obtain

∂2

∂µt∂µ
f(y, µ) =

∂

∂µt
[{Jθ(µ) ∗ a(y) +∇b(µ)} · f(y, µ)]

∂2

∂µt∂µ
f(y, µ) =

[
∂

∂µt
{Jθ(µ) ∗ a(y) +∇b(µ)}

]

· f(y, µ) + {Jθ(µ) ∗ a(y) +∇b(µ)}
∂

∂µt
f(y, µ).

Using (A.3) again, we obtain

∂2

∂µt∂µ
f(y, µ) =

[
∂

∂µt
{Jθ(µ) ∗ a(y) +∇b(µ)}

]

· f(y, µ) (A.6)

+ {Jθ(µ) ∗ a(y) +∇b(µ)} {Jθ(µ)a(y) +∇b(µ)}t · f(y, µ). (A.7)

Computation of part (A.6)

∂

∂µt
{Jθ(µ)a(y) +∇b(µ)} =

∂

∂µt
{Jθ(µ)a(y)}+Hb(µ)

=

{(
∂2θ

∂µj∂µi

)t

a(y)

}

i,j

+Hb(µ).

Computation of part (A.7)

Jθ(µ)a(y) +∇b(µ) = Jθ(µ) {a(y)− E[a(Y )] + E[a(Y )]}+∇b(µ)

= Jθ(µ) {a(y)− E[a(Y )]}+ Jθ(µ) ∗ E[a(Y )] +∇b(µ)
︸ ︷︷ ︸

=0K according to (A.2)

.

Finally (A.3) becomes

∂2

∂µt∂µ
f(y, µ) =





{(
∂2θ

∂µj∂µi

)t

a(y)

}

i,j

+Hb(µ)



 · f(y, µ)

+ Jθ(µ) {a(y)− E[a(Y )]} {a(y)− E[a(Y )]}t J t
θ (µ).

By integrating with respect to y and using (A.5), we obtain




∫
{(

∂2θ

∂µj∂µi

)t

a(y)

}

i,j

· f(y, µ)dy



+Hb(µ)

[∫

f(y, µ)dy

]

︸ ︷︷ ︸

=1

+Jθ(µ)

[∫

{a(y)− E[a(Y )]} {a(y)− E[a(Y )]}t · f(y, θ)dy
]

︸ ︷︷ ︸

=Cov[a(Y )]

J t
θ (µ) = 0K×K ,

or equivalently




∫
{(

∂2θ

∂µj∂µi

)t

a(y)

}

i,j

· f(y, µ)dy



+Hb(µ) + Jθ(µ)Cov[a(Y )]J t
θ (µ) = 0K×K .

The scalar product and expectation are linear functions and we thus obtain
{(

∂2θ

∂µj∂µi

)t

E[a(y)]

}

i,j

+Hb(µ) + Jθ(µ)Cov[a(Y )]J t
θ (µ) = 0K×K .

Finally, using the first result (i), we obtain the second result (ii).
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Details on Fisher’s scoring
algorithm

Below are details on computation of the Jacobian matrix ∂π
∂r

for four different ratios.

Reference For the reference ratio we have for j = 1, . . . , J − 1

πj =
rj

1− rj
πJ . (B.1)

Summing on j from 1 to J − 1 we obtain

πJ =
1

1 +
∑J−1

j=1
rj

1−rj

.

The derivative of the product (B.1) with respect to ri is

∂πj
∂ri

=
∂

∂ri

(
rj

1− rj

)

πJ +
rj

1− rj

∂πJ
∂ri

. (B.2)

For the term of the sum part we obtain

∂

∂ri

(
rj

1− rj

)

=







1

(1− ri)2
if i = j,

0 otherwise.

For the second term of the sum we obtain

∂πJ
∂ri

= − 1

(1− ri)2
π2J .

Then (B.2) becomes

∂πj
∂ri

=







1

ri(1− ri)

[

ri
1− ri

πJ −
(

ri
1− ri

πJ

)2
]

if i = j,

− 1

ri(1− ri)

ri
1− ri

rj
1− rj

π2J otherwise.

Using (B.1) again we obtain

∂πj
∂ri

=
1

ri(1− ri)

{
πi(1− πi) if i = j,
−πiπj otherwise.

Finally we have
∂πj
∂ri

=
Cov(Yi, Yj)

F (ηi)[1− F (ηi)]
,

for row i and column j of the Jacobian matrix.
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Adjacent For the adjacent ratio we have for j = 1, . . . , J − 1

πj =
rj

1− rj
πj+1.

and thus

πj =





J−1∏

k=j

rk
1− rk



πJ . (B.3)

Summing on j from 1 to J − 1 we obtain

πJ =
1

1 +
∑J−1

j=1

∏J−1
k=j

rk
1−rk

.

The derivative of the product (B.3) with respect to ri is

∂πj
∂ri

=
∂

∂ri





J−1∏

k=j

rk
1− rk



πJ +





J−1∏

k=j

rk
1− rk




∂πJ
∂ri

. (B.4)

For the first term of the sum we obtain

∂

∂ri





J−1∏

k=j

rk
1− rk



 =







1

ri(1− ri)





J−1∏

k=j

rk
1− rk



 if i ≥ j,

0 otherwise.

For the second term of the sum we obtain

∂πJ
∂ri

= − 1

ri(1− ri)





i∑

k=1

J−1∏

k=j

rk
1− rk



π2J .

Using (B.3) it becomes

∂πJ
∂ri

= − πJ
ri(1− ri)

i∑

k=1

πk.

Then (B.4) becomes

∂πj
∂ri

=







1

ri(1− ri)

(

πj − πj

i∑

k=1

πk

)

if i ≥ j,

− 1

ri(1− ri)
πj

i∑

k=1

πk otherwise.

Finally we have
∂πj
∂ri

=
1

F (ηi)[1− F (ηi)]

{
πj(1− γi) if i ≥ j,
−πjγi otherwise,

for row i and column j of the Jacobian matrix, where γi = P (Y ≤ i) =
∑i

k=1 πk.
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Sequential For the sequential ratio we have for j = 1, . . . , J − 1

πj = rj

j−1
∏

k=1

(1− rk),

with the convention
∏0

k=1(1− rk) = 1. Hence we obtain directly

∂πj
∂ri

=







j−1
∏

k=1

{1− F (ηk)} if i = j,

−F (ηj)
j−1
∏

k=1,k 6=i

{1− F (ηk)} if i < j,

0 otherwise,

for row i and column j of the Jacobian matrix.

Cumulative For the cumulative ratio we have for j = 1, . . . , J − 1

πj = rj − rj−1,

with the convention r0 = 0. Hence we obtain directly

∂π

∂r
=









1 −1

1
. . .
. . . −1

1









.
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Appendix C

Details on SMS-PCGLM

Definition of hidden semi-Markov chains (HSMCs) and of semi-
Markov switching partitioned conditional generalized linear mod-
els (SMS-PCGLMs) and associated statistical methods

Semi-Markov chain

Let {St} be a semi-Markov chain with finite-state space {0, . . . , A − 1}. This A-state semi-
Markov chain {St} is defined by the following parameters:

• initial probabilities ϕa = P (S0 = a) with
∑

a ϕa = 1.

• transition probabilities

– non absorbing state a: ∀b 6= a, p̃a,b = P (St = b|St 6= a, St−1 = a) with
∑

b 6=a p̃a,b = 1
and p̃a,a = 0,

– absorbing state a: pa,a = P (St = a|St−1 = a) = 1 and ∀b 6= a, pa,b = 0.

An explicit occupancy (or sojourn time) distribution is attached to each non absorbing state
a:

da(u) = P (St+u+1 6= a, St+u−v = a, v = 0, . . . , u− 2|St+1 = a, St 6= a), u = 1, 2, . . .

Since t = 0 is assumed to correspond to a state entering, the following relation is verified

P (St 6= a, St−v = a, v = 1, . . . , t) = da(t)ϕa.

We define as possible parametric state occupancy distributions binomial distributions, Poisson
distributions and negative binomial distributions with an additional shift parameter d (d ≥ 1)
which defines the minimum sojourn time in a given state.

The binomial distribution with parameters d, n and p (q = 1 − p), B(d, n, p) where 0 ≤
p ≤ 1, is defined by

da(u) =

(
n− d

u− d

)

pu−dqn−u, u = d, d+ 1, . . . , n,

with µ = d+ (n− d)p and σ2 = (n− d)pq.

The Poisson distribution with parameters d and λ, P(d, λ), where λ is a real number
(λ > 0), is defined by

da(u) =
exp(−λ)λu−d

(u− d)!
, u = d, d+ 1, . . .

with µ = d+ λ and σ2 = λ.



138 C. Details on SMS-PCGLM

The negative binomial distribution with parameters d, r and p, NB(d, r, p), where r is a
real number (r > 0) and 0 < p ≤ 1, is defined by

da(u) =

(
u− d+ r − 1

r − 1

)

prqu−d, u = d, d+ 1, . . .

with µ = d+ rq/p and σ2 = rq/p2.

Partitioned conditional generalized linear models for categorical response
variables

A PCGLM is defined by a partition tree of categories {1, . . . , J} and by a triplet specifying
the GLM associated with each non-terminal node of the partition tree:

• Ratio of category probabilities i.e. reference ratio for non-ordered subset of categories
defined by πj/(πj + πJ) for the reference category J (πj is the probability of category
j), adjacent, sequential and cumulative ratios for ordered subset of categories defined
respectively by πj/(πj + πj+1), πj/(πj + . . .+ πJ) and π1 + . . .+ πj .

• Cumulative distribution function of a continuous distribution (e.g. symmetric distribu-
tions such as the logistic, Gaussian or Student distributions, or non-symmetric distribu-
tions such as the Gumbel min or max distributions) whose inverse defined the mapping
between the category probability ratios and the linear predictor.

• Design matrix for the parameterization of the linear predictor.

Hidden semi-Markov chains

A hidden semi-Markov chain can be viewed as a pair of stochastic processes {St, Yt} where
the “output” process {Yt} is related to the “state” process {St}, which is a finite-state semi-
Markov chain, by a probabilistic function or mapping denoted by f (hence Yt = f(St)). Since
the mapping f is such that a given output may be observed in different states, the state
process {St} is not observable directly but only indirectly through the output process {Yt}.
This output process {Yt} is related to the semi-Markov chain {St} by the observation (or
emission) probabilities ba(y) = P (Yt = y|St = a). The definition of observation probabilities
expresses the assumption that the output process at time t depends only on the underlying
semi-Markov chain at time t. In the case of a categorical observed variable such as the
types of axillary productions, the observation probabilities are directly estimated (categorical
observation distribution). In the case of a quantitative observed variable such as the internode
length, discrete parametric observation distributions are estimated (in this context, binomial,
Poisson or negative binomial distributions may be unshifted). In the multivariate case, the
elementary observed variables at time t are assumed to be conditionally independent given the
state St = st.

Semi-Markov switching partitioned conditional generalized linear models

Compared to a simple HSMC, the difference concerns the output process {Yt} which is now
modulated by explanatory variables {Xt} that vary with the index parameter (in our case
node rank). Observation distributions are thus replaced by regression models, in our case by
PCGLMs, but the conditional independence assumption between state and output processes
is unchanged.
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Statistical methods and algorithms for hidden semi-Markov chains and semi-
Markov switching partitioned conditional generalized linear models

The maximum likelihood estimation of the parameters of a HSMC requires an iterative opti-
mization technique, which is an application of the expectation-maximization (EM) algorithm.
The maximum likelihood estimation of the parameters of a SMS-PCGLM requires a variant of
the EM algorithm called the gradient EM algorithm. Compared to the estimation of hidden
semi-Markov chains using the simple EM algorithm, the main difference concerns the M-step
of the algorithm where the direct maximization of observation distributions is replaced by the
iterative Fisher’s scoring algorithm.

Once a HSMC or a SMS-PCGLM has been estimated, the most probable state sequence s∗

with its associated posterior probability P (S = s∗|Y = y) can be computed for each observed
sequence y using the so-called Viterbi algorithm. In our application context, the most probable
state sequence can be interpreted as the optimal segmentation of the corresponding observed
sequence in successive branching zones; see Guédon (2003, 2005); Guedon et al. (2007) for
statistical methods for hidden semi-Markov chains (with exception of the iterative M-step for
the estimation, all the other statistical methods and algorithms for HSMCs directly apply to
SMS-PCGLM).



140 C. Details on SMS-PCGLM



Appendix D

Details on IIA property

All the reference models share the IIA property. By contrast we show that adjacent, sequential
and cumulative models do not share this property because they are defined using the category
ordering assumption.

Adjacent For adjacent models we have

πj
πj + πj+1

= F (ηj), ∀j ∈ {1, . . . , J − 1},

or equivalently

πj =
F (ηj)

1− F (ηj)
πj+1, ∀j ∈ {1, . . . , J − 1}.

Thus for j, k ∈ {1, . . . , J} with j < k we have

πj
πk

=
k−1∏

m=j

F (ηm)

1− F (ηm)
.

Finally the ratio of probabilities of two alternatives πj/πk depends on intermediate alternatives.

Sequential For sequential models we have
πj

πj + . . .+ πJ
= F (ηj), ∀j ∈ {1, . . . , J − 1},

or equivalently

πj = F (ηj)

j−1
∏

k=1

[1− F (ηk)], ∀j ∈ {1, . . . , J − 1}.

Then for j, k ∈ {1, . . . , J} with j > k we have

πj
πk

=
F (ηj)

F (ηk)

j−1
∏

m=k

[1− F (ηm)],

with the convention ηJ = ∞. Finally, the ratio of probabilities of two alternatives πj/πk
depends on intermediate alternatives.

Cumulative For cumulative models we have

π1 + . . .+ πj = F (ηj), ∀j ∈ {1, . . . , J − 1},
or equivalently

πj = F (ηj)− F (ηj−1), ∀j ∈ {1, . . . , J},
using the convention η0 = −∞ and ηJ = ∞. Then for j, k ∈ {1, . . . , J} with j 6= k we have

πj
πk

=
F (ηj)− F (ηj−1)

F (ηk)− F (ηj−k)
.
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Y. Guédon. Review of several stochastic speech unit models. Computer Speech & Language,
6(4):377–402, 1992. 51
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Titre: Une nouvelle famille de modèles linéaires généralisés (GLMs) pour l’analyse de
données catégorielles ; application à la structure et au développement des plantes.

Résumé: Le but de cette thèse est de proposer une nouvelle classe de GLMs pour une
variable réponse catégorielle structurée hiérarchiquement, comme une variable partiellement
ordonnée par exemple. Une première étape a été de mettre en évidence les différences et les
point communs entre les GLMs pour variables réponses nominale et ordinale. Sur cette base
nous avons introduit une nouvelle spécification des GLMs pour variable réponse catégorielle,
qu’elle soit ordinale ou nominale, basée sur trois composantes : le ratio de probabilitées r, la
fonction de répartition F et la matrice de design Z. Ce cadre de travail nous a permis de
définir une nouvelle famille de modèles pour données nominales, comparable aux familles de
modèles cumulatifs, séquentiels et adjacents pour données ordinales. Puis nous avons défini
la classe des modèles linéaires généralisés partitionnés conditionnels (PCGLMs) en utilisant
des arbres orientés et la specification (r, F, Z). Dans notre contexte biologique, les données
sont des séquences multivariées composées d’une variable réponse catégorielle (le type de pro-
duction axillaire) et de variables explicatives (longueur de l’entre-noeud par exemple). Dans
les combinaisons semi-markoviennes de modèles linéaires généralisés partitionnés conditionnés
(SMS-PCGLM) estimées sur la base de ces séquences, la semi-châıne de Markov sous-jacente
représente la succession et les longueurs des zones de ramification, tandis que les PCGLMs
représentent, l’influence des variables explicatives de croissance sur les productions axillaires
dans chaque zone de ramification. En utilisant ces modèles statistiques intégratifs, nous avons
montré que la croissance de la pousse influençait des événements de ramification particuliers.

Mots clés: fonction de lien, variable nominale, variable ordinale, variable structurée
hiérarchiquement, reparamétrisation de modèle, motif de ramification.

Title: A new generalized linear model (GLM) framework for analysing categorical data;
application to plant structure and development.

Abstract: This thesis aims at proposing a new class of GLMs for a hierarchically-
structured categorical response variable such as a partially-ordered variable for instance. A first
step consisted of clarifying differences and commonalities between GLMs for nominal and ordi-
nal response variables. On this basis we introduced a new specification of GLM for categorical
response variable, weather ordinal or nominal, based on three components: the ratio of prob-
abilities r, the cumulative distribution function F and the design matrix Z. This framework
allowed us to define a new family of models for nominal data, similar to the cumulative, sequen-
tial and adjacent families of models for ordinal data. Then we defined the class of partitioned
conditional GLMs (PCGLMs) using directed trees and (r, F, Z) specification. In our biologi-
cal context, data takes the form of multivariate sequences associating a categorical response
variable (type of axillary production) with explanatory variables (e.g. internode length). In
the semi-Markov switching partitioned conditional generalized linear models (SMS-PCGLM)
estimated on the basis of these sequences, the underlying semi-Markov chain represents both
the succession and lengths of branching zones, while the PCGLMs represent the influence of
growth explanatory variables on axillary productions within each branching zone. On the
basis of these integrative statistical models, we showed that shoot growth influences specific
branching events.

Keywords: link function, nominal variable, ordinal variable, hierarchically-structured
variable, model reparametrization, branching pattern.
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