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Résumé

L’océan tient une place centrale dans notre environnement, d’un point
de vue climatologique tant qu’économique. Nos besoins pour une meilleure
compréhension des dynamiques océaniques, une sécurité accrue du transport
de marchandises, une exploitation croissante des énergies marines renouve-
lables, des ressources offshores et halieutiques requièrent sans cesse l’amélio-
ration de nos moyens d’observations et nos capacités de prédiction.

L’intérêt des observations satellites fournies par l’observation par satel-
lite pour l’étude et la compréhension de la machine océan est largement
démontré avec le premier lancement du satellite SEASAR en 1978. Plus
spécifiquement, les observations d’Alpers et al. (1981) et Vesecky and Stew-
art (1982) indiquent que les images issues de l’instrument SAR (de l’anglais
Synthetic Aperture Radar) peuvent être utilisées pour obtenir une informa-
tion spectrale de l’état de mer. Cependant, la transformation entre le spectre
de l’image SAR et celui des vagues est complexe et peut présenter des non-
linéarités importantes à cause du processus imageur de l’instrument (Hassel-
mann and Hasselmann, 1991). Le principal phénomène limitant, la coupure
azimutale, agit comme un filtre passe-bas qui empêche l’observation des
vagues courtes comme la mer du vent. Dans le cas d’observation de vagues
longues comme la houle, la transformation devient quasi-linéaire et le spec-
tre de vagues associé peut-être estimé (Krogstad, 1992; Engen and Johnsen,
1995). Rappelons que la houle est une onde de gravité qui se propage à la
surface de la mer, parfois sur plusieurs milliers de kilomètres et qui a été
générée par des vents violents loin de la zone d’observation. L’ensemble des
vagues générées par une tempête forme un champ (ou système).

Le développement d’un nouveau mode d’acquisition, le mode vague, qui
a équipé les SAR embarqués sur les missions ERS-1/2 et ENVISAT a non
seulement prouvé sa capacité à mesurer le spectre de la houle avec une
précision croissante (Engen and Johnsen, 1995; Johnsen and Collard, 2004;
Johnsen et al., 2006; Collard et al., 2009) mais également à observer la prop-
agation de champs de houle à l’échelle d’un bassin océanique (Holt et al.,
1998; Heimbach and Hasselmann, 2000; Collard et al., 2009; Ardhuin et al.,
2009). En particulier, le SAR est le seul instrument de mesure qui perme-
tte d’avoir la vision spatio-temporelle globale nécessaire à l’étude de tels
phénomènes (Delpey et al., 2010). Ainsi, l’utilisation de ces données a d’ores
et déjà permis une meilleure compréhension des processus dissipatifs, qui a
ensuite entraîné une meilleure paramétrisation des modèles d’états de mer
commeWAVEWATCH III R©, noté WW3 (Ardhuin et al., 2010). Ces avancées
et les pistes de développement dégagées dans ces dernières publications lais-
sent un large espace pour de nouveaux développements. Ceux-ci sont par
ailleurs motivés par les prochaines missions Sentinel-1 A/B et CFOSAT qui
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assureront, à partir de 2013, une pérennité de la donnée pour les 10 années
à venir.

Malgré tout, l’utilisation des données SAR pour l’observation et la pré-
diction de la houle reste restreinte. Les principales causes sont l’échantil-
lonnage spatio-temporel parfois très irrégulier des champs de houle, la com-
plexité de la mesure et l’absence de méthodes permettant de fournir une
information filtrée dont la précision est connue. Le but de cette thèse est
donc de développer et de valider une méthodologie pour l’exploitation des
données SAR du mode vague à leur plein potentiel pour l’étude, la com-
préhension et la prédiction de la propagation des champs de houle.

Tout d’abord, les principes de la mesure de spectre de houle à l’aide du
SAR et les propriétés de la houle sont rappelés dans les chapitres 1 et 2.

Dans le chapitre suivant, en utilisant le réseau de bouées NDBC (de
l’anglais National Data Buoy Center), les performances de l’estimation des
mesures de spectres de houle 1 sont quantifiées en utilisant une méthodologie
de co-localisation et de comparaison des données inspirée de Portilla et al.
(2009). Les erreurs statistiques sont ainsi estimées pour les trois paramètres
intégraux. La hauteur significative, la période pic et la direction pic de prop-
agation donnent respectivement des erreurs standards de 30 cm, 0.7 s et 16◦.
Toutefois, il apparaît que les mesures de hauteur significative et de période
pic comportent des biais importants qui tendent à sous-estimer les valeurs
les plus importantes et surestimer les valeurs les plus faibles. Par exemple,
les hauteurs significatives sont largement sous-estimées pour la houle de plus
de 2 m (biais de -26 cm en moyenne). Le biais moyen sur la période pic des
houles de plus de 15.5 s est lui d’environ 1 s.

De nombreux paramètres influencent la qualité de la mesure : la variance
normalisée de l’image SAR à partir de laquelle le spectre de houle est cal-
culé, la vitesse du vent de surface, le contraste entre les différentes partitions
de houle dans le spectre observé 2, la coupure azimutale et l’indicateur de
confiance dans la direction de propagation. L’effet de ces paramètres sur la
précision et le biais de mesure est également estimé.

Une méthode de reconstruction de champs de houle est ensuite proposée
dans le chapitre 5. Elle permet de rassembler entre elles les observations SAR
relatives à un même champ de houle. Elle est basée sur l’hypothèse selon

1. Dernière génération des produits vagues de niveau 2 issus du capteur ASAR à bord
d’ENVISAT et processés avec les algorithmes développés dans le cadre du projet européen
Globwave.

2. A la surface de la mer, plusieurs champs de houle peuvent être présents simultané-
ment. Il convient alors de découper le spectre de houle en partitions, qui correspondent
aux domaines fréquentiel et directionnel relatifs aux différents champs en présence.
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laquelle les positions estimées dans le passé des observations appartenant au
même système convergent vers la même zone de tempête (Barber and Ursell,
1948; Munk and Snodgrass, 1957; Munk et al., 1963; Snodgrass et al., 1966).
Une des principales innovation de la méthode proposée est qu’elle ne suppose
pas une source ponctuelle en temps et en espace. Une analyse de l’année 2008
a permis de démontrer qu’en moyenne au sein d’un même champ de houle,
les vagues les plus longues quittent la zone de génération avant les vagues
les plus courtes. Dans ces cas-ci, l’intervalle de temps moyen et la déviation
standard associée sont respectivement égales à 14 et 12 h. Dans certains
exemples de champs de houle, cette différence peut être supérieure à 48h.
Ces observations semblent indiquer que la génération des vagues reste un
processus important durant la phase d’affaiblissement des tempêtes.

Une fois la reconstruction effectuée, les observations SAR associées décrivent
les propriétés spatio-temporelles du nouveau champ de houle qu’elles définis-
sent. Cette approche, valable en océan profond, en l’absence de courant et en
dehors des zones d’ombres des îles, est un outil indépendant aussi bien pour
la prévision des conditions de houle à quelques jours que pour leur étude
climatologique et celle des tempêtes associées. En particulier, les principaux
foyers de générations identifiés sur l’année 2008 sont en accord avec ceux déjà
identifiés grâce aux altimètres et aux diffusiomètres. Dans le futur, l’utilisa-
tion des archives issues du satellite ERS-2, lancé en 1995, devrait permettre
d’établir une climatologie de la distribution de l’énergie des tempêtes sur les
17 dernières années.

Un champ de houle reconstruit grâce à la méthode précédemment décrite
est constitué d’un ensemble de mesures SAR propagées dont la distribution
spatio-temporelle et la qualité sont très inhomogènes. Ces constations vien-
nent alimenter deux travaux sciemment différents : comprendre les raisons
de cette hétérogénéité d’une part (chapitre 4), et proposer une méthodologie
pour remédier à cette donnée du problème d’autre part (chapitre 6). Ainsi,
après avoir discuté des limitations de la mesure inhérentes à l’instrument, les
limitations de l’observation de champs de houle liées à son échantillonnage
par le SAR sont traitées dans le chapitre 4. Celles-ci sont liées aux déplace-
ments d’un champ de houle relativement à l’orbite du satellite. En effet,
il existe des configurations particulières pour lesquelles la houle se propage
précisément à la même vitesse que la trace de l’instrument entraînant, selon
le phasage, un échantillonnage systématique ou au contraire l’absence de
mesure. Pour ces raisons, on parle d’échantillonnage stroboscopique de la
houle. Ces conditions n’étant jamais réalisées sur l’intégralité d’un champ
de houle, son échantillonnage par le SAR présente souvent d’importantes
inhomogénéités spatiales. Les conditions et les probabilités d’occurrence
de ce phénomène sont d’abord estimées dans le cas du satellite ENVISAT
puis de la future mission Sentinel-1. Il apparaît que la répétitivité de l’or-
bite de ce dernier et le nouveau mode d’acquisition, dit en “leap frog” (de
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l’anglais “saut de grenouille” pour désigner le mode correspondant à l’alter-
nance des angles d’incidence entre chaque acquisition), des mesures du mode
vague amélioreront considérablement l’homogénéité de l’échantillonnage des
champs de houle. Cette étude apparaît particulièrement intéressante pour
le choix des orbites des futures missions telles que CFOSAT.

Dans le chapitre 6, une méthode de construction d’un champ synthé-
tique est développée à partir des champs de houle reconstruits afin de filtrer
les données de mauvaise qualité et de combiner les autres pour produire
une information sur les paramètres intégraux sur une grille régulière. Les
performances sont estimées en comparant ces champs synthétiques à des
observations in situ. Un facteur de qualité est également identifié : la préci-
sion des estimations dépend en effet linéairement de la densité d’observations
SAR propagées à l’intérieur du champ de houle.
Cette nouvelle approche permet de considérablement accroître le nombre de
co-localisations avec des données in-situ comparativement aux observations
seules, ce qui a pour effet de mieux caractériser la donnée.

Les perspectives ouvertes par ce nouveau produit sont multiples. Pre-
mièrement, il permettra de mieux quantifier les biais de mesures sur la hau-
teur significative et la période pic constatés sur les observations SAR et
clairement, reproduits par les champs synthétiques.

Par ailleurs, l’inspection des données aberrantes permet de mettre en
évidence pour la première fois un biais de mesure des hauteurs significatives
lié à la direction de la houle relativement à l’instrument. Autour de la di-
rection azimutale, la hauteur significative apparaît sous-estimée de 15 cm
en moyenne et ce biais est supérieur à 70 cm dans certains cas. Ces bi-
ais de mesure feront l’objet d’une attention particulière dans les tâches de
calibration/validation des futures missions SAR Sentinel-1 A/B. Une nou-
velle piste de recherche liée à un modèle de dissipation d’énergie inadapté
aux cas de tempêtes spatialement étendues est également dégagée. Grâce à
l’importante base de données constituée, les champs synthétiques devraient
permettre d’affiner les modèles déjà établis par la passé grâce à la donnée
SAR. Enfin, une inter-comparaison avec le modèle WW3 montre que les
données issues du champ synthétique fournissent une information plus pré-
cise dans des cas bien caractérisés.

Pour faciliter l’accès à la donnée SAR, l’ensemble des chaînes de traite-
ment nécessaires au reprocessing des archives, à la prévision journalière et
à la dissémination des résultats sont déjà disponibles et seront déployées de
façon opérationnelle. Par le passé, elles ont été utilisées pour la fourniture
à EDF d’un service de prévision de houle à la Réunion pour l’installation
d’un prototype d’houlomotrice.
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Dans le futur, les champs synthétiques SAR pourraient être avantageuse-
ment utilisés dans les schémas d’assimilation pour corriger les erreurs du
modèle liées par exemple à un forçage atmosphérique ou un paramétrage er-
ronés. Déjà, l’utilisation des simples observations SAR a montré une amélio-
ration des performances modèles (Aouf and Lefèvre, 2012). Les lancements
de la constellation Sentinel-1A/B et du satellite CFOSAT devraient encore
considérablement améliorer notre capacité d’observation, de compréhension
et de prévision de la houle.
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Abstract

The capability to observe ocean swell using spaceborne Synthetic Aper-
ture Radar (SAR) has been demonstrated starting with ERS-1 mission in
1992. This dissertation shows how ocean swell properties can be used to
combine swell observations of heterogeneous quality and acquired at various
times and locations for the observation and forecast of ocean swell fields
using ASAR instrument on-board ENVISAT. The first section is a review
of how ocean swell spectra can be derived from the SAR complex images
of the ocean surface using a quasi-linear transformation. Then, significant
swell heights, peak periods and peak directions from in situ measurements
are used to assess the accuracy of the SAR observed swell spectra. Using
linear propagation in deep ocean, a new swell field reconstruction method-
ology is developed in order to gather SAR swell observations related to the
same swell field. Propagated from their generation region, these observations
render the spatio-temporal properties of the emanating ocean swell fields.
Afterwards, a methodology is developed for the exclusion of outliers taking
advantage of the swell field consistency. Also, using the irregularly sampled
SAR observations, quality controlled estimations of swell field integral pa-
rameters are produced on a regular space-time grid. Validation against in
situ measurements reveals the dramatic impact of the density of propagated
observations on the integral parameters estimated accuracy. Specifically, this
parameter is shown to be very dependent on the satellite orbit. Finally, com-
parisons with the numerical wave model WAVEWATCH-IIIR© prove it could
potentially benefit from the SAR swell field estimates for assimilation pur-
poses.

Keywords: Synthetic Aperture Radar (SAR), swell, Earth observation,
remote sensing, seismic noise, wave model.
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Introduction

The global ocean plays a central role in our environment from a climato-
logical perspective as well as from an economic perspective. Our increasing
need for a better understanding of ocean dynamics, for safer shipping, in-
creased exploitation of marine energies, offshore and fishery resources pushes
for improved observation and prediction capabilities. Spaceborne radar in-
struments are of particular interest as they provide weather independent
night and day Earth observations. Already, by the end of the 20th cen-
tury, satellite missions like QuikSCAT for wind field measurements and
Topex/Poseidon for ocean surface topography had shown their great po-
tential for environmental monitoring.

The history of high resolution ocean imaging with radar started in 1951
with the discovery of the Synthetic Aperture Radar (SAR) principles by Carl
Wiley. This technological breakthrough opened the way for high-resolution
imaging. Ever since the first SAR spaceborne mission, SEASAT, flown in
1978, a dozen SAR civil missions have been launched and contributed to the
understanding of both ocean surface and SAR imaging processes. Today,
mature developments have led to ocean applications for the estimations of
wind, sea-state and currents, monitoring of marine traffic, sea-ice and oil-
spill. The various applications have different requirements on ocean surface
sampling, ground coverage, image resolution, etc., that can be met by dif-
ferent SAR operating modes. More specifically, SAR instruments on-board
ERS-1/2 and ENVISAT have been equipped with wave modes dedicated to
the observation of ocean waves, thereby enabling the accumulation of an
amazing 20-year long wave mode dataset with global coverage.

SAR is the only instrument able to provide directional wave spectra in-
formation on a global scale. This capability to image long gravity waves was
first proven using early SEASAT measurements (e.g. Alpers et al., 1981;
Vesecky and Stewart, 1982). However, because of the complex SAR imag-
ing process, SAR image spectra may be very different from the ocean wave
spectra. Thanks to the efforts brought by the Marine and Remote Sensing
(MARSEN) experiment in 1985 in merging existing theories and experimen-
tal results (Hasselmann et al., 1985), a full mathematical description of the
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ocean-to-SAR spectrum transformation was established by Hasselmann and
Hasselmann (1991), further enriched by the work of Krogstad (1992) and
Engen and Johnsen (1995). Altogether, these studies led to a much better
understanding of the main limitation to measurement of ocean waves with
SAR such as the so-called azimuth cut-off, which prevents the detection of
small and steep waves propagating close to the satellite azimuth direction.
At present, cross-correlation methods have been developed for the calcula-
tion of this parameter (Kerbaol, 1997) and, away from this limitation, long
waves can be measured on a daily basis with satisfactory accuracies (Johnsen
et al., 2006).

Swell is a series of long gravity waves that have propagated away from
the storm region from which they originate and we call swell systems the en-
semble of waves generated by the same storm event. Swell often propagates
in moderate to low wind, that is ideal conditions for wave imaging with
SAR. Besides, early observations indicate that swell systems are very co-
herent and can propagate for thousands of kilometers with trajectories and
propagation speeds following Airy theory (Gain, 1918; Darbyshire, 1952;
Munk et al., 1963). This is based on swell propagation in deep ocean, away
from island shadows and in the absence of currents. Using these proper-
ties, observations of the same swell system at different times and locations
have been shown possible using pressure recorders (Snodgrass et al., 1966),
SAR imagery (Holt et al., 1998; Heimbach and Hasselmann, 2000) and buoy
measurements (Hanson and Phillips, 2001). Later, Collard et al. (2009) have
shown the SAR wave mode space and time sampling could advantageously
be used for the automatic monitoring of ocean swell fields on a near-real time
basis, making observation-based predictions of swell states possible several
days ahead.

These latest studies are very promising and the work presented here rep-
resents a continuation of these efforts. Already, studies have provided rough
yet original information on the spatial distribution of the swell field energy
(Delpey et al., 2010) and have led to a better estimation of the swell energy
dissipation (Ardhuin et al., 2009) which has greatly benefited numerical wave
models (Ardhuin et al., 2008). Still, many questions remain open: to what
extent can SAR wave mode data be used to deliver accurate information on
swell state for hindcasting as well as for forecasting? How does it compare
with current numerical wave models and what are the main limitations?
Already, Aouf and Lefèvre (2012) have shown the positive effects of assimi-
lating isolated SAR wave mode observations in the MFWAM numerical wave
model 3 and it is expected that the use of higher level SAR swell information
will have a greater impact on the model’s performances. Also, SAR data can

3. MFWAM stands for Wave Action Model of Météo-France.
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be used in numerical wave models to correct for erroneous swell predictions
that can be caused by under-estimated input wind forcing (Bidlot, 2009).

To investigate these issues, I will use the SAR wave mode products ac-
quired by ASAR instrument on-board ENVISAT and distributed by the
European Space Agency (ESA) as Level-2 products containing directional
ocean swell spectrum measurements. Even if not directly involved in the es-
timation of these products, I will show in the last chapter how their accuracy
and limitations directly impact the performances of higher level SAR prod-
ucts, thereby pointing out the need to better understand the input data.
Therefore, Chapter 1 is dedicated to the presentation of the processes in-
volved in the estimation of the Level-2 SAR products. It was a personal
choice to provide a rather detailed presentation, motivated by the idea that,
in the future, the improvement of SAR-based forecasts will require the im-
provement of the SAR observations themselves.

One of the main limitations of SAR observations is that these measure-
ments are intermittent and constrained by the satellite orbit. The initial
observation-based information is therefore sparse in time and space. To in-
crease the density of information, I will show how linear theory of wave
propagation can be used to estimate the future and past positions and char-
acteristics of a swell observation identifying the main properties of ocean
swell in Chapter 2. This chapter is particularly important since many lim-
itations to the further developed methodologies are directly related to the
swell propagation model under use.

In the following four chapters, I will develop the four research subjects
investigated during these three years. In Chapter 3, the detailed validation
and error estimation of the Level-2 SAR products is proposed. This step
is necessary to better understand the error estimations of the higher level
SAR products presented in Chapter 6. Chapter 4 describes the limitation
to swell observation due to the satellite orbit. It is rather independent from
the other chapters and is not a requirement for the understanding of the
following ones. Yet, it provides an original work for possible optimization of
satellite orbit for swell monitoring, particularly relevant for future mission
design. After observing many different swell events imaged by the SAR wave
mode, it became clear that the spatio-temporal sampling of ocean swells by
spaceborne SAR could lead to very heterogeneous propagated-observation
distributions depending on the swell event. As I will further show in Chapter
6, the accuracy of the SAR-based swell estimates increases with the density
of propagated SAR observations and therefore increasing ocean swell sam-
pling by SAR is an additional source of improvements for the SAR-based
swell estimates.

In Chapters 5 and 6, I will develop the methodology through which swell
persistency while propagating and the consistency of the many SAR obser-
vations of the same swell can be exploited to deliver information on the
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spatio-temporal swell field evolution in terms of peak period, peak direction
and energy.

After a brief presentation of the SAR fundamental principles, I will de-
scribe in the first chapter the mechanisms explaining the signal backscatter
from the ocean surface and the processes at work in SAR image formation.
A description of the ocean-to-SAR spectrum transformation will follow with
specific focus on wave detection limitation caused by azimuth cut-off. I will
also discuss the advantages of using SAR cross spectra for suppression of
speckle noise and determination of the wave propagation direction.

In the second chapter, I will present the governing laws for the propaga-
tion of ocean swell in the simplified case of a deep ocean, away from island
shadows and in the absence of currents. Swell main properties will be ex-
posed, followed by wave growth empirical laws explaining their generation
in storm regions. Afterwards, I will describe the energy exchanges induced
by non-linear wave-wave interactions and the swell energy decay and dissi-
pation model further used in following chapters.

Third, I will estimate the accuracy of the SAR swell spectra measure-
ments using co-located SAR/buoy dataset. I will then describe the validation
methodology further used in Chapter 6. It will be followed by the statisti-
cal results with error estimates given for each integral parameter, namely
significant swell height, peak period and peak direction. I will conclude this
chapter with an impact study of the different parameters influencing the
accuracy of each of these integral parameters.

In the fourth chapter, I will show how the swell trajectories and the space-
borne instrument ground sampling can lead to what I call swell stroboscopic
imaging: occurring for certain swell configurations, the SAR instrument can
always or never image a propagating swell system. These configurations de-
pend on the satellite orbit. The occurrence conditions this phenomenon will
be exhaustively described and probabilities that a swell system can be to-
tally missed by the instrument will be estimated in the case of ENVISAT.
The same approach will be applied for the future Sentinel-1 mission and
comparisons will be drawn between these two satellite missions.

In the fifth chapter, I will describe a new and automated method for the
merging of isolated SAR swell observations into coherent swell fields. This
swell field reconstruction method specifically tackles the issue raised by swell
systems generated by long-lived and/or extended storms. The data used as
ancillary information and for validation will first be presented, followed by
the detailed full methodology. Then, I will present the results of a yearly
analysis, focusing on the capacity of our method to render the effects of
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moving storms by detecting the slightly different times and region of swell
generation within a given swell system.

In the last chapter, I will show how these reconstructed swell fields can
be used to provide a filtered, quality-controlled and regularly sampled in-
formation: the so-called synthetic swell field. I will start with the estimation
of the data confidence attributed to each propagated SAR swell observation
and will continue with the methodology and its different tested configura-
tions. I will then present the validation with the overall statistical results
obtained for each configuration and the effects of the different parameters
impacting the accuracy of our estimations. I will show how the input data
density can be a good quality flag. I will conclude this chapter comparing ac-
curacy of synthetic swell field estimations against the numerical wave model
WAVEWATCH-III R©. Most importantly, I will show how our SAR-based es-
timates can correct strong biases in the wave model.

Regarding the manuscript organization, each chapter contains its own
introduction and conclusion where main results are summarized, together
with the new opportunities and perspectives this work has opened. It also
comes with its own bibliography and appendix. At the end of the manuscript,
a list of acronyms is provided.

I will conclude this manuscript recalling the main results of this work
and presenting newly raised research topics.
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10 1.1. SAR fundamental principles

This chapter introduces the SAR instrument and provides an overview
of the mechanisms enabling ocean wave spectra measurement. First, the ba-
sic principles governing the behavior of the SAR instrument are discussed
together with the SAR imaging geometry and resolution performances. Sec-
ond, the processes governing the sea surface backscattering mechanism and
the processes modulating this phenomenon are reviewed together with the
associated modulation transfer functions. Finally, the different steps and
models permitting ocean wave spectrum retrieval are presented with special
focus on using the image cross spectrum.

1.1 SAR fundamental principles

Retrieval of geophysical parameters from SAR instrument data involves
substantial signal processing. This was an obstacle in the early days of SAR
remote sensing but, with increased processing capacities, the SAR instru-
ment has now won its legitimacy among present spaceborne instruments
thanks to its great imaging advantages:

– it is an active instrument. Thus, the instrument does not require any
sunlight, the radiation source is known and corrections of measure-
ments for spurious sources of radiation are unnecessary;

– it operates in microwave frequency. Unlike optical observation, the
SAR signal interaction with the Earth atmosphere is very limited,
especially when considering X and C bands. The instrument can thus
provide information about the Earth surface even in presence of clouds
and precipitation;

– it provides unique high-resolution and wide swath images of the Earth
surface. For instance, the SAR sensor on-board COSMO-SkyMed satel-
lite can provide images of the Earth surface that are 200 km-wide with
a 100 × 100 m2 resolution or 10 km-wide with a 1 × 1 m2 resolution
depending on the acquisition mode (COSMO-SkyMed, 2007).

In the following subsections, a brief reminder of spaceborne SAR his-
tory is proposed. It is followed by the presentation of the SAR instrument
geometry and achievable resolutions. At the end of this section, the char-
acteristics of a specific SAR mode dedicated to wave observation, referred
to as the SAR wave mode, are exposed. More information about the SAR
fundamental principles may be found in Curlander and McDonough (1991);
Jackson et al. (2004); Massonnet and Souyris (2008).

1.1.1 Spaceborne SAR History

The SAR principles were first described by Carl Wiley in 1951 and
opened the way for new high-resolution imaging perspective (Lasswell, 2005).
First experiments of this technique started in 1962 with the Jet Propulsion
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Laboratory (JPL) for the preparation of the Apollo Lunar Sounder Experi-
ment (ALSE). Its purpose was to map the lunar surface at radar wavelengths
with an L-band sounding radar. At first, the radar was placed on rockets
launched at the White Sands, New Mexico, and in 1966, it was eventually
upgraded to the JPL airborne SAR system. This system was operated for
10 years during which flights over the ocean, in hurricanes, land and sea ice
proved the SAR system to be capable of collecting data useful for the study
of oceanic phenomena (Elachi et al., 1977). These tests, together with the
success of the lunar sounder experiment on Apollo 17 in 1972 eventually
led to the approval of SAR as part of the Seasat mission. Launched in July
1978, the Seasat SAR could provide ocean images 100 km-wide with a 25
m resolution. It observed a number of unique ocean features that signifi-
cantly contributed to our understanding of the global oceans (Fu and Holt,
1982). The success of Seasat, however, was limited in terms of the dura-
tion of the data collection since a complete power failure prematurely ended
the mission just one hundred days after its launch. Nevertheless, since the
Seasat launch, hundreds of papers using its data have been published and
have significantly contributed to remote sensing science. Ever since, the SAR
missions succeeded one after the other with the SIR-A, SIR-B and SIR-C
series embarked on the American Space Shuttle in 1981, 1984 and 1994, re-
spectively; the European satellites ERS-1, ERS-2 and ENVISAT launched
1991, 1995 and 2002; the Japanese JERS-1 and ALOS launched in 1992 and
2002; the Canadian Radarsat-1 and Radarsat-2 launched in 1995 and 2007;
the Italian COSMO-SkyMed launched in 2007 and the German TerraSAR-X
launched in 2007. In 2013 and 2014, the European SAR missions Sentinel-1A
and Sentinel-1B shall be appended to this long yet not exhaustive list.

1.1.2 SAR geometry and resolution

1.1.2.1 Geometry

Here we consider monostatic sensors only and let aside bistatic sensors.
This means that the same SAR instrument is used to both transmit and re-
ceive the electromagnetic waves using a single antenna whereas, for a bistatic
SAR, the signal is transmitted and received by two different instruments.

The SAR instrument geometry is presented on Figure 1.1. As a reference,
the azimuth and the range direction are defined by the directions parallel
and perpendicular to the platform trajectory, respectively. In particular, the
slant range direction is given by the straight line joining the instrument to
the illuminated target and the ground range direction corresponds to its
projection on the ground.

While the satellite orbits the Earth at speed v, the radar illuminates an
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Figure 1.1: SAR geometry. The ground region illuminated by the instrument
while orbiting is represented in gray. Adapted from Kerbaol (1997).

area situated off-nadir with microwave radiation at frequency fr, which is
the frequency of the instrument’s oscillator. The corresponding radar wave-
length λr is defined by λr = c/fr where c is the speed of light. A portion of
the transmitted radar energy is then scattered back towards the radar. The
size of the illuminated target is determined by the aperture range beamwidth
θr and the aperture azimuth beamwidth θa. The latter parameter also im-
pacts the time during which a target is illuminated by the radar beam, called
the integration time. Within the radar beam, the position of a target in the
range direction is estimated measuring the time difference between the trans-
mission and reception of a given pulse whereas its position in the azimuth
direction is estimated measuring the Doppler shift between the transmission
and reception of a given pulse.

1.1.2.2 Range resolution

The range resolution of a radar system is the minimum distance between
objects that may be resolved by the radar. As the target range is obtained
by sorting the echo of each pulse as a function of its time of return, the range
resolution is therefore linked to the sampling frequency fs, of the received
echoes.

The elapsed time between two radar pulses is T . This defines the Pulse
Repetition Frequency (PRF) which is the frequency at which these pulses
are transmitted, equal to 1/T . The time period during which the pulses
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(a)

(b)

Figure 1.2: (a) SAR geometry of the illuminated scene. The vertical axis
represents the altitude and the horizontal axis, the ground distance. The
Radar beam, represented in light gray, illuminated a region whose slant
range distance ranges from Rmin to Rmax. Unlike the resolution in slant
range direction pd, the resolution in the ground range direction pg depends
on the incidence angle. (b) Intensity of the SAR emitted and received signal
versus time.
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are emitted equals τ . Each pulse first reaches the near range part of the
illuminated target, at a slant range distance Rmin and then the far range
part of the illuminated target, at a slant range distance Rmax = Rmin +∆R
from the satellite, as illustrated by Figure 1.2. Variables pg and pd refer to
the resolutions achieved by the instrument in the ground range and slant
range direction, respectively. To dissociate two successive echoes of the radar
pulse, T has to satisfy the following condition:

T > 2
Rmin +∆R

c
+ τ (1.1)

where the factor 2 accounts for the round trip time.

For the echo to be sampled correctly, fs must be larger than the pulse
modulation bandwidth, Bd, in order to satisfy Shannon’s sampling condi-
tions. In the end, the resolution in slant range direction is given by equation
1.2. To obtain the resolution in the ground range direction, pg, the slant
range resolution, pd, is projected onto the ground:

pd =
c

2fs
(1.2a)

pg =
pd

sin θ
=

c

2fs sin θ
(1.2b)

where θ is the incidence angle of the illuminated target.

Thus, it should be pointed out that the ground range resolution increases
when the target range distance increases and decreases when the pulse du-
ration decreases. For technical reasons however, it is difficult to create a
very short pulse carrying enough energy. It is therefore preferable to create
a much longer pulse using a pulse compression technique. This long pulse,
known as a chirp, is linearly modulated in frequency. With appropriate signal
processing, the long pulse provides a fine range resolution.

1.1.2.3 Azimuthal resolution

In the azimuth direction, also called cross-range or along-track, the SAR
is distinctive from a Real Aperture Radar (RAR) as it records not only the
signal amplitude but also its phase. As a comparison, optical sensors and
RAR are diffraction-limited systems and their azimuth resolution is there-
fore proportional to λR/D, where λ is the instrument wavelength, D, the
antenna diameter and R, the target range. Achieving azimuthal resolution of
the order of a few meters would therefore imply using several kilometer-long
antennas, which is unrealistic.
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Figure 1.3: SAR azimuthal fine resolution achieved by a virtual network of
antennas. Adapted from Kerbaol (1997).

On the contrary, the SAR records the phase of the signal backscattered
from a target point during the entire integration time for which it is illu-
minated by the SAR beam. This can also be seen as a virtual network of
antennas, separated from one another by a distance vT , as illustrated by
Figure 1.3. After correcting the phase shift for the path length between the
virtual antennas and the target for each pulse record, phases can be coher-
ently summed in such a way that the final azimuth resolution, paz, equals
half the length of the SAR antenna, L:

paz =
L

2
(1.3)

Using all the pulses reflected during the integration time for coherent
summation will result in a so-called single-look image. Alternatively, these
pulses can be split into several sets with respect to their time of acquisition
and thereby producing independent looks of the same scene. The technique
consisting in proceeding to a coherent summation of them is called multi-
looking. It can be very useful for the removal of unwanted noise like the
speckle 1.

In the end, the coherent processing achieved by SAR synthesizes an an-
tenna much longer than the real one and the azimuth resolution is indepen-
dent of the SAR wavelength and target range. In this case, one can wonder

1. Its description and main characteristics are further detailed in paragraph 1.3.5.1,
page 44.
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how far we can take this for spaceborne SAR. In fact, there are serious ap-
plication constraints that limit taking along-track spatial performance too
far. These constraints manifest themselves by placing unacceptable limits
on important application goals such as area coverage or integration time
(coherence vs. moving targets). Also, there are associated technology limi-
tations that set application limits, such as data collection rate and volume,
and limiting antenna design factors, such as pulse power.

1.1.3 SAR wave mode

In the past, only SAR sensors on-board ERS-1, ERS-2 and ENVISAT
have been equipped with a specific mode dedicated to wave observation, the
so-called wave mode, operating in C-band (λr ≃ 5.6 cm) with VV polar-
ization. Even though it is a low priority mode as compared to the other
wider swath modes, the SAR sensor usually switches to it over open ocean
regions. The characteristics of the actual and future European SAR missions
are given in Table 1.1.

SAR on-board ENVISAT Sentinel-1

Ground coverage [range × azimuth km2] 10×7 20×20
Nominal resolution [range × azimuth m2] 9×6 5×5
Incidence angle [deg] 23.5 23.5 and 36.5
Along track sampling [km] 100 100
Polarization VV or HH VV or HH

Table 1.1: Characteristics of the SAR wave mode sensor on-board ENVISAT
and Sentinel-1. The nominal resolutions concern land mapping as it will be
shown that for ocean mapping other processes cause a degradation of the
image resolution.

1.2 Sea surface backscattering

The SAR imaging process is sensitive to numerous geophysical param-
eters such as the geometry, the physical properties and the motion of sea
surface in the illuminated scene. On top of this, properties of the SAR instru-
ment itself such as the incidence angle, polarization and frequency greatly
influence the response from the ocean surface. Here, we focus on the mech-
anisms allowing the SAR to image ocean waves and do not address other
phenomena modifying the SAR imaging processes like eddies, oil slicks or
ship detection.
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First, the main processes responsible for the signal backscatter are pre-
sented, namely Bragg scattering, quasi-specular reflection and wave break-
ing. Then, the processes responsible for the modulation of this backscatter
and the associated modulation transfer functions (MTF) are detailed.

1.2.1 Mechanisms

Theories for the interaction of electromagnetic and ocean waves have
known major improvements during the second half of the last century thanks
to experimental investigations of the electromagnetic scatter from the ocean
(Crombie, 1955;Ward, 1969; Long and Trizna, 1973) and in controlled wave
tanks (Duncan et al., 1974; Keller and Wright, 1975). They established that
the most important mechanism contributing to the electromagnetic wave
ocean-surface interaction at intermediate incident angles is Bragg scatter-
ing, also known as resonant scattering, effective for surface ocean waves
whose wavelengths are of the order of the incident electromagnetic wave.
Also, quasi-specular reflection and scattering from breaking waves plays an
important role in the same range of incidence angle but too a lesser extent.
The backscattered intensity with respect to the incidence angle is illustrated
on Figure 1.4 together with the ranges of incidence angle for which the afore-
mentioned scattering phenomena occur.

At low incidence angles (θ < 20◦), Bragg scattering becomes less impor-
tant. In our case, the SAR wave mode on-board ENVISAT and Sentinel-1
operates at incidence angles between 23.5 and 36.5◦. Therefore, we limit our
study to incidence angles smaller than 40◦ and avoid the complex mecha-
nisms that arise near grazing, like shadow effects and multiple scattering.

1.2.1.1 Normalized Radar Cross Section

To quantify the radar signal intensity measured by the SAR, the Normal-
ized Radar Cross Section (NRCS) or σ0 is introduced: it is a dimensionless
quantity measured in decibels and defined as the average incident signal in-
tensity scattered back to the SAR antenna by a ground surface unit. This
surface normalization corrects for the increasing illuminated surface with
the increasing incidence angle.

The three main mechanisms governing the NRCS in the range of inci-
dence angles we consider are randomly distributed on the sea surface and
are statistically independent. Hence, the total NRCS of the sea surface can
be decomposed as the linear contribution of each of these processes:

σ0 = σB
0 + σqs

0 + σwb
0 (1.4)
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Figure 1.4: Contribution from various scattering mechanisms to the ocean
radar backscatter, with respect to the incidence angle. The Backscattered
intensity decreases with increasing incidence angle. At low incidence angles,
backscattering is dominated by specular scattering while at intermediate in-
cidence angles, it is dominated by Bragg scattering. After Valenzuela (1978).
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where, σB
0 is the NRCS due to Bragg scattering;

σqs
0 , the NRCS due to quasi-specular reflection;

σwb
0 , the NRCS due to non-Bragg scattering from breaking
waves.

1.2.1.2 Bragg scattering

Under Bragg scattering, the incident radar signal of frequency λr is
backscattered by the short wave components of the ocean surface whose
wavelengths λB satisfies to the condition illustrated in Figure 1.5 and given
below:

λB =
λr

2 sin θ
(1.5)

where θ is the local angle of incidence.

Figure 1.5: Illustration of Bragg scattering, where λr is the radar wavelength;
λB, the sea surface wavelength, and θ, the local angle of incidence. Taken
from Holt (2004).

This results in a coherent addition (resonance) of returns from adjacent
waves that are in phase. Their coherent interference is stronger when they
are traveling towards or away from the radar and in directions very close to
the range (Plant and Keller , 1990). These waves are generated by the wind
and propagate freely. As wind-waves are usually continuously distributed
in wavelength (cf. Chapter 2, Section 2.2), resonant waves are commonly
present. Besides, wind-wave spectra show a rather wide angular distribution
centered around the wind blowing direction which also ensures the pres-
ence of resonant waves in the range direction, even when the wind blows
in perpendicular direction. In the end, the conditions for Bragg scattering
are generally met. In this case, the intensity of the backscattered signal is
proportional to the density of elements with wavelength close to λB. This
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implies that only waves with wavelengths of 5-10 cm contribute to this imag-
ing mechanism for C-band SAR systems. Thus, imaging the ocean surface
with SAR relies on the existence of a minimum wind speed. Its minimum
acceptable value lies around 3 m.s−1.

Using the small perturbation method (Ulaby et al., 1982), the normalized
backscatter from the sea surface for a pure Bragg scattering, σB

0 , as given by
Kudryavtsev et al. (2003a), is proportional to the surface elevation spectrum
at Bragg wavelength and in the azimuth direction Fr(kB, ϕ), which is directly
related to the directional wavenumber spectrum F :

σB
0pp = 16πk4r |αpp(θ)|2Fr(kB, ϕ) (1.6a)

with,
Fr(kB, ϕ) = 0.5 [F (kB, ϕ) + F (kB, ϕ+ π)] (1.6b)

and,
kr = 2π/λr (1.6c)

where, ϕ is azimuth of the antenna look direction;
αpp(θ), the Bragg scattering geometric coefficient;
pp, the polarization of the emitted and received signal where p
refers to:

• H for horizontal;
• V for vertical.

Fr, the 2D-wavenumber variance (folded) spectrum of the sea
surface displacement;
F , the directional wavenumber spectrum.

These coefficients αpp, as estimated by Plant (1986) considering a dielec-
tric constant of the sea water equal to 81, are given by:

αHH(θ) =
cos4 θ

(0.111 cos θ + 1)4
(1.7a)

αV V (θ) =
cos4(θ)

(
1 + sin2 θ

)2

(cos θ + 0.111)4
(1.7b)

In reality, the concerned centimetric waves evolve on longer surface waves
that modify the local incidence angle and the previous formulation is to be
combined with the local-tilting effects that these longer waves induce (Plant,
1986; Romeiser et al., 1994; Romeiser and Alpers, 1997; Janssen et al., 1998).
Considering long waves of small slopes and whose scale exceed several times
that of the Bragg waves, σB

0 is determined at moderate incidence angle
(θ > 20◦) by:

σB
0pp = 16πk4r

〈
|αpp(θ − sx, sy)|2Fr(k

′
B, ϕ)

〉
(1.8a)
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with,
k′

B = 2kB sin(θ − sx) (1.8b)

where, 〈...〉 denotes an averaging over scales of long waves;
sx, the slope of the tilting along the incidence plane;
sy, the slope of the tilting across the incidence plane.

Using this formulation, the coefficients αpp are now given by:

αHH(θ − sx, sy) = αHH(θ − sx) +

(
sy

sin θ

)2
αV V (θ) (1.9a)

αV V (θ − sx, sy) = αV V (θ − sx) (1.9b)

The combination of the Bragg theory with the modulation induced by
long waves is referred to as the standard composite Bragg theory.

1.2.1.3 Quasi-specular reflection

Specular reflection An example of specular reflection from a smooth flat
surface is given on Figure 1.6: part of the incident energy is reflected into
the specular direction and the rest is refracted into the medium. To first

Vertical polarization Horizontal polarization

(a) (b)

Figure 1.6: Geometry of specular reflection and refraction from a plane in-
terface where the lower medium has different relative dielectric constant.
Subplots (a) and (b) show the fields orientation when the incident electric
field is parallel (Vertical polarization) and perpendicular (Horizontal polar-
ization), respectively, to the plane of incidence (Thompson, 2004).

order, the penetration of the radar signal into a medium depends on its di-
electric constant (Ulaby et al., 1982; Apel, 1987). This constant characterizes
the medium’s response to the presence of an electric field. For instance, for
a perfect conductor there is no penetration into the medium, and all the
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incident energy is reflected. Sea ice, because of its high salinity, is a low
dielectric medium whereas ocean water exhibits an opposite behavior and
the radar signal penetration into ocean water does not exceed a few millime-
ters. Therefore, the penetration depth in ocean water is called skin depth.
However, features that occur below the ocean surface like internal waves can
still be seen by the SAR as they interfere with the surface short wave field.

As we only consider monostatic radar systems 2 in our case, it would re-
ceive no backscattered signal from a flat and smooth surface. Actually, the
specular contribution in the backscattered signal is associated with sea sur-
face roughness which causes a small amount of the incident radiation to be
scattered back toward the radar antenna. Indeed, the sea surface roughness
spectrum can span over various scales, from several hundred-meter swell
waves, through wind-generated waves with wavelengths ranging from sev-
eral tens of meters to a centimeter or so, to short capillary waves with wave-
lengths of only a few millimeters (Thompson, 2004). An accurate description
of microwave scattering from the sea is therefore considerably more compli-
cated than for the case of the smooth flat interface discussed above. Con-
sequently, a statistical approach is preferred which assumes the sea surface
to be rough relatively to the incident electromagnetic wave. This condition
can be expressed using the Rayleigh criterion:

kzση = krση cos θ ≫ 1 (1.10)

where, kz is radar signal vertically projected wavenumber;
ση, the standard deviation of the scatterers’ elevation;
θ, the incidence angle.

Whenever the radius of curvature associated with the sea surface eleva-
tion variations is large compared to the incident wavelength of radiation,
the sea surface can be decomposed into an ensemble of plane facets (tangent
planes approximation) and the NRCS is related to the probability that wave
facets are oriented perpendicularly to the incident signal. Within the frame
of the Kirchhoff approximation method (Beckmann and Spizzichino, 1963),
the resulting NRCS, for an isotropic rough surface of Gaussian statistics,

σqs
0 =

|CR|2
2 〈s⊥〉 〈si〉

sec4(θ) exp

(
−tan

2 θ

2
〈
s2i

〉
)

(1.11)

2. The same SAR sensor is used to transmit and receive the electromagnetic waves
using a single antenna.
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where, CR is the Fresnel reflection coefficient at normal incidence;
〈s⊥〉, the standard deviation of slopes of waves in the direction
perpendicular to the incidence plane;
〈si〉, the standard deviation of slopes of waves in the direction
of the incidence plane;〈
si
2
〉
, the corresponding mean square slope.

This formulation can be seen as the product of the nominal value at
nadir (θ = 0), which is inversely proportional to the mean square slope with
the probability of observation of these facets at the given incidence angle.
Assuming that relation 1.10 is fulfilled, the formulation is independent of
the incident wavelength and polarization. This particular case of specular
reflection is denoted quasi-specular reflection.

At low incidence angle, this mechanism dominates the NRCS. Then,
above 15-20◦ and with increasing incidence, it becomes negligible compared
to the Bragg scattering component. In the following, we will not consider
this specular component since we are interested in observations at incidence
angles larger than 20◦.

1.2.1.4 Wave breaking

Several studies have shown that the composite Bragg theory alone is not
fully appropriate to explain and represent the radar signature at moderate
incidence angles, when θ > 20◦ (Tran, 1999; Quilfen et al., 1999). Specifi-
cally, while it may be consistent for VV polarization, this theory does not
agree with observations for HH polarization (Plant, 1990; Janssen et al.,
1998), most probably because the effect of wave breaking on signal scatter-
ing is not taken into account. Laboratory observations of radar backscat-
tering from stationary breaking waves by Ericson et al. (1999), performed
at θ = 45◦, have revealed a strong increase of incoherent backscatter near
the breaking crest, resulting from an enhanced surface roughness. This may
explain the evanescent scattering observed on the wave mode products ac-
quired by the SAR instrument on-board ERS-1/2 by Kerbaol (1997).

Based on the work undertaken by Phillips (1988), Kudryavtsev et al.
(2003a) proposes that the NRCS resulting from wave breaking is a particular
case of quasi-specular reflection. This implies that the radar return is mostly
due to breaking waves much larger than the radar wavelength. The semi-
empirical formulation of the NRCS attributed to wave breaking is given
by:

σwb
0 = q

[
sec4 θ〈
s2wb

〉 exp
(

−tan
2 θ〈

s2wb

〉
)
+

εwb〈
s2wb

〉
]

(1.12)
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where,
〈
s2wb

〉
, is the mean square slope of the enhanced roughness of the

breaking zone. It is assumed isotropic and wind independent;
εwb, a constant proportional to the ratio of breaker thickness to
its length;
q, the fraction of the sea surface covered by breaking zones.

These variables were determined based on observations:
〈
s2wb

〉
= 0.19,

εwb = 0.05 and q = 3% at U10 = 10 m.s−1 and q = 18% at U10 = 20 m.s−1

(Kudryavtsev et al., 2003b). This formulation separates the contribution to
the NRCS by the cap of the breaking zone, taken into account by the first
term and very similar to the formulation proposed for the quasi-specular
reflection, from that of the side of the breaking zone, taken into account by
the second term (εwbq/

〈
s2wb

〉
).

In this approach, σwb
0 is independent of the radar polarization, as con-

firmed by observations.

1.2.2 Modulation processes and transfer functions

For a detailed formulation of the modulation processes, a 3D axes is de-
fined choosing Oxy in the illuminated scene plane, with Oy parallel to the
azimuth direction and oriented in the satellite traveling direction, and Ox
perpendicular to it and oriented toward the observed target.

Bragg scattering, quasi-specular reflection and scattering from wave break-
ing allow the SAR emitted signal to be reflected back to the SAR an-
tenna. The present subsection focuses on the main processes modulating
this backscatter. They are responsible for the SAR imaging of ocean waves
and have been studied by Elachi et al. (1977); Alpers et al. (1981); Alpers
(1983a,b); Hasselmann et al. (1985). They are briefly presented hereafter
before entering into details at a latter time:

– the tilt modulation: backscattered signal modulation caused by the
change in the local incidence angle (tilt) of the scattering facets through
the long wave slope;

– the hydrodynamic modulation: interaction between short and long
waves, which modulates the energy and wave number of the short
Bragg scattering waves along the long wave profile;

– the velocity bunching: the advection of the backscattering facets by
the long wave orbital velocity, which produces a Doppler shift in the
return signal and induces an azimuthal displacement of the scattering
elements in the image plane.

Range elevation bunching, due to the sea surface elevation variations in
the range direction is also briefly described. It is a process of lower impor-
tance in the SAR imaging mechanism. Scanning distortion mechanisms are
not discussed here as they do not concern spaceborne SAR instruments be-
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Figure 1.7: Illustration of tilt and hydrodynamic modulation. The longer
waves change the local orientation or slope (tilt modulation) and distribution
(hydrodynamic modulation) of the shorter wave fields. Symbols include local
incident angle, θ; wavenumber spectrum, Ψ and sea surface elevation, ζ
(Holt, 2004).

cause the satellite velocity is much larger than that of the observed target,
as opposed to airborne instruments. Among all these processes, those that
do not require the use of the phase information in the backscattered signal,
and thus both apply for RAR and SAR, are the tilt and hydrodynamic mod-
ulations. They are illustrated in Figure 1.7 and range elevation bunching.

For each of the aforementioned processes, the MTF is the function linking
the modulation of the sea surface elevation to that of the NRCS. The total
surface elevation ζ(r, t), at location r and time t is represented by the linear
superposition of the contributions from all waves. Given their wave vector k,
and their pulsation ω, the backscattered cross section σ(r, t) is introduced
together with the cross-section modulation factor mj :

ζ(r, t) =
∑

j

ζjei(k·r−ωt) + c.c. (1.13a)

σ(r, t) = 〈σ〉


1 +


∑

j

mjei(k·r−ωt) + c.c.






 (1.13b)

with,
ω =

√
gk

where, c.c. designates the complex conjugate in the preceding expres-
sion;
〈σ〉, the spatially averaged specific cross section.
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The MTF of the SAR instrument is then defined by:

mj = ζj (Tt + Th + ikyTvb + ikxTrb) (1.14a)

where, Tt is the tilt MTF;
Th, the hydrodynamic MTF;
Tvb, the velocity bunching MTF;
Trb, the range bunching MTF;
ky, the wavenumber in the azimuth direction;
kx, the wavenumber in the range direction.

1.2.2.1 Velocity bunching

Sea surface displacements introduce Doppler shifts in the returned radar
signal. As this information determines the position of the scatterers in the
azimuth direction, echoes will be misplaced at a position r + ξvb(y) instead
of their true position r. Here, we only consider the modulation of the sea
surface displacements caused by the presence of ocean waves regardless of
any other potential source of sea surface motions due to ocean currents for
instance. The sea surface displacements induced by ocean waves are called
orbital motions (cf. Chapter 2, Section 2.1). Their effect on SAR-ocean wave
imaging were studied by Alpers and Rufenach (1979); Swift and Wilson
(1979); Tucker (1985). First, it affects the frequency of the return signal f
as follows:

f = f0 + 2f0
Vr(y)

c
+ 2f0

ur(y)

c
(1.15)

where, f0 is the frequency of the SAR emitted signal;
Vr, the satellite velocity projected in the radar look direction;
ur, the velocity of a surface scattering elements projected in the
radar look direction (Figure 1.8).

Thus, after the SAR image formation, the scattering elements are mis-
positioned with an error in the azimuth direction ξvb given by:

ξvb(y) =
R

V
ur(y) (1.16)

where, R is the radar to scattering element distance;
V, the SAR platform velocity.

The ratio R/V is much larger for spaceborne than for a airborne sensor.
Besides, for space-borne instruments, the integration time is small compared
to the wave period and therefore, to the first order, the instantaneous or-
bital velocity is a good approximation of the average orbital velocity over
the integration time.



Chapter 1. Ocean imaging using SAR 27

Figure 1.8: Observation of a scattering elements M(x,y), with an approaching
speed Vr, relatively to the SAR platform. Taken from Kerbaol (1997).

This reorganization of the backscattered energy in the final image de-
pends on the considered wave scales. Indeed, this mechanism can be con-
structive for waves with a strong space and time coherence (e.g. swell) be-
cause of their small slope and regular organization (Swift and Wilson, 1979).
For long range-traveling waves, there is no apparent offset in the wave posi-
tion while for waves traveling in different directions, the radial velocity com-
ponent will have an apparent shift in the azimuth direction. The periodic
orbital motion of long waves will produce an apparent increase (bunching)
and decrease in the density of scatterers, thereby making long azimuth-
traveling waves detectable on the SAR image plane but shifted from their
true position.

On the contrary, as the coherence decreases with the decreasing wave-
length or increasing slope, the energy reorganization becomes random and
the velocity bunching destructive, which leads to an apparent image blur-
ring. This effect is analogous to a camera picture when shooting a moving
scene, in the azimuth direction referred to as azimuth cut-off (Tucker , 1985;
Alpers and Brüning, 1986). It is further discussed in Subsection 1.3.3, page
40.

With these assumptions, the velocity bunching MTF is given by:

Tvb(k) = −R

V
ω

(
kr

|k| sin θ + i cos θ

)
(1.17)

This principle is illustrated on Figure 1.9. At the top, the black solid line
represents an ocean wave propagating in the azimuth direction. The rays
leaving the wave surface are drawn with a slope relatively to the vertical
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Figure 1.9: Graphic representation of the velocity bunching mechanism with
respect to the wave steepness. The black solid line on top represents an
ocean wave propagating in the azimuth direction. The rays leaving the wave
surface are drawn with a slope relatively to the vertical which is proportional
to the wave velocity component in the radar look direction, therefore having
maximum slopes for rays starting near wave crests and minimum slopes for
rays starting near wave troughs. The scatter points displacement induced by
velocity bunching is proportional this slope. For the given wavelength, Tte
impact of different wave heights on this displacement is represented by the
greater distance between the transect and the wave profile. The black dashed
lines plotted above each transect are the reconstructed wave profiles resulting
from the velocity bunching effect. Transect (a) lies in the linear imaging
region, while the images at transects (b) and (c) are strongly nonlinear.
Taken from Hasselmann et al. (1985).
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which is proportional to ur, the wave velocity component in the radar look
direction. Therefore, slopes are maximum for rays starting near wave crests
and minimum for rays starting near wave troughs. As indicated by equation
1.16, the scatter points displacement induced by velocity bunching is also
proportional this slope. For a given wavelength, the orbital velocity increases
with wave height (cf. Chapter 2, equation 2.5) and the resulting increase of
ur can be represented by the greater distance between the transect and
the wave profile. The black dashed lines plotted above each transect are
the reconstructed wave profiles resulting from the velocity bunching effect.
Transect (a) lies in the linear imaging region, while the images at transects
(b) and (c) are strongly nonlinear.

Correlation function in azimuth In strong wind conditions, the ocean
spectrum is dominated by the wind-sea, whose energy is distributed over
broad range of directions and wavelength (cf. Chapter 2, Section 2.2). In
this case, the energy reorganization is random and Collard et al. (2005)
have shown that the SAR signal intensity is equivalent to a stochastic redis-
tribution of the RAR signal intensity and its mean value is conserved 3. Now,
given two scatter points distant from one another by ε, their new distance
εSAR, after rearrangement of the sea surface scatterers becomes, on average:

εSAR = ε

(
1 +

〈[
ξvb(ε)− ξvb(0)

]2〉
/ε2

)1/2
(1.18)

At small distances, this value approaches ε(1+m)1/2, where m is the variance
of the displacements’ derivative. Hence, the SAR image covariance function
measured at distance ε corresponds to a RAR covariance function evaluated
at a smaller distance. This factor can be of the order of 50, which means that
the backscattered signal registered in the SAR image for two scatter points
at an actual distance of 1 m can be spaced 50 m apart. The SAR covariance
function exhibits very slow decays in the along-track direction, correspond-
ing to the very fast decay in the spectral domain, a direct consequence of
the cut-off.

On the opposite, when ε increases, this value tends to one and the RAR
and the SAR covariance almost coincide.

Impact on NRCS Reminded that the NRCS has been defined as the
average signal intensity scattered back to the SAR antenna from a ground
surface unit, it is now understood that this intensity does not result from the
contribution of the scatter points located in the considered resolution cell
only. Thus, even if the SAR image resolution of the SAR wave mode reaches
about ten meters, under the influence of wind-sea, random contribution of

3. Therefore, a high-resolution SAR image can still be used as a scatterometer to assess
wind information from the intensity averaged over a large enough area.
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scatterers from farther locations interfere, resulting in signal averaging in
the azimuth direction (azimuth cut-off phenomenon) and a loss of contrast.
This observation is crucial since it is supposed to be one of the main reasons
impacting the error estimates of the significant swell height measured latter
presented in Chapter 3.

1.2.2.2 Hydrodynamic modulation

Long waves are known to govern part of the dynamics of the shorter
wave spectrum. As commonly observed, the roughness distribution is not
homogeneous along the long waves’ profile. Current parameterizations are
still subject of on-going active research efforts.

Derived from a two-scale model, the hydrodynamic MTF models the hy-
drodynamic short wave-long wave interactions with a simple relaxation type
source term, characterized by a damping factor µ. It describes the response
of the short waves to the orbital velocity advection from long waves (Keller
and Wright, 1975). Hence, assuming an ocean wave spectrum following a
Phillips k−4 distribution (cf. Chapter 2, Section 2.2), the hydrodynamic
MTF is given by:

Th (k) =
ω − iµ

ω2 + µ2
4.5|k|ω k2x

k2
(1.19)

The factor 4.5 comes from the shape of the wave spectrum. It can be
questioned/modified depending on the range of wave frequency. It is im-
portant to notice the impact of the damping factor µ on the hydrodynamic
MTF, Th:

– close to zero, the relaxation time becomes important and the imagi-
nary part of Th is null. This represents the fact that the short waves
are located on the crest of longer waves;

– if µ increases, the relaxation time becomes smaller which is the case
for short waves. Then, the real part Th is null and its imaginary part
negative which means that the short waves are mostly located ahead of
the crest, on the front side of the long waves. Hence, the NRCS should
be higher for long waves propagating toward the SAR than away from
it which explains the downwind/upwind differences in the NRCS.

Although in situ measurements have proven that this modulation ef-
fectively applies for decimetric waves (L and P-band), they showed that
centimetric waves (X and C-band) are essentially modulated by the wind
(Feindt et al., 1986; Hara and Plant, 1994). Indeed, the short wave growth
along the long wave profile leads to an increased roughness which in return,
modifies the wind friction and thus, the wave growth. To account for this
effect, a feedback term Yr + iYi, was introduced in the hydrodynamic MTF.
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It is then formulated as follows (Hasselmann and Hasselmann, 1991):

Th (k) =
ω − iµ

ω2 + µ2
4.5|k|ω

(
k2x
k2
+ Yr + iYi

)
(1.20)

This description has the advantage of taking into account the hydrodynamic
modulation for azimuth propagating waves. Indeed,Askari and Keller (1994)
noticed this effect was observable for strong sea conditions.

Impact of moderate winds For large wave slopes, wave breaking starts
to become important. In the presence of a significant wind component in
the wave direction, wind stress is maximum near the wave crest and wave
breaking is modulated by the long wave profile. This modulation is partic-
ularly important at moderate winds. However, if the wind direction is near
the azimuth, this effect is minimized by azimuthal blurring and the total
NRCS modulation is under-estimated. Again, it impacts our capability to
estimate significant swell heights using the SAR (cf. Chapter 3, Section 3.4).

1.2.2.3 Tilt modulation

Besides modifying the short wave dynamics, long waves also modify the
local incidence angle as pictured in Figure 1.7, producing a local change in
cross section. This so-called tilt modulation is thus linearly related to the
slope of long waves. As a comparison, this modulation is about two to four
times larger than hydrodynamic modulation for incidence angles of 23.5◦.
The exact formulation of the associated MTF is given by:

Tt(k) =
1

σ(θ)

∂σ

∂θi
|θi=0ik · r (1.21)

From this expression, it can be noted that there is no modulation for waves
oriented in the azimuth direction.

Some theoretical models giving an explicit formulation of this modulation
have been developed (cf. Monaldo and Lyzenga, 1986). However, they were
not satisfying, primarily because they did not render the dependence on the
local sea state. In the following paragraphs, two different approaches for the
estimation of Tt(k) are described: a semi-empirical and an empirical model.

Semi-empirical model Using the NRCS formulation given by equation
1.4 and neglecting quasi-specular reflection for moderate incident angles,
the expression in equation 1.21 is further developed by Kudryavtsev et al.
(2003b). The resulting MTFs and their incidence angle dependence is illus-
trated in Figure 1.10. This graphs highlights the important role that wave
breaking processes plays in the signal backscatter for HH polarization.
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theoretical

(a) (b)

Figure 1.10: Tilt MTF for VV (a) and HH (b) polarization, versus incidence
angle as given by a pure Bragg scattering model (dotted lines), the composite
Bragg model (dashed lines) and the total scattering model including scatter-
ing from wave breaking (solid lines). This is for a wind speed of 10 m.s−1, at
C-band, for an upwind radar look-direction. Taken from Kudryavtsev et al.
(2003b).

Empirical model As an alternative to semi-empirical or theoretical mod-
els, other MTFs based on the empirical CMOD 4 backscattering models were
developed (cf. Stoffelen and Anderson, 1993; Kerbaol and Chapron, 1997).
They use the empirical relation between the incidence angle, the wind vector
and the NRCS measured by scatterometers. It also depends on the signal
polarization and radar frequency. To obtain an empirical MTF, the idea is to
associate the description given by equation 1.21 to this empirical behavior.
An example of this MTF is given by Figure 1.11. It was estimated using the
empirical backscattering model CMOD-IFR2 (IFREMER, 1996), for ERS-1
wave mode products whose incidence angle equals 23.5◦.

The empirical model highlights a significant wind speed dependence.
More precisely, low wind conditions exhibit a difference of factor 2 as com-
pared to strong winds which is confirmed by other observations (Romeiser
et al., 1994). This wind speed dependence is important as an under-estimation
of the MTF would induce a wave height over-estimation (Kerbaol and Chapron,
1997). As regards the wind direction dependence, its effect on the MTF is
reproduced, even though variations are minor compared to that resulting
from the wind speed.

Impact of CMOD on NRCS It is difficult, if not impossible, to distin-
guish the respective contribution of the tilt and hydrodynamic modulations

4. Refers to MTF for C-band radars.
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Figure 1.11: MTF associated with tilt modulation, estimated using the em-
pirical backscattering model CMOD-IFR2, for an incidence angle of 23.5◦

with respect to wind speed (horizontal axis on the right-hand side) and di-
rection relatively to the range direction (horizontal axis on the left-hand
side, equal to zero when the instrument is looking contrary to the wind
blowing direction). Taken from Kerbaol (1997).

to the measured NRCS and the effects of both phenomena are actually
mixed. On the contrary, CMOD models are based on scatterometer data
whose resolution cell is of the order of 10 km. The hydrodynamic modula-
tion, whose characteristic length does not exceed a few hundred kilometers,
is smoothed over such distances so that it has no effect on the CMOD.
Hence, for a given incidence angle variation, the CMOD indicates NRCS
modulations smaller than that effectively noticed within the SAR image
and this effect increases with the importance of the hydrodynamic modula-
tion, proportional to the wavenumber. In the end, this is expected to lead
to an over-estimation of the significant wave height.

Still, at moderate and strong winds, the NRCS blurring in the azimuth
direction diminishes the NRCS modulations modeled by MTFs using CMOD,
which is then closer to reality.

1.2.2.4 Range elevation bunching

This is a purely geometrical effect due the sea surface elevation vari-
ations caused by the waves with important slopes (Gower , 1983). It is a
consequence of the flat ocean assumption. The surface elevation ζ, thus
causes a mis-positioning ξrb(r, t), of the scattering element in the radar look
direction as illustrated in Figure 1.12 and satisfying:

ξrb(r, t) = ζ(r, t) tan−1(θ) (1.22)
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Figure 1.12: Mis-positioning of a scattering element in the radar look direc-
tion due to local surface elevation variations. Adapted from Kerbaol (1997).

The range elevation bunching MTF Trb, is given by:

Trb(k) =
1

tan(θ)
(1.23)

Given the fact that SAR observation is best suited for long waves, with
relatively small steepness, the effect of the range elevation bunching can be
considered much smaller relatively to the tilt and hydrodynamic modula-
tions.

1.3 SAR-ocean wave inversion

The first mathematical description of the SAR-ocean imaging process
was initiated by Alpers and Rufenach (1979) using a deterministic approach.
After, through the Marine Remote Sensing (MARSEN) experiment con-
ducted by Hasselmann et al. (1985), a considerable effort was spent to
gather the already existing SAR ocean imaging models including Larson
et al. (1976); Alpers and Rufenach (1979); Swift and Wilson (1979); Tucker
(1983); Plant and Keller (1983). A new generalized imaging model was then
proposed and further detailed in Hasselmann and Hasselmann (1991). It
gives an analytical and general description of the mapping of the ocean wave
spectrum using SAR. One year after, a simplified version of this formulation
was given by Krogstad (1992). These two methods require an a priori esti-
mation of the ocean wave spectrum in order to remove the 180◦ ambiguity
of the wave direction of propagation. Also, they do not take into account the
range bunching process. It was introduced in the SAR-ocean wave inversion
by Engen and Johnsen (1995), who additionally uses the image cross-spectra
to assess the wave direction of propagation, thereby avoiding using an a pri-
ori wave spectrum information.
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First, the full non-linear transformation is detailed. Then, we explain how
it can be simplified in a quasi-linear transformation and present the azimuth
cut-off. Next, the practical retrieval of swell spectra is detailed addressing
wave feature filtering and cross-spectra methods.

1.3.1 Non-linear transformation

1.3.1.1 SAR image intensity

The signal intensity Iσ(r, t) backscattered toward the SAR is first for-
mulated neglecting the effects of sea surface displacements on scatterers’ re-
arrangement. Under this temporary assumption, the associated MTF only
contains the hydrodynamic and the tilt modulation components expressed
in equation 1.14a. since it is equivalent to the intensity measured by a RAR
plus an additional speckle noise. Its description and main characteristics are
further detailed in paragraph 1.3.5.1, page 44. For the moment, we only need
to consider that it is a multiplicative noise. Hence, the backscattered inten-
sity Iσ(r, t), at point r and time t can be written as the noise-free intensity
of the backscattered signal IR(r, t), multiplied by the speckle noise n(r, t):

Iσ(r, t) = IR(r, t)n(r, t) (1.24)

where, n(r, t) is the speckle noise intensity. Its standard deviation is
equal to its mean divided by the square root number of looks.
Also, 〈n〉=1;
IR(r, t), the noise-free intensity of the backscattered signal for
RARs.

Following linear modulation theory, if the backscattered intensity modu-
lation I remains small compared to the average intensity I0, which can also
be expressed by the condition T R

j ξj ≪ 1, the backscattered signal can be
written:

Iσ(r, t) = I0(1 + I(r, t))n(r, t) (1.25)

Now, taking into account the range and velocity bunching effects, the
position of the sea surface scatterers are shifted by a displacement ξ, which
decomposes in the Oxy reference system as:

ξ = (ξrb, ξvb) = (ξx, ξy) (1.26)

The intensity measured by the SAR can then be obtained by modifying
the position of each facet by r = r’+ ξ(r’) in equation 1.25. and introducing
the instrument impulse response h(r). The SAR image intensity IS(r, t), is
written as the superposition of the statistically independent intensities of all
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backscattering facets multiplied by the instrument impulse response:

IS(r, t) =

∫

r’
Iσ(r’, t)h (r− r’− ξ(r’)) dr’

= h(r)

[∫

r’
Iσ(r’, t)δ (r− r’− ξ(r’)) dr’

]

= h(r)

[∑

r’

Iσ(r’, t)

∣∣∣∣
dr’

dr

∣∣∣∣

]

r’=r−ξ(r’)

(1.27a)

with,
h(r) =

π

2σxσy
e−π2x2/(2σ2

x)−π2y2/(2σ2
y) (1.27b)

where, σx and σy are the spatial resolution of the SAR for stationary
targets in range and azimuth, respectively;
|dr’/dr|, the Jacobian representing the local variation of scatter
density which can also be written |1 + dξ(r’)/dr’|−1.

1.3.1.2 SAR cross image spectrum

The SAR cross image spectrum P S , between two independent looks ac-
quired at times t and t+ τ , is defined by:

P S(k, t, τ) =
〈
ÎS(k, t)ÎS

∗
(k, t+ τ)

〉
− I0

2δ(k) (1.28)

where, ÎS is the Fourier transform of I;
ÎS

∗
, its complex conjugate.

Assuming Iσ and ξ are stationary fields, the SAR cross image spectrum
is given by Krogstad (1992):

P S(k, τ) =

∫
e−ik·rG(r, τ,k)dr − I0

2δ(k) (1.29a)

with,

G(r, τ,k) = ĥ(k)
〈
IR(r, τ)n(r, τ)IR(0, 0)n(0, 0)e−ikξ(r,τ)e−ξ(0,0)

〉
(1.29b)

Since I0 and n are independent variables and assuming the speckle to be
white uncorrelated noise, we have:

〈n(r, τ)n(0, 0)〉 = 〈1〉2 + σn
2δ(r)δ(τ) (1.30)

where σn is the variance of the speckle intensity.
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Then, the G−function can be written as:

G(r, τ,k) = ĥ(k)G1(r, τ,k)
(
1 + σn

2δ(r)δ(τ)
)

= ĥ(k)G1(r, τ,k) + ĥ(k)σn
2G1(0, 0,k)δ(r)δ(τ) (1.31a)

with,
G1(r, τ,k) =

〈
I0(r, τ)I0(0, 0)eik(ξ(r,τ)−ξ(0,0))

〉
(1.31b)

Let X, be the vector X = (I0(r, τ), I0(0, 0), ξ(r, τ), ξ(0, 0)), assumed
Gaussian. Then, the G1−function may now be written as:

G1 =
−∂2

∂K1∂K2

〈
eiK·X

〉
|K=(0,0,kx,ky) (1.32)

where K1 and K2 refer to the two first coordinates.

After some algebra, the G1−function is found to be (Krogstad, 1992;
Engen and Johnsen, 1995):

G1(r, τ,k) = I0
2ekx

2µξxξx (r,τ)+ky
2µξyξy (r,τ)

ekxky[µξxξy (r,τ)+µξyξx (r,τ)]

×
[
1 + ρII(r, τ) + ikx [ρIξx

(r, τ)− ρξxI(r, τ)]

+iky

[
ρIξy

(r, τ)− ρξyI(r, τ)
]

+kx
2 [µIξx

(r, τ)µξxI(r, τ)]

+ky
2

[
µIξy

(r, τ)µξyI(r, τ)
]

+kykx

[
µIξx

(r, τ)µξyI(r, τ)

+µIξy
(r, τ)µξxI(r, τ)

]]
(1.33a)

with,

ρab(r, τ) = 〈[a(0, 0)− 〈a〉] [b(r, τ)− 〈b〉]〉 (1.33b)

µab(r, τ) = ρab(r, τ)− ρab(0, 0) (1.33c)

where a and b are indexes referring to I, ξx or ξx.

The cross-correlation function, ρab, is related to the wave spectrum S,
by the MTF Ta and Tb by the relation:

ρab(r, t) =
1

(2π)2

∫
1

2
eik·r[Ta(k)Tb

∗(k)e−iωtS(k)+

Ta
∗(-k)Tb(-k)e

iωtS(-k)]dk (1.34)
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where, Tξx
refers to the range bunching MTF: Trb;

Tξy
, to the velocity bunching MTF: Tvb;

TI , to the tilt and hydrodynamic MTFs: Tt + Th.

For instance:

ρξyξy
= (R/V )2σur (1.35a)

ρξxξx
= ση

2/ tan2 θ (1.35b)

In the end, the non-linearity of this transformation comes from the expo-
nential terms in the expression of the G1−function. The respective contribu-
tions of the range and velocity bunching in this exponential was compared
for a wind-sea with a JONSWAP (cf. Chapter 2, Section 2.2) spectrum
(Elfouhaily, 1997) and the wave mode products of ENVISAT. Applied to
equations 1.35, for R/V = 115 s, the ratio ρξyξy

/ρξxξx
is greater than 500

for winds up to 25 m.s−1.

Therefore, the range bunching effect is usually neglected compared to
the velocity bunching effect. Finally, the SAR cross image spectrum can be
written as:

P S(k, τ) =ĥ(k)

[∫
e−ik·rG1(r, τ,k)dr − I0

2δ(k)

]

+ ĥ(k)σn
2

(
1 + ρII(0,0)

)
δ(τ) (1.36)

The first term of the expression corresponds to the spectral contribution
from the modulation induced by the detected ocean waves while the second
term corresponds to the spectral noise induced by the speckle, once filtered
by the impulse response of the instrument.

1.3.2 Quasi-linear transformation

The G1−function expression given in equation 1.33a is rather complex.
It can be simplified, as proposed by Hasselmann and Hasselmann (1991)
and Krogstad (1992) by linearizing the exponential term. Using the fact
that ρab(r, τ) is an even function and replacing µ by its expression given by
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equation 1.33c in 1.33a, we obtain:

G1(r, τ,k) = I0
2e−kx

2ρξxξx (0,0)−ky
2ρξyξy (0,0)

e−2kxkyρξxξy (0,0)

×
[
1 + ρII(r, τ) + ikx [ρIξx

(r, τ)− ρIξx
(−r, −τ)]

+iky

[
ρIξy

(r, τ)− ρIξy
(−r, −τ)

]

+kx
2ρξxξx

(r, τ) + ky
2ρξyξy

(r, τ)

+kxky

[
ρξxξy

(r, τ)− ρξxξy
(−r, −τ)

]

+O
(
(kxρIξx

)2
)
+O

(
(kyρIξy

)2
)
+O

(
(kxkyρIξx

ρIξy
)
)

+O
(
(kxρξxξx

)2
)
+O

(
(kyρξyξy

)2
)

+O
(
(kxkyρξxξy

2)
) ]

(1.37)

In practice, given the relative importance of ρξyξy
with respect to ρξxξx

and
ρξxξy

, the exponential terms associated with these quantities in the expres-
sion of the G1−function can be neglected. Then, neglecting the terms pro-
portional to the square wavenumber, the G1−function can be approximated
by:

G1(r, τ,k) ≃ I0
2e−ky

2ρξyξy (0,0)

×
[
1 + ρII(r, τ) + ikx [ρIξx

(r, τ)− ρIξx
(−r, −τ)]

+iky

[
ρIξy

(r, τ)− ρIξy
(−r, −τ)

] ]
(1.38)

The exponential term acts as a low-pass filter with a cut-off value varying
with the surface wind speed and limits the SAR in detecting wave systems
whose wavenumber in the azimuth direction is greater than this value. This
exponential highlights the frequently strongly non-linear impact of velocity
bunching, particularly for wind-seas and short waves. Still, for very long
waves such as swell, the azimuthal displacements are small compared to the
characteristic ocean wavelength and a quasi-linear approach is valid. Besides,
the tilt and hydrodynamic modulations can be treated as linear processes.
Thus, we introduce TLin, the linear MTF associated with the SAR-ocean
spectrum inversion defined by:

TLin = Tt(k) + Th(k) + ikyTvb(k) + ikxTrb(k) (1.39)
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In our case, the range bunching MTF is neglected, leading to the following
expression of the SAR cross-image spectrum:

P S(k, τ) ≃ I0
2e−ky

2ρξyξy (0,0)

×1
2

(
|TLin(k)|2e−iωτ S(k) + |TLin(−k)|2eiωτ S(−k)

)

+ĥ(k)σn
2

(
1 + ρII(0,0)

)
δ(τ) (1.40)

The quasi-linear approach is valid whenever condition ky
2ρξyξy

(r, τ) ≪ 1
is verified. Thus, steep waves (with large wave height-wavelength ratio) and
with a high azimuth wavenumber ky cannot be imaged by the SAR instru-
ment due to the strong non-linearities.

1.3.3 Azimuth cut-off

1.3.3.1 Illustration

As described in Section 1.2.2.1, velocity bunching can lead to a construc-
tive mechanism or to an image degradation, which manifests as an apparent
blurring of the SAR image. These effects can be identified in the expression
of G1−function in the equation of the non-linear transform (equation 1.33):

– the term ekx
2ρξyξy (r,τ) contributes to the coherent ocean imaging by

the orbital velocities of long azimuth waves;

– the term e−kx
2ρξyξy (0,0) contributes to the low-pass filter, the so-called

azimuth cut-off, which is governed by the standard deviation of scat-
terers’ motion.

On average, the azimuth cut-off starts to affect waves shorter than 200 m.
For wave systems with shorter wavelengths, which are mostly wind-sea
waves, this low-pass filter distorts the spectral domain by rotating and trans-
lating the detected peak.

This phenomenon is illustrated on Figure 1.13 where a wave system
propagating in the azimuth direction, 150 m long (as measured given by a
co-located buoy), is imaged under low and strong wind conditions. In the first
case, the imaging process is quasi-linear since the standard deviation of the
scatterer’s movement remains small while in the second case, the azimuth
cut-off wavelength equals that of the wave system 5, thereby moving the
peak closer to the range direction. If the azimuth cut-off wavelength is much
larger than the azimuth wavelength of the image wave system, it can even
be completely absent from the image spectrum.

5. For the estimation of this parameter, cf. paragraph 1.3.3.2, page 41.
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(a) (b)

Figure 1.13: SAR image spectrum of the ocean surface imaging a wave sys-
tem in the azimuth direction under low wind conditions, about 2 m.s−1, (a)
and strong wind conditions, 17 m.s−1, (b).

The estimation of the azimuth cut-off is crucial for the exploitation of
the sea surface spectrum in order to estimate which part is correctly imaged
and which one is partly under-estimated or absolutely not represented. It is
thus important to estimate the displacement correlation ρξyξy

(0, 0).

1.3.3.2 Estimation

Several methods exists for the estimation of the azimuth cut-off. Some
of them proposed by Krogstad et al. (1994) or Hasselmann et al. (1996) use
the spectral domain.

As an alternative, the estimation method proposed by Kerbaol (1997)
uses the azimuth auto-correlation function of a single image. Fitting a Gaus-
sian to the part of this function responsible for the signal modulation yields
the azimuth cut-off wavelength , as illustrated by Figure 1.14. Also, if several
independent looks of the same scene are available, one can use the cross-
correlation function. The resulting estimation of the azimuth cut-off wave-
length is usually slightly smaller. This is partly explained by wave breaking,
which significantly contributes to the standard deviation of the scatterer’s
movement but is filtered out by the cross-correlation method given the short
lifetime of such events (Ouchi and Cordey, 1991).
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(a) (b)

Figure 1.14: Estimation of the azimuth cut-off wavelength using the auto-
correlation function (a) and the cross-correlation function (b). Adapted from
Kerbaol (1997).

1.3.4 Wave feature filtering

As often observed for SAR ocean scenes, there are numerous cases for
which the measured intensity is not homogeneous. Such a phenomenon is
most frequent under low wind conditions, and/or very active biological out-
bursts which lead to heterogeneous modifications of the backscattered signal
over the SAR image. These features are illustrated on Figure 1.15-a where
a SAR image under very low wind conditions is represented. It causes a
modification of the backscattered signal, evidenced by the presence of dark
patches. Other phenomena known to disrupt the SAR homogeneity can in-
clude internal wave signatures, rain effects, atmospheric and oceanic fronts.
The spectral signatures associated with image homogeneities can be very
large and can dominate at lowest wavenumbers.

To remove these undesired and aperiodic spectral contributions, a filter-
ing analysis in the spectral domain is performed. It consists in estimating
the directional continuity of the lowest wavenumber contributions. Indeed,
non-wave features have rather isotropic spectral signatures which is not the
case of long waves. At present, this filtering is performed using a simple con-
stant high-pass filter. Alternatively, using morphological filters to precisely
identify spectral peaks related or not to wave signatures would constitute a
great improvement.

Whenever non-wave signatures are removed, the remaining SAR image
spectrum is only related to wave modulation. A comparison of an inversed
SAR ocean spectrum with the co-located spectrum from WAM model 6 is

6. Wave Action Model for sea-state prediction operated by the European Center for
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shown on Figure 1.15. The wave feature filtering is performed directly on
the SAR image spectra before calculating the cross-spectra described in the
following subsection.

(a) (b)

(c) (d)

Figure 1.15: SAR image of the ocean waves in presence of non-wave features
(a) and the co-located wave spectrum from WAM model (b). Subplots (c)
and (d) respectively depict the inversed ocean wave spectra for cases when
the low frequency signal due to non-wave features is kept or removed by the
geophysical inversion.

Additionally, to make sure that the image has good contrast and ho-
mogeneity and does not contain other non-wave features like oil slicks or
ships, the image normalized variance is restricted to values ranging from
1.05 to 1.5.

Medium-Range Weather Forecasts (ECMWF).
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1.3.5 Cross-spectra

This technique was developed by Engen and Johnsen (1995) provides
information on the SAR image spectrum. The advantages brought by this
method are twofold:

– the image cross-spectra are shown to significantly reduce the speckle
noise level while preserving the spectral shape (Engen and Johnsen,
1995);

– it provides information about the wave propagation direction.
These two aspects are detailed hereafter.

1.3.5.1 Speckle noise

The speckle gives SAR images a grainy salt and pepper appearance.
Characteristic of coherent systems, it results from constructive/destructive
interferences of the backscattered signal from scatter points contained within
the same resolution cell. In the absence of signal modulation, for a single-
look image, the radar signal intensity standard deviation is equal to its mean.
For a multi-look image, it is equal to the mean divided by the square root
the number of looks. It has been thoroughly studied and characterized in
the end of the last century (Goodman, 1976; Jakeman, 1984; Arsenault and
April, 1986).

To model this noise, it is assumed that the complex signal reflected by
the illuminated scene can be represented as the summation of the com-
plex amplitude contributions from many elementary scattering areas on the
rough surface. This empirical model is analogous to a classical random walk
problem in the complex plane (Figure 1.16). The model then uses the two
following assumptions:

– the amplitude and the phase of each elementary scatterer are statisti-
cally independent of each other and of the amplitudes and phases of
all other elementary scatterers;

– the phases of the elementary contributions are equally likely to lie
anywhere in the interval [−π;π]. This condition is realized when con-
sidering a rough surface, compared to the radar wavelength 7.

Provided that the number of elementary contributions is large, the speckle
noise can be considered as a multiplicative noise since:

– the real and imaginary parts of the complex field are independent, zero
mean, identically distributed Gaussian random variables;

– the signal intensity obeys negative exponential statistics. One of its
properties is that its standard deviation precisely equal its mean and
thus the contrast of a speckle pattern equals one for single-look images.

7. Verified when the Rayleigh criterion is satisfied, cf. paragraph 1.2.1.3, page 21.
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Figure 1.16: Physical origin of speckle: effect of the coherent nature of SAR
resulting from the combination of elementary contributions within each
pixel.

Speckle noise can be totally removed using the cross spectrum of two
independent ocean scenes, separated from one another by a time τ Ó= 0.
Indeed, looking at equation 1.40, the second term which is proportional to
δ(τ) is eliminated resulting in the following relation:

P S(k, τ) ≃ I0
2e−ky

2ρξyξy (0,0)

×1
2

(
|TLin(k)|2e−iωτ S(k) +

|TLin(−k)|2eiωτ S(−k)
)

(1.41)

Not only does this totally eliminate the fluctuations σ2n, due to the speckle
but it also suppresses the fluctuations 1+ρII(0,0), due to the modulation by
RAR imaging. In practice, for incidence angle of 20◦, ρII(0,0) is of the order
of 0.1 (Krogstad, 1992; Kerbaol, 1997).

1.3.5.2 Directional ambiguity

Inversion methods such as those proposed by Hasselmann and Hassel-
mann (1991), require an a priori knowledge of the sea surface spectrum,
which can be given by a wave model like WAM 8 (WAMDIG, 1988). In most
cases, the result of the wave spectrum inversion and more specifically the
removal of the 180◦ direction ambiguity depends on this first guess. This
information can also be assessed using the cross spectrum phase associated
with the translation of the wave systems during time τ (Vachon and Raney,

8. A third generation wave model based on transport equation describing the evolution
of a directional ocean wave spectrum.
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1991). This translation is related to the phase velocity of the propagating
waves C(k). Considering long waves for which the quasi-linear approach
is valid and according to equation 1.41, the phase of the SAR cross-image
spectrum φ(k), comes from the translation in the spatial domain of all waves
with wavenumber k:

φ(k) = ωτ = kC(k)τ (1.42)

The information given by the imaginary part of cross spectrum is illustrated
on Figure 1.17. Its sign indicates a propagation of the main swell system
in the NE direction. In a general way, if the imaginary part of the cross

(a)

(b) (c)

Figure 1.17: (a) SAR image of the sea surface with a 600 m swell propagating
NE. (b) Associated SAR spectrum. (c) Imaginary part of the cross spectrum

spectra is above the noise floor, that means a wave motion can be detected
from comparing two looks of the ocean surface. The noise floor threshold
is determined empirically. In practice, the imaginary part of the cross spec-
tra is weighted by the energy cross spectra to give more importance to the
imaginary part attributed to the considered swell.
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The 180◦ ambiguity can only be removed if the phase remains within
the range [0, π]. In practice, for ENVISAT wave mode products, τ equals
0.4 s and this condition on the phase can be expressed as a condition on the
minimum period:

kC(k)τ < π (1.43a)

2τ < T (1.43b)

The limitation imposed on the minimum wavelength detected by the SAR
due to the azimuth cut-off is about 200 m, corresponding to a period of 11 s.
Therefore, the detected waves using the quasi-linear approach will always
satisfy condition 1.43.

1.4 Conclusion

First, we have presented the SAR fundamental principles and how fine
resolutions can be theoretically achieved in the range direction using an ade-
quate signal sampling and in the azimuth direction, determined by the SAR
antenna. Thus, SAR wave mode resolutions of the order of 10×10 m2 and
5×5 m2 for ENVISAT and Sentinel-1, respectively, could be reached but
additional ocean imaging processes greatly diminish the effective resolution
over the ocean.

Second, to quantify the signal backscattered from the ocean surface, we
have introduced the NRCS which measures the signal intensity coming from
a ground unit surface. As for the mechanisms influencing the NRCS for the
range of incident angles we consider (20 to 40◦), Bragg scattering has been
thought to be the only active phenomenon for long. This mechanism results
from the coherent addition of returns from adjacent waves that are in phase.
The signal intensity contribution from Bragg scattering is due to centimet-
ric waves. It is proportional to the spectrum energy in the range direction
and at Bragg frequency. Even if the conditions on direction and frequency
are quite precise, they are generally met since wind-waves are continuously
distributed in frequency. Besides, wind-wave spectra show a rather wide an-
gular distribution centered around the wind blowing direction which also
ensures the presence of energy in the range direction, even when the wind
blows in perpendicular direction.

Discrepancies with experiments in ocean and controlled wave tanks have
proven that other phenomena than Bragg scattering, such as quasi-specular
reflection, had to be taken into account. Its contribution to the NRCS can
be related to the probability that these sea surface facets are oriented per-
pendicularly to the radar. Its relative contribution to the NRCS is most
effective at HH polarization and at incidence angles smaller than 20◦ or for
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larger incident angles in wave breaking regions.

Then, we have presented the modulation processes allowing the SAR in-
strument to image ocean waves. Long waves play a particularly important
role since they induce variations of the local incidence angle caused by long
waves’ slope (tilt modulation) and they modify the short waves’ dynamic
along longer waves’ profile (hydrodynamic modulation) which also modifies
the wind stress in return. Since the theoretical models quantifying the tilt
modulation do not reproduce the signal variations with long waves’ direction
or wind speed, an empirical backscattering model using CMOD is preferred.
It establishes a relation between the NRCS, the incidence angle, the wind
speed and the wave direction. However, because of the difficulty to sepa-
rate the respective contribution of tilt and hydrodynamic modulations in
the SAR image, this empirical method tends to over-estimate the significant
wave height, especially at low winds.

On top of this, sea surface displacements caused by waves induce a
Doppler shift in the backscattered signal which results in a mis-positioning
of the point scatterers on the SAR image in the azimuth direction (veloc-
ity bunching). As a consequence, the final SAR image is smoother and the
signal dynamic is reduced in presence of wind-waves. At moderate and high
winds, this tends to compensate the significant wave height over-estimation
when using CMOD. Still, the final SAR resolution is affected by this azimuth
cut-off and on average, it is impossible to image ocean waves whose wave-
length component in azimuth direction is smaller than 200 m. Estimations
methods of the azimuth cut-off wavelength have been proposed using the
auto-correlation of a SAR image or the cross-correlation of different looks
of the same scene. For waves that are not filtered by the azimuth cut-off,
a quasi-linear transformation can be established between the SAR image
spectrum and the ocean wave spectrum. Additionally, using the SAR cross
image spectrum brings crucial information on the waves’ direction of prop-
agation and totally removes speckle noise.

Given the limitations on mapping ocean waves with SAR, the instrument
appears dedicated to the measurement of long waves with rather moderate
wind conditions, better known as swell and described in the following chap-
ter.
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56 2.1. Airy theory

Swell defines a series of surface gravity waves that are not generated by
local wind. This definition applies for ocean waves as well as for seas or
lakes. This study specifically focuses on ocean swell.

This chapter first describes the swell behavior as predicted by Airy the-
ory, the associated dispersion relation and other properties governing the
swell propagation in deep ocean. Second, going back to swell origin, the
storm conditions necessary for the development of long and energetic waves
are detailed. Third, non-linear processes involving wave-wave interactions
are presented. Finally, we expose the general trends that emerge from the
measurements of swell energy decay and dissipation.

2.1 Airy theory

Developed in the 19th century by Airy, this theory is named after the
scientist George Biddell Airy. It applies to the case of small amplitude, free
propagating oscillations of the water surface. It is also linear and thus, dif-
ferent solutions can be linearly added to account for the sea state. According
to the first swell studies, it faithfully explains in situ observations of waves
in the absence of wind and current (Gain, 1918; Barber and Ursell, 1948;
Munk and Snodgrass, 1957; Munk et al., 1963; Snodgrass et al., 1966). In
the following section, the mathematical equations governing swell motion
are described to illustrate the properties of those linear waves.

2.1.1 Solutions

The particle flow is described by its coordinates in the horizontal plane
x = (x, y) and vertical position z as illustrated in Figure 2.1. Its speed is
given by their time derivative u = (u, v) and w. Displacements of the sea
surface along the vertical axis are described by variable ζ.

The wave motion is described by equation 2.1, given below. The hypoth-
esis and full development for obtaining it, using an Eulerian approach and
starting from the Navier-Stokes equations governing the wave dynamics, can
be found in Lamb (1932). Briefly, we recall that this development assumes
an incompressible fluid, with no viscosity, without current and with a flat
ocean bottom.

∂2φ

∂t2
+ g

∂φ

∂z
= 0, for z = 0 (2.1)

where φ is the speed potential and g, the Earth gravity.

Searching for the periodic solutions whose phase ϕ equals:

ϕ = k · x− ωt (2.2)
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Figure 2.1: Geometry of the fluid in motion

where, k is the wave vector;
k, the wavenumber. It satisfies k = 2π/λ;
λ, the wavelength;
ω, the wave pulsation. It satisfies ω = 2π/T ;
T , the wave period.

This linear approach is judged valid whenever the following conditions
are satisfied:

ε ≪ 1 and α ≪ 1 (2.3a)

with,
ε = ak and α = a/D (2.3b)

where, ε is proportional to the wave steepness a/λ;
a, the wave amplitude;
α, the relative wave amplitude with respect to the ocean depth.

In the end, the following dispersion relation is obtained:

ω2 = gk tanh(kD) (2.4)

where D is the water depth.

The particle motion, speed and pressure given by the periodical solutions
to this equation satisfy:

ζ = a cos (k · x− ωt) (2.5a)

u = a
k

k
ω
cosh (kz + kh)

sinh(kD)
cos (k · x− ωt) (2.5b)

w = aω
sinh (kz + kh)

sinh(kD)
cos (k · x− ωt) (2.5c)
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p = pH + ρwga
cosh (kz + kh)

cosh(kD)
cos (k · x− ωt) (2.5d)

with,
pH = −ρwg(z − ζ) + pa (2.5e)

where, pH is the mean hydrostatic pressure;
pa, the atmospheric pressure;
a, the wave amplitude at the water surface;
ρw, the water mass density;

The trajectory of a water particle thus approximately describes an el-
lipse and almost falls back to its initial position after each wave period. It
is referred to as orbital motion.

2.1.2 Phase and group velocity

The phase velocity C, is the speed of the wave crests. Using equation 2.4,
we establish the following relation:

C =
ω

k
=

λ

T
=

[
g

k
tanh(kD)

]1/2
(2.6)

This relation indicates that in deep water, long waves travel faster than
short waves. On the contrary, all waves travel at the same speed in shallow
waters: C =

√
gD.

The group velocity Cg, differs from the phase velocity in the way that it
defines the speed at which the energy is conveyed. It is defined by Cg = ∂ω/∂k,
which corresponds to the speed of a wave group. According to the dispersion
equation 2.4, we get:

Cg = C

[
1

2
+

kD

sinh(2kD)

]
(2.7)

For deep ocean, it equals half the phase velocity. In practice, an observer
traveling at group velocity would record a constant wavelength and be con-
tinuously overtaken by individual waves. This interesting phenomenon is
well known and was already mentioned in the Admiralty Navigation Man-
ual (1939), Vol. III:

If the motion of the first wave of the group is followed, it will be found
that this motion dies out and that the wave next behind takes the lead. If,
on the other hand, the last wave of the group is watched, another wave will
be seen to appear behind it. The new waves constantly rise in the rear as
rapidly and as constantly as those in the front dies out, so that the general
appearance of a group of waves remains unchanged.
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The grouping phenomenon results from the superposition of waves of
various yet close frequencies. Indeed, the surface elevation of two waves of
same amplitude propagating in the same direction with wavenumbers and
pulsations equal to k and k±∆k/2 and ω and ω ±∆ω/2, respectively, can
be written using the elementary trigonometric formula:

ζ = a cos(∆k · x−∆ωt) cos(k · x− ωt) (2.8)

The second term is well known and corresponds to the main periodic signal
while the first term corresponds to a slower modulation.

The dispersion works as a natural filter that separates waves according to
their frequency. Therefore, after several thousand kilometers of propagation,
swell spectra exhibit quite a narrow frequency width. Still, we suspect non-
linear wave-wave interactions, whose effect is recognized to be very effective
near the storm source region, to also modify the swell spectrum at greater
distances. These interactions are discussed in Section 2.2.3. The swell mod-
ulation into wave groups has been observed using spaceborne SAR imagery
by Dankert et al. (2003); Borge et al. (2004), thanks to the large wave mode
dataset provided by ERS-2. Defining the run-area as the sea surface re-
gion where there are contiguous waves higher than a given threshold height,
these studies have shown that the run-areas were almost always smaller than
1×1 km2, allowing the 10×5 km2-SAR wave mode products on-board ERS-2
or ENVISAT to image several entire swell groups.

2.1.3 Energy and significant wave height

The wave energy can be decomposed into constantly exchanging poten-
tial and kinetic components, thus explaining the name gravity waves. The
total wave energy Et, averaged over a wave period and integrated over the
water column is equal to:

Et = Ep + Ec

=

〈∫ ζ(x,t)

0
ρwgzdz

〉
+

〈∫ ζ(x,t)

−h

1

2
ρw

(
|u|2 + w2

)〉

= ρwg
〈
ζ2

〉
=
1

2
ρwga2 (2.9)

where −h is the ocean bottom coordinate on the vertical axis.

This total energy, expressed in [J.m−2], is proportional to the square of
the wave amplitude a, and independent of the water depth.

The case of a single frequency wave is over-simplified as compared to real
ocean conditions whose spectrum can exhibit a rather wide frequency range,
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with varying energy. Besides, one can wonder how this theoretical definition
can be used in practice. The concept of significant wave height was thus de-
veloped during World War II as part of a project aiming at forecasting wave
heights and periods. Studies at the Scripps Institution of Oceanography by
Munk (1944) showed that wave height estimated by observers corresponds
to the average height of the 20 to 40% highest waves. The term significant
wave height then evolved to become the average of the highest one-third of
the waves and noted Hs or H1/3.

Presently, significant wave height is calculated from measured wave dis-
placement. Then, if the wave spectrum has a narrow frequency range, which
is the case of swell, Hs is defined as a function of the standard deviation of
the sea surface displacement

〈
ζ2

〉
(Hoffman and Karst, 1975) by:

Hs = 4
〈
ζ2

〉1/2
(2.10)

In this case, the energy is related to the significant wave height by the
relation:

Et = ρwg
H2

s

16
(2.11)

2.1.4 Deep ocean propagation properties

Given the dispersion equation 2.4, the deep ocean is a good approxima-
tion near the sea surface as soon as D > λ/2. Then, in this specific case, the
main wave characteristics are summarized hereafter in Table 2.1.

Phase velocity C = ω
k =

λ
T =

g
2π T

Group velocity Cg =
∂ω
∂k =

C
2

Dispersion relation ω2 = gk

Wavelength λ = g
2π T 2

Energy E = ρwg
〈
ξ2

〉1/2
= 1

2ρwga2

Radius of particle orbit r = 1
2ae2πz/λ

Table 2.1: Linear wave characteristics according to Airy theory for deep
ocean, when wavelength λ is greater than half the water depth D.
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Applying Airy theory to the case of spherical geometry, it can be shown
that swells propagate on the globe following geodesics.

2.2 Generation of waves by wind

Long swells are generated by severe storms. During such events, the
strongest winds are found in a well defined region and for a limited time,
typically of the order of 12 to 24 hours. The ensemble of swell trains that
were all generated by this same meteorological event is referred to as a swell
field or swell system.

Swell field forecasting needs have been motivated by the colonial war
(1907-1912) for the prediction of best landing conditions on the coast of
Morocco (Gain, 1918). These military concerns were soon shared by com-
mercial shipping. Again, these forecasting needs regained interest for similar
reasons starting in 1943 for the amphibious landing on the coast of Morocco
and many other locations during the end of World War II (Sverdrup and
Munk, 1947). Following on these studies, prediction models using meteoro-
logical data were proposed by Darbyshire (1952) and Gelci et al. (1957).

Wind-wave generation and growth mechanisms are very complex and
many different theories have been and are still developed today to explain
them (Jeffreys, 1925; Phillips, 1957; Miles, 1957; West, 1982; Belcher and
Hunt, 1993). Rather than describing these different theories, we prefer to
focus on the empirical results measuring the phenomenon.

2.2.1 Wind-wave growth observations

As indicated by experiments, ocean waves are produced by the wind. The
stronger the wind, the longer it blows and the bigger the area over which
it blows, the longer and the higher the waves will be. For example, larger
waves can be observed on a lake than in a pond and in the ocean, waves
more than 20 m-high or 700 m-long exist. The fetch defines the distance
along which the wind blows with constant velocity and contributes to wave
generation. It can be rather difficult to estimate unless considering offshore
winds blowing perpendicularly to the coastline. Using this favorable wind
configuration, the sea surface spectrum evolution with fetch was recorded
during the JONSWAP campaign, in 1968. Such spectra are referred to as
fetch-limited as their shape depends on the fetch. On the opposite, if the wind
conditions remain steady for enough time, the wind-sea spectrum reaches
an asymptotic shape, independent from the fetch, referred to as a fully-
developed wind-sea spectrum. Examples of fetch-limited spectra are shown
on Figure 2.2.
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Figure 2.2: Sea surface spectra recorded on 15 September 1968 at 11Z during
the JONSWAP campaign. Figures indicate the fetch in kilometers. Taken
from Hasselmann et al. (1973).

As expected, the wave spectrum energy increases and the peak frequency
decreases with fetch. Also, for a given frequency, we observe that energy
rapidly increases and reaches a maximum when it equals the peak frequency
and then slowly decreases as the peak frequency keeps decreasing with fetch.
The fact that the energy level at peak frequency is higher than the one
given at the same frequency for a spectrum obtained for a longer fetch is
called the overshoot (Barnett and Sutherland, 1968). This pattern is absent
from previously proposed spectra of fully-developed wind-seas (Pierson and
Moskowitz, 1964). Donelan et al. (1985) have carried out other fetch lim-
ited experiments on Lake Ontario. The parameterization of the sea surface
spectrum energy they proposed reconciles the previous parameterizations
made by Pierson and Moskowitz (1964) and Hasselmann et al. (1973) by
representing the fetch-limited wind-sea spectrum as that of a fully-developed
wind-sea spectrum modulated by a peak enhancement factor that reproduces
the overshoot signal:

E(f) = αg2f−4fp
−1 exp


−

(
f

fp

)−4

 γΓ (2.12a)

with,

Γ = exp−(f − fp)
2

2ω2f2p
(2.12b)
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where, f is the frequency;
fp, the peak frequency;
γ, the peak enhancement factor;
ω, the peak width parameter;
g, the Earth gravity;
α, the equilibrium range parameter.

The equilibrium range is sometimes also called the rear face of the spec-
trum and refers to the range of frequencies greater than the peak frequency.
Within this range, the spectrum energy decrease proportionally to f−4 1 Let
θ be the angle between the wind and the wave directions and Cp, the peak
frequency phase velocity. Then, the aforementioned values are empirically
determined and given below for values of U10 cos θ/Cp ranging from 0.83
to 5:

α = 0.006(U10 cos θ/Cp)
0.55 (2.13a)

ω = 0.08

[
1 +

4

(U10 cos θ/Cp)
3

]
(2.13b)

γ =

{
1.7, if 0.83 < U10 cos θ/Cp < 1

1.7 + 6.0 log (U10 cos θ/Cp) , if 1 ≤ U10 cos θ/Cp < 5
(2.13c)

More recently, the evolution of the peak frequency and wind-sea energy
with respect to the fetch have been measured during the SHOWEX cam-
paign that took place in North Carolina in 1999. To compare the evolution
of the peak parameters they obtained to that given by other fetch-limited
experiments, like JONSWAP, dimensionless parameters first proposed by
Sverdrup and Munk (1947) are introduced. It applies to the total wind-sea
energy E, the wave peak frequency fp, the fetch X, the time for which the
wind has blown t, and the 10 m-high wind speed 2 U10:

X∗ =
gX

U10
2 (2.14a)

t∗ =
gt

U10
(2.14b)

f∗
p =

U10
gTp

(2.14c)

1. This decrease was also studied by Long and Resio (2007) by analyzing the Currituck
Sound data and found both a decrease proportionally to f−4 and f−5 depending on the
frequency range in the spectrum.

2. Choosing to quantify the wind forcing with U10 may be criticized since the friction
velocity, U∗, is expected to be more relevant. However, many more observations rather
provide U10.
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E∗ =
g2E

U10
4 (2.14d)

with,
E = Hs

2/16 (2.14e)

where g is the Earth gravity and E, the wave energy.

The SHOWEX observations are shown on Figure 2.3 together with other
empirical laws, given by previous datasets. They indicate that the wind-sea

Figure 2.3: Wind-wave growth measurements with fetch from the SHOWEX
campaign. The wind was not completely perpendicular to the coastline but
made a 20◦ angle with respect to this direction, thereby producing a double-
peak wind-sea for short fetches. Therefore, close to the coast, a high fre-
quency part of the wind-sea, in the wind direction (red disks), can be sepa-
rated from the overall wind-sea (black disks). Other empirical laws are given
by Kahma and Calkoen (1992), the JONSWAP campaign, Kahma (1981)
and the fully-developed wind-sea given by Alves et al. (2003). Taken from
Ardhuin (2011).

total energy continuously increases and the peak frequency decreases with
fetch. However, for very large values of X∗, they tend towards asymptotic
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values. In practice, it is very difficult to obtain steady wind conditions over
sufficiently great distances. Still, with careful data selection subsequently
validated by Alves et al. (2003), Pierson and Moskowitz (1964) gave esti-
mates of these asymptotic values: E∗ = 0.00402 and f∗

p = 0.123.

Many growth curve observations exist in the bibliography and only a
few of them are presented here. For further details, more references can be
found in Holthuijsen (1980).

2.2.2 Wave age and wave growth laws

Another and more convenient way to describe the wave development
is the wave age, equal to Cp/U10. As the peak frequency decreases with
the fetch, so does the peak frequency phase velocity, Cp, which is equal to
g/(2πfp) in deep water. Thanks to this parameter, young wind-seas, with
little wave age, that are still actively wind-generated can be separated from
old wind-seas, whose wave age approaches 1.2 and on which the wind has
almost no effect anymore. Analyses from Pierson and Moskowitz (1964) and
Donelan et al. (1992) indicate that wave growth stops when Cp/U10 > 1.2.
At this point, individual waves travel faster than the wind. Figure 2.4 gives
an example of sea surface spectrum measured by an in situ buoy showing
swells as well as young and old wind-seas.

The spectrum contains several wave systems: two swells coming from
North and South-West directions with peak wavelength of 366 and 370 m,
respectively, and an old and young wind-sea coming from South and South-
South-East directions with peak wavelength of 151 and 77 m, respectively.
At the same time, the wind is blowing from that very last direction at
a speed ranging between 5 and 8 m.s−1 as indicated by QuikScat measure-
ments (wind speed buoy measurements were not available for that time). The
larger directional spreading and the larger frequency width of the wind-sea
spectral peak compared to that of the swells results from the shorter dis-
tance to the storm source and the longer propagation time.

Given the wind speed and the fetch over which the wind has blown, wave
energy and peak frequency can be approximately estimated as follows:

Cp/U10 ≃ 1.2

(
min

{
X∗

X∗
0

, 1

})0.33
(2.15a)

Hs ≃ 0.26
U2
10

g

(
min

{
X∗

X∗
0

, 1

})0.5
(2.15b)

where X∗
0 = 2.2× 104.
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Figure 2.4: Sea surface spectrum measured by the buoy ’Stratus’ (WMO
32012) operated by Woods Hole Oceanographic Institution (WHOI) and
moored 1500 km off the coast of Chile, at -19,7◦N, -85.5◦E on 6 January
2008 at 15Z.

Slightly different relations have been published and the coefficients may
significantly vary from one to another (Kahma and Calkoen, 1992). These
differences are attributed to variations of the boundary layer stability and/or
to the simplified hypothesis of uniform and constant wind, whose direction
is supposed perpendicular to a straight coastline but which is never com-
pletely fulfilled.

So far, only fetch limitation has been discussed but the wind-wave growth
may also be limited by the time for which the wind has blown. If t∗ <
105, then wave age and height can be approximated by replacing X∗ by
X ′ = (t∗/70)1.3. Because wind-sea development can be limited by both time
and fetch, one should estimate the wave age and height given by both ap-
proaches and choose the limitation giving the smaller values of peak fre-
quency and significant swell height.

2.2.3 Non-linear wave-wave interactions

Ocean waves are not exactly linear. Non linear terms that were first
neglected in Airy theory can indeed explain important energy transfers be-
tween the different components of the wave spectrum by wave-wave interac-
tions (Phillips, 1960; Hasselmann, 1961; Longuet-Higgins and Phillips, 1962;
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Hasselmann, 1963, 1966; Zakharov, 1968). In deep water, only interactions
to the forth order are significant. Furthermore, significant energy transfers
require that the time and distance over which waves interact are large com-
pared to the wave periods and wavelengths. These interactions between four
waves are considered to be the dominant phenomenon in shifting energy to
longer waves.

2.3 Swell propagation in deep ocean

In this section, the ability of swell systems to propagate over several
thousand kilometers is exposed successively discussing the typical spectral
time series signature of a swell system at a given location.

2.3.1 Storm sources

Using the swell dispersion properties evidenced in Section 2.1 (equations
2.6 and 2.7), arrival times records at a fixed location of the various frequency
components belonging to the same swell field can indicate the distance D,
separating the storm source from the observation point:

D =
g

4π

(
∆fp

∆t

)−1

(2.16)

where, g is the Earth gravity;
∆fp, the recorded peak frequency difference during the time
interval ∆t.

A typical example of sea surface spectrum evolution with a swell arrival
is given on Figure 2.5.

This approach assumes a point source, that is, a small storm angular
aperture as seen from the observation point, and a short storm event life-
time compared to the swell observation period. However, this may not be
valid whenever close to the storm source. In such cases, Gjevik et al. (1988)
have shown that, for a given swell field, the lowest and highest frequency
measurements of the swell spectrum at a fixed location could be used to
determine the storm source lifetime.

Thanks to swell dispersion and using pressure recorders placed on the
sea bed, early swell observations made by Barber and Ursell (1948) and
Munk and Snodgrass (1957) indicated the measured swell had been gener-
ated, in angular distance, about 100◦ and 130◦ away from the recording
location, respectively. Similarly, Munk et al. (1963) even recorded a swell
whose generation region turned out to be antipodal. Clearly, these obser-
vations indicate that swell energy can decay very slowly with propagation.
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Figure 2.5: Energy and mean direction spectrum measured in situ by the
Christmas Island buoy (World Meteorological Organization (WMO) num-
ber 51028). Contours, equally spaced from 0.1 to 1.4, indicate the natural
logarithm of the spectral energy density. Colors indicate the mean arrival
direction at each frequency. Main swell signal is highlighted by black and
white dashed line. Taken from Collard et al. (2009).

The great space and time consistency of a swell system give the possibil-
ity to observe this very same phenomenon over large time periods and/or
distances.

2.3.2 Swell energy decay

As already mentioned, outside of island shadows and in the absence of
currents, swell propagates at group velocity and along geodesics in deep wa-
ter. But one can wonder how its energy varies.

Considering a dissipation-free propagation, and in the absence of cur-
rents, continents and islands, the only phenomena modifying the swell energy
are angular spreading, acting in transverse direction, and frequency disper-
sion, acting in radial direction. Collard et al. (2009) have demonstrated that
far enough from the storm source and given the significant swell height at
an angular great-circle distance α0 from the storm source, its value could be
estimated at any other position, α, as follows:

H free
s (α) = Hs (α0)

√
α0 sin (α0)

α sin (α)
(2.17)

This behavior corresponds to an asymptotic trend and it may not be
well reproduced whenever too close from the storm source. In practice, for
a 1,000 km-wide storm region, the threshold distance from the source for
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which this energy decay model is judged valid is 4,000 km. However, this
limit is expected to vary depending on the storm region extension.

2.3.3 Energy dissipation

In the previous description of the swell energy decay, the propagation
is assumed to be dissipation-free. However, experiments indicate that swell
energy can indeed dissipate during propagation. Following 13 s period swell
at different locations along the swell field path, Snodgrass et al. (1966) mea-
sured an e-folding scale Le, of 5,000 km meaning that the swell energy is
divided by e = 2.718... every 5,000 km. For larger periods, Snodgrass et al.
(1966) could only conclude that Le was larger, possibly infinite.

First, swell propagation is limited by air viscosity. A theoretical upper
bound of Le is given by Dore (1978):

Le,max =
ρwg2

4ρaω3
√
2νaω

(2.18)

where, ρw and ρa are the water and air density, respectively;
νa, the air viscosity.

For a peak period of 13 s, Le,max = 45,000 km which means that over a
realistic propagation distance of 10,000 km, which corresponds to an angular
distance of 90◦, the energy of 13 s swells is only reduced by 25%.

Following the propagation of a fixed period swell with measurements
given by the SAR wave mode of ENVISAT more than 4,000 km away from
the storm source, Collard et al. (2009) have measured the deviation of the
swell energy with respect to the expected energy decay described by equation
2.18. These deviations are attributed to a dissipation of the swell energy, Es,
at a rate µ defined by:

µ = − 1
R

(dEsα sinα) /dα

Esα sinα
(2.19a)

then,

Le =
1

µ
(2.19b)

and,

Hs (α) = H free
s (α) exp

(
−µ

α − α0
2

)

= Hs (α0)

√
α0 sin (α0)

α sin (α)
exp

(
−µ

α − α0
2

)
(2.19c)
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where R is the Earth radius.

Using SAR wave mode, observations of the swell field generated by a
storm occurring on 12 February 2007 in the North Pacific Ocean were gath-
ered. Significant swell height measurements of the same peak period swell
along its propagation path are shown on Figure 2.6. The dissipation rate
that best reproduces the energy decay can be estimated, as well as the ex-
trapolated significant swell height at 4,000 km. For the associated dissipation
rate, Collard et al. (2009) found 3.1× 10−7 < µ < 4.0× 10−7 m−1 for a 68%
confidence level. These values of µ are more than twice larger than those
reported by Snodgrass et al. (1966) for smaller amplitude swells. Using the
same approach over 22 storm events, Ardhuin et al. (2009) found that µ
increases with respect to wave steepness, as shown on Figure 2.7.

Figure 2.6: (a) Location of SAR observations with a 15 s peak period swell
system corresponding to a storm occurring on 12 February 2007, with out-
going directions of 74 to 90◦. The same swell was also observed at all buoys
from 46075 off western Alaska to 51001 in Hawaii. The dash-dotted line
represents great circles leaving the storm source with directions 42, 59, 74,
90 and 106◦. (b) Observed swell wave height as a function of distance to
storm source. The solid lines represent theoretical decays using no dissipa-
tion (blue) or the fitted linear dissipation (green) for swells observation of
the swell field presented in (a). Outlined dots are the observations used in the
fitting procedure. Error bars show one standard deviation of the expected
error on each SAR measurement. Taken from Collard et al. (2009).

There is no consensus on the plausible causes of the loss of swell energy
(WISE Group, 2007). Observations suggest that some swell momentum is
lost to the atmosphere (Grachev and Fairall, 2001) because of the reversal
of the wind stress induced by swell motion relatively to the atmospheric
boundary layer. The energy loss increase with wave steepness may be ex-
plained by a transition from a laminar to a turbulent flow of the air-side
boundary layer (Ardhuin et al., 2009).
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Figure 2.7: Using 22 swell events, estimated linear dissipation rate as a
function of the initial significant slope, ratio of the significant swell height
and peak wavelength, Hs/λ, taken 4,000 km from the storm center, for a
variety of peak swell periods (colors). Negative values of µ would correspond
to a gain of energy. Instead, they are attributed to estimation errors due to
storm shapes different from those assumed by Collard et al. (2009). Taken
from Ardhuin et al. (2009).



72 2.4. Conclusion

2.4 Conclusion

Using Airy theory, we have shown that in the absence of currents and in
deep water, gravity waves propagate following geodesics on a globe. Along
their path, individual waves propagate at phase velocity which is propor-
tional to Earth gravity and wave period, whereas wave energy is shown to
propagate at group velocity, twice smaller than that of individual waves. As
confirmed by early observations, this theory particularly well explains the
dispersive propagation of ocean swell systems away from their storm source
region.

Then, we have exposed wind-wave growth observations during fetch-
limited experiments. For a given fetch, the wave spectrum energy is maxi-
mum at peak frequency and diminishes slowly when moving toward higher
frequencies and rapidly toward smaller frequencies. Under the influence of
non-linear wave-wave interactions and with increasing fetch, some energy
is transferred toward higher and smaller frequencies. As the wind keeps on
blowing and with increasing fetch, the peak period and associated energy
increase as well. Parameterizations reproducing the overall shape of the 1D
wave spectrum as proposed by Long and Resio (2007) assume the slow en-
ergy decay for frequencies higher than the peak frequency to be proportional
to f−4. Further, we have defined the wave age and shown that it constitutes
an interesting parameter for the characterization of the waves’ development
stage with respect to the wind conditions. In particular, wind wave growth
seems to vanish as wave age approaches 1.2 and the wave spectrum reaches
an asymptotic peak period and energy that can be determined using the
dimensionless approach proposed by Sverdrup and Munk (1947).

Once waves have outrun their generation area, they propagate freely
and are referred to as swell. Assuming a point source, their energy decay is
governed by angular spreading and frequency dispersion. Far enough from
their generation region, the swell energy varies proportionally to 1/ (α sinα),
where α is the spherical distance from the storm source. On top of this,
SAR wave mode measurements have revealed the energy dissipation of cer-
tain swell fields with respect to this expected energy decay. The dissipation
importance from one swell field to another seems to be directly related to
the swell steepness which could be explained by a loss of swell momentum
to the atmosphere.

The present chapter has presented the expected behavior of swell fields
along their propagation assuming absence of currents, deep ocean propa-
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gation and point source were made. Hence, for a given storm source and
direction of swell propagation, it is not possible to describe swell main char-
acteristics in island shadows even though swell swell may still be present
in these regions because of swell refraction and/or diffraction. Additionally,
the point source assumption may be quite far from reality. Indeed, long-
lived and/or large extended storms are regularly observed at high latitudes
in the Southern Hemisphere. Therefore, the energy decay model we use, for
1,000 km wide storm regions, may probably not be valid anymore and will
need to be adapted to these particular cases. The dependency of the swell
energy decay with respect to the size of the associated storm region could
be studied using the 15 year-long SAR wave mode data archive we dispose
of thanks to ENVISAT and ERS-2 missions and the methodology developed
in Chapter 5.
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Using the SAR-ocean wave inversion presented in Chapter 1, swell spec-
tra can be estimated from the SAR images. The goal of this chapter is to
assess the accuracy of the SAR estimated swell integral parameters, namely
significant swell height, peak propagation direction and peak period, before
using them for further analysis in Chapters 5 and 6. Even though previous
studies by Johnsen and Collard (2004) and Collard et al. (2009) have al-
ready published these parameters estimation accuracy, we propose a more
detailed error characterization and a quite different comparison method that
can also be used to further validate the synthetic swell field concept exposed
in Chapter 6. This way, we dispose of an homogeneous comparison method-
ology to estimate the statistical improvements brought by the new concept
developed in that forthcoming chapter with respect to the performances of
the SAR swell measurements hereafter presented.

First, the in situ dataset used for the validation of SAR swell mea-
surements is presented. Second, we describe the methodology adopted for
comparing directional spectra given by SAR and buoys. Third, measurement
statistics are discussed and main sources of error highlighted.

3.1 Buoy dataset

3.1.1 Wave measurements

3.1.1.1 Using moored buoys

Today, many instruments can be used for measuring ocean waves. Early
wave heights records were done by human observers (Navy, 1981) but nowa-
days, accelerometers placed on moored buoys are the most common technol-
ogy. The vertical displacement is given by the vertical acceleration double
integration. For large buoys, such as the NDBC discus buoys 1 with addi-
tional measurements of buoy pitch and roll, east-west slope and north-south
slope can be computed, allowing for wave direction estimation. These are
called heave/pitch/roll buoys. For smaller buoys, like the Datawell Direc-
tional Waverider, this information is retrieved from the buoy precise position
(using GPS or Galileo), which gives the horizontal acceleration. In addition
to this, the buoy azimuth given by a compass indicates the buoy orientation
with respect to the magnetic North. Then, with the magnetic declination,
direction estimates with respect to true North are available. Buoy measure-
ment main limitations come from the fact that wavelengths smaller than the
buoy’s diameter cannot be sensed but in our case, this is not an issue since
we consider much longer waves.

1. Steel circular hulled buoys whose diameter comes in three sizes: 12, 10 and 3 m.
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Looking at swells whose frequency ranges between 0.06 and 0.14 Hz,
measurements comparison between NDBC 3-m discus buoys and Datawell
Directional Waverider buoys indicates good estimates of the wave energy
and directional parameters for a wide range of wave conditions O’Reilly
et al. (1996). Though, compared to the NDBC buoys, directional spread
and skewness are significantly better estimated by the Datawell buoys.

3.1.1.2 Data archival

Once the directional wave spectrum has been measured, the information
it contains is generally summarized for archival reasons by the first Fourier
coefficients and their associated energy, given for each frequency bin. Some
instruments are able to provide valuable information to high order coeffi-
cients but for heave/pitch/roll buoys, the first four Fourier coefficients only
are archived: a1, a2, b1 and b2, thus providing potentially information on
the two most energetic wave systems for each frequency bin. They are also
called angular moments and obtained from the measured directional spec-
trum S(f, θ), using the following formula:

a1(f) =

∫ 2π
0 S(f, θ) cos θdθ

∫ 2π
0 S(f, θ)dθ

(3.1a)

b1(f) =

∫ 2π
0 S(f, θ) sin θdθ

∫ 2π
0 S(f, θ)dθ

(3.1b)

a1(f) =

∫ 2π
0 S(f, θ) cos 2θdθ

∫ 2π
0 S(f, θ)dθ

(3.1c)

b1(f) =

∫ 2π
0 S(f, θ) sin 2θdθ

∫ 2π
0 S(f, θ)dθ

(3.1d)

where, f is the frequency;
θ, the direction.

In a different way, the NDBC data are archived using the mean and
principal wave directions, α1 and α2 and the first and second normalized
polar coordinates, r1 and r2, of the Fourier coefficients. They are related
with the angular moments by:

a1(f) = r1(f) cosα1(f) (3.2a)

b1(f) = r1(f) sinα1(f) (3.2b)

a2(f) = r2(f) cos 2α2(f) (3.2c)

b2(f) = r2(f) sin 2α2(f) (3.2d)
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3.1.1.3 Spectrum reconstruction

Then, the directional wave spectra can be then recovered from the Fourier
coefficients, a1, a2, b1 and b2, and their associated energy, E(f), expressed
in [m2Hz−1] using the Maximum Entropy Method (MEM) developed by Ly-
gre and Krogstad (1986). Compared to other estimation methods such as
the Maximum Likelihood Method (MLM) developed by Borgman (1982),
the MEM algorithm has the advantage of conserving the Fourier coefficients
given in inputs. Though, for noisy measurements, the MEM algorithm may
unnaturally split energy peaks (Benoit et al., 1997). Post-processing tech-
niques like spectral peaks merging or smoothing spectra may correct for it
as further described (cf. Subsection 3.3.1, page 86). Up to now, the MEM
algorithm is admitted to be the most accurate reconstruction method of
directional spectra. Even though we are going to use the same notation,
S(f, θ), for the reconstructed spectrum and the one originally measured by
the instrument, they are not rigorously the same. This partly comes from
the reconstruction algorithm and also from the fact that the instrument is
only able to measure the first two angular moments. Therefore, for complex
sea state situations where more than two swell systems are present, the asso-
ciated reconstructed spectrum may not properly render each swell partition.

The total significant wave height is directly calculated from the buoy
spectral energy as:

Hstot
= 4

(∫
E(f)df

)1/2
(3.3)

If one is interested in the significant wave height of a particular region of
the spectrum, Rf,θ, it can be calculated as follows:

Hspart
= 4

(∫∫

Rf,θ

S(f, θ)dfdθ

)1/2
(3.4)

3.1.2 Buoy networks

For this validation, we can rely on several quality-controlled buoy net-
works, among which:
– NODC: the National Oceanographic Data Center, which is responsible
for the National Data Buoy Center (NDBC) buoy network archival,
whose buoys are located in the Atlantic and Pacific Ocean;

– CDIP: the Coastal Data Information Program, which mainly concerns
coastal buoys around North America and Pacific Islands;

– UKMO: the United Kingdom Meteorological Office, whose observa-
tional buoys are located in the eastern North Atlantic Ocean;
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– OPPE: the Spanish acronym for the National Harbor Organization,
whose buoys are located in the vicinity of Spanish coasts.

There are known differences between measurements from different buoy
networks (Cotton, 1998; Durrant et al., 2009). For instance, comparisons
with altimetric data indicate that UKMO over-estimates the significant wave
height compared to the NDBC data by 4% to 6%. These differences can dif-
ficultly be ascribed to a particular cause which could be environmental, a
function of the buoy platform, or of the instrument calibration. More pre-
cisely, focusing on the NDBC discus buoys, Cotton (1998) proved that this
variability was independent from the buoy size. The NDBC accuracy re-
quirements are given below:

Significant wave height 0.2 m or ±10%
Peak period ±1 s
Energy-weighted wave direction ±10◦

Table 3.1: NDBC accuracy requirements for NDBC discus buoys.

For every single buoy, directional spectral measurements are given every
hour, after a 20 minute-long record.

3.2 SAR dataset

3.2.1 Data quality

The SAR dataset is composed of the SAR Level-2 wave mode products,
here denoted SAR L2 products. They are obtained thanks to the ocean spec-
tra retrieval scheme presented in Chapter 1. They are processed and archived
at the Center for Satellite Exploitation and Research (CERSAT), located at
IFREMER in Brest, using the processing scheme described by Johnsen and
Collard (2004). These products contain an estimation of SAR ocean wave
directional spectra with 10◦ resolution in directions and a discretization over
24 exponentially spaced wavenumbers ranging from 30 to 800 meters.

Each spectrum comes with a quality flag, based on the propagation direc-
tion ambiguity 2, the normalized variance and the value of the swell azimuth
wavenumber with respect to the azimuth cut-off. The quality flag indicates
how reliable the wave spectrum is:

– 0 - probably good spectrum: there is no propagation direction am-
biguity, the image normalized variance is smaller than 1.5 and the

2. Its estimation is detailed in Chapter 1, page 45.
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swell azimuth wavenumber is smaller than 75% of the azimuth cut-off
wavenumber;

– 1 - probably good spectrum but 180◦ ambiguous spectrum: the prop-
agation direction is ambiguous but still, image normalized variance is
smaller than 1.5 and swell azimuth wavenumber is smaller than 75%
of the azimuth cut-off wavenumber;

– 2 - probably bad spectrum: the propagation direction is ambiguous.
Besides, either normalized variance is larger than 1.5 or swell azimuth
wavenumber is larger than 75% of the azimuth cut-off wavenumber.

For this validation study, only best quality observations are considered.
Figure 3.1 illustrates the percentage of spectra with the best quality flag
retrieved from ASAR instrument from 2003 till the end of 2009. It indicates
a quite stable number of about 62%. The remaining 38% are composed of
32% of ambiguously retrieved spectra and of 6% of bad quality wave spectra,
mostly caused by non-wave signature on SAR images, among which 2% are
due to partial land coverage within the image.

Figure 3.1: Quality levels of SAR L2 unambiguous spectra dataset for EN-
VISAT from 2002 to 2009. After the Wave Data Quality Report (2010), part
of the GlobWave ESA funded project.

The main criticism to this data handling is that directional ambiguity
is estimated over the entire swell spectrum, which would imply that a sin-
gle swell system is imaged by the SAR. However, in 50% cases, a second
independent swell system is imaged by the SAR. Theses two swells can be
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spectrally separated using a partitioning algorithm 3. Such methods sepa-
rate a wave spectrum containing several wave systems into as many spectral
parts, referred to as partitions. Once this operation is achieved, each spec-
tral partition can be treated independently. Specifically, the 180◦ ambiguity
analysis and the swell azimuth wavenumber criterion are applied for each
spectral partition. Not only does it allow us to extract the additional in-
formation related to the second swell partition, but it also gives a better
estimation of the azimuth wavenumber and directional ambiguity criterion.
Indeed, the phase shift of the backscattered signal caused by the swell mo-
tion can be calculated for the spectral partition of interest alone and, if the
swell peak directions and periods are different enough, one system’s phase
shift is not impacted by the presence of the other one.

SAR L2 products processed with this partition-specific approach are de-
noted SAR L2P products, for Level-2 Partition products. This operation has
been applied to data from 2002 onward. For each spectrum, the percentage
of partitions retrieved from the SAR L2P wave spectra with best quality
flag reaches an average of 72% for the most energetic partition and 51% for
the second most energetic partition. Compared to the previous approach,
the number of retrieved partitions is doubled. Also, it appears that the most
energetic wave partition has lower propagation direction ambiguity.

3.2.2 Data Correction

Previous validation studies have shown that the significant swell height
was biased. For instance, Collard et al. (2009) noticed that it was primarily
a function of the swell height and wind speed, increasing with height and
decreasing with wind speed. It is estimated as follows:

bH = 0.11 + 0.1Hss − 0.1max {0, U10 − 7} (3.5)

where, U10 is the 10 m-high wind speed measured by the SAR;
Hss, the significant swell height.

A more detailed analysis with an extended SAR-buoy co-located dataset
has been initiated within the GlobWave project 4. Comparison with the
NODC buoy network indicates that the significant swell height is over-
estimated for short swells. Consequently, within the GlobWave project, a
corrected form of the significant swell height is proposed:

H ′
ss = Hss

(
0.215 +

λp

670

)
+ 0.05max {(U10 − 7) , 0} − 0.05 (3.6)

3. Detailed in Subsection 3.3.1, page 86.
4. An initiative funded by the European Space Agency (ESA). One of its main objective

is to provide a uniform, harmonized, quality controlled, multi-sensor set of satellite wave
data and ancillary information, thereby allowing inter-comparison of different wave data
sources.
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Also, the SAR L2P validation with the GlobWave project shows that the
swell wavelength is over-estimated for short swell while it is under-estimated
for long swell. The following wavelength correction is thus proposed:

λ′
p = 1.14λp − 61 (3.7)

3.3 Methodology

The validation process is split in three main steps: spectral partition-
ing, integral parameters’ estimation and peak-to-peak association between
partitions from SAR and buoy spectra.

3.3.1 Spectral partitioning

Accumulated every hour for decades, directional ocean wave spectra
archives can reach a very large amount of information. For both archival
and interpretations purposes, swell integral parameters are a good solution
since they considerably reduce the amount of information to store and still
suitably describe the main characteristics of a wave spectrum. However,
if composed of several simultaneous wave systems, the integral parameters
have to be estimated over each partition rather than over the whole spec-
trum, which requires a previous step: spectral partitioning.

First introduced by Gerling (1992), further developments were brought
by (Brüning et al., 1994; Brüning and Hasselmann, 1994; Hasselmann et al.,
1996; Young and Glowacki, 1996; Voorrips et al., 1997; Hanson and Phillips,
2001). These improved versions have proven more robust and can be a ben-
efit to data assimilation which require spectral comparisons from different
sources like in situ buoys and numerical models. Our approach is inspired
from the method proposed by Portilla et al. (2009). It comes in three steps:

1. 2D noise removal,
2. Watershed algorithm,
3. Merging partitions with poor contrast.

3.3.1.1 2D noise-removal

If no filtering is applied, 2D ocean wave spectra are quite noisy, which
makes partitioning difficult. The proposed operation consists of a 2D dis-
crete convolution between the spectrum and a convolution kernel, hereby
averaging immediate neighbors of the central bin.

In order not to modify the spectrum energy, it is crucial to take into
account the fact that frequency discretization is not necessarily even over
the spectrum. Indeed, it is refined for small scales and usually follows a
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geometric suite. Therefore, prior to any convolution, the ocean wave spec-
trum is successively multiplied by a vector N to convert the wave spectrum,
S(f, θ), expressed in [m2Hz−1] to S1(f, θ), expressed in [m2]. It is then con-
voluted by K to get S2(f, θ) and finally multiplied by N ′ to obtain S3(f, θ),
in [m2Hz−1]. These operations are described by:

S1(f, θ) = S(f, θ)N(f) with Nj = dfj (3.8a)

S2(f, θ) = K(m, n)⊗ S1(f, θ) (3.8b)

=
1∑

m=−1

1∑

n=−1

K(m, n)S1(f − m, θ − n) (3.8c)

S3(f, θ) = S2(f, θ)N ′(f) with N ′
j = 1/dfj (3.8d)

where the operator ⊗ indicates a convolution.

For K, we choose a 3×3 kernel with 8-connectivity as opposed to 4-
connectivity to further smooth the wave spectrum energy. Still, to avoid
loosing relevant information because of excessive smoothing, the kernel co-
efficients are chosen so that they enhance the central bin as shown below:

K =
1

a



1./

√
2 1 1./

√
2

1 2 1

1./
√
2 1 1./

√
2


 (3.9)

where a = 6 + 4/
√
2, so that the

∑
ij Kij = 1.

As opposed to the filtering proposed by Portilla et al. (2009), we perform
this step only once to avoid excessive smoothing.

3.3.1.2 Watershed algorithm

This algorithm partitions a wave spectrum into independent wave sys-
tems in term of water catchment areas. It was first introduced by Brüning
et al. (1994) and further developed by Hasselmann et al. (1996). It is based
on the idea that the wave spectrum can be seen as an inverted topography.
Wave systems are then defined in the spectral domain by all the grid points
whose run-off drains into local inverted peak. Mathematically speaking, a
grid point is assigned to the same wave system as its immediate steepest
ascent neighbors, considering 4- or 8-connectivity. In the end, a grid point
whose energy is higher than all its neighbors defines a local peak and a
wave system. In our approach, we choose 8-connectivity which makes the
algorithm less sensitive to noise. Though, as the spectrum has already been
smoothed, this choice has a very minor impact on partitioning.
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The corresponding algorithm is often denoted watershed. The level of
partitioning detail is determined by the maximum spectrum energy. There-
fore, all our spectra are normalized so that their maximum equals 200 before
ingestion by the watershed algorithm. Figure 3.2 illustrates this partitioning
scheme.

Figure 3.2: Example of a partitioned sea surface spectrum measured by
the buoy ’Stratus’ (WMO51028), operated by Woods Hole Oceanographic
Institution (WHOI) and moored 1500 km off the coast of Chile, at -19,7◦N,
-85.5◦E on 6 January 2008 at 15Z. The spectrum partitioning, delimited by
gray solid lines, exhibit five wave systems: two swells coming from North and
South-West directions with peak wavelength of 366 and 370 m, respectively,
and an old and two young wind-seas coming from South and South-South
directions with peak wavelength of 151 and 77 and 57 m, respectively.

Even if this algorithm has sprung out from Gerling’s algorithm (Gerling,
1992), the original one developed by Gerling was quite different. Up to now,
there is no dedicated study comparing Gerling’s and Hasselmann’s partition-
ing scheme but it seems that the latter may be more robust (Aarnes and
Krogstad, 2001) and thus more appropriate for comparing spectra measured
by different instruments.

Speed of partitioning algorithm is also important, especially when ap-
plied to a wave model used for early warning applications for instance. In
that case, it is relevant to look at efficient watershed algorithms such as
those developed by Vincent and Soille (1991).
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3.3.1.3 Merging partitions with poor contrast

This step consists in merging partitions that have poor contrast, so as to
avoid splitting a wave system because of spectral noise and/or miscellaneous
spectral reconstruction caused by the MEM algorithm. More explicitly, this
criterion estimates if the valley between two peaks is sufficiently pronounced
or not. If it reaches a threshold percentage of the smaller peak energy, then
the partitions are merged. We have chosen to fix this threshold to 85%, simi-
larly to what is done by Hasselmann et al. (1996). This process is illustrated
in Figure 3.3.

3.3.1.4 Assumption

Looking at wave spectra such as the one displayed on Figure 3.2, we can
see that the frequency width and the directional spreading can be rather
large, especially when considering wind-sea partitions. Therefore, whenever
several wave systems are present, their spectral domain can overlap. On the
other hand, partitioning algorithms behave as if there were no intersection
between each wave system’s spectral domain. The boundary drawn by the
watershed partitioning algorithm between two adjacent wave systems cor-
responds to the region where the energy components of each partitions are
equal. Thus, two adjacent partitions will each contain part of the other wave
system’s spectral tail. We assume that this erroneously attributed energy is
equal for each partition. Other studies have tried different approaches. For
example, Kerbiriou et al. (2007) have proposed to fit a JONSWAP-like spec-
trum to the one measured to recover each partition spectral tail. We have
chosen not to do so since such spectra are more adapted to wind-sea than to
swell. Therefore, the JONSWAP parametrization may not be appropriate.

3.3.2 Integral parameter estimation

Now that the wave system partitions are defined, we estimate integral
parameters for each of them: the significant swell height, Hss, the peak
direction, Dp, and the peak period Tp. The significant swell height is defined
as:

Hss = 4

(∫∫

RP

S(f, θ)dfdθ

)1/2
(3.10)

where RP is the spectral domain of the swell partition.

The swell peak period is defined as the energy-weighted average period
around ±22% of the frequency of maximum energy. Likewise, the peak di-
rection is defined as the energy-weighted average direction within 30◦ of the
direction of maximum energy.
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In addition to these parameters, we also retrieve the partition peak-to-
boundary energy ratio, denoted Rpb. It is equal to the partition peak energy
divided by the maximum energy met along the partition’s boundary. For
large values of Rpb, the swell partition is well isolated from other partitions
or very predominant compared to them while for small values of Rpb, the
swell system peak is not very clear and adjacent to other swell systems. We
expect to better estimate swell partitions with high values of Rpb.

3.3.3 Peak-to-peak association

Once the SAR and buoy spectra have been partitioned and before com-
paring them, ones’ instrument partition has to be associated to the corre-
sponding one as seen by the other instrument. Indeed, SAR spectra may
contain several swell partitions and it is crucial to know to which partition
of the buoy spectrum it corresponds to. This association is always based
on the SAR spectrum since the buoy can measure wind-sea conditions that
may not be seen by the SAR because of the azimuth cut-off.

To compare two partitions, P1 and P2, we define a spectral distance,
S(P1, P2):

S(P1, P2) =
1

q

(
|D1 − D2| mod 360 + 2

|T1 − T2|
T1 + T2

r

)
(3.11)

with,
q = 60 and r = 250

where, Di refers to the peak propagation direction of each partition;
Ti, to the peak period of each partition.

Other spectral distances have been proposed in the past (e.g. Delpey
et al., 2010), though, the weight given to the direction with regard to the
relative frequency was not satisfactory. On the opposite, factor r gives the
possibility to modulate the relative importance of the peak period with re-
gard to the direction of propagation. Its value was chosen so that 20◦ errors
in direction are equivalent to 8% errors in period, which are approximately
the expected accuracies of SAR swell measurements. Other Additionally,
factor q was chosen for convenience, so that a 30◦ error in direction and 12%
in period give a spectral distance equal to one.

Given a SAR partition, the spectral distance is estimated for all possible
buoy partition associations. The peak-to-peak association is then determined
by the shortest spectral distance.

Following this association, some significant differences between the inte-
gral parameters of the SAR, and buoy associated partitions may arise due
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the fact that the buoy measurements are limited to the first four Fourier
coefficients. To tackle this issue, Hanson and Phillips (2001) have proposed
to use the buoy partition and to apply it to the other wave spectrum. How-
ever, this approach assumes that the two directional spectra are available,
not just their integral parameters. We have chosen not to do so because we
also want to use the same comparison methodology in Chapter 6, where the
integral parameters alone are available. Still, to avoid significant differences,
the buoy most energetic partition only is used.

3.3.4 Graphical summary

An illustration of the partitioning scheme is proposed on Figure 3.3.
The buoy spectrum right after its reconstruction using the MEM algorithm
is shown on subplot (a). Then, it is smoothed and partitioned, exhibiting
two different systems in the first place (b). Since, they have a rather small
contrast, they are gathered into a single swell system (c). Similarly, the SAR
spectrum contains a single swell system (d). Therefore, there is no need for
any peak-to-peak association.

The buoy indicates a swell system whose significant swell height, peak
wavelength and peak direction equals 1.27 m, 289 m and 117◦ respectively
while the SAR indicates 1.9 m, 260 m and 128◦.

3.4 Statistical results

3.4.1 Matchup criteria

Previous global scale SAR validations have been made in the past. Johnsen
and Collard (2004) directly compared swell parameters, estimated from SAR
L2 products and buoy measurements within 200 km and 1 hour. Significant
swell height statistics gave root mean square error (RMSE) of 0.5 m, includ-
ing a bias of 0.2 m. Later, another study by Collard et al. (2006) applied
the L2 processing to 4×4 km2 tiles from narrow swath images, instead of
the traditional 10×10 km2 SAR L2 wave mode products, but centered on
buoy positions. Despite the four times smaller image area that should have
produced larger errors due to statistical uncertainties, the significant swell
height RMSE was equal to 0.37 m. This suggests that a significant part of
the ”errors” in SAR validation studies are due to the distance between SAR
and buoy observations.

Dynamical co-location In order to get the best co-located SAR-buoy
dataset, strict conditions on the time difference and distance are thus nec-
essary. We choose to only consider observations with a maximum 1-hour
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(a) (b)

(c) (d)

Figure 3.3: A buoy spectrum at different stages of the partitioning scheme
(a), (b) and (c) and the co-located SAR spectrum (d). Subplot (a) is the
buoy spectrum right after MEM reconstruction; (b), after smoothing and
partitioning, partitions being contoured by the gray solid lines and (c), after
merging poorly contrasted partitions.
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interval and 100 km distance 5. Using these parameters greatly diminishes
the total co-location number and undermine our capability to statistically
quantify SAR measurements’ accuracy. To compensate for this effect, we
take advantage of the SAR integral peak parameters. Instead of only using
the measurements that are co-located in time and space, we use the peak
period and direction to estimate the position of each SAR swell observation
after propagating it for several hundred kilometers using linear theory (cf.
Chapter 2, Section 2.1). Estimating the significant swell height while prop-
agating the swell assumes we know the swell steepness and distance to its
storm source. Here, a mean significant swell height decay is assumed be-
cause this information is not available. Using this new dynamical co-location
method with a maximum 500 km propagation, co-locations are multiplied
by a factor 5.

Unlike peak direction and period, significant swell height co-locations are
only established for swell partitions propagated for a maximum distance of
150 km. Then, the associated energy decay reaches a maximum significant
swell height difference of 4.5 cm compared to its value at observation time.
It is consistent with previously measurements of energy decay assessed along
propagation direction using the same SAR instrument.

Using linear propagation assumes that the validation buoys are located
in open ocean. Since the NODC network contains most offshore buoys, it
will be our main validation network. Still, we make sure that each buoy it
contains is located far enough from shallow water areas and islands to avoid
refraction and diffraction phenomena that should otherwise be taken into
account.

3.4.2 Matchup dataset

As mentioned before, the dynamical co-location is established by inves-
tigating SAR and buoy data from year 2002 to 2009 measurements with
a maximum 1-hour interval and 100 km distance, leading to a dataset of
22,494 co-locations. The additional restrictions for building the matchup
dataset are listed hereafter:

1. SAR measurements with best quality flag, limiting the dataset to
12,332 co-locations;

2. propagated distance for SAR measurements limited to 150 km, further
limiting the dataset to 1,364 co-locations;

3. SAR significant swell height greater than 30 cm;

5. These criteria are not strictly equivalent and it would have been wiser to fix the
maximum time difference to 2H30 since this is the period required for a typical 14 s swell
to cover 100 km.
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4. minimum water depth of 400 m (1,306 co-locations);

5. SAR derived wind speed, U10, limited to values ranging from 3 to
9 m.s−1 in order to remove low winds with poorly contrasted SAR
images and high winds which may still cause some important azimuth
cut-off and contamination of swell spectra by wind-sea spectra.

6. swell period between 12 and 18 s (551 co-locations);

7. peak-to-boundary energy ratio exceeding Rpb greater than five for a
better peak-to-peak association (153 co-locations).

8. outliers exclusion, when peak period difference exceeds 3 s, the peak
direction difference exceeds 135◦ or significant swell height difference
exceeds 2 m. This finally reduces the dataset to 147 co-locations.

This dataset is denoted dataset A. Co-located buoys’ ID and positions are
given in Table 3.2. The dataset reduction points out that, even though nu-
merous good quality flagged SAR L2P products are available, only 13%
percent of them meet all the best observability conditions.

Buoy ID
Latitude Longitude

Buoy ID
Latitude Longitude

[deg. N] [deg. W] [deg. N] [deg. W]

WMO46047 32.403 119.536 WMO46050 44.639 124.534
WMO46011 35.000 120.992 WMO46063 34.273 120.699
WMO46013 38.242 123.301 WMO46069 33.670 120.200
WMO46015 42.747 124.823 WMO46086 32.491 118.034
WMO46022 40.776 124.589 WMO46089 45.889 125.830
WMO46026 37.759 122.833 WMO51000 23.546 154.056
WMO46027 41.850 124.381 WMO51001 23.445 162.279
WMO46028 35.741 121.884 WMO51004 17.525 152.382
WMO46029 46.144 124.510 WMO51028 0.000 153.913
WMO46041 47.353 124.731 WMO51100 23.558 153.900
WMO46042 36.785 122.469 WMO51101 23.445 162.279

Table 3.2: Geographical location of NODC buoys used for the SAR L2P
validation.

The maximum period considered only reaches 18 s, which corresponds
to a 500 m-long swell. Thus, we should have accepted to consider buoys
whose waters depth goes down to 250 m 6. Though, we have decided to limit
our dataset to a 400 m water depth since we found that this brought a
significant statistical improvement. This is attributed to the fact that some

6. In Airy theory, deep water propagation can be assumed as soon as the water depth
is greater than half the swell wavelength (cf. Chapter 2, Section 2.1).
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coastal phenomena are expected to interfere with the propagating swell and
to deviate the propagated observations from their theoretical great circle
trajectory. Coastal currents are probably responsible for a major part of it.

3.4.3 Main statistics

Using the significant swell height correction given by equation 3.6 still
gives an important bias, equal to -0.32 m, though it should have been elim-
inated by this correction.

This apparent discrepancy is attributed to the different data processing
before statistical comparison. For instance, for the SAR L2P validation in
the GlobWave project, buoy spectra are not smoothed prior to SAR spectra
comparison. The spectral partitioning and peak-to-peak association is also
quite different. In that study, SAR spectra are partitioned using the method
proposed by Gerling (1992), instead of the watershed algorithm described
by Hasselmann et al. (1996), and the associated buoy partition is defined as
the buoy spectrum part corresponding to the spectral domain of the SAR
swell partition. Thus, there is no independent buoy spectral partitioning.
This has the advantage of avoiding any peak-to peak-association but can
introduce a bias in the swell comparison. Indeed, part of the buoy swell par-
tition may not be included in the spectral domain of the SAR swell partition
and therefore may be mistakenly excluded. This would explain the bias dif-
ference as the SAR energy would be higher, on average, than that of the
associated buoy partition. Also, part of the other buoy swell partitions may
be inside the spectral domain of the SAR swell partition and therefore may
be mistakenly included.

To correct for this bias, we propose a new significant swell height cor-
rection given by:

H ′
ss = Hss

(
0.38 +

λp

670

)
+ 0.05max ([U10 − 7])− 0.05 (3.12)

The peak wavelength correction indicated by equation 3.7 is judged satis-
factory and kept.

Statistics for the estimation of Hss, Tp and Dp are given in Table 3.3. The
associated scatter plots are shown in Figures 3.4 and 3.5. Next to these, we
show the statistics given by the wave data quality report of the GlobWave
project for the same SAR L2P products, but with a slightly different com-
parison methodology. Since that validation focuses on the swell wavelength
rather than the swell peak period, both quantities are indicated in our study.
Despite the different methodology, these results are very comparable and a
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Hss Tp λp Dp

(a)

Bias 0.01 m -0.12 s -6 m 2.6◦

RMSE 0.31 m 0.70 s 30 m 16.0◦

NRMSE 22.7% 5.1% 10% NA
r 0.90 0.84 0.85 0.99

(b)

Bias 0.02 m -0.14 s -7 m 0.2◦

RMSE 0.35 m 0.75 s 32 m 13.6◦

NRMSE 21.1% 5.4% 11% NA
r 0.86 0.85 0.87 0.98

(c)
Bias 0.00 m - 0 m 2◦

RMSE 0.30 m - 36 m 17◦

Table 3.3: Statistics after comparison of SAR L2P and NODC buoy spectra
for two different approaches. (a) refers to the methodology we have devel-
oped, and using dataset A. (b) refers to the same dataset but for swell whose
significant swell height exceeds than 1 m. (c) are statistics given by wave
data quality report of the GlobWave project.

slight improvement can even be noticed for the peak wavelength estimation.

3.4.4 Dependences

3.4.4.1 Relevant parameters

Here is a list and brief reminder of the various parameters, most of which
have been described in Chapter 1, that are expected to significantly influence
the data quality of each swell observation:

– image normalized variance, NV : it is estimated over the SAR sea
surface image. High variances are linked to non-wave features (slicks,
ships..) that can contaminate the wave spectra whereas small variances
are linked to low winds, resulting in poorly contrasted SAR images;

– 10 m-high SAR wind speed, U10: Given at observation time, using a
CMOD algorithm and the SAR sea surface backscatter, it is estimated
for each wave mode acquisition. A minimum wind speed is necessary
for the development of Bragg waves on the longer wave profile. Other-
wise, the sea surface backscatter stays within noise level and leads to
poorly contrasted SAR images. Also, high winds can cause some im-
portant azimuth cut-off and contamination of swell spectra by wind-
sea spectra;

– partition peak-to-boundary energy ratio, Rpb: this is defined for a
given swell partition as the ratio between the peak energy and the
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(a)

(b)

Figure 3.4: Scatter plots for the significant swell height, Hss, (a) and peak
period, Tp, (b) established between 147 buoy and SAR co-located swell ob-
servations. The black dashed line corresponds to the median between the
ordinates and the abscissa axis whereas the red dashed line corresponds to
the data point linear regression.
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Figure 3.5: Scatter plots for the peak direction, Dp, established between
147 buoy and SAR co-located swell observations. The black dashed line
corresponds to the median between the ordinates and the abscissa axis.

partition boundary maximum energy. High values represent well de-
fined swell partitions while values close to one are explained by very
smooth/unclear swell peak or energetic adjacent swell partitions which
can lead to erroneous partitioning or peak-to-peak association;

– azimuth cut-off: intrinsic to the SAR measurement, short waves’ mo-
tion during the SAR integration time causes an azimuthal smearing
on the sea surface image, resulting in an apparent contrast loss. It
prevents from imaging small scale features in the azimuth direction.
The azimuth cut-off wavelength quantifies the scale above which this
phenomenon disappears and, on the opposite, becomes constructive.
Imaging swell with an azimuth peak wavelength close to the azimuth
cut-off wavelength may lead to the under-estimation of the high fre-
quency part of the swell partition. This can also displace the SAR
estimated peak wavelength to higher values and the peak direction in
the range direction;

– ambiguity factor: Using the sign of the phase difference between two
different looks of the same scene acquired during the SAR integration
time, one can determine the swell propagation direction. This tech-
nique is limited by the integration time. Indeed, for ENVISAT wave
mode acquisition, the integration time is only a fraction of the swell
period, typically 0.5 s. The higher the ambiguity factor, the stronger
the confidence in propagation direction;

– propagation time: the time that separates an observation from its prop-
agated position. This parameter is not related to the observation itself
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but to its treatment in the post-processing stages. As the swell obser-
vation is propagated using linear theory, the confidence we have in its
propagated position is expected to decrease with the increasing time
for which it has been propagated because of the estimation errors in
peak period and direction. For instance, considering a 14 s swell whose
peak period and direction are estimated with errors of 0.5 s and 10◦,
respectively, they induce altogether a mis-location of the propagated
point of 170 and 850 km after one and five days of propagation, re-
spectively.

To estimate these parameters’ impact on swell characteristics’ accuracy, we
need to soften the co-location conditions to increase the dataset size, as
opposed to the very restrictive conditions given to build dataset A. Five
additional datasets, B, C, D, E and F are defined. The conditions defining
each dataset are summarized in Table 3.4. As they are less restrictive, the
associated bias and RMSE are not as good as those given for dataset A.
However, we do not focus on their absolute value but on their evolution
with respect to the aforementioned parameters. We successively tackle each
of them. Whenever relevant, it is accompanied by a graphical representation
of the integral parameter measurement errors. For instance, for the study of
the wind speed impact, the wind speed range is split into several subranges
equally divided in co-location number for which associated bias and RMSE
are calculated and represented. For each subset, the amount of co-locations
is also indicated and may very slightly differ among the different integral
parameters because of different outlier’s rejection.

3.4.4.2 Integral parameters

The previous statistics results from the best co-locations. In reality, we
wish to use a lot more than just 13% of all the best quality flag SAR L2P
products. To get an idea of the statistics from a more comprehensive dataset,
we define dataset E as described in Table 3.4. The associated scatter plots
for the estimation of Hss, Tp and Dp are given in Figures 3.6 and 3.7.

Significant swell height First, looking at the SAR significant swell height
estimation, we can see that there is a clear bias that tends to over-estimate
small heights and under-estimate large ones. Small swell over-estimation
reaches 0.30 m for significant swell heights around 0.5 m and large swell
under-estimation reaches -0.26 m for significant swell height above 2 m.
Still, this is for swell observations whose peak-to-boundary energy ratio is
larger than 3 for both the SAR and the buoy partitions. Removing this con-
dition, this bias reaches -0.51 m.
Besides, the accuracy decreases with increasing swell height. It is smaller
than 0.4 m for swell whose significant height is smaller than 1 m and reaches
0.58 m for the those larger than 2 m. Obviously, the bigger the swell, the
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Conditions on... A B C D E F

Maximum distance
100 idem idem idem idem idem

difference [km]

Maximum time
1 idem idem idem idem idem

difference [hour]

SAR L2P quality
flag

0 idem idem 1 idem idem

Minimum Hss [cm] 30 idem idem idem idem idem

SAR Tp [s] 12 < Tp < 18 idem idem idem idem idem

NV 1.05 < NV < 1.5 idem idem idem idem idem

U10 [m.s−1] 3 < U10 < 9 - - - - -

Minimum buoy Rpb 5 3 5 3 3

Minimum SAR Rpb 5 3 - 3 3

Max. SAR swell
150 300 300 300 500 1,000

propag. dist. [km]

Data counts 147 604 580 662 1070 2590

Table 3.4: Data counts and required conditions for dataset A, B, C , D, E
and F.



Chapter 3. Validation of SAR swell measurements 101

bigger the potential error. Consequently, we rather use the relative signifi-
cant swell height, which is more representative when comparing various swell
heights. The normalized root mean square error (NRMSE) is defined by:

NRMSE =

〈(
HSAR

ss − HBuoy
ss

)2〉1/2

〈
HBuoy

ss

〉 =
RMSE〈
HBuoy

ss

〉 (3.13)

The relative significant swell height is much smaller for swell whose relative
significant height is larger than 2 m (21%) than for those smaller than 0.5 m
(more than 55%). The effect of using dataset E instead of dataset A is quite
clear. While the significant swell height NRMSE given by dataset A equal
22.7%, it is equal to 36% for dataset E.

Peak period For the peak period, the most accurate results are given for
values ranges between 12 and 13.6 s, with RMSE and bias absolute value
smaller than 0.75 s and 0.28 s, respectively. On a general trend, the peak
period tends to be under-estimated for long swell and away from this period
range, the bias reaches -1.1 s for swell whose period is larger than 15.5 s.

Peak direction The peak direction measurement errors with respect to
the peak direction are disregarded as no significant evolution is found. Still,
quite interesting patterns can be noticed: around the two mainly observed
propagating directions, due to northern and southern swells, the scatter plot
of the SAR-buoy peak direction difference with respect to the buoy peak di-
rection exhibit ridges. Their slope is negative and their absolute value equals
one, which indicate that the peak direction differences are mainly attributed
to buoy measurements. This shows that they have a high variability, prob-
ably caused by the presence of several simultaneous wave systems.

3.4.4.3 Normalized variance

Looking at all the co-located SAR-buoy data, 23,537 in total, we can
establish an empirical relation between the normalized variance, the SAR
total significant swell height, Hsstot

, and the SAR wind speed. The scatter
plots in Figure 3.8 indicates that, for a given total significant swell height,
the wind speed decreases when the normalized variance increases. As we
expect the mean NRCS to increase with increasing wind speeds, this shows
that the NRCS modulation does not increase as fast as its mean value when
the wind speed increases. Also, for a given SAR wind speed, the SAR total
significant swell height increases with increasing normalized variance since,
for a given wavelength, larger slopes lead to larger NRCS modulation. These
variations are observed whenever the swell spectrum only contains a single
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(a)

(b)

Figure 3.6: Significant swell height (a), relative significant swell height (b)
measurement errors against SAR wind speed. RMSE (a), NRMSE (b) and
bias are respectively indicated for each subrange by the vertical extent of the
solid line segments and their central vertical value, represented by a square.
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(a)

(b)

Figure 3.7: Peak period measurement errors against SAR wind speed. For
the peak period, RMSE and bias are respectively indicated for each subrange
by the vertical extent of the solid line segments and their central vertical
value, represented by a square.
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Figure 3.8: Graph showing the variation of total significant swell height with
normalized variance (NV ) and wind speed together with a proposed law for
Hsstot

evolution with respect to NV , for different wind speeds (5, 7, 9 and
12 m.s−1).

swell partition.

Here, this empirical behavior is used to verify the quality of the SAR
swell measurements. This behavior is modeled by the following equation:

Hsstot
= [11. log(NV )](4.97U10−0.12)/5. (3.14)

Its variations are given for different wind speeds on Figure 3.8. The loga-
rithmic function reproduces the total significant swell height evolution with
respect to normalized variance whereas the power reproduces the wind speed
dependence.

As this function seems to follow the general trend faithfully, we study
the significant swell height error with respect to the difference between the
total significant swell height expected value given by equation 3.14 and that
measured by the SAR. It is important to note that it would not make sense
to compare total significant swell height values given by the SAR to that
given by a buoy. Indeed, an important part of the wave spectrum measured
by buoys can come from short waves that the SAR cannot image. Using
dataset B, significant swell height measurement errors with respect to the
difference between expected and SAR measured total significant swell height
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is represented in Figure 3.9 (a). Smallest bias and RMSE are given for differ-
ences close to zero, which certifies that our criterion is relevant. The impact
on the peak period measurement errors does not show any clear trend.

As well, the normalized variance dependency is represented on Fig-
ure 3.9 (b). It indicates that the smallest bias and RMSE are given for
small values of the normalized variance, between 1.1 and 1.2 and errors in-
crease with increasing normalized variance. Thus, using a criterion based
on the maximum acceptable normalized variance would tend to privilege
small waves since we noticed on Figure 3.8 that the significant swell height
increases with that parameter. For instance, limiting the normalized vari-
ance to 1.25 would remove all waves whose total significant wave height is
larger than 4 m. On the contrary, using the difference between the measured
and the modeled total significant swell height given in equation 3.14 does
not prefer a specific range of swell height range. It thus concerns a more
homogeneous swell dataset.

3.4.4.4 Partition peak-to-boundary energy ratio

Here, we use dataset C, based on dataset B except the condition on the
partition peak-to-boundary energy ratio, Rpb, is removed for SAR partitions
and increased for buoys to keep a good quality dataset. The impact on all
integral parameters is shown in Figures 3.10 and 3.11.

For all integral parameters, the data quality clearly increases with Rpb.
For the significant swell height, the RMSE decreases very rapidly, from
0.70 cm to 0.46 cm for Rpb values smaller and larger than 4, respectively.
Similarly, the peak period RMSE equals 1.2 for small Rpb values and reaches
0.7 for values above 9. The peak direction RMSE equals 31◦ for small Rpb

values and reaches 14◦ for values above 9.

The sharp statistics improvement with Rpb is very likely due to a bet-
ter partitioning and peak-to-peak association. Besides, we remind that our
spectral partitioning is based on the assumption that the spectral tail’s en-
ergy of two neighboring partitions outside their spectral domain is equal.
Thus, for large Rpb values, this energy is much smaller relatively to the par-
tition’s energy and generate smaller significant swell height errors whenever
our assumption does not hold.

3.4.4.5 Wind speed

This parameter’s impact is estimated using dataset B, which does not
have any restriction on SAR wind speed. This parameter clearly impacts
the significant swell height (Figure 3.12) while the wind speed dependence
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(a)

(b)

Figure 3.9: Significant swell height measurement errors against the difference
between expected and measured total significant wave height (a) and against
image normalized variance (b). RMSE and bias are respectively indicated
for each of the five subranges by the vertical extent of the solid line segments
and their central vertical value, represented by a square.
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(a)

(b)

Figure 3.10: Significant swell height (a) and peak period (b) measurement
errors against partition peak-to-boundary energy ratio. RMSE and bias are
respectively indicated for each of the three subranges by the vertical extent
of the solid line segments and their central vertical value, represented by a
square.
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Figure 3.11: Peak direction measurement errors against partition peak-to-
boundary energy ratio. RMSE and bias are respectively indicated for each
of the three subranges by the vertical extent of the solid line segments and
their central vertical value, represented by a square.

cannot be clearly brought out for other integral parameters. For wind speeds
less than 8 m.s−1, the RMSE does not vary significantly with the SAR wind
speed and stays equal to 0.41 m. On the contrary, it increases for higher
wind speeds and reaches 0.57 m.

A significant positive bias of 0.16 m is observed for very small wind
speeds. This is most probably due to the fact that the swell spectra estima-
tion is based on a CMOD backscattering model, established using scatterom-
eter data, which are conventional radars. Given their coarse resolution, of
the order of 50 km compared to the 10 m resolution of the SAR wave mode,
the normalized sea surface roughness they measure is averaged over wide ar-
eas over which very low wind conditions are only scarcely met. This results
in a reduced NRCS dynamic and artificially increases the significant swell
height.

3.4.4.6 Ambiguity factor

Here, we use dataset D, based on dataset B except peak direction out-
liers are kept and the threshold condition on the minimum ambiguity factor
is removed. The effect of an erroneous SAR swell 180◦ ambiguity removal on
the statistics depend on the situation. Whenever both the SAR and the buoy
swell spectrum contain a single partition, the direction error equals 180◦. On
the contrary, if several swell systems are present in one of these two spectra,
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Figure 3.12: Significant swell height measurement errors against SAR wind
speed. RMSE and bias are respectively indicated for each of the five sub-
ranges by the vertical extent of the solid line segments and their central
vertical value, represented by a square.

the peak-to-peak association chooses the two closest peaks. Still, the statis-
tical error increases except in the fortuitous case that buoy partition has a
peak period to that of the SAR and a peak direction opposite to that of the
SAR, which is quite unlikely.

As shown in Figure 3.13, the measurement error decreases with increas-
ing ambiguity factor. Maximum RMSE, equal to 35◦, are given for smaller
ambiguity factor and the errors tends to diminish, reaching 16◦, for large
ambiguity factors.

Still, large errors are noticed for the largest ambiguity factor values. Such
uncertainties are probably the consequence of buoy’s poor directional sen-
sitivity to low amplitude waves. Indeed, after closer inspection, we notice
that large ambiguity factors are given by the longest waves. These waves
also have larger phase velocity and move for a greater distance during the
time separating two SAR looks of the ocean scene. Additionally, these waves
also have a smallest amplitude. The mean significant swell height for waves
whose ambiguity factor lies between 0.08 and 0.12 equals 1.46 m. On the
contrary, waves whose ambiguity factor is greater than 0.15 have a mean
significant swell height of 1.04 m. It is assumed that the associated direc-
tion measured by the heave/pitch/roll buoys is noisier because of the much
smaller steepness these waves have. It also shows that intrinsic limitations to
wave measurements by moored buoys previously described in Section 3.1 can
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account for the high errors encountered for large ambiguity factors. Since
only the two most energetic peaks can be identified by the buoy, low energy
swell systems can be absent from the buoy spectrum and the SAR partition
then associated to another swell system.

Figure 3.13: Peak direction measurement errors against ambiguity factor.
RMSE and bias are respectively indicated for each of the six subranges by
the vertical extent of the solid line segments and their central vertical value,
represented by a square.

3.4.4.7 Azimuth cut-off

The azimuth cut-off is expected to have a significant effect on the swell
spectrum estimation whenever its wavenumber value is close to the swell
azimuth wavenumber. The swell azimuth wavenumber ka, is the projection
of the swell wavenumber along the azimuth axis. It is given by the formula:

λa =
2π

λp
cos(Dp − φ) (3.15)

where, λp is the peak wavelength;
Dp, the peak direction;
φ, the satellite track-angle which is the angle between the North
and the satellite azimuth direction.

Let kc be the azimuth cut-off wavenumber, then we define the ratio
Raz = ka/kc. It is limited to values smaller than 0.75 in the best quality
flag. Differences affecting the integral parameters estimates with respect to
this ratio are illustrated in Figure 3.14 using dataset B.
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As expected, the significant swell height bias decreases with increasing
values of Raz, moving from 19 cm for smallest values of Raz to -14 cm for
largest values. This is due to the fact that, whenever the swell azimuth
wavenumber is close to the azimuth cut-off wavenumber, part of the swell
partition’s energy belongs to short waves that cannot be imaged. As for peak
period, its bias increases with increasing values of Raz, moving from -0.77 s
for smallest values of Raz to 0.07 s for largest values. This is also foreseen
since the energy cut-off in short periods moves the partition peak toward
higher periods.

Also, one would expect the significant swell height and peak period bias
to be close to zero for low values of Raz. Though, the significant swell height
was corrected so that its mean bias reaches zero. For the peak period, low
values of Raz are most often related to very long swell, which explains the
importance negative bias. Indeed, very long swell period are largely under-
estimated as evidenced in paragraph 3.4.4.2, page 101.

3.4.4.8 Propagation time

The effect of the propagation time on data quality is estimated using
dataset F, based on dataset B except we accept to propagate the swell obser-
vations for up to 1,000 km before they reach the buoy vicinity. This distance
is converted in time using the group velocity in deep ocean. As expected,
the RMSE increases with increasing time (Figures 3.15 and 3.16). After 24
hours of propagation, the RMSE increase reaches 62%, 48% and 28% for
the peal period, significant swell height and peak direction, respectively, as
compared to the time of observation.

3.5 Conclusion

In this chapter, we have proposed a validation method of the SAR swell
measurements using comparison with measurements of directional spectra
from moored buoys belonging to the NODC network. This method is quite
different from the ones that have been previously used to validate SAR mea-
surements (Johnsen and Collard, 2004; Johnsen et al., 2006; Collard et al.,
2009). This very same method will be further used to estimate the accu-
racy of the Level-3 SAR products. Also, to increase the total number of
co-locations, we propose a dynamical co-location method. Using the linear
propagation theory, SAR observations are propagated for up to 500 km, in-
creasing the co-location dataset by a factor 5 and allowing for a better data
characterization and the statistical results. Still, keeping strict criteria for
best data quality, the total number of co-locations for years 2002 to 2009
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(a)

(b)

Figure 3.14: Significant swell height (a) and peak period (b) measurement
errors against the ratio between SAR azimuth wavenumber and azimuth
cut-off wavenumber. RMSE and bias are respectively indicated for each of
the four subranges by the vertical extent of the solid line segments and their
central vertical value, represented by a square.
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(a)

(b)

Figure 3.15: Significant swell height (a) and peak period (b) measurement
errors against the propagating time separating the SAR observation from its
virtual position when propagated to the buoy. RMSE and bias are respec-
tively indicated for each of the four subranges by the vertical extent of the
solid line segments and their central vertical value, represented by a square.
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Figure 3.16: Peak direction measurement errors against the propagating time
in hours that separates the SAR observation from its virtual position when
propagated to the buoy. RMSE and bias are respectively indicated for each
of the four subranges by the vertical extent of the solid line segments and
their central vertical value, represented by a square.

falls from 22,494 down to 147.

In order to remove the bias on significant swell height, we have proposed
a new bias correction which depends on the peak wavelength, sea surface
wind speed and wave height. Statistics indicate RMSE of 31 cm for the
significant swell height, 0.70 s for the peak period and 16◦ for the peak di-
rection. SAR estimates of significant swell height and peak period seem to
have a weaker dynamic than in situ measurements. For instance, for val-
ues larger than 2 m, mean under-estimation of SAR significant swell height
reaches 0.51 m and for values larger than 15.5 s, mean under-estimation of
SAR peak period reaches 1.1 s.

Finally, the impact of several parameters on the accuracy of the SAR
swell measurements was estimated. This study is important for it will be
the base of the data confidence estimation in each SAR observation used for
SAR products of higher levels, as proposed in Chapter 6.

Investigating the dependences on normalized variance, we have intro-
duced a criterion faithfully reproducing the behavior of the SAR total sig-
nificant swell height with respect to the SAR wind speed and the SAR image
normalized variance.

Also, we have introduced the partition peak-to-boundary energy ratio
which, estimated for each SAR and buoy partition, appears to be a very



Chapter 3. Validation of SAR swell measurements 115

good quality flag. SAR integral parameters’ accuracy increases with that
quantity.

Wind speed dependence indicates best SAR estimations are given for sea
surface wind speeds between 4 and 8 m.s−1 and slight increases of SAR bias
and RMSE away from this range.

As for the ambiguity factor which is an indicator of the confidence in the
SAR direction of propagation, the accuracy clearly increases with that pa-
rameter. However, we suspect that for longest swell, which have very small
steepness and for which the ambiguity factor is very large, buoy peak direc-
tion estimates are noisier due to other simultaneous wave systems of larger
steepness.

Then, the influence of the azimuth cut-off is estimated looking at the ra-
tio between the swell azimuth wavenumber and the azimuth cut-off wavenum-
ber. As expected, the biases on the SAR significant swell height and peak
period respectively increases and decreases as this ratio gets closer to zero.

The influence of the propagation time is also quite clear and the mea-
surement errors clearly increase with respect to this parameter, especially
for the peak period.

This validation study confirms the expected behavior of the SAR swell
inversion described in Chapter 1. For instance, the effects of intense winds
and the associated azimuth cut-off are clearly visible and quantified. They
seem to well explain the important under-estimation of greatest SAR sig-
nificant swell heights and on average, are still visible for values of the SAR
peak wavelength twice larger than the azimuth cut-off wavelength. Even
if bias corrections can be applied to the significant swell height estimates
afterwards, there is still a need for further improvements of the SAR swell
inversion. In addition, some unexpected and systematic bias are highlighted.
This is the case of the large peak period under-estimation of longest swells.
We are led to think that this partly results from an inappropriate spectral
filtering which was initially meant to remove low wavenumber signal origi-
nating from non-wave features. Yet, it is very difficult to correct for these
systematic errors without increasing the estimation errors. Certainly, we do
not dispose of enough SAR measurement co-locations to properly character-
ize them. This task shall be facilitated by the further developments proposed
in Chapters 5 and 6.
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The present chapter focuses on the dynamical behaviors of a swell field
and the SAR instrument ground track with respect to one another to study
their impact on ocean swell sampling. As mentioned in Chapter 2, a swell
field is composed of a coherent system of waves of different periods propa-
gating in different directions. As will be seen, certain directions and periods
may lead to peculiar space and time sampling of the ocean surface by the
SAR instrument for which a swell region may always or never be observed.
Studying the occurrence of such conditions contributes to a better under-
standing of the forthcoming attempt to reconstruct ocean swell fields using
SAR measurements (cf. Chapter 5).

First, the phenomenon leading to steady imaging of a swell region by
a spaceborne satellite is described before identifying the conditions of oc-
currences. Second, using these conditions, the probability that a swell is
not imaged by the satellite is calculated when considering ascending and
descending passes alone and then combined. Finally, the previous study is
reproduced taking the example of the future SAR mission Sentinel-1 and
show how the different orbits induce significant changes.

4.1 Stroboscopic imaging principle

4.1.1 The phenomenon

The present chapter focuses on SAR instruments placed on-board satel-
lites with sun-synchronous orbits. As an example, ENVISAT satellite ground
tracks are given on Figure 4.1. In this case, from one day to the next and
at 40◦ latitude, the satellite ground track is located around 600 km to the
east of that of the previous day. This also corresponds to the group velocity
of 9 s swells 1. In this situation, these swells, whenever traveling eastward,
may repeatedly or never be imaged by the satellite depending on their phas-
ing with the satellite passes. This phenomenon is referred to as stroboscopic
imaging, hereafter denoted SI.

In the first case, the same swell would be imaged at different times along
its propagation. Even though it could be interesting to verify that the swell
period is constant while observing conditions may change for validation pur-
poses, this case does not bring much information on the overall swell field. In
the second case, no information at all is available on the propagating swell.
For these reasons, the occurrence of SI conditions is a major handicap for
ocean swell imaging.

The previously described case example is especially interesting since,
in the North Atlantic Ocean, this situation is frequent near Cap Farewell.
Indeed, studies by Moore and Renfrew (2005) using Seawinds instrument

1. For group velocity calculation, cf. Chapter 2, Subsection 2.1.4.
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on-board QuikSCAT have shown high wind speed events were common in
this region with wind speed above 25 m.s−1 more than 15% of the time. This
shows that in addition to the identification of SI conditions, a study of the
mean wave conditions is necessary to determine how frequent SI conditions
can be met in reality. The goal of this chapter is to identify the configurations
favorable to SI, and see how they can affect SAR capability to monitor ocean
swells.

Figure 4.1: ENVISAT satellite ground track over 3 days during the extended
orbit period. Given a reference track, the orbit number and day are indicated
for different ones other. Screenshot acquired from SAVOIR software.

4.1.2 Classification

Assuming that the look angle of the SAR wave mode is fixed 2, ASAR
wave mode coverage can easily be obtained from acquired data or orbit and
pointing parameters. Basically, it is equivalent to the satellite ground track
except it is sampled every 100 km and it is shifted several hundreds kilome-
ters off-track due to the right-side look angle of the instrument.

Given a starting latitude and a propagation direction, a virtual swell is
placed at a wave mode sampling point. Then, the swell trajectory is calcu-
lated following the linear theory (cf. Chapter 2, Section 2.1). The intersec-

2. This is the case in practice even though, technically, ENVISAT satellite is able to
acquire wave mode data at different look angles.
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tion between the swell propagation trajectory and the SAR wave mode track
determines a propagation distance and duration. The group velocity corre-
sponding to this distance and duration can be estimated and corresponds
to a given swell period that would be imaged a second time. Given the new
propagation direction and location of the virtual swell, this process is iter-
ated over a 5-day period. For each step, the period at which the swell would
be re-imaged by the satellite from one to the next is calculated. Whenever
the calculated periods are close enough from one another, SI conditions are
fulfilled.

In this example, SI conditions are met for eastward propagating swell.
AS illustrated in Figure 4.11, for a propagation direction parallel to the
equator, the distance between a starting wave mode track and the eastern
track of the next day equals around 1050 km at the equator whereas it
equals 1800 km when considering the western wave mode track of the next
day. Only extremely long swells, with periods exceeding 25 s, can cover this
distance in 24 hours. As it is not currently possible to observe such swells
with ASAR, only eastward propagating swell cases are investigated.

In practice, for a better analysis and understanding, ascending and de-
scending passes 3 are first treated separately. Propagation directions inves-
tigated are ranging from 0 to 180◦, starting clockwise from the North with
a 11.25◦ bin size.

SI occurrences are classified in three categories:
– SI: the range of periods at which the swell are be re-imaged by the
satellite from one to the next, estimated for 5 successive days, is smaller
than 1 s;

– near SI: the range of periods at which the swell are be re-imaged by
the satellite from one to the next, estimated for 5 successive days, is
greater than 1 s and smaller than 2 s;

– no SI: the range of periods at which the swell are be re-imaged by
the satellite from one to the next, estimated for 5 successive days, is
greater than 2 s.

This classification has been evaluated for all propagation directions and,
once every two bins, the most stroboscopic conditions out of these three is
indicated by a color code and the mean stroboscopic swell period is indicated
for each direction on Figures 4.2 and 4.3.

SI conditions: They are given by the following quadruplet:
– orbit phase: descending or ascending;

3. For sun-synchronous satellites, ascending ground tracks stretch from SE to NW
whereas descending ground tracks stretch from NE to SW.



Chapter 4. Swell stroboscopic imaging 123

– starting latitude;
– starting propagation direction;
– swell period.

All the SI quadruplets are explicitly given in Tables 4.1 and 4.2 and a graph-
ical summary of these results is proposed in Figures 4.2 and 4.3. They were
estimated for starting latitudes ranging from −50 to 50◦, placed every 10◦.
Quite hopefully, a North-South symmetry is found (not shown): the SI con-
figurations given for ascending passes in the Northern Hemisphere are the
same for descending passes in the Southern Hemisphere. Therefore, swell
propagation in the North Hemisphere only is further considered.

Starting latitude Period [s]
Starting propagation

direction [deg.]

50◦N
[7.5, 8.5] [56.25, 67.5]
[8, 9] [67.5, 78.75]

40◦N
[9, 10] [56.25, 67.5]

[9.5, 10.5] [67.5, 78.75]

30◦N
[10.5, 11.5] [56.25, 67.5]
[10.5, 11.5] [67.5, 78.75]

20◦N

[11.5, 12.5] [56.25, 67.5]
[12, 13] [67.5, 78.75]

[12.5, 13.5] [78.75, 90]
[13.5, 14.5] [90, 101.25]

10◦N

[12, 13] [56.25, 67.5]
[12, 13] [67.5, 78.75]
[13, 14] [78.75, 90]

[13.5, 14.5] [90, 101.25]

0◦N

[12.5, 13.5] [56.25, 67.0]
[12.5, 13.5] [67.5, 78.75]
[13, 14] [78.75, 90]

[13.5, 14.5] [90, 101.25]

ASCENDING PASSES

Table 4.1: Conditions on starting latitude, swell peak period and starting
propagation direction leading to stroboscopic imaging when considering EN-
VISAT ascending passes only.
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Starting latitude Period [s]
Starting propagation

direction [deg.]

50◦N
[8, 9] [78.75, 90]

[8.5, 9.5] [90, 101.25]

40◦N
[9.5, 10.5] [78.75, 90]
[10, 11] [90, 101.25]

30◦N
[11, 12] [78.75, 90]
[11, 12] [90, 101.25]

20◦N
[11.5, 12.5] [78.75, 90]
[12, 13] [90, 101.25]

10◦N

[12.5, 13.5] [78.75, 90]
[12, 13] [90, 101.25]

[12.5, 13.5] [101.25, 112.5]
[13, 14] [112.5, 123.75]
[14, 15] [123.75, 135]
[15, 16] [135, 136.25]

0◦N

[14.5, 15.5] [56.25, 67.5]
[13.5, 14.5] [67.5, 78.75]
[13, 14] [78.75, 90]

[12.5, 13.5] [90, 101.25]
[12.5, 13.5] [101.25, 112.5]
[12.5, 13.5] [112.5, 123.75]

DESCENDING PASSES

Table 4.2: Conditions on starting latitude, swell peak period and starting
propagation direction leading to stroboscopic imaging when considering EN-
VISAT descending passes only.
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Ascending Descending

Latitude: 50◦ N

Latitude: 40◦ N

Latitude: 30◦ N

Figure 4.2: SI occurrences with mean re-imaging period calculated over a
5-day period for swell propagating from starting latitude of 50, 40 and 30◦

with starting propagation direction ranging from 0 to 180◦. Left and right
column correspond to the results using ascending and descending passes of
ENVISAT, respectively.
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Ascending Descending

Latitude: 20◦ N

Latitude: 10◦ N

Latitude: 0◦ N

Figure 4.3: SI occurrences with mean re-imaging period calculated over a
5-day period for swell propagating from starting latitude of 20, 10 and 0◦

with starting propagation direction ranging from 0 to 180◦. Left and right
column correspond to the results using ascending and descending passes of
ENVISAT, respectively.
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4.1.3 Stroboscopic swell configurations

For ascending passes, the SI main direction is ENE and rather constant
with respect to the starting latitude. The SI period increases with a decreas-
ing latitude, reaching up to 14 s at the equator. For instance, at 50◦ latitude,
SI conditions are obtained in two cases:

7.5 s < T < 8.5 s and 56.25◦ < Ds < 67.5◦

8 s < T < 9 s and 67.5◦ < Ds < 78.75◦ (4.1)

where T is the swell period and Ds, the starting propagation direction.

For descending passes, the SI main direction behavior is quite similar:
oriented to the East and rather constant with respect to the starting latitude.
Similarly as for ascending passes, the SI period increases with a decreasing
latitude, reaching up to 15 s at the equator. This behavior can be explained
by the fact that the distance between two points at the same latitude and
located on two successive orbit paths increases with decreasing latitude. For
instance, at 50◦ latitude, SI conditions are obtained in two cases:

8 s < T < 9 s and 78.75◦ < Ds < 90◦

8.5 s < T < 9.5 s and 90◦ < Ds < 101.25◦ (4.2)

4.1.4 Case examples of SI

Typical cases where the SI effects are visible on the SAR propagated
observation distribution is shown on Figures 4.4, 4.5, 4.6 and 4.7. They are
representations of SAR swell measurements belonging to the same swell sys-
tem and whose positions at the given time are extrapolated using linear
theory (cf. Chapter 2, Section 2.1). The methodology allowing for the as-
sociation of isolated SAR swell measurements into coherent swell fields is
further detailed in Chapter 5.

Particularly visible on Figure 4.4, the propagated observations are ir-
regularly distributed and exhibit ridge-like structures parallel to the trans-
verse direction. Among the propagated positions of the swell measurements,
the ground tracks of those acquired during the ascending passes intersect
for swell frequencies and directions given by SI conditions. At the consid-
ered time step, this phenomenon occurs around 18◦S, 105◦W for wavelength
around 270 m, corresponding to periods of 13.2 s, and direction of 75◦.
Since it is located in the Southern Hemisphere, that would correspond in
the Northern Hemisphere to the observation of descending passes, with swell
directions of 105◦ and identical periods. Effectively, it corresponds to the ex-
pected SI conditions given at the latitudes around 10 and 20◦N.
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Figure 4.4: Distribution of the propagated SAR observations during ascend-
ing and descending passes of a swell field generated by a storm that occurred
in the South Pacific Ocean on 29 August 2008. Storm source region is rep-
resented by a gray disk.
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Figure 4.5: Distribution of the SAR propagated observations during ascend-
ing and descending passes of a swell field generated by a storm that occurred
in the South Pacific Ocean on 1 September 2008. Storm source region is rep-
resented by a gray disk.
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Figure 4.6: Distribution of the SAR propagated observations during ascend-
ing and descending passes of a swell field generated by a storm that occurred
in the North Pacific Ocean on 26 December 2008. Storm source region is rep-
resented by a gray disk.
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Figure 4.7: Distribution of the SAR propagated observations during ascend-
ing and descending passes of a swell field generated by a storm that occurred
in the South Pacific Ocean on 27 July 2008. Storm source region is repre-
sented by a gray disk.
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4.2 Probability of missing a swell system

In this section, the probability that a swell system is not imaged by the
SAR instrument over a 5-day period is estimated whenever SI conditions
presented in the previous section are met.

4.2.1 Considering ascending and descending passes alone

4.2.1.1 General formulation

First, we consider ascending or descending passes alone for all SI quadru-
plets. Also, that probability dependence on swell period is addressed.

For a simplified analysis, the swell packet is monochromatic (all swells
have the same period) and originate from a storm region modeled by a disk
of diameter Dsource. Reminded that the group velocity Cg, of a swell of pe-
riod Tp propagating in deep ocean is given by Cg = g/(4π)Tp , there is no
dispersion for the swell packet. Hence, its size does not vary while propagat-
ing. As illustrated in Figure 4.8, Dorbit and l are defined as follows: Dorbit

is the great-circle distance between the points defined by the intersections
of an orbit and of the closest eastward orbit of the next day with the swell
trajectory and l, the great-circle distance between the points intersecting
two successive orbits and the swell trajectory.

Figure 4.8: Geometry of the satellite ground track, for ascending passes,
imaging a swell system located within the red disk and whose trajectory is
symbolized by a black line.

Given the time between these two satellite passes ∆t, the exact period
satisfying SI conditions, TSI , is given by:

TSI =

(
4π

g

)−1Dorbit

∆t
(4.3)



Chapter 4. Swell stroboscopic imaging 133

The analysis focuses on swell whose period Tp is close to TSI and, more
precisely, satisfying the following condition:

4

5
<

Tp

TSI
<
6

5
(4.4)

As regards the left-side relation, when Tp is smaller than TSI , the distance
covered by the propagating swells during ∆t is smaller than Dorbit. The
threshold on the swell period is then obtained when this delay, accumu-
lated after 5 days, reaches Dorbit, corresponding to the fact that the satellite
ground track has caught up the slow-moving swells. Similarly, the right-side
relation is obtained for swells with a period larger than TSI . In this case,
the threshold on the swell period is obtained when the accumulated ad-
vance reaches Dorbit, corresponding to the fact that the fast-moving swell
has caught up the next satellite ground track.

It might be thought that Dorbit depends on the starting latitude and
propagation direction. For directions parallel to the equator, Dorbit is ob-
viously a constant. Though, apart from such cases, considering a direction
corresponding to SI conditions, this distance remains the same along the
swell trajectory. This is due to the fact that the variation of Dorbit with the
latitude are compensated with the propagation direction variations along
the swell trajectory.

Let C be the proposition: "the propagating swell system of diameter
Dsource and swell period Tp is not imaged over a 5-day period, by one of the
ascending or descending passes alone". Then, if Tp = TSI , this probability is
given by:

P (C) = 1− Dsource

l +Dsource
(4.5)

It corresponds to the probability that a point randomly chosen along a path
of length l +Dsource does not fall within a segment of length Dsource.

Now, P (C) is estimated considering that Tp is not necessarily equal to
TSI but that it fulfills the condition given by relation 4.4. Figure 4.9 il-
lustrates how to calculate this probability: the five daily positions of the
propagated swell source region are placed on an Ox axis. Their abscissa
is equal to their distance from their initial position modulo Dorbit. Then,
several scenarios emerge:

1. all propagated regions are occupying the exact same location: this
corresponds to the case when Tp = TSI , as shown on Figure 4.9 (c).

2. when swell periods are close to TSI , all propagated regions occupy a
wider area. This corresponds to cases (a) and (b) on Figure 4.9.
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3. swell period are so different from TSI that, or they occupy the entirety
of the space left between orbits of two successive days, or the space
they occupy is equal to five times their individual extent if l > 5Dsource.
For sun-synchronous satellites such as ENVISAT, at the equator, in
the eastward direction, l is about 2800 km.

The probability for the swell system to be imaged by the instrument at
least once equals the total distance of occupied segments along the Ox axis
divided by l+Dsource. Applying this to the last three aforementioned cases,
probability P (C) is given by:

P (C) = 1− min {5Dsource, l}
l +Dsource

(4.6)

For the first case, P (C) has already been given in equation 4.5. As for
intermediate cases, the probability varies linearly between these two extreme
values.

4.2.1.2 Occurrence in real conditions

Now that the conditions that are unfavorable to swell SAR observation
have been identified, it is necessary to quantify the probability that such
conditions are met in reality. To do so, the swell information given by the
spectral wave model WAVEWATCH III R© is used, further referred to as
WW3 4. Focusing on overall year 2008 and for the investigated latitudes,
swell partitions were retrieved from the swell spectra which are provided
every three hours on a worldwide 0.5◦ grid. Wind-sea partitions were volun-
tarily excluded from the analysis as only swell observations are considered.
Also, only swell with significant swell height above 30 cm are kept.

Then, two distinct cases are defined:
– A: the model indicates a swell for which one of the starting latitude and
swell direction conditions given by the SI quadruplet configurations
given in Tables 4.1 and 4.2 are fulfilled;

– B: the condition given by relation 4.4 is satisfied, implying that the
swell period is close to TSI .

Consequently,
– A ∩ B: the starting latitude and swell direction satisfy one of the SI
quadruplet configurations while the swell period satisfies relation 4.4;

– A|B: among the swells whose period satisfies relation 4.4, starting lat-
itude and swell direction conditions given by the SI quadruplet con-
figurations are fulfilled.

4. A third generation wave model developed at NOAA/NCEP by Tolman 1999; 2009
in the spirit of WAM model used by ECMWF (Hasselmann et al., 1988; Komen et al.,
1994).
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(a)

(b)

(c)

Figure 4.9: Daily position of the propagated swell source region for swells
traveling eastward for 5 days. Their abscissa along the Ox axis equals their
distance from their initial position after one to five days of propagation,
modulo Dorbit, the Ox distance between two ascending passes at day 0 and
day 1. Subplots (a) corresponds to the case where Tp is very different from
TSI . Subplots (b) corresponds to the case where Tp is a little closer to TSI .
Subplot (c) corresponds to the case where Tp = TSI .
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Latitude 0◦ 10◦ 20◦ 30◦ 40◦ 50◦

A [%] 1.3 11.4 2.1 4.7 19.8 32.0
B [%] 37.9 56.5 54.1 61.2 68.3 59.4
A|B [%] 0.4 12.2 1.1 2.9 17.1 24.3
A ∩ B [%] 0.1 6.9 0.6 1.8 11.7 14.4

Table 4.3: Percentage of occurrence of A, B, A|B and A ∩ B at different lat-
itudes. Results concern the combination of ascending and descending passes
for ENVISAT.

It is important to understand that numerous occurrences of A∩B means
that it is likely that swells will always or never be imaged by the satellite
which, in both cases, bring very few information for the global observation
of ocean swell.

Occurrences of A, B, A|B and A ∩ B are presented in Table 4.3 for
latitudes ranging from 0 to 50◦. For instance, at 40◦ latitude, the percentage
of occurrences of A|B equals 17.1%. It concerns swells modeled by WW3
with a significant swell height above 30 cm and meeting one of the following
conditions:

– a direction within [56.25, 67.50] and a period within [7.6, 11.4] (as-
cending pass);

– a direction within [67.50, 78.75] and a period within [8, 12] (ascending
pass);

– a direction within [78.75, 90] and a period within [10, 12] (descending
pass);

– a direction within [90, 101.25] and a period within [8.4, 12.6] (descend-
ing pass).

Globally, swell is mostly generated by eastward traveling extra-tropical
storms, driven by the westerlies and located at intermediate latitudes. Hence,
at mid-latitudes, these swells mostly propagate to the East, while around
the tropics, it is mostly South-East in the North Hemisphere and North-East
in the South Hemisphere. Consequently, occurrences of A|B which concerns
eastward traveling swell are mostly encountered for mid-latitudes. Given the
fact that the direction bins are 11.25◦-wide, if their propagation directions
were isotropic, the expected average value of A|B would be 3.1%. Though,
a significantly higher probability occurs for mid-latitudes: around 11.7% at
40◦ and 14.4% at 50◦ latitude. High values of A|B at 10◦ latitude are mostly
related to South-East propagating swells.
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4.2.1.3 Numerical applications

Hereafter, numerical applications of the general formula given in Section
4.2.1.1 are presented. Only latitudes with greatest occurrences of A|B are
considered, that is 10, 30, 40 and 50◦ (cf. Table 4.3).

Proposition C is reminded: "the propagating swell system of diameter
Dsource and swell period Tp is not imaged over a 5-day period, by one of
the ascending or descending passes alone". Then, P (C) with respect to the
swell period, is given for mean directions where SI conditions are met, that
is, according to Tables 4.1 and 4.2, 67.75◦, 90◦ for ascending and descend-
ing passes, respectively. This applies for starting latitudes of 30, 40 and 50◦.
When the starting latitude equals 10◦, directions given by the SI quadruplets
in Tables 4.1 and 4.2 range from 56.25 to 146.25◦. Though, as mentioned
before, only swells propagating at 135◦ significantly occur in real conditions.
SI conditions are encountered at this latitude in this direction for descending
passes. In the end, investigated directions are 67.75, 90 and 135◦.

The required inputs, Dorbit, ∆t and l are calculated using ENVISAT
nominal orbit (detailed in Table 4.4). Analytical results are presented in
solid line in Figure 4.10. The probability P (C) reaches minimum and max-
imum values of 0.7 and 0.85, respectively, depending how close the swell
period is from TSI .

The choice of the time period of investigation, 5 days, is arbitrary and
impacts all the probabilities previously calculated. Other choices could have
been made but the general trend, from one latitude to another, is expected
to be the same. A minimum number of days is necessary to expect a swell
field to be imaged at least once, given the satellite orbit. Then, because of
the finite extent of ocean basin, a realistic upper boundary of 5 days was
chosen. For instance, it takes more than 3 days for a 12 s swell to travel from
the Labrador Sea to Brittany coastline and more than 6 days for the same
period swell to travel from the south of New Zealand to French Polynesia 5.

4.2.2 Considering a full orbit

Up to this point, ascending and descending passes have been considered
separately. Obviously, combining the ascending and the descending passes
(full orbit) diminishes the probability that a swell is not seen by the wave
mode but to which extent?

To answer this question, the propagation of a swell region emanating
from the same storm area of diameter Dsource is simulated over a 5-day pe-

5. These are very common observed cases as discussed in Chapter 5, page 173.
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riod at various frequencies satisfying relation 4.4. Again, two swell directions
are investigated, each corresponding to the SI direction for the ascending and
the descending passes. Considering latitudes of 30, 40 and 50◦, the associated
directions are 67.5 and 90◦ for the ascending and descending orbit paths,
respectively. For each period, the source region starting location has been
moved along the same latitude to explore all the different timings of the
swell propagation with respect to the satellite orbit. For all these different
positions, the number of cases when the propagating swell region was never
imaged, neither during the descending nor during the ascending passes, is
counted. In the end, this value divided by the number of different tested po-
sitions gives the probability that the source region at the given swell period
is not imaged at all.

First, in order to test the validity of this approach, the previous analyt-
ical results have been tested. Results are presented for the different starting
directions and latitudes in Figure 4.10 in dashed lines and they indicate that
the two approaches well agree.

As for the combination of the two orbit phases, the mean probability
that a swell region is never imaged is smaller than that given considering a
single orbit phase. Besides, the probability dependence to the swell period
remains the same, with a maximum for swell periods close to TSI . Away
from this value, the probability seems to decrease symmetrically. Still, the
probability cutting-down is always less pronounced for starting propagation
direction equal to 67.5◦, no matter the starting latitude. Indeed, as Figure 4.2
recalls, this direction corresponds to conditions of exact and near SI for
the ascending and descending passes, respectively, with associated values of
TSI that are very close. Specifically, for 40◦ latitude, these values are equal
(Figure 4.2 and 4.3). Thus, the SI conditions can be met simultaneously for
both the ascending and descending passes, thus explaining the particularly
high probability, with values of P (C) equal to 0.75 for 10 s swells.

4.3 Case of Sentinel-1

To illustrate the impact of a different orbit on the swell imaging capa-
bility, the case of next European SAR mission Sentinel-1 is investigated.
Expected to be launched in 2014, it follows a sun-synchronous orbit like
ENVISAT but its repeat cycle is quite different as shown on Table 4.4.
This directly impacts the values Dorbit, ∆t and l. A graphical comparison of
Sentinel-1 and ENVISAT wave mode ground track is shown on Figure 4.11.

As can be seen, the distances DSentinel-1 and DENVISAT, between orbits at
two successive days, are very different. It equals 1050 and 1600 km for EN-
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(a)

(b)

(c)

Figure 4.10: Probability that a swell region with a 400 km diameter is not
imaged by ENVISAT wave mode during a 5-day period of propagation. Sub-
plots (a), (b) and (c) refer to starting propagation direction of 90, 67.5 and
135◦, respectively. For each subplots, the continuous line indicates results
using the simulation and only considering one of the ascending or the de-
scending passes alone; the dashed line gives the same information but using
analytical calculation; the dash dotted line considers the combination of the
ascending and descending passes.
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Orbit of satellite ENVISAT Sentinel-1
Nominal orbit Extension orbit

Altitude [km] 800 782 693
Repeat cycle [days] 35 30 12
Orbital period [min] 100.6 100.2 98.6
Revolutions per cycle 501 431 175
Mean local solar time at

22:00 ≃ 22:04 18:00
ascending node

Table 4.4: Orbital characteristics of the ENVISAT and Sentinel-1.

Figure 4.11: Wave mode ground track for ENVISAT (blue) and Sentinel-1
(magenta) at the equator. lENVISAT and lSentinel-1 are very close, around
2800 km while DENVISAT and DSentinel-1 are equal to 1050 and 1600 km,
respectively. For ENVISAT, the nominal orbit is used.

VISAT and Sentinel-1, respectively, when considering a swell propagation to
the East and 1750 and 1200 km for ENVISAT and Sentinel-1, respectively,
when considering a swell propagation to the West. As this distance increases,
the period of the swell that will cover this distance within the same time
increases as well. With Sentinel-1 orbit, the calculation of the conditions
leading to SI was performed, similarly to what was done in Section 4.1. In
the end, among the different starting latitudes, the minimum swell period
for which SI conditions are found equals 24 seconds, for eastward propagat-
ing swells.

First of all, such swell conditions are very scarce and second, such swells
usually have very low amplitudes, seldom more than a few centimeters, con-
ditions which undermines the SAR ability to detect such swells. Still, that is
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in case of eastward traveling swell. Now, considering swells propagating from
East to West, the distance for which SI conditions are met equals 1200 km.
This rather concerns swell period between 10 and 16 seconds, which better
corresponds to the swell observability domain of the SAR wave mode. Thus,
the case of westward traveling swells is investigated similarly to what was
done before with eastward traveling swells for ENVISAT.

4.3.1 Stroboscopic swell configurations

Studying westward traveling swells, SI quadruplets (orbit phase, starting
latitude, starting direction and swell period) are explicitly given in Tables 4.5
and 4.6 and a graphical summary of these results is proposed in Figures 4.12
and 4.13.

Starting latitude Period [s]
Starting propagation

direction [deg.]

30◦N
[14, 15] [-101.25, -90]

[13.5, 14.5] [-90, -78.75]

20◦N

[16, 17] [-123.75, -112.5]
[15.5, 16.5] [-112.5, -101.25]
[15, 16] [-101.25, -90]

[14.5, 15.5] [-90, -78.75]

10◦N

[16, 17] [-123.75, -112.5]
[15.5, 16.5] [-112.5, -101.25]
[15.5, 16.5] [-101.25, -90]
[15.5, 16.5] [-90, -78.75]

0◦N

[15.5, 16.5] [-123.75, -112.5]
[15.5, 16.5] [-112.5, -101.25]
[15.5, 16.5] [-101.25, -90]
[15.5, 16.5] [-90, -78.75]
[17, 18] [-78.75, -67.5]
[18, 19] [-67.5, -56.25]

ASCENDING PASSES

Table 4.5: Conditions on starting latitude, swell peak period and start-
ing propagation direction leading to stroboscopic imaging when considering
Sentinel-1 ascending passes only.

In order to estimate how frequently SI conditions occur for Sentinel-1,
the swell conditions provided by the model WW3 over year 2008 are used.
Results are given in Table 4.7 and compared to that of ENVISAT. In this
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Starting latitude Period [s]
Starting propagation

direction [deg.]

40◦N
[11, 12] [-78.75, -67.5]

[10.5, 11.5] [-67.5, -56.25]

30◦N
[13, 14] [-78.75, -67.5]
[12, 13] [-67.5, -56.25]

20◦N
[16, 17] [-101.25, -90]

[14.5, 15.5] [-90, -78.75]

10◦N

[16.5, 17.5] [-101.25, -90]
[15.5, 16.5] [-90, -78.75]
[14.5, 15.5] [-78.75, -67.5]
[14.5, 15.5] [-67.5, -56.25]

0◦N

[18.5, 19.5] [-123.75, -112.5]
[17, 18] [-112.5, -101.25]
[16, 17] [-101.25, -90]

[15.5, 16.5] [-90, -78.75]
[15.5, 16.5] [-78.75, -67.5]
[15.5, 16.5] [-67.5, -56.25]

DESCENDING PASSES

Table 4.6: Conditions on starting latitude, swell peak period and start-
ing propagation direction leading to stroboscopic imaging when considering
Sentinel-1 descending passes only.
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Ascending Descending

Latitude: 50◦ N

Latitude: 40◦ N

Latitude: 30◦ N

Figure 4.12: SI occurrences with mean re-imaging period calculated over a
5-day period for swell propagating from starting latitude of 50, 40 and 30◦

with starting propagation direction ranging from -180 to 0◦. Left and right
column correspond to the results using ascending and descending passes of
Sentinel-1, respectively.
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Ascending Descending

Latitude: 20◦ N

Latitude: 10◦ N

Latitude: 0◦ N

Figure 4.13: SI occurrences with mean re-imaging period calculated over a
5-day period for swell propagating from starting latitude of 20, 10 and 0◦

with starting propagation direction ranging from -180 to 0◦. Left and right
column correspond to the results using ascending and descending passes of
Sentinel-1, respectively.
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Satellite Latitude 0◦ 10◦ 20◦ 30◦ 40◦ 50◦

ENVISAT
B [%] 37.9 56.5 54.1 61.2 68.3 59.4
A|B [%] 0.4 12.2 1.1 2.9 17.1 24.3
A ∩ B [%] 0.1 6.9 0.6 1.8 11.7 14.4

Sentinel-1
B [%] 21.3 32.9 26.3 47.3 56.8 NA
A|B [%] 0.7 0.2 0.9 5.6 9.1 NA
A ∩ B [%] 0.2 0.1 0.2 2.7 5.1 NA

Table 4.7: Percentage of occurrence of A, B, A|B and A ∩ B at different
latitudes. Results concern the combination of ascending and descending orbit
paths for ENVISAT and Sentinel-1.

Table, the acronym NA means Not Applicable. It comes from the fact that
no SI conditions are met at 50◦ latitude.

First of all, fewer configurations are favorable to SI for 40 and 50◦ lat-
itudes for Sentinel-1 as opposed to ENVISAT. Second, westward traveling
swell seldom occur compared to eastward traveling swell. For these rea-
sons, occurrences of A ∩ B are a lot more numerous for ENVISAT than for
Sentinel-1, meaning that swells are less likely to be missed by Sentinel-1, thus
making Sentinel-1 wave mode more appropriate for ocean swell observation.

4.3.2 Probability of missing a swell system considering a full

orbit

Similarly to what was done before with ENVISAT, Sentinel-1 orbit is
used to simulate the probability P (C), that a swell system emanating from
a 400 km wide storm region is not observed by the SAR. This is only done
for configurations for which SI conditions are met, that is directions equal to
−67◦ for descending passes and −90◦ for ascending passes. As before, P (C)
is evaluated for descending and ascending passes alone and then, considering
the combination of both. Results are given on Figure 4.14.

The investigated swell period range is chosen according relation 4.4. As
observed for ENVISAT, the combination of the ascending and descending
decreases the mean level of probability P (C). Besides, this cutting-down
is more pronounced for directions not parallel to the equator. Indeed, the
sampling is less regular for the non-SI orbit phase and better complements
the other one. Maximum values of P (C) reached for the combination of two
orbit phases and for a single incidence angle reaches 0.6, while it reached
0.75 in case of ENVISAT.
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(a)

(a)

Figure 4.14: Probability that a swell region with a 400 km diameter is not im-
aged by Sentinel-1 wave mode during a 5-day period of propagation. Subplots
(a) and (b) refer to starting propagation direction of -90, −67.5◦ respectively.
For each subplots, the continuous line indicates results using the simulation
and only considering one of the ascending or the descending passes alone; the
dashed line gives the same information but using analytical calculation; the
dash dotted line considers the combination of the ascending and descending
passes and the dotted line considers the leap frog feature of Sentinel-1.



Chapter 4. Swell stroboscopic imaging 147

Satellite Latitude 0◦ 10◦ 20◦ 30◦ 40◦ 50◦

ENVISAT
A ∩ B [%] 0.1 6.9 0.6 1.8 11.7 14.4
E [%] < - 3.1 - 1.1 8.6 8.3

Sentinel-1 A ∩ B [%] 0.2 0.1 0.2 2.7 5.1 0.0
- No leap frog - E [%] < - - - 1.6 3.1 -
- Leap frog - E [%] < - - - 1.1 2.4 -

Table 4.8: Percentage of occurrence of A ∩ B and E at different latitudes.
A ∩ B refers to the cases when, for the given latitude, swells satisfying the
SI conditions are encountered (from spectral ocean swell model WW3). E
refers to the case, over time, when a swell is missed because of the SI effect.

In addition, the Sentinel-1 wave mode will operate in a new leap frog con-
figuration for which each wave mode acquisition is alternatively acquired at
incidence angles of 23 and 36.5◦, separated by 200 km in the range direction
(cf. Table 1.1 in Chapter 1, page 16). Thus, the SAR instrument swell field
sampling will be further improved by this additional feature. The impact of
this additional operating mode on P (C) was also estimated. It is presented
on Figure 4.14. Clearly, P (C) further diminishes. For -90◦ propagation di-
rection, corresponding to 30◦ starting latitude, the maximum value reached
by P (C) goes from 0.62 down to 0.53. For -67.5◦ propagation direction, cor-
responding to 40 and 30◦ starting latitude, it goes from 0.58 down to 0.43
and from 0.55 to 0.4, respectively.

In the end, it is also interesting to estimate the percentage of occurrences
in time E, when a swell system is not observed. This combines the probability
that a swell satisfying the SI conditions is present and the probability that
such a swell is not imaged. Since, these two events are clearly independent,
the resulting probability is equal to their product. For this calculation, an
upper-bound of P (E) can be estimated for each configuration using the
maximum value given by P (C) rather than the full period-probability profile.
Results are given in Table 4.8. They indicate that for Sentinel-1, swell can
be missed because of SI phenomenon only 1.1% of the time at 30◦ latitude
and 2.4% of the time at 40◦ latitude. On the contrary, ENVISAT exhibits
much higher values reaching more than 8% at 40 and 50◦ latitude. Thus,
the SI limitation hardly applies for Sentinel-1 wave mode showing a much
more favorable swell sampling than ENVISAT.
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4.4 Conclusion

The present chapter highlights the ability and limitations of SAR in-
struments operating in wave mode to sample ocean swell fields, focusing on
the dynamical trajectory of a swell system with respect to the instrument
sampling, directly related to the satellite orbit and the instrument incidence
angle. Over a 5-day propagating period, certain swells with specific periods
and eastward propagation directions can be systematically missed by the
ASAR instrument. Given the conditions of realization, we have entitled the
phenomenon swell Stroboscopic Imaging (SI).

Considering ascending and descending passes alone first, we have identi-
fied the Stroboscopic Imaging (SI) conditions under which this phenomenon
occurs, determined for a given orbit and incidence angle by the quadruplet
of the swell peak period, its starting propagation direction, the starting lat-
itude and the orbit phase (ascending or descending). More precisely, taking
the example of ASAR, the phenomenon occurs for swells with ENE mean
propagation direction and periods ranging from 8 and 14 s for ascending
passes, and for swells with eastward mean propagation direction and peri-
ods ranging from 9 and 15 s for descending passes. Using data provided by
WW3 wave model over year 2008, such swell conditions were proven to be
significantly met in open ocean.

The probability P (C), that a swell system could be missed by the SAR
instrument was first estimated using an analytical method. It indicates that
for each descending or ascending passes alone and each considered latitude,
this probability reaches maximum values of 0.9 when the swell period equals
that of SI, TSI , and linearly decreases to 0.7 as the swell period approaches
4
5TSI and 6

5TSI . Then, we have simulated the multiple phasing configura-
tions of a swell system with respect to the instrument sampling. Doing so,
the probability of swell non-observability combining ascending and descend-
ing passes could be estimated. It indicates that the conditions of swell non-
observability due to a single orbit phase can be compensated by the other
orbit phase and maximum values of P (C) are down to 0.6. This is unless
the two orbit phases have very close SI conditions, in which case this proba-
bility remains high, reaching 0.75. This occurs for swell propagating in ENE
directions at mid-latitudes (≃ 40◦) whose period is close to 10 s.

Finally, taking the example of the future Sentinel-1 mission, we tackle
the influence of a different SAR satellite repeat cycle on SI phenomenon.
Results show that the Sentinel-1 orbit offers a much better swell sampling.
SI conditions are met for westward traveling swell, as opposed to eastward
traveling swell in case of ENVISAT. Using WW3 ocean wave spectra sim-
ulations, we conclude that SI conditions for Sentinel-1 are four times less
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likely in average than that for ENVISAT. Besides, the swell sampling will
be further improved by the new leap frog feature, alternating between two
incidence angles.
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The validation of SAR swell measurements from the ENVISAT mission
in Chapter 3 has proven that swell integral parameters can be retrieved
from individual SAR images of the sea surface. The development of appli-
cations using these measurements is motivated by the future launch of the
two Sentinel-1 missions in 2013 and 2014, together with the accumulation
of a 20 year-long archive with satellites ENVISAT and ERS-1 and 2.

In the past chapters, SAR swell measurements have been treated as inde-
pendent measurements but, as was shown in Chapter 2, swell can propagate
for thousands of kilometers and, under deep water and no current assump-
tions, its trajectory and speed can be estimated using linear theory. For
instance, (Hanson and Phillips, 2001) have advantageously used this swell
persistency to identify and group swell measurements from a moored buoy
related to the same swell systems. Additionally, swell persistency can also
compensate for the track-based and relatively sparse sampling of the SAR
swell measurements to capture the evolution of ocean swells as they spread
away from their original storm as shown by Collard et al. (2009). The global
monitoring of ocean swell fields they propose appears promising for the bet-
ter understanding of ocean swell processes. Indeed, using a high number of
SAR observed swell fields (Ardhuin et al., 2009) has brought new measure-
ment methods and empirical model for swell dissipation. Not only has this
progress contributed to a better understanding of air-sea fluxes in low wind
conditions but it also benefited wave model parametrization (Ardhuin et al.,
2008).

Monitoring ocean swell requires the analysis of a large SAR swell ob-
servation database. With ENVISAT wave mode, more than fifty thousands
points are accumulated every month on a global scale. An automated process
is thus necessary, especially if targeting at developing real-time applications
in preparation of the next Sentinel-1 missions. This supposes the develop-
ment of robust routines that can handle the large variety of storm and swell
events. For instance, complex storm scenarios of long lasting or fast suc-
ceeding events bring new issues and question the validity of point source
assumption on which previous studies rely. If these problems are not ad-
dressed, they lead to a miscellaneous gathering of swell observations and
cause incorrect estimations of swell arrival times and energy decay. Indeed,
Delpey et al. (2010) noticed for a storm that occurred on 24 February 2004
in the western part of the North Pacific Ocean that the afterglow 1 of the
storm may have been the time where most energy was attributed to the
shorter swell, 18 hours after the longer one. Already, Snodgrass et al. (1966,
Section 7) explained the important role of the storm afterglow, which was

1. The afterglow of a storm is defined as the time period following the storm maximum
intensity and during which the maximum wind speed keeps on decreasing.
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held responsible for the slow decay of swell energy at a fixed period com-
pared to its rapid increase upon arrival.

With the attention to bring the use of SAR wave mode data to its full
potential, it is important to propose automated methods to describe swell
field spatio-temporal evolution from sparse observations using the most accu-
rate storm identification. Thereby, the present chapter extends the methods
previously proposed by Collard et al. (2009) for a finer description of the
ocean swell field. Particular attention is given to complex storm cases, for
which previous hypothesis of a point storm source in space and time may
not apply for swell system reconstruction methods. First, a brief descrip-
tion of the different data sources used in this paper is given in Section 2.
Then, the methodology for the SAR swell field reconstruction is detailed in
Section 3. Finally, it is followed by a presentation and discussion of results
going through individual examples as well as analysis of a full year.

5.1 Dataset Description

In this section, the different data sources used in this chapter are pre-
sented.

In order to gather SAR swell observations belonging to the same swell
systems, it is necessary to identify their origin. This information on the storm
locations is assessed using surface wind field data from the National Cen-
ter for Environmental Prediction (NCEP) and the StormWatch database,
developed by IFREMER. It can also be retrieved from the sea states given
by the numerical wave model WW3. Then, wave related data is described:
wave spectra extracted from SAR L2 products, already detailed in Chapter
3 at page 83, and in situ measurements of directional buoy spectra available
through NDBC website.

5.1.1 Wind field data

The surface wind field data comes from the NCEP Re-Analysis 2 (NCEP
RA-2) and is freely available through the NCEP website. It contains the
10 m-high wind speed provided on a global 2.5◦ grid with a 6 hour time
resolution, as four ’instantaneous’ global snapshots per day at UTC 00, 06,
12 and 18Z. Wind field inputs come from multiple satellites, up to six de-
pending on the time period, including scatterometers (QuikSCAT), SSM/Is,
TMI and AMSR-E observations. The blended winds are then decomposed
into (u,v) components using the NCEP RA-2 and finally interpolated onto
the blended wind speed grid.
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Potentially, other wind data could have been used like the Climate Fore-
cast System Reanalysis (CFSR) winds since it comes with better time and
space resolution (0.5◦ and 1 H) and extreme winds are more accurate (Saha
et al., 2010). However, at the time this study was conducted, we did not
dispose of the additional time necessary to develop the scheme to ingest this
data.

5.1.2 StormWatch database

The StormWatch database was developed in 2006 for CERSAT in IFRE-
MER, in order to promote the use of ERS data archive (De Joux, 2006). It is
intended to track hurricane-force winds, retrieve associated information and
can be used to compare them to the information given by the SAR analysis.
Identification of extreme events is based on the strong wind region detec-
tion. Wind information can be retrieved from atmospheric model or directly
from scatterometer measurements. Though, model offers a more complete
spatio-temporal description of the cyclone extension since it is not limited
to satellites’ swath. However, it is sometimes not a good representation of
the sea truth.

Detection is defined by a minimum wind threshold. Since both scat-
terometer or model significantly under-estimate high wind speeds (Quilfen
et al., 2007), instead of choosing the conventional hurricane force wind speed
limit of 32 m.s−1, the minimum threshold was chosen as the minimum wind
speed of the 1% highest quality checked wind speed in the wind speed in-
puts, which approximately equals 20 m.s−1. The extension of the storm is
then defined as the region around the recorded maximum where the wind
speed continuously decreases and remains higher than 15 m.s−1.

Each storm event thereby detected is then saved together with geophysi-
cal parameters such as the maximum wind speed, associated wind direction,
time and geographical location, total wind power over the storm area and
its vorticity. In the end, this dataset is a concatenation of all the records of
extreme events records but successive observations of the same storm along
its life cycle are not linked.

5.1.3 Wave data

5.1.3.1 Observations: SAR L2P wave mode products

This study is based on the SAR L2P wave mode products, obtained
after processing the SAR wave mode products acquired by the Advanced
Synthetic Aperture Radar (ASAR) instrument on-board ENVISAT satellite
using the scheme described in Chapter 3. Latest validation performances
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Hss Tp

Bias 0.02 m 0.32 s
RMSE 0.29 m 1.07 s
Scatter Index 22.4% 7.3%
NRMSE 22.5% 7.7%
r 0.92 0.64

Table 5.1: Statistical errors for swell observations of significant swell heights
and peak period derived from SAR L2 wave mode data against buoy-derived
data extracted from Collard et al. (2009). Co-locations are restricted to SAR
observations for which a maximum distance to the buoy equals 100 km and
the 10-m wind speed as measured by the SAR in [m.s−1], U10, satisfies the
conditions is 3 ≤ U10 ≤ 8. RMSE for directions equals 20◦ and is bias-free.

detailed by (Collard et al., 2009) are presented in Table 5.1 but for a more
complete investigation, it is recommended to refer to Chapter 3.

5.1.3.2 Observations: Stratus buoy

In situ wave measurements used for comparison come from the direc-
tional buoy ’Stratus’ , operated by Woods Hole Oceanographic Institution
(WHOI). Moored 1500 km off the coast of Chile, at -19,7◦N, -85.5◦E, this
buoy has been recording ocean waves from October 2007 until now with only
a few discontinuities. It is equipped with the Wave and Meteorological Data
Acquisition System (WAMDAS) designed by NDBC. Data is collected by
NDBC and quality-controlled before being posted on the NDBC web site.
It is available at URL http://www.ndbc.noaa.gov/.

5.2 Methodology

This section presents the methodology through which isolated SAR swell
measurements can be gathered into clusters corresponding to different swell
systems. For a given swell system, the main difficulty is to be able to gather
as many measurements of this swell event among all the SAR measurements
without incorporating measurements from other swell events. This can be
particularly difficult when looking at closely succeeding storm events.

The main thrust behind the algorithm is that observations at various
times and locations of the same swell field all originate from the same source
region. Inversely, storm regions are defined in our approach by the regions
where a significant amount of back-traced swell observations converge. The
swell field reconstruction principle is rather simple: swell observations tra-
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jectories are traced back in the past and they converge to their storm source
region. Then, these converging retro-propagated observations are associated
and define a new swell field. Its spatio-temporal properties are described by
these observations propagating from the storm source region until shallow
water is encountered. The overall methodology can be split in six steps:

1. Retro-propagation: tracing the swell observations trajectories back in
the past;

2. Refocusing: swell sources are defined by the region where retro-propagated
swell observations converge;

3. Swell observation association: all the retro-propagated observations
within the previously detected region are gathered into a set defining
the new swell field. The generation time and region is the same for all
observations;

4. Swell observations’ filter: the spatio-temporal coherence of the swell
field is used to reject swell partitions originating from neighboring
storms but erroneously associated to the considered swell system;

5. Swell field analysis: generation time and region are re-estimated for
each observation belonging to the new swell field;

6. Swell field association: in the end, previously detected swell fields that
were split into separate refocusing events but actually belong to the
same event are gathered. It is based on a spectral distance criterion.

In the following pages, these steps are described in more details.

5.2.1 Retro-propagation

This is the first step of storm source identification. The required inputs
are the peak period and direction of propagation given by the SAR L2P prod-
ucts. Then, all observations past-positions are calculated following geodesics
at group velocity in the direction opposite to the direction of propagation
until land is reached and for a maximum time of 14 days. Group velocity is
estimated from dominant wavelength using linear dispersion relation, valid
for swell with small steepness.

Along this past trajectory, the fact that the generation region is detected
depends on two conditions. First, a minimum number of swell observations
have to converge to this region. This condition is referred to as refocusing
and it is further detailed afterwards. Second, the local sea surface wind
speed has to reach a threshold value compatible with the swell wavelength.
Indeed, a wave of peak period Tp requires a threshold wind speed Umin

around 0.12gTp to be generated, where g is the Earth gravity. This ancillary
wind information is given by the maximum 10 m wind speed indicated by
NCEP RA-2 wind model within 500 km of the swell propagated observation.
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In practice, because of the inability of input wind data to describe the highest
wind speed range, we consider a limit wind speed equal to two-thirds of Umin.
Thanks to this wind speed threshold, cross sea regions occurring under calm
wind conditions are rightfully rejected from the following storm detection.

5.2.2 Refocusing

The global behavior of the refocusing algorithm is described by the se-
quential graph on Figure 5.1 and further detailed hereafter. It is based on the
analysis of retro-propagated swell density-maps over time. These density-
maps are 2D histograms indicating, for a given time step, the number of
retro-propagated observations whose threshold wind speed condition is ful-
filled within each cell. The density-map geographical extension covers all
longitudes, and goes from 74◦S to 74◦N with 2×2◦ cells. This resolution
is justified by the limited precision on the swell retro-propagated observa-
tions’ location, caused by the error on the swell peak period and direction
measurements (cf. Chapter 3, Section 3.4) and the resulting mis-positioning
after retro-propagation. In order to be able to compare density-map cells at
different latitudes, each cell value is normalized by the cell surface.

5.2.2.1 Scheme

The next two paragraphs described the recursive search among the density-
maps time series allowing for the identification of storm events.

Analysis with decreasing peak period An example of density-map
time sequence is given on Figure 5.2 where maximum refocusing region
is circled in red. Clearly, a region of convergence is located south-east of
New Zealand and reaches its maximum density on 11 April 2008. Only ob-
servations with peak period above 16 seconds are considered here. Indeed,
the highest periods give the most precise convergence for they require the
strongest wind conditions. Though, as the highest swell field peak periods
varies from one event to another, an iterative process is adopted, for which
the minimum peak period, Tmax, of the swell observations to take into ac-
count for the density-maps estimation decreases in order to get the most
precise refocusing for all storm events.

And with decreasing time step Looking at one single retro-propagated
observation, the main stake is to identify when this swell was most probably
generated along its past trajectory and among the segments for which the
threshold wind speed condition is fulfilled. Several scenarios may occur: if
only one storm event is encountered along the retro-propagated trajectory,
then, the refocusing algorithm will automatically define the swell generation
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Figure 5.1: Detailed flow diagram of the refocusing algorithm.
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Figure 5.2: Density-maps at successive time steps showing the refocusing
region displacement on 10 April at 00Z (a), 10 April at 12Z (b), 11 April at
00Z (c), 11 April at 12Z (d) and 12 April at 00Z (e). Maximum refocusing
is reached on 11 April 2008. Density maps contain an absolute maximum,
related to the storm event occurring on 11 April 2008, and one or several
local maxima, related to another storm event, that occurred on 10 April
2008.
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time as the time of maximum convergence. If several storm events are present
along the retro-propagated trajectory, the swell observation may result from
the successive forcing of several of them or only from the last one. In the
latter case, the presence of previous storm regions along the hypothetical
past trajectory is just a coincidence. In the first case, different choices are
possible. We choose as a convention to consider that the storm source is
the most recent storm event for which enough swell observations converge
and the threshold wind speed condition is fulfilled. For this reason, given an
threshold peak period as described in the previous paragraph, the density-
map analysis follows an iterative process and the time series are inspected
going backward in time.

Now that the density-map inspection scheme is set and given the regions
of converging swell retro-propagated measurements as illustrated in Figure
5.2, a criterion is needed to precisely define the time and location of the
underlying storm event. This is the refocusing criterion.

5.2.2.2 Refocusing region ensemble

Once Tmax is fixed, the algorithm looks for the maximum density-map
value above the threshold noise level, Mnoise, skimming through the time
period of interest, starting from last time step and going back in time.

(x, y) = arg(maxMi) , where Mi (x, y) > Mnoise , at t = ti (5.1)

Whenever this condition is met, the density-map Mi is separated in regions
of convergence using a watershed delineation transform analogous to our
partitioning algorithm. Its use is motivated by the need to clearly delimit
successive neighboring refocusing regions related to different storms. Oth-
erwise, swell observations could be attributed to the wrong storm events.
Then, the refocusing region Ri is defined as the partition domain around
the identified peak, at (x, y). The maximum density reached over region Ri

is denoted max {Mi (Ri)}. Afterwards, the evolution of this region is evalu-
ated going forward and backward in time using a feature tracking algorithm.
It defines a refocusing region ensemble, R = {Rj , ip < j < iq}. We stop the
evaluation at time step tip and tiq , whenever the maximum density reached
at these times, M(Rip) and M(Riq), is smaller than half the maximum den-
sity reached for intermediate time steps. This can be expressed as follows:

R = {Rj , ip ≤ j ≤ iq} , with max
j∈(iq ,ip)

{Mj (Rj)} ≥ 1

2
max

ip≤j≤iq

{Mj (Rj)}
(5.2)

Note Density-map values above the threshold noise level, Mnoise, may be
reached if the swell measurements acquired during the ascending phase of
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the satellite are located close enough to the measurements from the previous
swell measurements acquired during the descending phase of the satellite less
than 24 hours after. However, this does not necessarily corresponds to the
presence of a storm region. Therefore, the refocusing region ensemble R, is
only considered valid if it is persistent for more than 24 hours.

5.2.2.3 Refocusing criteria

Once the refocusing region ensemble is defined, the storm source region
and time, respectively Rm and tm, are chosen when both the convergence
and the number of propagated observations inside the refocusing region are
maximum. They are given by the argument maximizing the criterion N ,
that we define as:

Nk = AkBk , where

{
Ak = max(x,y)∈Rk

Mk (x, y)

Bk =
∑
(x,y)∈Rk

Mk (x, y)
(5.3)

Other criteria have been tested, such as Nk = Ak, but results have shown
it was not as robust as the previous one and refocusing was occurring too
early compared to maximum storm development.

5.2.2.4 Application to WW3 model

The previously described refocusing algorithm aims at detecting swell
source time and location. These are theoretically co-located with ocean
storms, which can be characterized by maxima of total significant wave
heights. In order to further verify this assumption with independent data
(cf. Section 5.3.3, page 173), the refocusing algorithm can be adapted to
the use of WW3 data. The estimation of the storm source time and loca-
tion relies on the same principles. This is based on the analysis of total
significant wave height maps instead of density-maps. Here, the refocusing
criterion is the time and location of maximum total significant wave height
and the threshold significant wave height equals 10 m. The criteria kept for
the storm source identification using the SAR and the model may not be
strictly equivalent but should still target the most energetic events. This is
further discussed in the latter presented results.

5.2.3 Swell observations’ association

The new swell field is defined as the group of observations, all period
considered, whose position falls inside region Rm at tm, the maximum refo-
cusing time.
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5.2.4 Swell observations’ filter

The statistical errors of the integral parameters estimation using by SAR
are given in Table 5.1. As a direct consequence of the wrong estimation of
the peak periods and/or directions, all the retro-propagated partitions con-
verging in space and time to a common storm source region may not have
been generated by that storm but by a neighboring one instead. In order
to reject these outliers, we use the spatio-temporal coherence of the recon-
structed swell field.

As mentioned before, for each swell field detected by the refocusing al-
gorithm, the storm source region is estimated focusing on longest swell ob-
servations since they give the most precise convergence. Therefore, those
long waves are less likely associated to an erroneous refocusing region than
shorter waves, whose converging regions can be much wider. Therefore, the
proposed filtering aims at rejecting short waves originating from another
storm source but associated to the considered swell system, using the longest
swell as a spatio-temporal reference. At a given time step, tFilter, and given
the location of the propagated SAR observations, we estimate for each of
them their expected wavelength considering a point source. Its geographical
coordinates are given by the mean location of all propagated partitions at
refocusing time. Then, if the difference between the expected wavelength
and the actual one exceeds a certain threshold, ∆λthresh, the propagated
SAR observations are excluded. To estimate this threshold, we assume that
in open ocean, outside of island shadows and in the absence of currents,
differences between the observed and the expected values result from mea-
surement uncertainties and the extension of the storm source region. The
larger the storm source, the bigger the potential difference. The peak wave-
length difference arises from the fact that the observed swells have covered
different distances during the same time, as illustrated on Figure 5.3.

Figure 5.3: Illustration of two waves belonging to the same swell field but
with slightly different wavelengths at point M because of the storm source
geographical extension in propagation direction, Sprop.
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In the end, the threshold is estimated as follows:

∆λthresh =

[
λ1/2max −

(
8π

g

)1/2Sprop

∆t

]2
+∆λprec (5.4)

where, λmax is the peak wavelengths’ ninth decile 2;
g, the Earth gravity;
Sprop, the storm source dimension in the propagation direction,
given by the size of the convergence region in the refocusing
step;
∆t, the time difference between the swell generation and the
time of estimation;
∆λprec, the RMSE of the peak wavelength 3, equal to 36 m.

Empirical tests have proven that best estimation of this threshold crite-
rion were given for ∆t=2. This threshold is applied to a case example, pre-
sented in Figure 5.4. On subplot (a), the position of all the propagated swell
observations are plotted 7 days after their generation, south-east of New
Zealand. Because of the swell dispersion relation, the wavelengths should
increase with the distance from the source. However, some patches show ab-
normally low values with respect to the general trend. Using the threshold
condition given by equation 5.4, those patches are detected and plotted in
brown on subplot (b). Further analysis of the meteorological situation shows
that these observations were generated by a previous storm, very close in
space and time to the investigated one.

5.2.5 Swell field analysis

In the previous step, we have considered that all observations belonging
to the same swell field were generated at the same time and in the same
region. Nevertheless, all waves do not necessarily leave the storm region at
the same time and therefore may escape at different times and locations
along the storm path, as illustrated on Figure 5.5. Here, we assume that
these differences can be related to the peak period or wavelength of the
observed swell. The purpose of this additional step is thus to let out the
swell field to enable different times and regions of refocusing depending on
the swell period.

As shown on Figure 5.6, this is done similarly to Step 2, using the same
refocusing algorithm but only taking the previously set of retro-propagated
observations for inputs.

5.2.6 Virtual buoy and swell field association

In certain cases, the swell source is so spread in space and/or time that
a single swell event may be split into several refocusing events. They need to
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(a)

(b)

Figure 5.4: Propagated swell observations seven days after their generation
by a powerful storm event that occurred on 23 August 2011, south-east of
New Zealand (a). On subplot (b), partitions excluded using criterion given
by equation 5.4 are represented by a maroon disk.
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(a) (b)

Figure 5.5: Illustration of the new storm source parametrization allowing
for different times and locations of refocusing along the storm path (a) as
opposed to a point source parametrization (b).

Figure 5.6: Different uses of the refocusing algorithm for raw swell field
identification in first place and refined identification then.
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be gathered in order to avoid summing significant swell height measurements
of the same swell field for the calculation of the total significant swell height.

As the swell field passes by a given observation point, the virtual buoy,
the peak period and propagation direction are estimated. To do so, each
propagated observation’s position with respect to the virtual buoy is indi-
cated by longitude, ϕi, measured in the local coordinate system associated
with the storm source region, as illustrated in Figure 5.7. This parametriza-
tion is justified by the expected isotropic distribution of the peak period
and propagation direction. Then, the peak period and propagation direc-
tion estimation are given by a weighted interpolation whose weights depend
on two parameters: the time difference between the time of interest and the
swell measurement observation time, and ϕi. This calculation uses all the
propagated observations inside region ΩV , defined as the space between the
rings whose distance to the storm source equals that of the virtual buoy to
the storm source ±100 km. Besides, to prevent from extrapolating virtual
buoy parameters too far from swell trajectories, region ΩV is limited in lon-
gitude to ±3σϕ and no information is given whenever values of ϕi within
this range all have the same sign, which can be the case in island shadow
for instance. The source is defined as the mean geographical position of all
the swell propagated observations composing the swell field at maximum
refocusing time.

The virtual buoy peak period, T V (tj), is calculated following the equa-
tion :

T V (tj) =

∑
i,Pi∈ΩV

ci (tj)Ti (tj)∑
i,Pi∈ΩV

ci (tj)
(5.5a)

with,

ci (tj) = N0,σ2

t
(ti0

− tj) +N0,σ2
ϕ
(ϕi (tj)) (5.5b)

where, N0,σ2

t
is a normal distribution centered on zero, with a standard

deviation σt equal to two days;
ti0
, the acquisition time of the ith swell observation;

N0,σ2
ϕ
, a normal distribution centered on zero, with a standard

deviation σϕ equal to five longitude degrees;
ϕi (tj), the ith swell observation longitude in the local coordinate
system at time step tj .

The virtual buoy propagation direction, DV (tj), is given by the azimuth
from the virtual buoy.

Similarly to what is proposed in Chapter 3, Subsection 3.3.3, we define a
spectral distance, S, between two storm events of indexes 1 and 2, calculated
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Figure 5.7: Calculation of the virtual buoy peak parameters using the set of
propagated observations Pi belonging to the same swell system, originating
from source S. Virtual buoy is placed in V (red flag) and estimation uses
all the observations whose position falls in region ΩV , distinguished by the
solid black line encircling them. ϕi correspond to longitude of Pi in the local
coordinate system whose origin corresponds to source S. The color of each
propagated partition, drawn using a rainbow color palette, gives information
on its wavelength (shorter swell in blue to longer swell in red).
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at time step tj as follows:

SV (tj) =
1

q

(
|DV
1 (tj)− DV

2 (tj) |+ 2 |T V
1 (tj)− T V

2 (tj) |
T V
1 (tj) + T V

2 (tj)
r

)
(5.6)

with,
q = 60 and r = 250

Two separate swell events detected by the refocusing algorithm are con-
catenated if their mean spectral distance is smaller than 0.6, which corre-
sponds to a difference of 18◦ in direction and 7% in period). One of the
particularities of this method is that the comparison is bound to a specific
location instead of being global. In practice, several virtual buoys are placed
in the middle of each ocean basin, in the deep ocean regions through which
most swell fields propagates. In addition, if specific locations are investi-
gated, for further validation against buoy measurements for instance, the
swell field association is also performed at these locations.

As a reminder, the performances of the SAR estimated integral param-
eters upon observation are presented in Table 5.1. It indicates a root mean
square error of 1.07 s and 20◦ respectively for peak period and propaga-
tion direction. The estimated position accuracy of each propagated observa-
tion decreases as it is virtually propagated away from its observation point.
Though, because no bias is present, these errors are evenly distributed. On
average, refocusing regions gather around a thousand propagated observa-
tions and their mis-geolocation are thus expected to compensate. Never-
theless, mis-geolocation of individual propagated observations results in the
inability to gather to the new swell field those located outside the refocusing
region. In addition to direction estimation errors, scattering caused by is-
lands as mentioned by Snodgrass et al. (1966), or currents, also contributes
to ray back-tracing errors.

5.3 Results

The refocusing algorithm has been run for the entire year 2008 on a
global scale and more than 700 swell events were identified. This section
is separated in three main parts. First, using the StormWatch database,
we test the validity of the refocusing algorithm’s prime hypothesis: that
storm sources can be identified as the regions where a significant number of
converging retro-propagated observations. Second, we focus on a two case
examples of long-lived storm events and show that the complex storm source
parametrization we have proposed in Subsection 5.2.5 is necessary. Third,
looking at all storms detected over the year, we estimate the percentage
of storms that benefit from this parametrization. Then, we verify that the
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storm distribution given by the SAR analysis over a year corresponds to
that indicated by wave climatology and WW3 data.

5.3.1 StormWatch co-location

For each storm detected by the refocusing algorithm, the StormWatch
database is investigated to test whether or not it contains a co-located storm
event. For this specific test only, the refocusing algorithm did not use any
ancillary wind information to apply a threshold speed condition (Step 1).
Using the StormWatch database with QuikSCAT surface winds, detected
regions of intense winds are co-located with refocusing regions in 96% cases
under following limitations: 700 km distance between the location of maxi-
mum of wind speed and of refocusing, direction of the maximum wind speed
vector within 60◦ of displacement direction of the refocusing region and 3-
hour interval. The remaining 4% can be explained by wave sampling of the
satellite instrument aside the strongest wind conditions.

5.3.2 Single cases

Hereafter, we focus on a two interesting cases identified by the refocusing
algorithm in the Pacific Ocean.

5.3.2.1 11 April 2008 - SW Pacific

From the SAR analysis, a major storm event was identified on 11 April
2008 in western South Pacific Ocean, around 165◦W - 55◦S. The NCEP
blended wind model indicates wind blowing over 30 m.s−1 for more than 30
hours. In addition to the maximum refocusing location and time given by
the SAR analysis, it appears interesting to look at the path of the refocus-
ing center before and after the L criterion reaches its maximum. Clearly, it
follows the direction in which most swell energy propagates. As Figure 5.8 il-
lustrates, for each time step, co-located StormWatch results are represented
by wind barbs whose color indicates time. The depression center, south-
eastward the maximum wind speed location, follows the same pattern (not
shown). The SAR information offers a continuity between the independent
StormWatch outputs. This relation is of great interest since it gives the pos-
sibility to independently establish a link between a swell system and the
history of the extreme wind conditions that have actively contributed to its
generation. Such a dataset can greatly benefit to the understanding of swell
generation mechanisms.

Further results from Step 4, previously detailed in Methodology Section,
give information about the refocusing time with regard to the swell period.
As Figure 5.9 indicates, shorter swell refocuses after longer swell, during the
afterglow of the storm. The different wavelength groups are all refocusing
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Figure 5.8: Displacement of the refocusing center from the SAR analysis
(dashed line). The purple disk indicates the maximum refocusing location.
Its position along the dashed line indicates a maximum refocusing occurring
on 11 April 00H. Wind barbs indicate in surface wind speed (in [m/s]) and
direction. Time is indicated by the color scale.



Chapter 5. Swell field reconstruction 171

Figure 5.9: Highest surface wind speed time series measured by NCEP
blended model (black line) near the refocusing center. SAR swell field given
by Step 3 was separated into 4 sub-sets, whose refocusing time was cal-
culated. They are indicated by the cyan segments, together with the wave-
length range of these sub-sets. Graph indicates shorter swell refocuses during
the storm decay.

within the same region, represented by a purple disk, about 500 km down-
wind the region where the strongest wind area has slowed down its path, on
11 April. Furthermore, the average wave age at refocusing time is approxi-
mately 1.25.

Using in situ data from moored buoy WMO32012, the frequency time
series of the corresponding swell field was deduced from the hourly-recorded
directional wave spectra. After smoothing and partitioning, retrieving the
peaks related to this swell event was relatively easy since no other significant
swell condition was present during its arrival. Mean direction of arrival is in
good agreement with the one expected from the SAR analysis (5◦ difference)
and the significant swell height is of the order of one meter. Figure 5.10
presents the frequency time series of the swell system in gray solid line and
its smoothed curve in dashed black. On top of it, the red solid line represents
the expected arrival time based on the distance to the source given by the
SAR. Its slope was calculated using equation 2.16 which can also be written
as follows:

df

dt
=

g

4πD
(5.7)
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Figure 5.10: Swell peak frequency hourly time series given by buoy
WMO32012 in gray solid line and the smoothed time series in dashed black.
The solid red line represents the swell expected arrival time based on the
storm distance to the buoy.

where, g is the Earth gravity;
D, the distance between the buoy and the storm source.

The differential arrival time given by the SAR fits to that measured by
the buoy for low frequencies. Though, for the higher frequency part of the
swell field, around 0.08 Hz, the peak frequency signal is still present after the
expected arrival time and up to 18 hours after, which is in good agreement
with the varying refocusing times found by Step 4.

5.3.2.2 15 December 2008 - NE Pacific

This long-lived storm sets up in less than 12 hours and reaches its max-
imum power on 13 December morning with surface wind speeds over 25
m.s−1 as measured by QuikSCAT (Figure 5.11). Then, it slowly decreases
and the mean flow turns north to north-east until it dies out on 17 December
while the storm drives south (not shown). Despite this late move, the storm
can be considered to remain at the same location during its most significant
activity, setting up a fetch of 1500 km for 3 days. According to Kitaigorodskii
(1962), non-dimensional fetch is over 104 and full development is expected.
As wave generation theory describes, the wave spectrum peak frequency de-
creases going down-fetch and swell escapes from the storm region when its
phase speed gets close to 1.3.
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Accordingly, for wind speed of 18-20 m.s−1, we expect peak periods equal
of 15-16.7 s, corresponding to wavelengths of 350-435 m. This is in good
agreement with the longest SAR recorded swell. Indeed, the ninth wave-
length decile of all the SAR observations associated to this storm event
equals 346 and highest value 420 m. Then, as the maximum wind power
available decreases, the reachable peak frequency of the full developed sea
should decrease as well. In our case, the shorter swell refocusing time hap-
pens 48 hours after that of the longer swell and at the same location. For
a matter of fact, this time difference was so important that this swell event
was initially split in two different ones which were then gathered thanks to
Step 6.

5.3.3 Yearly analysis

Among the 700 storms detected using the SAR analysis, more than
250 exhibit different refocusing times depending on swell peak period. Even
though scenarios are multiple, the swell of larger period refocuses strictly
before the smaller one in 63% cases and for these situations, the average refo-
cusing time difference equals 14 hours with a standard deviation of 12 hours.

5.3.3.1 Global storm distribution

Figure 5.12-a presents the normalized smoothed 2D histogram of all SAR
detected storms for year 2008, so that it indicates the percentage of SAR
detected storms encountered in the surrounding 2×2◦ cells during year 2008.
It mainly exhibits extra-tropical storms, rather well distributed in longitude
even though they are most present in the western part of each ocean basin.

Several regions clearly arise from this map: western South Pacific Ocean,
region between New Zealand and the Ross Sea, North Pacific Ocean near
the Aleutian Islands, southern tip of Greenland (Cap Farewell) in the North
Atlantic Ocean and in the south-west Indian Ocean, around the Kergue-
len Islands. These regions are well known for their frequent storm activity
(Jones and Simmonds, 1993; Moore and Renfrew, 2005; Zhu et al., 2007).
They are all located within the prevailing westerlies band and specific re-
gional effects can intensify the potential storm activity. They are of interest
from both a severe weather and climate perspective.

5.3.3.2 Refocusing time vs. time of escape

In the attempt to explain the results of the SAR analysis, it is first im-
portant to point out that the refocusing time corresponds to the time at
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12 Dec. 00Z 12 Dec. 12Z 13 Dec. 00Z

(a) (b) (c)

13 Dec. 12Z 14 Dec. 00Z 14 Dec. 12Z

(d) (e) (f)

15 Dec. 00Z 15 Dec. 12Z 16 Dec. 00Z

(g) (h) (i)

Figure 5.11: Wind field time series measured by QuikSCAT in knots off
the coast of the state of British Columbia, Canada. Map (a) starts on 12
December 2008 and goes on every 12 hours.
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(a)

(b)

Figure 5.12: Normalized smoothed 2D histogram of all SAR detected storms
(a) and all storms for which the maximum significant wave height given
by WW3 model was larger than 10 m (b) during year 2008. The colorbar
indicates the percentage of detected storms encountered in the surrounding
2×2◦ cells during year 2008.
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which the swell escapes from the storm region. Indeed, on average, the refo-
cusing region is located downwind the maximum surface wind speed location
and wave age equals 1.4 at maximum refocusing (0.3 standard deviation).
Therefore, the term ’refocusing time’ or ’time of refocusing’ should be under-
stood as ’time of escape’. This is relevant when comparing the storm sources
location given by the SAR analysis to that of the wave model. In the latter
case, the storm source identification is given by the time of maximum total
significant swell height which, on average, comes sooner than the time given
by the SAR analysis.

5.3.3.3 Geographical distribution comparison

As already mentioned in paragraph 5.2.2.4, the storm source identifica-
tion can be applied to WW3 data. Comparing the storm source geograph-
ical distribution given by these two different datasets over year 2008 (Fig-
ure 5.12), Cap Farewell region appears under-represented by the SAR anal-
ysis. These distribution can also be compared in terms of events per ocean
basins as proposed on Figure 5.13. In this histogram, the storm distribu-
tion obtained with the current version of the SAR refocusing algorithm is
represented under label SAR V1 while SAR V2 refers to another version
detailed further down and WW3 represents the distribution obtained using
WW3 data. It shows that the current refocusing algorithm over-estimates
the number of storms occurring in the South Atlantic Ocean and the North
Pacific Ocean while it under-estimates them in the South Pacific Ocean, the
North Atlantic Ocean and the Indian Ocean.

This difference can be explained by different factors. First, it is partly
introduced by the refocusing algorithm. Indeed, swell fields that have more
time to propagate and be imaged by the SAR instrument before they reach
the coast are better sampled. As the refocusing algorithm detects storm
events for which a minimum number of swell observations converge, these
are detected first. Therefore, among different ocean basins, swell fields that
propagate in wide deep oceans, with limited effects of island blocking, are
favored. Also, within the same ocean basin, since most detected swell fields
originate from extra-tropical westward moving depression, swell fields that
are generated in the western side of ocean basin are biased as well. Second,
the geographical distribution of the SAR swell measurements is not the same
over all ocean basins. For instance, over the eastern North Atlantic Ocean,
many wave mode measurements are not available over year 2008 because
the SAR instrument was operated in wide swath/low resolution mode for a
higher priority project, the CleanSeaNet project 4. As a result, the refocus-

4. CleanSeaNet is a near-real-time satellite-based oil spill and vessel monitoring service
provided to European Union member states that entered into operation on 16 April 2007
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Figure 5.13: Storm repartition among ocean basins for year 2008. SAR V1
and SAR V2 respectively refer to the raw and modified version of the refo-
cusing algorithm using SAR data while WW3 designates the WW3 model.
Storm repartition given by SAR V2 algorithm is closer to that of WW3
than SAR V1 for North Pacific, North Atlantic Ocean and South Atlantic
Ocean. General shape is in better agreement as well. Still, even for SAR
V2 algorithm, repartitions for Indian Ocean and South Atlantic Ocean are
significantly different. This difference is attributed to the different storm
estimation method that tend to locate storms sooner for WW3, thereby
locating some Indian Ocean storms in the South Atlantic Ocean.
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ing algorithm suffers from fewer observations points in such regions.

In the attempt to test these hypothesis and correct the bias introduced
by the refocusing algorithm, a new version of the refocusing algorithm has
been tested. It differs in the calculation of the density-maps: now, the weight
of each propagated swell observation no longer equals 1 but varies to com-
pensate for the probability of each propagated swell observation to be im-
aged from its propagated position on to the shore, given the geographical
distribution of the SAR observations during the last satellite orbit cycle.
Still, each density-map cell is normalized by its surface. In the end, storm
geographical repartition among the different ocean basins is presented in
Figure 5.13 under label SAR V2.

Storm distribution given by SAR V2 algorithm is closer to that of WW3
than SAR V1 for North Pacific Ocean, North Atlantic Ocean and South
Atlantic Ocean. General shape is in better agreement as well. Still, even
for SAR V2 algorithm, significant differences exist for Indian Ocean and
South Atlantic Ocean that are respectively over and under-estimated. This
difference is most probably due to their permeability to storms passing from
the South Atlantic Ocean to the Indian Ocean and different storm estima-
tion methods. Indeed, because storm events given by the model tend to be
detected earlier than those detected by the SAR, the same storms, when-
ever traveling westward and at the limit between these two oceans might be
counted in different ocean basins.

5.4 Discussion

Results showing that for a given swell field, low frequency swell escapes
before the high frequency part might seem counterintuitive for the wave
peak frequency decreases during the wave generation process. Although, the
whole difference remains in the fact that we consider waves inside or out-
side their generation region. Case of 15 December 2008 shall serve as an
example. It is preferred to case of 11 April 2008 as it is a simpler case to
analyze for several reasons. First, it can be considered to be almost station-
ary. Furthermore, the storm location, off the coast of the state of British
Columbia, Canada, together with a mean wind field blowing offshore, pro-
vide good observation conditions. It assures that the emanating swell only
results from this storm. In the end, we believe that the main reason ex-
plaining the refocusing time evolution with regards to the frequency is that
the early generation of high frequency waves inside the fetch feeds the fur-
ther development of longer waves until full development or end of fetch is
reached. After that, its period remains constant and swell escapes from the
storm region. It can even be considered as a footprint of the wind and wave
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forcing integrated all along its path inside the storm region.

The explanation given above for the observed scenario may seem over-
simplified. Obviously, it describes a general pattern and intentionally skips a
few aspects. For instance, during the set-up of the fetch region, waves leav-
ing the area will have received less energy than those that will have traveled
through it all. In our case, this transient state is neglected since there is a
clear asymmetry of the wind power evolution developed by the storm, op-
posing a rapid set up to a long storm decay.

Finally, it is unrealistic to model the previous storm by a point source
given the large generation time difference of two days. Though, among the
swell field sub-sets given by Step 4 (Swell field analysis), this hypothesis can
only be made at sufficient distance from its refocusing point. Among these,
the refocusing region area increases with the decreasing mean peak period
of the associated swell field sub-set. Indeed, their generation require weaker
winds and shorter fetches, conditions that can be met over wider areas. This
phenomenon even tackles the question of whether the refocusing algorithm
makes sense past a certain period threshold. This is the main reason why
we choose to restrict the refocusing approach to waves whose wavelength
exceeds 250 meters.

Determining the correct time of escape for a given observation can have a
significant impact on the propagated information. Indeed, in the absence of
energy dissipation, swell energy evolution is mainly driven by frequency dis-
persion and geometrical spreading and approaches the asymptote described
by the following equation:

Hs (α) = Hs (α0)

√
α0 sin (α0)

α sin (α)
(5.8)

where, α is the spherical distance between the swell and its storm
source;
α0, the spherical distance at swell observation time and Hs(α);
Hs(α0), the corresponding significant swell height.

Using the example of 11 April 2008, changes are significant if one con-
siders that all the propagated partitions were generated at the same time
instead of being spread over 24 hours. Measuring height 4,000 km away from
the storm source, it would result in a significant swell height over-estimation
by an average 7%. Similarly, dissipation is expected to vary since it depends
on the swell slope, but to a lesser extent. Also, it is expected to vary with
the directional aperture of the swell spectrum. This dependency shall be
investigated in future studies using the size of the refocusing regions.
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5.5 Conclusion

Ever since 1978, SAR instruments have been imaging the ocean and our
ability to understand the imaging process and to retrieve ocean wave spectra
has now reached a mature point. The European Space Agency has shown
during ENVISAT mission that these spectra could be processed and made
available in near real-time.

Using these partitioned Level-2 wave mode products, a methodology has
been developed to enable the automatic association of swell observations
into reconstructed swell field. Taking advantage of swell persistency, it is
based on the assumption that, whenever back-traced, long swell observa-
tions converge to their generation area. This process has been applied to all
year 2008, worldwide. Comparisons with NCEP blended surface winds have
confirmed this hypothesis, showing quasi-systematic co-location of the swell
origins with hurricane force extra-tropical cyclones. Besides, this method
offers an independent association of a swell field to the intense surface winds
that have contributed to its generation. Provided for overall year 2008, such
a dataset will give information on the total energy transferred from the
atmosphere to the ocean and can improve our understanding of wave gen-
eration processes.

Most importantly, following the observations made byDelpey et al. (2010),
we proposed a method to study the validity of the point source hypothesis
for each swell event. Looking at the yearly analysis, long swell leaves the
storm region before the shorter one on average. This is observed in more
than 63% cases. For these situations, the average time difference equals 14
hours, with a standard deviation of 12 hours. Most often, we observe a rapid
set-up of the storm conditions with a slow decay that plays an important
role in the swell generation.

The refined swell field reconstruction method proposed in this chapter is
specifically designed for the study of swell emanating from long-lived storms
for which swell will escape at different time and/or locations from the storm
and for complex scenarios where closely succeeding storms require careful
partitioning of the different storm sources and swell measurements’ filter-
ing. As the example of 15 December 2008 illustrates, the long storm decay
seems to be responsible for the 48 hour difference between the time of es-
cape of long and short swell. These results bring the light on the necessity
to reconsider the point source hypothesis for long lasting storm events. Not
considering this varying time and region of generation within a single swell
field can lead to a mis-calculation of the estimated swell energy decay of
10% and lead to incomplete swell reconstruction.
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Finally, the concatenation of all storm locations over year 2008 exhibits
ocean regions well known for their frequent storm activity. The comparison
of the storm location distribution given by the SAR analysis to that given
by the analysis of WW3 model results has revealed a bias in the SAR swell
field detection related to the swell lifetime. A second version of the refo-
cusing algorithm correcting for this effect was thus developed and showed
that the detected storm distribution among ocean basins is closer to that
extracted from WW3.

The automation of refined swell field reconstruction provides a rush of
information. It could be used to better estimate the dissipation parameter
given by Ardhuin et al. (2009) and study its dependency on other parame-
ters such as the swell directional aperture. In the end, these improvements
together with the data continuity insured by the forth-coming Sentinel-1
mission will contribute to the increasing quality of SAR swell field repre-
sentation. Looking back at the long ESA wave mode products record that
has been continuously operated from 1991 to 2012, this swell reconstruction
could also find applications in climatological studies, calculating storm lo-
cation and storm energy densities at a global scale and followed potential
trends.

We now dispose of SAR swell measurements organized in coherent swell
fields, for which all three integral parameters are available far enough from
the storm source. Furthermore, a virtual buoy method has been proposed
to retrieved information on one of these integral parameters at a precise
location for each swell system. Still, this information relies on the pres-
ence of propagated SAR swell measurements in close vicinity of the point
of interest. As studied in Chapter 4, they can have very irregular geograph-
ical distributions, with regions of thousands of kilometers showing very few
propagated swell measurements. In such cases, the virtual buoy methodology
would not be applicable although, for example, the large scale distribution of
wavelength propagated measurements seems to deliver useful information.
Additionally, several types of measurement errors were identified in Chapter
3. Being able to retrieve a large scale distribution for each integral parame-
ters would thus enable a better detection of these outliers and improve out
estimations of swell field characteristics. These issues are addressed in the
following chapter.
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In the previous chapter, we demonstrated the possibility to associate iso-
lated swell measurements into coherent swell fields. However, stroboscopic
imaging phenomena described in Chapter 4 often lead to heterogeneous sam-
pling which undermines our capability to retrieve swell information on sig-
nificant swell height, peak period and direction at point of interest even
though the large scale distribution could provide useful information. Ex-
ploiting these distributions could also allow a better outlier detection. Be-
sides, looking forward to developing downstream applications with a view
to make the best use of future Sentinel-1 missions, it appears crucial to try
to provide regularly sampled swell information and estimate the quality of
these estimations.

A similar work was undergone by Delpey et al. (2010) with a specific
focus on the energy distribution in the direction perpendicular to the prop-
agation of the swell field, the transverse direction. Among others, it relies
on the hypothesis that outside of land influence, the swell field energy dis-
tribution in the transverse and the propagation direction were independent.
The study of long-lived storms in Chapter 5 has shown that they could not
be considered as point source since the swell can sometimes continuously
radiate from the storm region for 48 hours. For this reason, such hypothesis
appear over-simplified and we prefer to develop an observation based swell
model by minimizing the constraints on the overall shape of the swell field.

Here, for each reconstructed swell field provided by the refocusing algo-
rithm, we investigate the possibility to combine the discrete and irregularly
sampled swell information provided by the propagated SAR observations
into another set, filtered and regularly sampled over space and time, called
synthetic swell field.

On average, a reconstructed swell field contains around a thousand prop-
agated observations and a smart selection and combination of the most ac-
curate ones is possible, by discarding erroneous measurements. We choose to
tackle this issue together with the estimation of swell parameter of the entire
swell field region through an iterative combined use of outliers filtering and
surface fitting.

First, the synthetic swell field estimation method is described, including
the data confidence estimation based on the results from Chapter 3 and the
iterative steps of surface fitting and outliers filtering. In particular, two dif-
ferent least-square minimization methods are investigated: a direct weighted
fit using 2D polynomial regression and Kriging. Second, this methodology
is applied to a year-long dataset of reconstructed swell fields and the swell
integral parameters’ accuracy given by the previous methodology is esti-
mated using in situ measurements. One of the main issues is to verify to
which extent irregular sampling caused by stroboscopic imaging phenomena
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can be compensated by interpolations methods. Third, synthetic swell field
estimates are compared to the numerical wave model WW3 to identify the
immediate benefit our observation based model can bring to classical mod-
els. Finally in the Appendix, we propose an application of an early version
of the synthetic swell field: we show how swell signatures in seismic noise
can be reproduced and how, the other way around, the seismic noise infor-
mation can be used to help recover the extremely long swell signal present
in SAR imagettes but absent from the SAR L2P products. This paper (cf.
Appendix, page 237) was accepted and published in Geophysical Research
Letters (GRL).

6.1 Synthetic swell field estimation

This section presents the overall methodology for the estimation of the
synthetic swell field starting from the reconstructed swell fields produced
using the refocusing algorithm (cf. Chapter 5). In the first place, we justify
the use of linear least square estimation problems and propose a coordinate
system, followed by the two different surface fit methods being tested: a 2D
polynomial regression and Kriging. While the former has the advantage of
being time efficient and of taking data confidence into account, the latter
should provide a better surface fit, provided that input parameters are prop-
erly set. In the second place, the successive steps of the iterative filter are
exposed in details. It is based on the alternate use of the previously obtained
surface fits and outlier rejection. Although, the overall scheme and the outlier
filters are not the same for all integral parameters (height,period,direction)
and therefore detailed for each of them.

6.1.1 Surface fitting

6.1.1.1 Linear least square minimization

At a given time, the propagated swell observations associated to a re-
constructed swell field can be considered as discrete and irregularly sampled
estimations of the integral parameters’ spatial distribution. From there, sev-
eral surface fitting techniques can be applied to recover the overall distri-
bution such as inverse distance interpolation, polynomial regression, bicubic
splines, modified Shepard’s interpolation, Kriging or radial basis functions.
Among these, two different kinds of interpolation can be distinguished: those
for which the fitted surface estimation at a certain point is influenced by all
the measurements, as for a polynomial regression, and those for which only
the measurements within the point vicinity are taken into account, as for
Kriging.

All these interpolation techniques belong to the family of linear least
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squares estimation algorithms. In that sense, they provide a mathemati-
cal model of the data in cases where the idealized values provided by the
model are expressed linearly in terms of the unknown model parameters.
The resulting fitted model can be used to summarize the data or predict
unobserved values.

Linear least square methods solve over-determined systems of linear
equations, where the best approximation is defined by minimization of the
sum of squared differences between the data values and their correspond-
ing modeled values, referred to as residuals. The minimized function can be
represented as follows:

f(A) =
p∑

c=0

r2c (A) (6.1)

where, A = (a0, a1, ..., an), is a vector;
f , the objective function;
rc, the residuals, functions from R

n to R.

Such problems are convex and have a closed-form solution that is unique,
provided that the number of data-points used for fitting equals or exceeds
the number of unknown parameters (p ≥ n). In contrast, non-linear least
squares problems generally must be solved by an iterative procedure and the
problems can be non-convex with multiple optima for the objective function.

Because least square methods use l2 norm, they are a lot more sensitive
to outliers than methods using l1 norms 1. Still, least square minimization
methods are much more time efficient.

The main objective is obviously the best agreement of the fitted sur-
face with in situ measurements, but the calculation cost has to be taken
into account as well. Indeed, for operational application purposes, global
scale SAR swell field analysis encompassing swell field reconstruction and
synthetic swell field estimation is to be launched several times a day. Be-
sides, for each analysis, the average amount of swell fields to be processed
is around 50, corresponding to all swell fields found by refocusing in the
last two weeks. If each of these swell fields is propagated for two weeks and
results are needed every three hours then, the average number of calculated
surface fits reaches 5,600. Considering that the number of surface fit itera-
tion for each time step equals 5, one has to calculate about 28,000 surface fits
each time the global scale SAR swell field analysis is launched. Thus, time
efficiency can be critical and shall be estimated, depending on the methods

1. The l2-norm of a vector x is denoted |x|2 and defined as follows: |x|2 =

√∑n

i=0
x2

i

while the l1-norm, |x|1, is defined as: |x|1 =

∑n

i=0
|xi|.



Chapter 6. Synthetic swell field 189

and the number of points in the reconstructed swell field.

Under these considerations, we selected least square methods for time
efficiency reasons. However, as these methods are more sensitive to outliers,
we use an iterative process during which surface fits alternate with outlier
exclusion in order to remove most outliers from the final surface estimation.
The criteria qualifying swell measurements as such are detailed in the next
section. Prior to this, we need to expose the coordinate system used to
describe the synthetic swell field.

6.1.1.2 Swell field coordinate system

As mentioned in introduction, our attempt to derive a synthetic swell
field from SAR swell propagated observations is similar to the study of the
swell field structures undergone by Delpey et al. (2010). We adopt the same
swell field parametrization, defining a propagation and a transverse direc-
tion. The propagation coordinate, r, is defined as the great-circle distance to
the reference storm source point and the transverse coordinate, θ, is defined
as the angle between the North, the reference storm source point and the
geographical point of interest. The (r, θ) grid is illustrated in Figure 6.9-b,
together with an example case of the peak wavelength spatial distribution
of the propagated SAR observations at a given time in Figure 6.9-a. Reso-
lution equals 150 km and 2.5◦ in in propagation and transverse direction,
respectively.

The synthetic swell fields will be estimated along a time period ranging
from 5 to 13 days after swell generation, with a 3-hour time step. The 5 day-
limit is explained by the fact that significant swell height estimates cannot
be realistically made to close to the storm source (cf. Chapter 2, Section
2.3). The 13 day-limit is arbitrary. It is mostly justified by the fact that
after this propagation time, swells’ energy is of the order of a few decimeters
and is therefore becoming negligible.

6.1.1.3 Polynomial regression

Using a polynomial regression allows us to fit a polynomial surface to
the swell measurements spread over the (r, θ) grid. The principle of the
polynomial regression is first recalled. Then, because the expected shape of
the function models differs depending on the integral parameter of interest,
polynomial orders are further discussed for each one of them.

Even though the polynomial regression fits a non-linear model to the
data, the estimation problem itself is linear in the way that it linearly
depends on the polynomial coefficients. Thus, assessing the swell integral
parameter’s spatial distribution by a direct 2D polynomial regression to
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the scattered propagated observations has the advantage of being very fast.
Besides, the contribution of each propagated observation relatively to the
others can easily be taken into account by assigning weights, which are rep-
resentative of the confidence in the propagated information.

Let P be the 2D polynomial function chosen to represent the integral
parameters’ spatial distribution over variables r and θ:

P (r, θ) =
m∑

i=0

n∑

j=0

aijriθj (6.2)

where aij are the polynomial coefficients to determine.

We can also describe the problem using matrices as detailed below: let
W be the vector whose elements wc are the weights assigned to each mea-
surement; Y, the vector whose elements yc are the measurements and of
coordinates (rc, θc) with 0 ≤ c ≤ p. We further define X and A as:

X =




1 · · · θ0
n r0 · · · r0θ0

n · · · rm
0 θ0

n

...
. . .

...
...
. . .

...
. . .

...
1 · · · θp

n rp · · · rpθp
n · · · rm

p θp
n


 , A =




a00
...

a0n
a10
...

a1n
...

amn




(6.3)

Then, the problem can be solved by minimizing the objective function:

f(A) =
p∑

c=0

r2c (6.4)

where the residuals are defined by:

rc = wc


yc −

m∑

i=0

n∑

j=0

aijri
cθ

j
c


 (6.5)

The polynomial function is finally given by:

Ã =
(
X
T

WX

)−1
X
T

WY (6.6)

The polynomial function degree has to be high enough to allow the model
to faithfully reproduce the data evolutions. However, excessive freedom can
induce the fitted surface fluctuations to follow the data errors rather than the
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data overall trend. Therefore, the polynomial degree has to be discussed ac-
cording to the expected data evolution. If the polynomial degree is too high,
it results in an improper fit, easily evidenced by a high RMSE. Therefore,
we start with a low polynomial degree and successively try higher degrees,
calculating the associated RMSE for each. It is expected to decrease until it
reaches a minimum when the model polynomial function best describes the
integral parameter’s spatial distribution.

One of the advantages of using a polynomial regression is that once the
polynomial coefficients are known, the surface fit can be estimated at any
location without any further calculation.

Wavelength As already presented in Chapter 2, considering a single swell
system at a given time, the peak period is expected to increase linearly as
one moves away from the storm source because of dispersion. If the storm
source was punctual in space and time, the peak period distribution would
be a plane in our geometry. As the peak wavelength is proportional to the
squared peak period, its distribution in the propagation direction would be
quadratic while there would be no transverse direction dependency. Though,
as discussed in Chapter 5, this point of view can be inadequate for long-lived
and/or fast moving storms, even far away from the generation area. There-
fore, the peak wavelength distribution in the transverse direction is expected
to vary significantly and the distribution in propagation direction to be more
complex than just quadratic.

To estimate the model function for the wavelength spatial distribution,
we choose a 2D polynomial function whose degree is superior or equal to 2.

Direction Similarly, if the storm source was punctual in space and time,
the peak direction distribution would vary linearly in the transverse direc-
tion and there would be no propagation direction dependence. Following the
same considerations for the representation of complex distributions emanat-
ing from long-lived and/or fast moving storms, we choose to estimate the
model function for the wavelength spatial distribution with a 2D polynomial
function whose degree is greater or equal to 2.

Significant swell height As for the significant swell height, the distribu-
tion in the propagation direction can be assessed with in situ data using a
single point observation like moored buoys or pressure recorders. Still, such
approaches are a little different since they observe the significant swell height
evolution in time and in the propagation direction while we look at the spa-
tial distribution at a given time. Main difference is that energy propagation
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and associated dispersion and dissipation have to be taken into account to
obtain the spatial distribution at a given time.

Previous studies focusing on individual swell systems (Snodgrass et al.,
1966; Hanson and Phillips, 2001;Kerbiriou, 2008) indicate that, from a given
observation point, the significant swell height increases with the arrival of the
swell front, reaches a maximum and then decreases. Still, the peak period at
which this maximum occurs varies from one event to another and it may not
even be seen by the SAR if it occurs at a peak wavelength outside the wave-
length observability range of the SAR wave mode instrument. Significant
swell height distribution in the transverse direction is scarcely documented.
Still, Delpey et al. (2010) have shown that the transverse structure could be
assessed using SAR measurements and that, in deep ocean and outside from
island shadows, it was conserved during the swell propagation between the
intermediate and the far field. It usually exhibit a clear principal propagation
direction in which the significant swell height is several times higher than
that propagating in adjacent directions. As opposed to the peak wavelength
and direction distributions, its distributions in propagation and transverse
directions are not expected to be monotonic. Because of this rather more
complex distribution, this integral parameter’s spatial distribution is esti-
mated with 2D polynomial function whose degree is greater or equal to 4.

Summary In the end, using equation 6.2 and taking account the parametriza-
tion given in the previous paragraphs, the spatial distribution of each integral
parameters is expressed as follows:

P (r, θ, t) =
m∑

i=0

αi(t)r
i +

m∑

i=1

βi(t)θ
i +

∑

i,j>0
i+j<m

γij(t)r
iθj (6.7)

where, αi(t), βi(t) and γij(t) are the polynomial coefficients to deter-
mine,
m ≥ 2 for the peak wavelength or direction,
m ≥ 4 for the significant swell height.

The fact that the degree associated to coefficients γij(t) is non-null is moti-
vated by the supposed correlation between the integral parameters evolution
in the transverse and propagation direction. We believe that storm source
history, including intensity, dimension and storm tracks, is responsible for
most of it when considering swell propagation outside of land influence. For
example, the peak wavelength distribution of a reconstructed swell field is
represented on Figure 6.1-a. Subplot (b) shows the difference between this
distribution and the theoretical one that would have been obtained consid-
ering a punctual storm source. The fact that the difference is anisotropic
is most probably a consequence of the eastward storm displacement during
the swell generation (not shown).
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(a)

(b)

Figure 6.1: Illustration of the peak wavelength distribution of a recon-
structed swell field (a) and of the difference between this distribution and
the theoretical one that would have been obtained considering a punctual
storm source (b).
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Data density correction: a test case

We are now going to test the capability of the present polynomial fit
to solve typical swell integral parameters’ spatial distribution starting from
heterogeneous propagated observation density. However, instead of using
actual propagated swell observations, we use a simulated distribution mod-
eled by a 2D polynomial function to which a Gaussian noise is added. This
function is obtained by a previously calculated surface fit 2. Therefore, the
present step can be seen as a test of robustness of the polynomial regression
with respect to noisy input data. As the original simulated field before noise
addition is given by a 2D polynomial function, a perfect match with the
fitted surface is theoretically possible. Therefore, any difference between the
two is attributed to our fitting method. Specifically, the effect of heteroge-
neous data density in the (r, θ) grid on the fitted surface is investigated. It is
further shown that it introduces a significant bias in the final fitted surface.
We thus propose to correct for this effect by introducing weight coefficients
to the input propagated swell measurements depending on the data density.
The new fitted surface shows better agreement with the expected result.

As a typical case example, we choose to focus on the swell generated by
a storm that took place on 2 January 2012. On Figures 6.2 and 6.3, all three
integral parameters’ spatial distribution are given six days after the swell
was generated. The simulated swell field values are given at the location of
the propagated SAR observation. Only their value has been changed so that
the data density remains the same.

Even though the accuracy of the integral parameter’s spatial distribution
to reproduce is not the main topic of this section, it is still important to use
realistic conditions. It will be further shown in the results section that the
simulated spatial distribution of the integral parameters obtained by this
polynomial regression is satisfying. Already, it can be noticed that the peak
wavelength increases with the distance from the storm source and the peak
direction variations in transverse direction is consistent.

The significant swell height exhibit hill-like shape. Its variations in trans-
verse direction indicate the swell energy predominantly propagates South-
East. These three spatial distributions are modified by the addition of a
Gaussian noise whose variance is chosen in accordance with the typical RMS
differences met between the integral parameters values given by the propa-
gated SAR observations and their fitted surface. They are equal to 30 m for
the peak wavelength, 16◦ for the peak direction and 60 cm for the significant
swell height.

2. The estimation methodology is developed in the next section.
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(a)

(b)

Figure 6.2: Noise-free input distributions of significant swell height and peak
wavelength of a swell field observed 6 days after its generation by a storm in
the North Pacific Ocean, on 2 January 2012. The storm location is evidenced
by a gray disk in the upper left side.
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Figure 6.3: Noise-free input distributions of peak direction of a swell field
observed 6 days after its generation by a storm in the North Pacific Ocean,
on 2 January 2012.

The data density significantly varies within the set of propagated swell
observations. This is due to several factors:

– the swell detection in the propagation direction is limited by the fre-
quency range of SAR observable waves. Indeed, swell whose period is
larger than 18 s or smaller than 12 s cannot be easily detected;

– swell whose significant swell height is below the minimum 30 cm
threshold stay within the noise level and are therefore not observable.
For a given swell field, this mostly limits swell detection in transverse
directions far away from the swell field main propagation direction
since it received less energy from the storm. This limitation also ap-
plies in the propagation direction when the 30 cm threshold is only
reached for periods smaller than 18 s;

– the stroboscopic swell imaging effect can give rise to very inhomoge-
neous data density (cf. Chapter 4).

This irregular data density can have unwanted side effects. Typically, the
geographical region with highest data density will have much more impact
on the polynomial function estimation than the surrounding area. For in-
stance, this is expected to undermine the synthetic field ability to accurately
estimate swell whose period is close to the 12 and 18 s since such waves are
located at the edges of the peak wavelength spatial distribution.

In order to correct for the effects, we test the effect of weight correction,
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Lp [m] Dp [deg.] Hss [cm]

Density correction No Yes No Yes No Yes

l∞ 15.3 13.5 10.3 7.0 64.2 48.5
RMSE 3.66 3.07 3.16 1.65 10.7 6.6
Bias -1.93 -1.8 -2.0 -1.0 -3.1 -2.1

Table 6.1: Effect of the density correction on the polynomial regression for
each of the peak wavelength, Lp, peak direction, Dp, and significant swell
height, Hss.

which consist in multiplying each propagated observation’s weight by a value
inversely proportional to the local data density. This correction, is expected
to minimize the l∞ norm, which is the maximum absolute difference between
the noise-free input and the result of the polynomial regression. Results are
given in Table 6.1.

Not only does the density correction give better results when considering
the l∞ norm, but it is also the case for the l2 norm as the RMSE improve-
ment indicates. Applying this weight correction, the polynomial regression
does not depend on the data density anymore and the surface fit better rep-
resents the input data in regions with low data density, which explains the
l∞ decrease. Besides, because each integral parameter’s spatial distribution
is continuous, this also has a positive impact on the overall fit, leading to a
better RMSE.

Data confidence

The previous data density correction has shown that weighting input
data could diminish the effects of heterogeneous data distribution and lead
to a better the polynomial regression. Similarly here, we investigate the po-
tential improvements of using the weights attributed to each propagated
swell measurements to take into account their expected accuracy based on
the validation of the SAR swell observations (cf. Chapter 3).

Several parameters have been shown to significantly influence the data
quality and can be used to give a global quality index to each propagated
observation. This global quality index is defined as a combination of the
quality indexes related to each impacting parameter, namely image normal-
ized variance, SAR wind speed, partition peak-to-boundary energy ratio,
azimuth cut-off, ambiguity factor and propagation time. Their impact on
data quality differs: for instance, studying the impact of partition peak-to-
boundary energy ratio on the significant swell height accuracy in Chapter 3,
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we showed the RMSE could vary by as much as 100% depending on the con-
sidered range of partition peak-to-boundary energy ratio. On the contrary,
the RMSE varies by less than 30% when considering the effect of surface
wind speed. Consequently, each quality indexes associated to the impacting
parameters are weighted by a coefficient taking into account their impact on
data quality. The relation between these quality indexes Qi, and the global
quality index Q, all of them being real numbers, is given below:

Q =
Qt

2

wNV QNV + wU10
QU10

+ wRpb
QRpb

+ wRaz QRaz + wAf
QAf

wNV + wU10
+ wRpb

+ wRaz + wAf

(6.8)

where, wNV and QNV are respectively the weight and quality index
attributed to a propagated swell observation according to its
image normalized variance;
wU10

and QU10
, the values that depend on the 10 m-high wind

speed measured by the SAR;
wRpb

and QRpb
, the values that depend on partition peak-to-

boundary energy ratio;
wRaz and QRaz , the values that depend on the ratio between the
azimuth cut-off wavenumber and the swell azimuth wavenum-
ber;
wAf

and QAf
, the values that depend on the ambiguity factor;

Qt, the quality index that depends on the propagation time.

In the next paragraph, we explain how these coefficients and quality
indexes are estimated. Yet, some differences with the general calculation rule
given below exist for some integral parameters. They are further detailed in
the following paragraph.

Main rule The quality indexes range from 0 to 1. Their value decreases
with the increasing RMSE of the significant swell height with respect to
the impacting parameter. The quality index equals zero when the RMSE is
maximal, one when it is minimal and varies linearly for intermediate values.

The quality indexes are estimated according to the significant swell
height accuracy regardless of which integral parameter is being estimated in
the synthetic swell field. The only exception is for the ambiguity factor, for
which the propagation direction accuracy is used instead of the significant
swell height since that integral parameter appears more relevant. Otherwise,
referring to the significant swell height accuracy is justified by the fact that
the error evolution with respect to each impacting parameter appear to fol-
low the same overall behavior for all integral parameters. Only does the
range between the maximum and minimum error significantly varies from
one integral parameter to another. This difference is then taken into account
when estimating the global rate, assigning weights wi to each of these quality
indexes.
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As a general rule, the weight is set to highest value for the impacting
parameter that offers the maximum improvement between the lowest and
the highest RMSE values of the evaluated integral parameter.

Adjustments Complementary to this rule, certain adjustments are made
for the following impacting parameters:

– SAR wind speed: the quality index is set to zero when the SAR wind
speed is lower than 1 m.s−1 or larger than 12 m.s−1, hereby strength-
ening the conditions on the acceptable SAR wind speed range and still
setting few data points to zero (12% on average);

– azimuth cut-off: this parameter has more influence on the bias than
on the RMSE of the estimated integral parameter. Statistics indicate
best bias are normally obtained for lowest values of Raz: the ratio
between the azimuth cut-off wavenumber kc, and the swell azimuth
wavenumber 3, ka. However, validation study undertaken in Chapter
3, page 110, reveals that the bias is not equal to zero for lowest values of
Raz. Therefore, the relevant criteria kept for the estimation of azimuth
cut-off quality index is the difference between the significant swell
height bias and the bias obtained for lowest values of Raz;

– ambiguity factor: the quality index is set to zero when the ambiguity
factor is lower than 0.09;

– propagation time: as mentioned before in Chapter 3, page 96), this pa-
rameter is mostly expected to amplify the observation errors. There-
fore, rather than summing the corresponding quality index to the other
ones, it makes more sense to multiply it by the weighted mean of the
other ones as indicated in equation 6.8. For this reason, instead of
setting the quality index range to [0,1], which would drastically re-
duce the global quality index of many propagated SAR observations,
we rather set it to [1,2]. As the propagation time effect on data accu-
racy was only estimated for up to 30 hours in Chapter 3, we rather
choose to set to the minimum quality index observations that have
been propagated using Airy theory in past or future, for more than 5
days instead of 30 hours. Otherwise, too many data points would have
their quality index set to the minimum value and their would not be
enough dynamic among the different propagated observation quality
indexes. Finally, the quality index linearly decreases from 2 to 1 when
the propagation time goes from 0 to 5 days.

6.1.1.4 Kriging

In the following part, another linear least square method is presented,
starting with an overall description of the method, followed by theory and

3. Cf. Chapter 3, equation 3.15, for the definition of swell azimuth wavenumber.
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application to our case.

Kriging is a linear least square method for interpolation and extrapola-
tion developed by Georges Matheron based on the Master’s thesis of Daniel
Gerhardus Krige (Matheron, 1969, 1971). This method was originally devel-
oped for the purpose of geostatistics applications and, presently, is widely
used in numerous disciplines, among which remote sensing or hydrology, for
the spatial interpolation of various physical quantities given a number of
spatially distributed measurements (Isaaks and Srivastava, 1989; Webster
and Oliver , 2007).

As all interpolation, Kriging can be seen as an interpolation based on
regression against measured values of surrounding data points. Although, it
is different from inverse distance squared, splines, radial basis functions or
triangulation algorithms in the way the weights are attributed according to
a data-driven weighting function rather than an arbitrary decreasing weight
with increasing separation distance. Main advantages brought by Kriging
are given below:

– it helps to compensate for the effects of irregular data sampling or
data clustering by assigning less weight to individual points within a
cluster than isolated data points. No additional density correction is
therefore needed;

– along with the estimates of interpolated variable, the estimation error,
also called the Kriging variance, can be returned.

However, it still is an interpolation method and for this reason, the results
it returns may be very similar to other interpolation methods. In particular:

– if the propagated data location are uniformly distributed and fairly
dense throughout the region of interest, estimations are fairly good
regardless of interpolation algorithm;

– if the data locations fall in a few clusters with large gaps in between,
then one get unreliable estimates within these gaps regardless of the
interpolation algorithm;

– almost all interpolation algorithms will over-estimate the lows and
under-estimate the highs, which is inherent to low-pass filtering. In-
deed, there is a trade-off to accept between high-pass filters following
outliers and low-pass filters with excessively smooth signals.

Kriging estimators can be seen as basic linear regression estimator Z̃(u)
defined as:

Z̃(u) − m(u) =

n(u)∑

α=1

λα (Z(uα) − m(uα)) (6.9)
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where, u and uα are location vectors for estimation point and neigh-
boring data points indexed by α;
n(u), the number of data points in the local neighborhood for
the estimation of Z̃(u);
Z(u), the value at the location vector u;
m(u) and m(uα), the expected values of Z(u) and Z(uα);
λα(u), the Kriging weight assigned to datum Z(uα) for estima-
tion location u.

The same datum will receive different weights for different estimation
location.

Z(u) is treated as a random field with a trend component, m(u) , and a
residual component, R(u) = Z(u)−m(u). Kriging estimates residual at u as
the weighted sum of residuals of surrounding data points. Kriging weights,
λα, are derived from the covariance function, as described further down.

Kriging variants: The three main Kriging variants, simple, ordinary, and
Kriging with a trend (also called universal Kriging), differ in their treatments
of the trend component, m(u). For simple Kriging, the trend component is
supposed constant while ordinary Kriging assumes that it is only constant in
the local neighborhood of each estimation point rather than over the entire
domain. Finally, universal Kriging is much like ordinary Kriging except that
instead of fitting just a local mean in the neighborhood of the estimation
point, we fit a linear or higher-order trend in the 2D coordinates of the data
points. In our case, we use simple Kriging.

The goal is to determine weights, λα, that minimize the variance of the
estimator:

σ2E(u) = Var
{

Z̃(u) − Z(u)
}

(6.10)

with the unbiasedness constraint E
{

Z̃(u) − Z(u)
}
= 0.

The random field Z(u) is decomposed into residual and trend compo-
nents, Z(u) = R(u) + m(u), with the residual component treated as a ran-
dom field with a null stationary mean and a stationary covariance CR, func-
tion of the lag h:

E {R(u)} = 0 (6.11a)

Cov {R(u), R(u+ h)} = E {R(u)R(u+ h)} = CR(h) (6.11b)

This covariance function can be decomposed as follows: CR(h) = CR(0) −
γ(h), where CR(0) is called the sill and γ(h) is called the semivariogram.
Indeed, it can be shown that:

γ(h) =
1

2
Var {R(u+ h) − R(u)} (6.12)
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The covariance function is generally derived from the semivariogram
given as an input. In principle, γ(h) can assume different behaviors depend-
ing on the direction of vector h, leading to anisotropic spatial distribution.
In such case, one has to use the so called universal Kriging (Matheron,
1969; Delhomme, 1976, 1978). For simplified reasons though, we assume
isotropic spatial distribution and scale the input data instead depending
on the considered direction. The most commonly used models of isotropic
semivariograms are shown in Figure 6.4 and detailed hereafter:

– polynomial semivariogram:

γ(h) = ωhα, with 0 < α < 2

– exponential semivariogram:

γ(h) = ω(1− e−h/α)

– Gaussian semivariogram:

γ(h) = ω(1− e−(h/α)2)

– spherical semivariogram:

γ(h) =




1
2ω

(
3h
α − h

α

3
)

, if |h| < α

ω, if |h| > α

In our case, the semivariogram model selected is the exponential one since it
gives the most satisfying surface fits. Its variations are shown on Figure 6.4
along a single dimension. The parameter α is called the range. It controls
the shape of the covariance function and thus, the weights of each data point
according to their distance to the estimation point. First, in order to define
this range distance for both the propagation and transverse direction, the
input coordinates have to be scaled relatively to the other. Several scalings
have been tested. Second, once this scaling is done, the range parameter
should depend on the mean data density and the noise level of the recon-
structed swell field considered.

The major drawback in using Kriging is that it cannot take into account
weights attributed to each propagated SAR measurements, whether used
for data density correction or as quality index, as opposed to a polynomial
regression.

6.1.2 Iterative filtering

This step aims at excluding from the reconstructed swell field the prop-
agated SAR observations that are too different from the overall integral
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(a) (b)

(c) (d)

Figure 6.4: Different semivariogram models showing the evolution of γ with
respect to h: polynomial (a), exponential (b), Gaussian (c) and spherical
(d).
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parameter’s spatial distribution. For each of them, the previously described
surface fit is estimated and outliers are rejected using the criteria described
hereafter. The iterative filtering stops when the mean difference between
the surface fit and the remaining input points starts increasing, when the
maximum number of iterations is reached or when no more data points is
excluded. After this, the final surface fit is calculated and results are re-
stricted to the valid region of estimation defined hereafter.

Outliers are rejected using the peak wavelength distribution first and
then using the peak direction and significant swell height distributions. Once
excluded by one of the integral parameter filters, outliers are not taken into
account in the next processing steps.

6.1.2.1 Rejection process

Here, the successive steps allowing for the rejection of outliers are ex-
posed. As they differ among the integral parameters, they are described
separately.

Peak wavelength and propagation direction The first filtering step is
applied to peak wavelength and propagation direction distributions because
these are expected to be more consistent than the significant swell height
distribution. This is due to the SAR swell field reconstruction. Indeed, all
propagated observations originate from the same storm region, thereby pre-
filtering the peak wavelength and propagation direction measurements. As
the swell field propagates away from its generation region, swell angular
spreading and frequency dispersion causes the directional aperture βd, and
the frequency width βf , of a swell peak partition (illustrated on Figure
6.5) to decrease. Therefore, we expect the swell field spatial distribution
given by the propagated observations to be better arranged and outliers
more evident whenever looked at many days after the storm event. For this
reason, the iterative filtering is applied at a single time step. Once outliers
of peak wavelength and propagation direction distribution are detected and
removed, the final surface fits can be calculated at each time step.

On average, among all the reconstructed swell fields treated over year
2008, 4% of the input propagated swell measurements are rejected.

Significant swell height As opposed to the previous case, outliers de-
tection are applied at each time step. Indeed, this integral parameter varies
during the swell propagation according to a dispersion and dissipation model
(cf. Chapter 2, Section 2.3). This model may introduce errors, partly due
to mis-estimation of the storm source location, invalid hypothesis of free-
propagation or of punctual storm source. Thus, the significant swell height
information for a single observation may be inaccurate after several days of
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Figure 6.5: Illustration of the directional aperture βd, and frequency width
βf , for a swell spectra measured by the SAR instrument. We can define these
values as the direction and frequency range around the partition peak, along
which the energy remains higher than half the peak energy.

propagation although its value corresponded to the real swell conditions at
observation time. For this reason, it makes more sense to detect outliers in
significant swell height spatial distribution at each time step.

On average, among all the reconstructed swell fields treated over year
2008, 25% of the input propagated swell measurements are rejected.

6.1.2.2 Free propagation assumption

As the reconstructed swell field propagates, less and less propagated
observations remain. First reason is that many have totally dissipated when
reaching the coast. Second reason is that they have reached shallow waters
regions for which linear propagation theory does not apply anymore. This
phenomenon has several implications:

– this could potentially cause significant discontinuities from one time
step to the next. In addition, this would diminish the spatial data
density of the propagated SAR swell observations, which is expected
to degrade the synthetic swell field estimations;

– as outliers of the peak wavelength and peak direction distribution
are detected at a single time step, long after the swell generation,
outliers absent from the set of remaining propagated SAR observations
at this time step would not be rejected. Thus, they would be taken
into account for the estimation of the final surface fits for earlier time
steps.
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To tackle this issue, land-blocking is not applied anymore and the in-
formation that propagated SAR swell observations convey is taken into ac-
count even if they have reached land several days before the time of interest.
Following this rule, the detection of outliers from the peak period and prop-
agation direction spatial distributions can be done many days after swell
generation. In practice, it is done 12 days after.

6.1.2.3 Region of estimation

In order to limit the synthetic swell field estimates to deep ocean regions,
an isotropic swell propagation is simulated, starting from the storm source
region and a mask of open ocean propagation is created. This mask is set
to one for all points in the (r, θ) coordinates for which no land or islands
were met along propagation. Also, since storm source is not a point source
but rather spread over a few hundreds kilometers, sometimes thousands,
this mask is obtained by the intersection of the masks estimated starting
from several distant points in the storm source region. A case example of
this mask is presented in Figure 6.6. Starting from the distribution of prop-
agated observations without land-blocking shown on Subplot (a), the open
ocean mask is deduced and represented on Subplot (b).

Besides, we suppose that the synthetic swell field estimation is only valid
over regions for which the density of propagated observations is larger than
a minimum threshold. The main goal of this step is to get rid of isolated ob-
servations that have been associated to the reconstructed swell field because
their retro-propagated trajectories were fortuitously passing by the refocus-
ing region at the appropriate time even though they do not belong to the
swell field 4. In most cases, these observations propagate in directions very
different from the swell main propagation direction. In practice, we choose
not to consider propagated observations located in regions where the data
density is lower than the first decile, which defines another mask of valid
data. Still, this mask is dilated using morphological operations in order not
to reject propagated observations belonging to the swell field of interest but
that are located at the swell front or behind most propagated observations in
the propagation direction, corresponding to longest or shortest swell. Also,
its shape may be quite irregular in the transverse direction because of the
data sampling. To fill the blanks, we apply a succession of dilatation and
erosion with the following kernels:

Kdilat =
1

3



0 1 0
0 1 0
0 1 0


 , Kerod =

1

3



0 0 0
1 1 1
0 0 0


 (6.13)

4. For the refocusing algorithm description, cf. Chapter 5, Section 5.2.
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where, Kdilat is the kernel used for dilatations;
Kerod, the kernel used for erosions.

A case example of this mask is given in Figure 6.6-c. In the end, the syn-
thetic swell field is estimated over the region where both masks, represented
on Subplots (b) and (c), are valid, as shown on Subplot (d).

(a) (b)

(c) (d)

Figure 6.6: Illustration of the estimation of the synthetic swell field valid
region. (a) Peak wavelength distribution of observations whose propagated
postitions are estimated without land-blocking. (b) Open ocean mask, deter-
mined by the storm source location ad the land mask. (c) Data density mask.
(d) synthetic swell field region of estimation, determined by the intersection
of masks (b) and (c).

6.1.2.4 Peak wavelength filtering

As previously indicated, this filtering is done using the peak wavelength
spatial distribution of the propagated swell observations 12 days after the
swell generation. Once the weighted polynomial regression is estimated, we
define a criterion to reject or not individual measurements from all succes-
sive steps, including the synthetic swell field estimation.
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This criterion is based on the size of the storm source region. This pa-
rameter was previously estimated during the refocusing step and is equal to
the size of the refocusing region 5. Here, we assume that in open ocean, out-
side of island shadows and in the absence of currents, the frequency width
of a swell partition at a given location only depends on the geographical
extension of the storm source and the distance to it. Therefore, swell mea-
surements with slightly different peak wavelengths may be observed. Under
this consideration, given an observed wavelength λ0, the maximum accept-
able difference for another wavelength λ1, related to the same swell field is
given by:

[
λ
1/2
0 −

(
8π

g

)1/2Sprop

∆t

]2
≤ λ0 − λ1 ≤

[
λ
1/2
0 +

(
8π

g

)1/2Sprop

∆t

]2
(6.14)

where, g is the Earth gravity;
Sprop, the storm source dimension in the propagation direction;
∆t, the time difference between the swell generation and the
time of estimation (12 days in our case).

This wavelength difference is due to the fact that the two considered
swells have traveled different distances but in the same time period, as il-
lustrated on Figure 6.7.

Figure 6.7: Illustration of two waves belonging to the same swell field but
with slightly different wavelengths at point M because of the storm source
geographical extension in propagation direction, Sprop.

The threshold criteria given by equation 6.14 are estimated for each
propagated SAR swell observation. Whenever the wavelength difference be-
tween the peak wavelength of fitted surface λ0, and the peak wavelength of
the propagated swell observation λ1, is higher than the threshold values, the

5. For the refocusing algorithm description, cf. Chapter 5, Section 5.2.



Chapter 6. Synthetic swell field 209

propagated swell observation is rejected. This operation is repeated up to
five times, a new surface fit being estimated between each rejection step.

6.1.2.5 Peak direction filtering

As previously indicated, this filtering is done using the peak direction
spatial distribution of the propagated swell observations 12 days after the
swell generation.

Similarly to the peak wavelength filtering, we define a criterion to reject
swell observations whose propagation direction difference with the distribu-
tion obtained by the polynomial regression exceeds a threshold value θmax.
Given the hypothesis of open ocean propagation, outside of island shadows
and in the absence of currents, the directional aperture of the swell spectrum
at a given location only depends on the geographical extension of the storm
source and the distance to it. Therefore, swell measurements with slightly
different peak directions may be observed as illustrated in Figure 6.8.

Figure 6.8: Illustration of two waves belonging to the same swell field but
with slightly different propagation directions at point M because of the
storm source geographical extension in transverse direction, Strans.

The maximum direction difference θmax, is calculated for each propa-
gated swell observation, given their position with respect to their storm
source. Whenever the difference between their peak direction and that of
the fitted surface is larger than θmax, the propagated SAR observation is
rejected. This operation is repeated up to five times, a new surface fit being
estimated between each rejection step.

6.1.2.6 Significant swell height filtering

As previously indicated, this filtering is done using the significant swell
height spatial distribution of the propagated swell observations at each time
step.
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As opposed to the peak propagation direction and wavelength, the sig-
nificant swell height has not been pre-filtered by the refocusing step. The
propagated swell measurements spatial distribution is therefore much noisier
for the significant swell height parameter.

As shown in Chapter 3 (cf. page 99), the NRMSE of the SAR significant
swell height measurements with respect to that of in situ buoys is more
stable over the overall range of measured waves than the absolute RMSE.
In order to have an homogeneous criterion for all wave heights, we there-
fore choose to exclude data points based on the NRMSE rather than the
absolute RMSE. Besides, we have noticed that within the set of propagated
observations, numerous significant swell height measurements were largely
under-estimated as compared to the in situ measurements. In order to reject
those under-estimated data points, the NRMSE is calculated relatively to
the input data rather than the fitted surface. Data points whose relative
difference is higher than twice the NRMSE are rejected. This operation is
repeated up to ten times.

Final step After the data points have been filtered, we obtain for each
time step the 2D polynomial function describing the final surface fit. Then,
the synthetic swell field can be estimated anywhere over the (r, θ) grid. Re-
sults are restricted to the valid region of estimation. Examples of synthetic
swell field estimations starting from the initial propagated SAR swell ob-
servations of the peak wavelength and significant swell height are given on
Figures 6.9 and 6.10, respectively.

The irregular sampling caused by stroboscopic imaging (cf. Chapter 4)
are clearly visible on subplot (a). Also, island shadow are well depicted by
the absence of peak wavelength estimation on subplot (b). Finally, it is
interesting to notice that peak wavelength distribution is not isotropic and
seems to follow the easterly displacement of the original storm source.

6.2 Validation

In this section, we estimate the accuracy of synthetic swell field integral
parameters using in situ measurements over the whole year 2008. First, the
comparison method is presented. Then, the different configurations tested
for the estimation of the synthetic swell field are detailed. Third, the statisti-
cal results obtained for each of them are discussed. It is accompanied by two
swell field examples, for which we show the integral parameters evolution
as the swell fields pass the recording buoy. Then, parameters impacting the
accuracy of the synthetic swell field estimations such as the input data den-
sity and the storm source characteristics are presented. Finally, the detected
ouliers are inspected and we highlight a specific error in SAR measurements.
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(a)

(b)

Figure 6.9: (a) Original spatial distribution of the peak wavelength as given
by the propagated SAR swell observations and (b) the corresponding estima-
tion of the synthetic swell field estimate using the 2D polynomial regression.
The (r, θ) grid is also depicted on subplot (b). This example corresponds to
swell field situation on 19 January 2008, at 09Z. It originates from a storm
that occurred on 13 January and whose location is represented by a gray
disk.



212 6.2. Validation

(a)

(b)

Figure 6.10: (a) Original spatial distribution of the significant swell height as
given by the propagated SAR swell observations and (b) the corresponding
estimation of the synthetic swell field estimate using the 2D polynomial
regression. This example corresponds to swell field situation on 19 January
2008, at 09Z. It originates from a storm that occurred on 13 January and
whose location is represented by a gray disk.
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6.2.1 Methodology

Similarly to the swell observation validation presented in Chapter 3, the
synthetic swell field validation is based on the comparison with in situ mea-
surements. However, since the synthetic swell field method provides a lot
more co-locations with buoys, we do not have to use an entire buoy net-
work as done previously with the NDBC network but a single buoy is used,
called Stratus (WMO51028), which has the advantage of being located in
the most favorable location: placed at 19.691◦S and 85.567◦W, more than a
thousand kilometers off the coasts of Peru, at a depth of 4540 m. Besides,
this buoy is not located in any island shadow and is placed at a sufficiently
low latitude so that it can measure swells coming from both hemispheres.
It is maintained by the WHOI. It was deployed in October 2007 and is still
operating today.

The comparison of the swell propagation directions given by this buoy
and synthetic swell field estimates obtained over the whole year 2008, re-
vealed that there was a bias of the order of -10◦. After a series of test
for confirmation, we contacted WHOI and learned that the Stratus buoy
magnetic declination was biased by -11.9◦. The magnetic declination is the
difference between the true North and the magnetic North, which is the
reference direction for such buoys. Because this mistake could only be cor-
rected on site, the change was made one year after deployment, in October
2008. The previously acquired data has not been corrected by NDBC and
we applied our own correction. However, as we do not know the exact day at
which the buoy magnetic system was corrected, there may still be a minor
bias in the propagation direction comparison.

The only difference between the currently exposed methodology and the
one in Chapter 3 is that several synthetic swell field estimates may be given
at the buoy location at the same moment. Whenever this is the case, the
peak-to-peak association step is modified in the way it calculates a cross-
spectral distance between each partition of the in situ measurements and
the synthetic swell field estimates. Partitions with shortest spectral distance
are associated.

Here, we give a local point of view of the swell field propagation. This
method can be seen as a virtual buoy estimator.

6.2.2 Tested configurations

Different synthetic swell field estimation methods are tested. In addition
to comparing the performances of these different methods, we also specif-
ically focus on the capability to estimate energetic swell, whose significant
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swell height is above 1.5 m. Here is the list of the different configurations
we evaluate:

– P0: All three integral parameter’s distribution are estimated using a
weighted polynomial regression, with density correction;

– P1: All three integral parameter’s distribution are estimated using a
polynomial regression, with density correction, but without weighting;

– K0: Only peak wavelength and peak direction distribution are esti-
mated using a weighted polynomial regression. The significant swell
height is estimated using Kriging and the range parameter, α0, in
(r, θ) coordinates, equals:

α0 =
(
median {r} /3 9◦

)
(6.15)

– K1: Identical to K0 except the range parameter, α1, is changed to:

α1 =
(
median {r} /12 67◦

)
(6.16)

Besides, we differentiate two cases: those with high average data density
and high confidence in the propagated swell observations, referred to as case
CHigh, and the general case, for which all values are considered, referred to
as case CGen. Performances are given in Tables 6.2.

6.2.3 Statistical results

Polynomial regression configurations The statistics obtained by con-
figurations P0 and P1 shows that using the weighted regression based on
data confidence gives slightly better results for both the significant swell
height and the peak direction and identical results for the peak wavelength.

Kriging configurations When comparing statistics obtained by config-
urations K0 and K1, it appears that configuration K0, which uses more
information in the transverse direction and less in the propagation direction
than configuration K1, gives better results in case CHigh. However, results
are best correlated for configuration K1 when considering lower data density
(CGen). The reason is that, between the two configurations, the increase of
the range parameter in the transverse direction is not of the same order as
the decrease in the propagation direction. Indeed, this changes the inter-
polation process in the way that it does not use the same number of data
points. Therefore, configuration K1 tends to interpolates over more data
points than K0. For low density data, this tends to be an advantage since it
is more robust but probably loses dynamic for high density data.

The effect of data point number on the estimation should be further
investigated. It could be interesting to test the improvement brought by a
procedure where the range parameter would be scaled according to the data
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(a)

Config.
P0 P1

CHigh CGen CHigh CGen

any Hss

RMSE [m] 0.30 0.43 0.31 0.43
NRMSE [%] 20.8 28.1 20.9 28.0
Bias [m] -0.07 -0.20 -0.09 -0.20
Correl. 0.92 0.82 0.88 0.82

Hss > 1.5m
RMSE [m] 0.35 0.53 0.36 0.53
NRMSE [%] 17.8 26.2 18.1 26.1
Bias [m] -0.26 -0.42 -0.27 -0.42
Correl. 0.83 0.63 0.78 0.64

Tp

RMSE [s] 0.40 0.58 0.40 0.58
NRMSE [%] 2.9 4.2 2.9 4.2
Bias [s] -0.1 -0.1 -0.1 -0.1
Correl. 0.95 0.91 0.95 0.91

Dp

RMSE [deg] 11.2 16.0 12.0 16.1
Bias [deg] -2.9 -1.9 -1.7 -2.0

(b)

Config.
K0 K1

CHigh CGen CHigh CGen

any Hss

RMSE [m] 0.33 0.49 0.35 0.49
NRMSE [%] 22.0 31.9 23.2 31.4
Bias [m] -0.10 -0.22 -0.15 -0.26
Correl. 0.87 0.75 0.87 0.80

Hss > 1.5m
RMSE [m] 0.40 0.60 0.43 0.61
NRMSE [%] 20.0 29.9 21.9 30.0
Bias [m] -0.28 -0.48 -0.33 -0.50
Correl. 0.72 0.49 0.71 0.59

Table 6.2: Statistics given by the comparison between in situ measurements
from the Stratus buoy and synthetic swell field estimation using configura-
tions P0 and P1 (a) and K0 and K1 (b). The statistics obtained for configu-
rations K0 ad K1 concerning the peak period and propagation are the same
as those given for P0 and P1.



216 6.2. Validation

density of the considered swell field. Besides, the algorithm for neighbor data
points selection can have at least as much influence on the estimate as the
interpolation algorithm itself. Here, we have used a simple nearest neigh-
bor search. A couple of alternatives include quadrant and octant searches,
which look for data points within a certain distance in each quadrant or oc-
tant surrounding the data point. Still, the time required for synthetic swell
field estimation using Kriging is almost prohibitive as compared to the in-
stantaneous polynomial regression, which also undermines our ability to test
many different configurations. An alternative could be to use parallel com-
putations of the surface fits on different processors. Still, the processing time
will remain of the same order which is still making real-time applications
unrealistic.

Kriging against polynomial configurations Configuration P0 gives
better statistics than all other configurations and for all integral parame-
ters. We believe that this is due to the great coherence of the swell field.
Using all data points instead of only the ones located in the vicinity of the
point of interest seems to bring more information. We have noticed that this
was particularly true for swell fields with irregular data density.
The polynomial regression proves more robust than Kriging when interpo-
lating in such cases.

For the synthetic swell field estimates, we further refer to configuration
P0 even if it is not explicitly mentioned.

6.2.4 Single cases

Comparison examples between in situ measurements and synthetic swell
field estimations for a single swell field as it passes by the Stratus buoy are
given on Figure 6.11 and 6.12. They are related to storm events that took
place in the South Pacific on 6 June and 27 August 2008, respectively.

The main patterns of the buoy measurements and the synthetic swell
field estimates compare well: the peak wavelength decreases, the swell en-
ergy increases and then decreases whereas the peak direction remains rather
constant. Apart from these, the buoy measurements exhibit significant high
frequency variations around these main trends. However, it is difficult to
judge whether such variations are related to noise measurements, erroneous
partitioning or if they represent the actual swell conditions.
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Figure 6.11: Peak period, significant swell height and peak direction evolu-
tion as estimated by the synthetic swell field with configurations PO (red
line), K0 (blue line), K1 (green line) and measured by the Stratus buoy
(black line). The swell field was generated by a storm that took place on 6
June 2008 in the South Pacific Ocean.
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Figure 6.12: Peak period, significant swell height and peak direction evo-
lution as estimated by the synthetic swell field (red line) and measured by
the Stratus buoy (black line). The swell field was generated by a storm that
took place on 27 August 2008 in the South Pacific Ocean.
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6.2.5 Dependences

Assessing the parameters that influence the synthetic swell field accuracy
and to which extent, is important for further applications such as assimila-
tion in numerical wave models. Here, we investigate the accuracy dependence
on the density of propagated observations composing the reconstructed swell
field. Also, the impact of the storm source characteristics is investigated.
Since this study requires numerous co-locations, we will be using case CGen.

6.2.5.1 Data density

As Table 6.2 indicates, the synthetic swell field accuracy increases with
the average data density and confidence. Even though the statistics are
slightly better when setting a minimum threshold on both quantities, they
are almost equivalent as they are very closely correlated. Indeed, their Pear-
son correlation coefficient equals 0.996. Thus, we will only refer to the data
density in the future. Statistics dependence on the data density is estimated
for all integral parameters, as shown in Figures 6.13 and 6.14.

Clearly, the synthetic swell field accuracy increases with the data density
for all integral parameters. For the significant swell height, the RMSE goes
from 0.56 cm for lowest densities down to 0.32 for highest values. Similarly,
the relative significant swell height goes from 34.3 to 23%, the peak period
from 0.84 to 0.46 s and the peak direction from 22.1 to 12.7◦. Still, the
highest scores are obtained for cases CHigh indicated in Table 6.2.

6.2.5.2 Integral parameters

The evolution of the synthetic swell field error for each integral param-
eter is estimated using in situ measurements. Results are represented on
Figures 6.15 and 6.16 and discussed hereafter.

Significant swell height First of all, swell whose significant swell height
is smaller than 1 m have quite unsatisfying statistics. They have a high
RMSE and bias. This can be explained by several factors. Main reason
is the measurement’s errors. Indeed, the general trend in significant swell
height bias is the same as for observations: over-estimating small swell and
under-estimating large ones.
Then, the second most important part of this bias is attributed to the en-

ergy dispersion model we use and its validity very far from the storm source.
As described in Collard et al. (2009), the swell energy follows the asymptote
1/(α sinα). However, that is according to a swell dispersion model neglecting
dissipation caused continent and island blocking. In this case, the initial swell
energy refocuses at the antipode of the storm source. The estimated swell
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(a)

(b)

Figure 6.13: Significant swell height (a) and relative significant swell height
(b) synthetic swell field errors against the reconstructed swell field density of
propagated observations at the virtual buoy location. RMSE (a), NRMSE
(b) and bias (both) are respectively indicated for each subrange by the
vertical extent of the solid line segments and their central vertical value,
represented by a square. The red dashed line corresponds to the data points
linear regression.
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(a)

(b)

Figure 6.14: Peak period (a) and peak direction (b) synthetic swell field er-
rors against the reconstructed swell field density of propagated observations
at the virtual buoy location. RMSE and bias are respectively indicated for
each subrange by the vertical extent of the solid line segments and their cen-
tral vertical value, represented by a square. The red dashed line corresponds
to the data points linear regression.
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(a)

(b)

Figure 6.15: Significant swell height (a) and relative significant swell height
(b) synthetic swell field errors against the corresponding parameter as mea-
sured by the buoy. RMSE (a), NRMSE (b) and bias (both) are respectively
indicated for each subrange by the vertical extent of the solid line segments
and their central vertical value, represented by a square.
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(a)

(b)

Figure 6.16: Peak period (a) and peak direction (b) synthetic swell field
errors against the corresponding parameter as measured by the buoy. Except
for the peak direction, RMSE and bias are respectively indicated for each
subrange by the vertical extent of the solid line segments and their central
vertical value, represented by a square.
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energy is therefore larger than reality when the spherical distance covered
by the swell after generation is larger than 90◦, about 10,000 km. Indeed,
looking at two sets of synthetic swell field estimates located less than 9,000
and more than 11,000 km away from their storm source and with equal mean
significant swell height, significant swell height statistics have a bias of 0.22
and 0.36 cm, respectively. Future improvements shall therefore look for a
refined version of the energy dispersion model very far away from the storm
source.

Additionally, a small part of small wave over-estimation can be explained
by the fact that these estimations coincide with very low data density. In-
deed, swell whose significant swell height measured by the buoy is smaller
than 1 m coincide with low data density in the synthetic swell field estima-
tion in 44% cases while, for wave heights above 1 m, this percentage equals
38%.

Also, for energetic swell, the significant swell height is under-estimated
and both the RMSE and the NRMSE increase with increasing wave height.
However, as previously indicated by Table 6.2, the NRMSE decreases with
increasing wave height for high data density. Hence, the NRMSE increases
when all data densities are considered.

Peak period Looking at the peak period, largest errors are obtained for
longest and smallest swells. The reason is that such swells are the maximum
and minimum period, respectively, that the SAR can image. Within a given
swell field, these swell estimates are thus located in region with lower data
density, which gives the worse statistics. It can also be noticed that longest
swells are largely under-estimated. This was already noticed in the SAR
observation validation and therefore, it is a consequence of the swell inversion
rather than of the synthetic swell field estimation.

Peak direction Two main directions can be distinguished, corresponding
to swell systems arriving from the Northern and Southern Hemisphere. As
already mentioned in subsection 6.2.4 (page 216), peak directions measured
by the buoy exhibit more variations than those given by the synthetic swell
field, as already observed in Chapter 3 (cf. page 101). We believe that this
is due the important spread in direction measurements of the NDBC discus
buoys, already highlighted by (O’Reilly et al., 1996).

Also, direction differences between the SAR and the buoy could result
from swell deviations with respect to the expected linear propagation along
great circles. Such modifications could be due to peculiar ocean and/or at-
mospheric conditions met along the swell propagation. The potential effect
of diffraction caused by islands or surface currents should be investigated
as well. Indeed, such phenomenon could cause the swell to deviate from its
expected path in regions where our approach is supposed to be valid.
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6.2.5.3 Storm source characteristics

We study here the influence of the storm source characteristics on the
synthetic swell field. Storm source location impact is first investigated, fol-
lowed by storm source extension

Storm source location We only consider storm events that occurred in
the Southern Hemisphere in order to compare swell fields that have propa-
gated for distances not too different from one another. Measurement errors
are shown by scatter plots with associated RMSE end NRMSE for all data
density on Figure 6.17.

Clearly, the RMSE, the NRMSE and the bias absolute value all decrease
with the decreasing latitude. As the latitude decreases, the storm source is
closer to the Stratus buoy and the mean significant swell height is expected
to increase as well. Indeed, the mean significant swell height measured by
the buoy for each of the three latitude ranges in Figure 6.17 equals 1.17,
1.32 and 1.29 m, in order of decreasing latitudes. According to Table 6.2,
the statistical improvement with respect to the storm source latitude does
not result from the increasing significant swell height since, contrary to what
is observed, the RMSE and the bias absolute value are expected to increase
with increasing significant swell height.

We believe that these statistical errors are partly related to the storm
source geographical extension.

Storm source extension The storm source area, as estimated by the
refocusing algorithm, was compared for different latitudes. Storm events
of various sizes can be found at every latitude but the size of the largest
storm events exhibit a very clear trend. Considering the 10% most extended
storms, the mean diameter for each of the three latitude ranges indicated in
Figure 6.17 equals 2700, 2300 and 1600 km, in order of decreasing latitudes,
respectively. However, no clear dependency can be established between the
measurement errors and the size of the original storm source. Therefore, we
rather investigate the angular aperture of the storm source region, as seen
from the virtual buoy.

To estimate the influence of the storm source region angular aperture on
the synthetic swell field accuracy, all data points are split in three set corre-
sponding to small, mid and high angular aperture. Although, the statistics
for each set cannot be calculated straight. Indeed, the mean significant swell
height naturally tends to increase with increasing angular aperture. This is
because numerous cases of high angular aperture come from source storms
that are close to the virtual buoy. The resulting statistics would thus be
biased as we know that the RMSE increases with increasing significant swell
height. To bypass this problem, the different sets are harmonized in such a
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(a)

(b)

Figure 6.17: Significant swell height (a) and relative significant swell height
(b) measurement errors against the latitude of the storm source at the origin
of the swell from which the synthetic swell field was estimated. RMSE (a),
NRMSE (b) and bias (both) are respectively indicated for each of the three
subranges by the vertical extent of the solid line segments and their central
vertical value, represented by a square.
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way that their significant swell height distribution are the same. Measure-
ment errors obtained for each set are shown on Figure 6.18.

Figure 6.18: Significant swell height measurement errors against the latitude
of the storm source at the origin of the swell. RMSE and bias are respectively
indicated for each of the three subranges by the vertical extent of the solid
line segments and their central vertical value, represented by a square.

The RMSE increases with increasing angular aperture, going from 0.34
for small values to 0.42 m for larger ones. Again, this result could be ex-
plained by limited validity of the energy dispersion model. This model is as-
sumed to be valid when considering a storm whose diameter equals 1,000 km
and more than 4,000 km away from it. As a comparison, this threshold cor-
responds to an angular aperture equal to 14◦. Considering a refined version
of this dispersion model closer to the source may therefore improve the syn-
thetic swell field estimates.

6.2.6 Rejected Data

Analyzing the swell propagated observations that have been rejected
during the iterative filtering, we can detect estimation errors due to the
propagation model or to the swell observations. For a given reconstructed
swell field, more than 15% of all SAR observations are rejected during the
significant swell height filtering. Once these observations are set aside, we
look for the the reasons explaining their rejection. In addition to the previ-
ously identified sources of measurement error, we have noticed the influence
of swell propagation direction with respect to the satellite azimuth direction.
This value is assessed measuring the difference between the swell direction
and the satellite track angle.
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Descending orbit
ASA_WVW_2PNPDK20080112_164550_000013342065_00069_30684_6984.N1

Ascending orbit
ASA_WVW_2PNPDE20080113_050625_000015442065_00076_30691_5506.N1

Table 6.3: L2 wave mode products for which the significant swell height
estimations exhibit an important bias. Specifically, the descending track is
pointed out in Figure 6.19.

As noticed in several cases, it seems that the significant swell height can
be largely under-estimated whenever its propagating direction is close to that
of the azimuth direction. As illustrated in a case example in Figure 6.19, co-
located significant swell height measurements acquired during an ascending
orbit and the descending one, 12 hours after, exhibit a persistent negative
bias all along the instrument track that reaches more than 70 cm in absolute
value. The descending instrument tracks are circled in magenta. On average,
among the seventeen rejected observations belonging to these two descend-
ing tracks, the angle difference between the swell propagation direction and
the satellite track angle equals 30◦. These measurements can be compared
to the ones given by the next ascending orbit pass, 12 hours later. This type
of comparison offers a new validation method, for which the significant swell
height measurements given by successive orbits can be compared. The SAR
L2 reference name of the ascending and descending orbits giving the most
striking evidence of this discrepancy are indicated in Table 6.3, with their
orbit phase.

This is the first time that the significant swell height error dependency
on the swell direction with respect to the SAR azimuth is clearly observed.
In our case, it took us more than a year to notice this bias, reason being
that whenever the significant swell height distribution of the propagated ob-
servations was inspected, data points were plotted on top of each other by
increasing order of swell height. Therefore, because of the high data density,
the under-estimated points were hidden by the other ones. Ever since, we
systematically inspect the data distribution plotting the data points in in-
creasing and decreasing order of significant swell height.

Going back to the SAR swell observation validation presented in Chapter
3, we investigate the SAR significant swell height estimation with respect
to the difference between the swell propagation direction and the satellite
track angle. Two different cases are investigated: CAz, for which the absolute
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Figure 6.19: Significant swell height of the propagated swell observations as-
sociated to a storm event to took place in the western South Pacific Ocean on
7 January 2008. The represented distribution corresponds to the swell field
state on 13 January 2008, at 00Z. Original storm source region is represented
by a gray disk.

difference ranges from 0 to 60◦ and CRg, for which the absolute difference
ranges from 60 to 120◦. The bias difference between datasets CAz and CRg

equals -15 cm, which confirms our first qualitative observations that swells
whose propagation direction are close to the azimuth are statistically under-
estimated.

6.3 Comparison with the numerical wave model

In the present section, we compare the performance of the synthetic swell
field estimates with that of the numerical wave model WW3. We briefly de-
scribe the methodology used for comparison and then describe the statistical
results.

6.3.1 Methodology

In addition to the ocean wave spectrum, WW3 model can also provide
partitions’ integral parameters, separating the swell from the wind-sea. Simi-
larly to the partitioning scheme we used for the integral parameters’ retrieval
from the SAR swell spectra, the model uses an inverse water catchment al-
gorithm for spectral partitioning. This allows us to directly compare the
integral parameters.

During the peak-to-peak association, synthetic swell field estimates were
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co-located with buoy partitions. The wave model can provide several swell es-
timates. Therefore, the minimum cross spectral distance with the previously
co-located buoy partition indicate which model partition is to associate. In
the end, for each time step, we have three co-located integral parameters
given by the model, the buoy and the synthetic swell field.

6.3.2 Statistical results

Using configuration P0, the performances of the synthetic swell field are
compared to those of WW3 (Table 6.4). The distinction is made between
the case CHigh for which the average SAR data density is high and case
CGen, for which all co-located data points are considered, no matter what
the data density. As the SAR and buoy dataset are not the same for these
two cases, the differentiation also applies for comparison with the model.
These conditions concern the SAR data only but they influence the statistics
obtained with the SAR-buoy-model co-located dataset.

Config.
SAR Model

CHigh CGen CHigh CGen

any Hss

RMSE [m] 0.30 0.43 0.28 0.33
NRMSE [%] 20.8 28.1 18.9 21.4
Bias [m] -0.07 -0.20 0.03 0.08
Correl. 0.92 0.82 0.91 0.87

Hss > 1.5m
RMSE [m] 0.35 0.53 0.23 0.31
NRMSE [%] 17.8 26.2 11.3 15.5
Bias [m] -0.26 -0.42 -0.03 -0.00
Correl. 0.83 0.63 0.84 0.73

Tp

RMSE [s] 0.40 0.58 0.78 0.85
NRMSE [%] 2.9 4.2 5.7 6.1
Bias [s] -0.1 -0.1 0.6 0.5
Correl. 0.95 0.91 0.92 0.88

Dp

RMSE [deg] 11.2 -16.0 12.3 15.5
Bias [deg] -2.9 -1.9 -5.5 -4.4

Table 6.4: Statistics given by the comparison between in situ measurements
from the Stratus buoy and synthetic swell field estimates (SAR) and the
same in situ measurements and WW3 model for two datasets: all cases and
cases of high data density in the SAR reconstructed swell fields, CGen and
CHigh, respectively.

First, the significant swell height estimated by WW3 are in better agree-
ment with in situ measurements in all cases. For important swell heights,
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this comes from the average under-estimation of the synthetic swell field.
On the contrary, the peak period is always better estimated by the SAR-
based synthetic swell field hereafter referred as SAR. For cases of high data
density, this RMSE obtained with the model is almost twice larger than the
one obtained with SAR. This could be partly explained by the peak period
over-estimation of the model. The tendency of numerical wave models to
over-estimate peak periods was already pointed out by (Bidlot et al., 2002).
This may indicate that the swell arrival time predicted by the model is in
advance, which was confirmed by their analysis. As for peak propagation
directions, SAR is also more accurate than WW3 model, even though the
performance improvement is not as drastic as for the peak period.

At first sight, the SAR seems not to bring more accurate information
on the significant swell height than the model. Some configurations show
the opposite. We have noticed that certain estimation conditions were less
favorable than others: swells whose storm source is located further south
of 55◦S, swells whose distance to the source is larger than 10,000 km and
swells with high storm source angular aperture. Now, SAR and model per-
formances are compared for swells whose storm source is located in the
Southern Hemisphere and north of 50◦S latitude. Statistical results are pre-
sented in Table6.5. The significant swell height of the considered co-locations
equals 1.6 m on average and ranges from 0.65 to 2.70 m. Two different cases
are investigated: cases when data density is high and cases when it is above
the average in the SAR reconstructed swell fields, CHigh and CMid, respec-
tively.

In such favorable conditions, the significant swell height estimations
given by the synthetic swell field give much better statistical results than
the model for both mid and high data density. This mis-estimation from
the model is most probably related to the strong wave height bias. We
believe that it results from an under-estimated swell energy dissipation de-
spite the last changes brought by Ardhuin et al. (2008). Therefore, mod-
eled wave heights of swell originating from nearby storm sources tend to
be over-estimated. The fact that this bias is nearly absent from the global
scale comparison (cf. Table 6.4) is attributed to the under-estimation of the
largest wave heights that results from weak wind forcing.

6.4 Conclusion

In the previous chapter, we demonstrated the possibility to monitor swell
field propagation using reconstructed SAR swell fields. Still, many issues
were to tackle such as the accuracy of the virtual buoy estimates, the pos-
sibility to solve the issue raised by the lack of measurements caused by het-
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Config.
SAR Model

CHigh CMid CHigh CMid

any Hss

RMSE [m] 0.26 0.33 0.37 0.38
NRMSE [%] 16.6 21.6 23.9 25.3
Bias [m] -0.04 -0.02 0.26 0.26
Correl. 0.87 0.82 0.86 0.87

Tp

RMSE [s] 0.46 0.49 0.62 0.66
NRMSE [%] 3.4 3.5 4.5 4.7
Bias [s] -0.2 -0.2 0.43 0.43
Correl. 0.86 0.92 0.86 0.89

Dp

RMSE [deg] 16.4 -16.2 16.9 17.4
Bias [deg] -2.4 -3.7 -7.3 -8.5

Table 6.5: Statistics given by the comparison between in situ measurements
from the Stratus buoy (WMO51028) and the synthetic swell field estimation
(column SAR) and the same in situ measurements and WW3 model (column
model) for two datasets: cases when data density is high or above the average
in the SAR reconstructed swell fields, CHigh and CMid, respectively.

erogeneous data sampling or the possibility to retrieve swell information on
a regular space and time grid. The methodology developped in the present
chapter for the estimation of synthetic swell fields addresses all these prob-
lems.

The estimation methodology is based on an iterative process during
which, successively, a surface fit is applied to the propagated swell obser-
vations and outliers with respect to this intermediate synthetic swell field
are rejected. For the moment, this approach is restricted to regions with a
minimum density of propagated observations, to deep ocean, away from is-
land shadows and in the absence of currents. Thanks to these assumptions,
we were able to define a criteria for each integral parameter indicating the
maximum acceptable difference between an isolated swell observation and
the overall swell field trend, thereby rejecting those not satisfying one of
these criteria.

Two different surface fit methods have been presented: a rather sim-
ple 2D polynomial regression and a more elaborate Kriging method. The
latter is based on an input semivariogram model which requires a careful
parametrization, ideally specific to each swell field. It is also quite expensive
to use since reconstructed swell field are composed of a thousand observa-
tions on average, which prevents from testing many different parametriza-
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tions for each synthetic swell field estimation. On the contrary, polynomial
regression are almost instantaneous and the degree of the polynomial func-
tion is determined as the highest degree which minimizes the standard devia-
tion between the integral parameter of the isolated propagated observations
and of the corresponding surface fit. Additionally, the confidence in each
propagated observations can be taken into account by the regression. Those
quality flags have been determined according to the parameters that most
influence the integral parameters’ accuracy of the propagated SAR swell ob-
servations, namely the SAR estimated wind speed, the time separating the
SAR observation from the time of propagation, the SAR partition contrast
within the observed swell spectrum, the SAR azimuth cut-off with respect
to the swell azimuth wavenumber and the confidence in the propagation di-
rection.

Comparing the integral parameters’ estimates of the synthetic swell fields
to the co-located buoy spectra, partitions with minimum spectral distance
are associated. Calculated over year 2008, the statistical results indicate
best estimations are given by the weighted polynomial regression. Besides,
we have shown that the density of the propagated SAR swell observations
at location and time of estimates was a very good quality flag for the ac-
curacy of the synthetic swell field. For such dense configurations, RMSE of
the peak period equals 0.4 s and 11.2◦ for the peak directions. Compared
to the estimation errors obtained for the best SAR-buoy co-located obser-
vations presented in Chapter 3, they represent statistical improvements of
43 and 30 % for the peak period and the peak direction, respectively. As
concerns the significant swell height, the RMSE equals 30 cm (20.8%) and
35 cm (17.8%) for swell whose height exceeds 1.5 m. These errors are approx-
imately the same as those obtained for the best quality SAR observations.
However, those best quality data points only represent a small percentage
of the total number of SAR observations, especially when considering the
wave height measurements. Thus, the improvement brought by the use of
numerous and coherent swell observations in the synthetic swell field is com-
pensated by the fact that many of the propagated SAR observations are not
necessarily trustful estimates.

Investigating the possible sources of error measurements, we have ex-
hibited for the first time the dramatic influence of the wave direction with
respect to the satellite azimuth direction leading to strong negative bias for
waves propagating at angles of more than 30◦ with the range direction. Also,
the influence of the original storm source was highlighted. It is probably due
to the fact that, for largest storm, the hypothesis of a point source assumed
for the calculation of the swell energy decay with propagation is not valid
anymore.
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Finally, performances of the synthetic swell field were compared to that
of WW3 model taking, each time SAR and buoy partitions were co-located,
the modeled partitions closest to the buoy partition. This comparison re-
veals that SAR estimated peak period are twice as accurate as the model
estimates. Also, direction estimates indicate slightly better estimates for
SAR. On the contrary, significant swell heights given by synthetic swell field
estimates are generally not as good even though, at certain distances from
the storm source, this behavior reverses.

Comparisons with numerical wave models have highlighted several inter-
esting points. As it is known, a large part of wave estimates’ errors come from
the input wind forcing which tends to be under-estimated for strongest wind
conditions. For this reason, in situ comparisons of largest waves should in-
dicate under-estimation by numerical models. However on average, this bias
seems to be absent from our statistical comparison. Looking at closer de-
tails, the modeled significant swell heights tend to be over-estimated close
to the storm region and under-estimated far from it which could indicate
an incorrect energy decay or dissipation despite the latest upgrade brought
by Ardhuin et al. (2008). In addition, we have exposed the systematic peak
period over-estimation, 0.6 s on average, to which we still look for an answer.

Because swell evolution, away from their storm region, is independent
from the wind as opposed to wind-seas, numerical models could greatly
benefit from data assimilation. As directional buoys are still very sparsely
distributed in deep oceans, the synthetic swell field approach appears to be a
very promising source of valuable swell information. Still, most of the bias in
the synthetic swell field estimates comes from the SAR swell inversion used
to generate the SAR L2P wave mode products and our synthetic method
would greatly benefit from their improvement.
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Abstract Swells radiating across ocean basins are fingerprints of the large
ocean storms that generated them, which are otherwise poorly observed.
Here we analyze the signature of one swell event in the seismic noise recorded
all around the Pacific and we show that it is a natural complement to the
global coverage provided by the Synthetic Aperture Radar wave mode data
from ENVISAT. In particular the seismic stations are much more sensitive
to low frequency and amplitude signals than buoys and SAR, capturing swell
forerunners a couple of days before they can be detected from space or in
situ data. This information helps detect in the SAR measurements the pres-
ence of very long swell, with periods of 22 s in our case example, that were
otherwise excluded.

Introduction

Waves with periods larger than 13 s are routinely observed to propagate
all the way across ocean basins from the area of high winds that generated
them (Gain, 1918; Darbyshire, 1952; Munk et al., 1963; Young, 1999). These
swells are today still poorly predicted (Ardhuin et al., 2010) in spite of a bet-
ter knowledge of their dissipation (Ardhuin et al., 2009). Indeed, these long
swells radiate from the most intense and long-lived storms, which are still
poorly observed. There is thus a clear need for more swell observations, be
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it for navigation safety in coastal areas, or a better understanding of air-sea
fluxes at low winds, in particular in the tropics (e.g. Edson et al., 2007).
In order to complement the sparse and spectrally limited coverage provided
by satellite altimeters and space-borne Synthetic Aperture Radars, and the
very few in situ measurement by buoys, especially in the Southern Hemi-
sphere, we wish to advocate the potential complementarity use of seismic
noise records from the Global Seismic Network.

Indeed, the strongest source of seismic noise are the hydrodynamic in-
teractions of waves with nearly equal periods and nearly opposite directions
which leads to a fast-propagating pressure signal that generates noise, in
particular seismic Rayleigh waves (e.g. Hasselmann, 1963). This explains
why the dominant recorded seismic noise has periods that are half of that
of the interacting wave trains (Bernard, 1941). As a result, important noise
sources are associated with sea states that contain a significant amount of
energy radiating at the same frequency and in opposite directions. For seis-
mic periods larger than 8s, corresponding to ocean waves with periods larger
than 16 s, this is most often the result of wave reflection from the shoreline
(Haubrich et al., 1963; Bromirski et al., 1999; Ardhuin et al., 2011b).

Only occasionally the noise recorded on land at these long periods is
dominated by the interaction of swell from a remote storm with the local
wind sea or another swell (Zopf et al., 1976; Kedar et al., 2008; Ardhuin et al.,
2011b, 2012) even though it can be persistent when considering shorter pe-
riods (Stehly et al., 2009; Kedar , 2011). The seismic noise record from a
land-based station thus provide a very clear detection, that is generally un-
ambiguous, of the swell arriving at the nearest shoreline.

The seismic source is actually dominated by contributions from water
depths larger than 1000 m, due to the seismic generation process (Longuet-
Higgins, 1950), over regions that typically span hundreds of kilometers, or
even more for mid-oceanic islands (Ardhuin et al., 2011b). However, the wave
interaction only occurs when the incident swells interact with the reflected
swells. Because the group velocity on a typical shelf is not very different
from that in deep water, the maximum of noise generation should indeed
occur when the incident swell energy is maximum right at the shoreline.

Waves heights and periods, and the full frequency spectrum, may then
be estimated from seismic records (Bromirski et al., 1999; Ardhuin et al.,
2010). This should even be easier when applied exclusively to long period
swells because there is little contribution of sources not associated to shore-
line reflection (Ardhuin et al., 2012). Besides, the swells have a distinctive
time-evolution of the frequency spectrum with a gradual decrease of the peak
period over a few days. This was particularly well demonstrated by Barruol
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et al. (2006), who analyzed swells from seismic stations in Polynesia. These
stations are now analyzed in real time for local marine forecasts and high
surf advisories. The existing long record of seismic observations, together
with the good coverage of the Global Seismic Network in both hemispheres
is a compelling argument for generalizing this quantitative use of seismic
data, and blending it with remote sensing data and numerical wave models.

Collard et al. (2009) already highlighted the ability to monitor ocean
swell fields from space as they propagate through ocean basins. Taking the
example of a powerful ocean storm that peaked on April 11th, 2008 South-
East of New-Zealand, we take advantage of the synoptic view of the swell
propagating across the ocean basin provided by the SAR. The analysis of
SAR data is described in Subsection 2, leading to the estimation of swell pa-
rameters time series in the deep ocean, in the vicinity of each GSN stations.
Both seismic and SAR data are compared in Subection 3.

Analysis of SAR data

SAR instruments can be used to image the propagation of an ocean swell
field (e.g. Holt et al., 1998; Heimbach and Hasselmann, 2000). Latest quality
assessment of the SAR wave measurements indicates estimations of the peak
period and direction with root mean square errors of 1.07 seconds and 20◦,
respectively Collard et al. (2009). Yet, these swell measurements are still
limited to waves with peak period less than 18 s and significant wave height
larger than 30 cm. Therefore, the longest period swells that propagate ahead
of the most energetic swell components, called forerunners by Munk (1947),
are excluded from the SAR present algorithm.

Using the methods proposed by Collard et al. (2009), the swell event is
reconstructed gathering backward propagated swell observations that con-
verge in space and time to the generation region. Over deep ocean and away
from islands, the emanating swell field is defined by that group of swell ob-
servations propagated on from this area, using linear propagation theory.
Figure 6.20 represents the trajectory of all the swell observations associ-
ated to the April 2008 storm. Numerical wave hindcasts provided by the
IOWAGA project (Ardhuin et al., 2010, 2011a) give a total significant wave
height reaching 14 m, when using ECMWF analysis winds, with mean wave
direction oriented to the North-East. The swell field then swept all over
the East Pacific for the next two weeks. Buoys located in Alaska, more than
10 000 km away from the storm source, recorded swell heights around 0.4 m.

The SAR dataset can be used to estimate swell parameters time series
at any given location. The estimated swell peak direction is given by the az-
imuth to the generation region. The swell peak period is estimated for any
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Figure 6.20: Trajectories of all the swell observations given by the SAR wave
mode and associated to the storm of 11 April 2008, South-East of New-
Zealand. The generation region is symbolized by a red disk and the color
along the trajectories indicates the days of travel since generation. Blue disks
are placed at observation locations. Their size indicates the significant swell
height at this moment.
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chosen time by fitting a second-order polynomial function of the distance
to the source and distance to the swell field main direction of propagation.
This fit gives more weight to observations with higher confidence. This 2nd

order function reproduces the spatial distribution of wavelengths better than
a linear function. Indeed, wave generated by long-lived and/or fast moving
storm events have been proven to leave the storm generation region at differ-
ent times and location depending on their wavelength (Delpey et al., 2010).

Using this principle, wave peak period and direction evolution is esti-
mated at various locations. In our example, this is first done at the buoy
’Stratus’ (WMO32012), maintained by the Woods Hole Oceanographic In-
stitution (WHOI) and moored off the coast of Peru in 4440 m of water.
The same processing is then applied at ocean locations close to land-based
seismometers. In that case the resulting data is shifted in time by the propa-
gation time, estimated from linear theory, between the chosen oceanic point
and the coast, and the estimated frequencies are multiplied by two for a
direct comparison with the seismic data.

Complementarity of SAR and seismic data

Seismic noise observations overlaid with results from the SAR analysis
are presented on Figures 6.21 and 6.22. They show wave spectra time series
integrated over directions for buoy Stratus and seismic noise spectra time
series of stations RPN (Rapa Nui, Easter Island), KIP (Kipapa, Hawaii),
NNA (Nana, Lima, Peru), UNM (Mexico City, Mexico) and JTS (Las Jun-
tas de Abangares, Costa Rica). Their position is indicated on Figure 6.23.

Comparison with the Stratus buoy indicates that the swell arrived within
12 hours of our estimate based on SAR data. The swell arrives from South-
West and in four days, the frequency where the energy is maximum gradually
increases from 0.055 to 0.08 Hz. After partitioning the ocean wave spectra,
the peak period and direction estimated by the SAR give root mean square
errors of 0.34 seconds and 23◦, with bias of -0.01 seconds and -3.6◦, respec-
tively.

As it is well known (Haubrich et al., 1963), the swell frequency is ex-
pected to increase linearly in time and so does its seismic noise signature
at primary and secondary, i.e. double, frequency. Here, the secondary fre-
quency increase is observed at every seismic stations and can be followed up
to 0.14 Hz, corresponding to 0.07 Hz ocean waves. The level of this signal
compared to other noise sources is particularly high at continental stations
compared to island stations thanks to the larger shoreline extension that
intercepts the incoming wave flux.
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The fact that the noise is generated by coastal reflection is confirmed by
the presence of noise at primary frequency (Haubrich et al., 1963), which
here is shown only for JTS. This signal is specific to shallow waters and
results from the interaction of ocean swell with a shoaling ocean bottom
(Oliver , 1962; Hasselmann, 1963).

Compared to the buoy and seismic-detected swells, the SAR estimations
of swell frequencies are very consistent. SAR data provides a record of swell
frequencies from 0.06 to 0.08 Hz while seismic noise data corresponds to 0.04
to 0.07 Hz. Seismic noise data, as already noted by Haubrich et al. (1963),
offers a nice extension to low frequencies of conventional wave measurements
at a fixed point with pressure recorders. Here we show that this is even more
true for SAR data excluding very long swell, usually around 17 s, from its
measurements. In the present example, the frequency of the longest buoy-
detected swell is 0.055 Hz and only the seismic stations can measure 0.04 Hz
swell.

The full Global Seismic Network data can also be used alone to triangu-
late the storm source location and time. For each seismic station, the double
frequency ridge slope is automatically estimated by maximizing the energy
encountered along a straight line placed on the ridge. Then, the distance to
the expected storm source is determined according to equation 6.17.

D =
g

8π

(
dfs

dt

)−1

(6.17)

where, f is the seismic noise frequency;
t, the time of arrival;
g, the Earth gravity;
D, the seismic station distance to the expected storm source.

As evidenced on Figure 6.23, the seismic source location based on longer
period waves and the SAR source location are in general agreement.

Once the storm source location is found and the presence of very long
swell is proven by seismic noise measurements, its expected arrival time is
calculated using linear theory. Using this information, at appropriate times
and locations, we look for this long swell signature on the SAR image spec-
tra directly, as opposed to the SAR ocean spectra. Indeed, for such waves,
under light to moderate wind speeds, a quasi-linear imaging mechanism is
a valid assumption (Krogstad, 1992). This way, swell with peak frequency
equal to 0.045 Hz is detected 3 days after the storm in the South Pacific
Ocean, as shown on Figure 6.24. The induced very long scale modulation is
visible on the SAR image, depicting a long wave group.
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Figure 6.21: Spectra time series for buoy ’Stratus’ (lon: -85.384◦W, lat: -
19.616◦N) and seismic stations KIP, RPN in mid-April 2008. SAR swell
parameters estimation at secondary frequency is overlaid in colored disk
indicating north-eastern propagation. Main seismic events have been filtered
out.
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Figure 6.22: Spectra time series for seismic stations JTS, UNM and NNA
in mid-April 2008. For JTS, the primary signal is shown as well and both
the secondary and the primary signals are circled in dark magenta. SAR
swell parameters estimation at secondary frequency is overlaid in colored
disk indicating north-eastern propagation. Main seismic events have been
filtered out.
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Figure 6.23: Location of the expected storm source from two independent
instruments: the SAR wave mode products and seismic noise measurements.
For each seismic station (UNM, PFO, KDA, PPT, JTS, NNA and KIP), a
1500 km wide blue disk is plotted, its radius being equal to the distance to
the storm source estimated from the differential arrival time of the swell at
the seismic station using seismic noise alone. The 1500 km width corresponds
to the average accuracy of the distance estimation given by the automatic
radius estimation. The storm source given by the SAR analysis is circled in
red. The Stratus buoy location is also indicated and a black cross is placed at
the location where the SAR observation shown in Figure 6.24 was acquired.
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In the past, as no evidence of the presence of very long waves in the
ocean wave spectrum could be easily and frequently provided, associated
low frequency signatures were flagged in the SAR image spectra and ex-
cluded from the ocean wave spectrum inversion. Now, taking these signals
into account dramatically increases the frequency range of observable swell
using the SAR instrument, which is almost doubled.

Since long swell travels faster than the one presently detected by the
SAR, this potential improvement would enable us forecast the swell arrival
several days ahead. For operational early-warning applications, one would
have to use data from seismic stations nearby the storm region or, alterna-
tively, numerical wave models. Though, the peak period information they
provide can be significantly under-estimated (Hanson et al., 2009) and they
fail to capture the early arrival of waves at low frequencies (Wingeart, 2001).
Also, better SAR ocean swell monitoring can benefit to numerical wave mod-
els assimilating this information, thereby improving their significant swell
height estimation which are largely under-estimated for long swell (Han-
son et al., 2009). Besides, storm generation regions can be better estimated
using forerunners’ information since they require much stronger forcing con-
ditions which are met over smaller ocean areas. Using the full SAR wave
mode archive, starting in 1991, with seismic noise data, this information
could be used for the study of storm climatology over the past two decades.

The proof of physical presence of very long swell provided by the seismic
noise is a necessary information for the retrieval of the swell geophysical
parameters given by the SAR. Indeed, modulation of the low frequency
spectrum by phenomena unrelated to long swell like low wind area may be
miscellaneously attributed. However, the previously described scheme going
through the identification of a massive swell event using SAR analysis, of
the corresponding ridge-like structure in the seismic noise and estimation of
longest present swell can easily be automated from the moment that we have
access to the seismic noise data. Extending this approach to other years, a
swell with a frequency of 0.04 Hz (24.7 s) was detected using the SAR in
the South Pacific Ocean in late August 2011.

Finally, even though the imaging capability of extremely long swell is
limited by the ground coverage of the ASAR wave mode, barely imaging an
entire wave group, the extended 20×20 km2 coverage of the future Sentinel-1
SAR mission compared to the 7×10 km2 of ENVISAT will easily tackle this
issue.
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Figure 6.24: SAR ocean image exhibiting very long swell as acquired by
ASAR instrument on-board ENVISAT 3 days after the storm generation
(left) and associated imaginary spectrum, weighted by the energy spectrum
indicating the presence of a 750 m swell propagating in North-East direc-
tion (right). The SAR measurement geographical location is indicated in
Figure 6.23 by a black cross.

Conclusion

The present study highlights ASAR wave mode capability to image very
long swell whenever used together with seismic noise data from the Global
Seismic Network for the observation of ocean swells. From all SAR swell
observations after April 11th, 2008, a massive swell event that occurred
South-East of New Zealand was reconstructed. Using the virtual buoy con-
cept, the swell peak period and direction time series related to this event
were estimated at various locations. First, they were compared to spectra
given by Stratus moored buoy. In four days, the peak period slowly and lin-
early decreases from 17 to 12 s. Peak period and direction estimations give
root mean square errors of 0.34 seconds and 23◦, respectively. Similarly, the
swell signal recorded in the seismic noise by coastal and island stations was
simulated. Comparison to seismic noise spectra indicate very good fit within
their common period range, from 14 to 17 s, demonstrating the capability
of the SAR not only to provide both a global and a local view of the swell
field propagation across an entire ocean basin but also its ability to repro-
duce its signal in seismic noise as measured by coastal stations. Thereby,
ridges related to the same swell system for different seismic stations could
be associated and the precise storm source of the longest swell triangulated.

By default, forerunners are not detected by the SAR but seismic noise
records reveal their presence when arriving to the coast. Then, looking at
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appropriate expected arrival time and location in open ocean, their signature
is found in the SAR image spectra. Using this technique swell with periods
up to 24.7 s were detected on SAR measurements. Their observability will
even be improved by the future Sentinel-1 SAR mission extended ground
coverage.

The great sensitivity of seismometers to very long waves and their high
frequency resolution of these phenomena compared to moored buoys is a
tremendous asset for a better calibration and validation of SAR observa-
tions of long swell. Then, the other way around, the SAR may be used to
calibrate the wave-to-seismic transfer function to contribute to the develop-
ment capability of a global wave monitoring network.

Bibliography

Ardhuin, F., B. Chapron, and F. Collard (2009), Observation of swell
dissipation across oceans, Geophys. Res. Lett., 36, L06,607, doi:10.1029/
2008GL037030. ii, 2, 70, 71, 152, 181, 237

Ardhuin, F., E. Rogers, A. Babanin, J.-F. c. Filipot, R. Magne, A. Roland,
A. v. d. Westhuysen, P. Queffeulou, J.-M. Lefevre, L. Aouf, and F. Collard
(2010), Semi-empirical dissipation source functions for wind-wave models:
part i, definition, calibration and validation, J. Phys. Oceanogr., 40 (9),
1917–1941. ii, 237, 238, 239

Ardhuin, F., J. Hanafin, Y. Quilfen, B. Chapron, P. Queffeulou, M. Obreb-
ski, J. Sienkiewicz, and D. Vandemark (2011a), calibration of the IOWAGA
global wave hindcast (1991–2011) \ using ECMWF and CFSR winds, in
Proceedings, 12th Int. Workshop of Wave Hindcasting and Forecasting,
Hawaii. 239

Ardhuin, F., E. Stutzmann, M. Schimmel, and A. Mangeney (2011b),
Ocean wave sources of seismic noise, J. Geophys. Res., 116, C09,004, doi:
10.1029/2011JC006952. 238

Ardhuin, F., A. Balanche, E. Stutzmann, and M. Obrebski (2012), From
seismic noise to ocean wave parameters: general methods and validation,
J. Geophys. Res., 117, submitted. 238

Barruol, G., D. Reymond, F. R. Fontaine, O. Hyvernaud, V. Maurer,
and K. Maamaatuaiahutapu (2006), Characterizing swells in the south-
ern pacific from seismic and infrasonic noise analyses, Geophys. J. Int., p.
516–542, doi:10.1111/j.1365-246X.2006.02871.x. 238



Bibliography 249

Bernard, P. (1941), Sur certaines proprietes de la boule etudiées a l’aide
des enregistrements seismographiques, Bull. Inst. Oceanogr. Monaco, 800,
1–19. 238

Bromirski, P. D., R. E. Flick, and N. Graham (1999), Ocean wave height
determined from inland seismometer data: Implications for investigating
wave climate changes in the NE pacific, Journal of geophysical research,
104, 20. 238

Collard, F., F. Ardhuin, and B. Chapron (2009), Monitoring and analysis
of ocean swell fields from space: New methods for routine observations,
Journal of Geophysical Research-Oceans, 114 (C7), C07,023. ii, 2, 68, 69,
70, 71, 80, 85, 111, 152, 153, 155, 219, 239

Darbyshire, J. (1952), The generation of waves by wind, Proceedings of the
Royal Society of London. Series A, Mathematical and Physical Sciences, p.
299–328. 2, 61, 237

Delpey, M., F. Ardhuin, F. Collard, and B. Chapron (2010), Space-time
structure of long swell systems, J. Geophys. Res., 115, C12,037, doi:10.
1029/2009JC005885. ii, 2, 90, 152, 180, 186, 189, 192, 241

Edson, J., T. Crawford, J. Crescenti, T. Farrar, N. Frew, G. Gerbi,
C. Helmis, T. Hristov, D. Khelif, A. Jessup, H. Jonsson, M. Li, L. Mahrt,
W. Mcgillis, A. Plueddemann, L. Shen, E. Skyllingstad, T. Stanton, P. Sul-
livan, J. Sun, J. Trowbridge, D. Vickers, S. Wang, Q. Wang, R. Weller,
J. Wilkin, A. J. W. III, D. K. P. Yue, and C. Zappa (2007), The coupled
boundary layers and air-sea transfer experiment in low winds, Bull. Amer.
Meterol. Soc., 88 (3), 341–356. 238

Gain, L. (1918), La prédiction des houles au maroc, Annales Hydro-
grahiques, pp. 65–75. 2, 56, 61, 237

Hanson, J. L., B. A. Tracy, H. L. Tolman, and R. D. Scott (2009), Pacific
hindcast performance of three numerical wave models, Journal of Atmo-
spheric and Oceanic Technology, 26 (8), 1614–1633. 246

Hasselmann, K. (1963), A statistical analysis of the generation of micro-
seisms, Rev. of Geophys., 1 (2), 177–210. 238, 242

Haubrich, R. A., W. H. Munk, and F. E. Snodgrass (1963), Comparative
spectra of microseisms and swell, Bulletin of the Seismological Society of
America, 53 (1), 27. 238, 241, 242

Heimbach, P., and K. Hasselmann (2000), Development and application of
satellite retrievals of ocean wave spectra, Elsevier Oceanography Series, 63,
5–33. ii, 2, 239



250 Bibliography

Holt, B., A. K. Liu, D. W. Wang, A. Gnanadesikan, and H. S. Chen (1998),
Tracking storm-generated waves in the northeast pacific ocean with ERS-1
synthetic aperture radar imagery and buoys, Journal of Geophysical Re-
search, 103 (C4). ii, 2, 239

Kedar, S. (2011), Source distribution of ocean microseisms and implications
for time-dependent noise tomography, Comptes Rendus Geoscience. 238

Kedar, S., M. Longuet-Higgins, F. Webb, N. Graham, R. Clayton, and
C. Jones (2008), The origin of deep ocean microseisms in the north at-
lantic ocean, Proceedings of the Royal Society A: Mathematical, Physical
and Engineering Science, 464 (2091), 777–793, doi:10.1098/rspa.2007.0277.
238

Krogstad, H. E. (1992), A simple derivation of Hasselmann’s nonlinear
ocean-synthetic aperture radar transform, J. Geophys. Res., 97 (C2), 2421–
2425. ii, 2, 34, 36, 37, 38, 45, 242

Longuet-Higgins, M. S. (1950), A theory of the origin of microseisms, Philo-
sophical Transactions of the Royal Society of London. Series A, Mathemat-
ical and Physical Sciences, 243 (857), 1–35, ArticleType: research-article /
Full publication date: Sep. 27, 1950 / Copyright c© 1950 The Royal Society.
238

Munk, W. H. (1947), Tracking storms by forerunners of swell., Journal of
Atmospheric Sciences, 4, 45–57. 239

Munk, W. H., G. R. Miller, F. E. Snodgrass, and N. F. Barber (1963),
Directional recording of swell from distant storms, Philosophical Transac-
tions of the Royal Society of London. Series A, Mathematical and Physical
Sciences, 255 (1062), 505–584. iv, 2, 56, 67, 237

Oliver, J. (1962), A worldwide storm of microseisms with periods of
about 27 seconds, Bulletin of the Seismological Society of America, 52 (3),
507–517. 242

Stehly, L., B. Fry, M. Campillo, N. M. Shapiro, J. Guilbert, L. Boschi, and
D. Giardini (2009), Tomography of the alpine region from observations of
seismic ambient noise, Geophysical Journal International, 178 (1), 338–350,
doi:10.1111/j.1365-246X.2009.04132.x. 238

Wingeart, K. M. (2001), Validation of operational global wave prediction
models with spectral buoy data, Tech. rep. 246

Young, I. R. (1999), Seasonal variability of the global ocean wind and wave
climate, International Journal of Climatology, 19 (9), 931–950. 237



Bibliography 251

Zopf, D. O., H. C. Creech, and W. H. Quinn (1976), The wavemeter: a
land-based system for measuring nearshore ocean waves, Mar. Tech. Soc.
Journal, 10 (4), 19–25. 238



252 Bibliography



Conclusion

Throughout this work, we have developed and validated a global observation-
based deep ocean swell model using SAR derived swell 2D spectra from EN-
VISAT mission.

First, we presented the SAR swell imaging principle, followed by theory
and observations of swell generation and propagation in deep ocean. These
two first chapters enable a better understanding of the physical processes
responsible for estimation errors of the SAR swell measurements proposed
in Chapter 3. However, because SAR measurements are sparse, validation
using in situ measurements from the sparse buoys moored in deep ocean
provides very few co-locations and thus limited error characterization.

Yet, a refined methodology using linear propagation theory was proposed
in Chapter 5 to increase swell sampling by extrapolating the SAR swell mea-
surements in deep ocean, away from islands and in the absence of current.
Besides, it has demonstrated the possibility to use SAR swell measurements
to monitor swell fields’ propagation over an entire ocean basin. Specifically,
we showed that this methodology could be applied to complex scenarios even
if long-lived and/or fast moving storms require additional filtering. Often,
the spatial distribution of the propagated SAR measurements was shown to
be very heterogeneous, as evidence in Chapter 4. In such cases, the estima-
tion of swell main properties developed in the virtual buoy concept can be
hazardous even though the large scale distribution of wavelength propagated
measurements, for example, seems to deliver useful information.

In Chapter 6, we thus proposed a new concept, the synthetic swell field,
a methodology taking advantage of the large scale distribution to detect
outliers and retrieve swell information on a regular space-time grid despite
the irregular distribution of the SAR propagated measurements. Estima-
tions given by this new observation-based model could be co-located with
buoy measurements more than half of the time, as opposed to the track-
based SAR swell measurements offering very few co-locations. As a result, a
better identification of estimation errors is possible and indicates systematic
errors on peak periods and the significant swell heights. Besides, the pro-
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cesses responsible for these statistical biases can be better understood when
inspecting the wealth of information provided by rejected outliers. For the
first time, the significant swell height error dependency on the swell direction
with respect to the SAR instrument is documented. This observation-based
model can provide a new validation approach for the improvement of SAR
swell measurements. Inter-comparisons between the synthetic swell field and
in situ measurements on one hand and classical numerical wave models like
WW3 and the same in situ measurements on the other hand have shown
that this observation-based model performances depended on the data den-
sity of SAR propagated observations and under identified conditions, were
statistically more accurate than WW3 model. This shows that despite the
large erros in individual SAR measurements, using careful filtering, they
can be arranged into consistent swell fields used for the development of a
global observation-based deep ocean swell model, with regular space/time
sampling.

In terms of perspectives, a direct application of the present work is the
use of our synthetic swell field estimations for improved parametrization
and assimilation in numerical wave models. This could contribute to correct
erroneous hindcasts/forecasts caused by incorrect wind forcing or swell dis-
sipation. Reciprocally, we also expect inter-comparisons between numerical
models, SAR estimations and in situ measurements to better identify and
characterize the synthetic swell field estimation errors. Other advantages of
using assimilation in numerical wave models is that they can provide the full
frequency range of wave forecasts, not just swell restricted, which is available
in deep as well as in shallow waters.

In addition, we showed that the major part of the systematic errors af-
fecting the synthetic swell fields was due to systematic errors affecting the
SAR observations. Therefore, inspecting the detected outliers shall lead to
better estimation of SAR swell observations which, once processed, will also
lead to better synthetic swell field estimates. For instance, the comparison of
synthetic swell field estimated with seismic noise has highlighted the under-
estimation of long swell peak period and, to a larger extent, the impossibility
to retrieve extremely long swell characteristics in SAR L2 wave products al-
though the signature was present in the SAR imagette. This shows that
some improvements are needed and already identified in the swell spectra
inversion.

The main parameter limiting the synthetic swell model accuracy is the
data density, which is determined by the orbit of the SAR instrument as
explained in Chapter 4. Although, the data density could be improved us-
ing other observation sources such as moored buoys, seismometers and data
from the future CFOSAT mission. Indeed, the model only requires informa-
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tion on the three integral swell parameters and few additional developments
are necessary to realize this extended model.

Finally, the large influence of satellite orbits on swell observation ca-
pability was shown and should certainly be taken into account for future
missions targeting swell observations such as CFOSAT.

In the end, we can be very optimistic looking at the upcoming years of
ocean swell observation with SAR. The future launch of the two satellites
Sentinel-1A and 1B by the end of 2013 and 2014 will bring unprecedented
wealth of SAR swell observations thanks to more appropriate satellite or-
bits, the future possibility to also retrieve swell information from SAR image
mode products. Besides, these SAR observations shall be of higher quality
thanks to larger SAR imagettes and the frequency range of observable swell,
extended to very long swell owing to the potential swell inversion improve-
ments. All these new algorithm developments will also lead to higher qual-
ity reprocessing of the SAR wave mode archive since 1991. On top of this,
if the new concept mission CFOSAT reaches its expectations, spaceborne
swell observation will be even richer. Today, efforts shall be focused on the
improvement of the SAR swell spectra inversion, the preparation of assimi-
lation applications and the deployment of an operational validation scheme
in order to make the most of the upcoming SAR products.
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Acronyms

ALOS Advanced Land Observation Satellite
ALSE Apollo Lunar Sounder Experiment
ASAR Advanced Synthetic Aperture Radar
CDIP Coastal Data Information Program
CERSAT Center for Satellite Exploitation and Research
CFSR Climate Forecast System Reanalysis
ECMWF European Center for Medium-Range Weather Forecasts
EMH ElectroMagnetic-Hydrodynamic
ENVISAT ENVIronmental SATellite
ERS-1/2 European Remote-Sensing satellites
ESA European Space Agency
GPS Global Positioning System
GRL Geophysical Research Letters
GSN Global Seismic Network
JERS Japanese Earth Resources Satellite
JPL Jet Propulsion Laboratory
MARSEN MArine Remote SENsing experiment
MEM Maximum Entropy Method
MLM Maximum Likelihood Method
MTF Modulation Transfer Function
NCEP National Center for Environmental Prediction
NCEP RA-
2

NCEP ReAnalysis-2

NDBC National Data Buoy Center
NODC National Oceanographic Data Center
NRCS Normalized Radar Cross Section
NRMSE Normalized Root Mean Square Error
NV Normalized Variance
OPPE Organismo Publico Puertos del Estados (Spanish acronym

for the National Harbor Organization)
PRF Pulse Repetition Frequency
QuikSCAT Quick Scatterometer
RAR Real Aperture Radar
RMSE Root Mean Square Error
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SAR Synthetic Aperture Radar
SAR L2 SAR Level-2
SAR L2P SAR Level-2 Partition
SI Stroboscopic Imaging
SIR-A/B/C Shuttle Imaging Radars
UKMO United Kingdom Meteorological Office
WAM Wave Action Model
WAMDAS Wave And Meteorological Data Acquisition System
WHOI Woods Hole Oceanographic Institution
WMO World Meteorological Organization

WW3 WAVEWATCH III R©
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